Both topic modeling and word embedding map documents onto a low-dimensional space, with the former clustering words into a global topic space and the latter into a local continuous embedding space. In this study, we propose the TMSA framework to unify these two complementary patterns by the construction of a mutual learning mechanism between word-cooccurrence based topic modeling and autoencoder. In our model, word topics generated with topic modeling are passed into auto-encoder to impose topic sparsity so that auto-encoder can learn topic-relevant word representations. In return, word embedding learned by autoencoder is sent back to topic modeling to improve the quality of topic generations. Empirical studies show the effectiveness of the proposed TMSA model in discovering topics and embedding words.
Introduction
Both topic models [4] and word embedding [2, 5, 18 ] models play significant roles in modeling human languages and have become indispensable tools for natural language processing. In the past decade, topic modeling [4, 15] , such as Probabilistic Latent Semantic Analysis (PLSA) or Latent Dirichlet Allocations (LDA) [4] , has successfully revealed the thematic structure of collection of documents with exploring the patterns represented by word co-occurrence matrix. The advantage of topic modeling is its global clustering capacity across documents. When the corpus is large enough, semantic relatedness and coherent topics can be exposed without supervision. In contrast, word embedding models have been proved to be an effective approach to transform sparse discrete words into dense and low-dimensional continuous vectors [2, 18, 12, 21] . Since word embedding usually utilizes local word collocation patterns to construct an embedding link function, the semantic and syntactic relatedness represented is also more local, compared to topic modeling.
As they complement each other in language modeling, it motivates us to pursue constructing an integrated model which can make full use of their respective advantages. Two common characteristics for topic modeling and word embedding are the nature of dimensionality deduction and their semantic relatedness. Quite a few works have used word embeddings to improve topic modeling [20, 15] . CLM [27] and STE [23] are proposed to combine topic modeling and word embedding. CLM applies nonnegative matrix factorization to both topic modeling and word embedding. STE employs skip-gram to learn different topic-specific word embeddings to avoid polysemy. The existing methods, however, do not explicitly consider the mutual influence of global topics and local contexts in the learning process. Thus, the interaction between global topics and local contexts cannot be fully explored to boost the performance. In this paper, we propose a unified framework TMSA (Topic Modeling and Sparse Autoencoder; see Figure 1 ) to explicitly incorporate the mutual influence of global topics and local contexts into the learning process. In TMSA, the influence of local word embeddings are integrated into the discovery of topics via the TMSA topic component named as topic modeling boosted with sparse autoencoder. The semantic information of word embedding helps TMSA topic learn topics in an effective way. In addition, the topics learned from TMSA topic will be further integrated into the word embedding process via the TMSA word component named as sparse autoencoder sparsified with topic modeling. Both topics and contexts will be reflected in the learned embeddings of words. The full architecture of the proposed TMSA is shown in Figure 1 . With the mutual learning scheme, TMSA has the following advantages. First, parameter tuning and inferences can be done in a unified framework. Second, the mechanism of back propagation in sparse autoencoder can be utilized for fine tuning word embeddings. Third, extra layers can be easily added to handle other tasks, such as adding a softmax layer for classifications.
In summary, our key contributions are as follows:
• We propose a unified framework TMSA to improve topic discovery and word embedding simultaneously via a mutual learning mechanism.
• We introduce an efficient algorithm to boost topic learning by taking advantage of local context information from semantic word embedding.
• We design a unique topic based sparse autoencoder to improve the word representation learning by encoding both global topics and local context information into the learned embeddings.
• We demonstrate the effectiveness of TMSA by comparing it with several state-of-the-art methods on both topic modeling tasks and word embedding tasks.
Related Work
As it is discussed in the Introduction Section, the main theme of this work is to coordinate global topics and local contexts for better topic discovery and word embeddings. Therefore, most relevant works involve topic modeling and word embedding learning.
Topic modeling and its variations
Topic modeling is a powerful unsupervised tool to discover latent semantic structure from a text corpus. The most representative one is the Latent Dirichlet Allocation (LDA) [4] . Typically, only a small number of topics are present in each document and only a small number of words have high probability in each topic. This pattern motivated [4] to deploy Dirichlet priors to regularize the topic distributions. Semantic centroids have the same nature as topics in LDA. The semantic relatedness exists in continuous embedding space while the topic related words exist in discrete space. This similarity leads explorations in common semantic centroids. For example, [20] proposed to improve topic models with latent feature word representations (Latent Feature Topic Modeling or LFTM for short). Specifically, they replace the topic-to-word Dirichlet multinomial component that generates words from topics with a two-component mixture of a topic-to-word Dirichlet multinomial component and a latent feature component. The latent feature component is a product of two matrices, pretrained word embedding and updated topic embedding. In contrast, topic embedding, as topics in LDA, catches global context information while reflecting semantic centroids.
Word Embedding
Current word embedding related works are usually based on neural probabilistic language model introduced by [2] . It has been proven to be able to capture semantic regularities in language by learning context information represented with the local word co-occurrences. Later, Mnih and Hinton [19] proposed three different embedding functions to model the conditional distribution of a word given its context (or vice versa). However, these methods are not scalable on large corpora due to the interaction matrices between the embeddings. [18] proposed Skip-Gram and Continuous Bag Of Words (CBOW) to improve the efficiency of word embeddings via direct interaction between two embeddings, which can be efficiently trained on large corpora and achieve good performance on various linguistic tasks. In particular, the skip-gram with negative sampling for training word embedding is discovered to implicitly factorize the point-wise mutual information matrix of the local word co-occurrence patterns [11] .
Integrated Framework Besides above work, Topic
Word Embedding (TWE) [16] was proposed to concatenate topic embedding with word embedding to form topical word embedding for each word. Li et al. [15] extended LDA to a model named as TopicVec. The extension partially follows LFTM by defining the probability function as a mixture of the conventional multinomial distribution and a link function between the embeddings of the focus words and topics. Furthermore, TopicVec treats pre-trained topic labels as special words and learns embeddings for topics by including the topic labels in the neural architecture. Another work along this line is Gaussian LDA [6] . It uses pre-trained word embeddings learned from large external corpora such as Wikipedia and then models topics with Gaussian distributions in the word embedding space. In addition, Skip-gram Topical word Embedding (STE) [23] was proposed to learn different topic-specific word embeddings to avoid the problem of polysemy. Recently, models like [29] and [14] construct informative and asymmetric Dirichlet priors with word embeddings as external knowledge. All of them somewhat make efforts to construct a channel between topic modeling and word embedding. Namely, they do not take into considerations much of the mutual influence of global topics and local contexts explicitly during the learning process. However, these composite models combine topic models and word embeddings in a separate and heuristic manner. Research which attempts to integrate both aspects into a framework comes from Collaborative Language Model (CLM) [27] and Correlated Topic Modeling Using Word Embeddings [28] . CLM was proposed to formulate the topic modeling and word embedding into a co-factorization fashion. It employs non-negative matrix factorization (NMF) to obtain global topic matrix and utilizes the shifted positive point-wise mutual information matrix to generate word embedding vectors. The second one extends Gaussian LDA by modeling topic correlations with the help of word embeddings. Meanwhile, as their topic discovery process starts from learning the word embedding with semantic regularities, the model constructs a mutual learning mechanism. Yet, these models are to some degree constructed with topic modeling as the dominant so that word embedding plays less important roles. In contrast, our model aims at launching a mutual learning mechanism, explicitly enhancing the interactions of global topics and local contexts via two tightly correlated components TMSA topic and TMSA word .
Problem Statement
Given a set of documents, the document-word matrix D represents the global context information. The topics for documents will be effectively discovered via the proposed topic modeling module TMSA topic by explicitly taking the word embedding information from local contexts into consideration. The local context information is represented by the word co-occurrence matrix X, which is extracted from a sequence of words in documents within a fixed text window. Each word sequence has a focus word and its neighboring context words within a text window centered at the focus word. x ij ∈ X records the times a word w j appears in a word w i 's contexts. The word embeddings will be learned from X via the proposed TMSA word by incorporating the discovered topics into the embedding process. In accordance, word embedding learning and topics discovery form a mutual interactive cycle and continue till convergence.
Methodology
As is shown in Figure 1 , our proposed TMSA framework consists of two components, the topic modeling module TMSA topic with the blue color in the figure and the word embedding module TMSA word with the red color in the figure. These two components closely interact with each other through the mutual learning mechanism with the shared part in pink in the figure. We will elaborate on these components.
Topic Modeling Boosted with Sparse Autoencoder
The topic modeling module, TMSA topic , as shown in blue in Figure 1 , is a generative process with word embeddings, topic embeddings and residuals for regularization. TMSA topic , similar to LDA, represents each document d from a corpus as a probability distribution over topics, where each topic is modeled by a probability distribution over words in a fixed vocabulary. With the text corpus, the topic discovered can reflect the global semantic relatedness. The probability of a word is governed by such latent topics. TMSA topic is also a generative model. Differently, besides employing Dirichlet prior to generate document topic distributions, normal distributions are utilized to regulate the generations of topic embedding.
Here, we define the generative process and likelihood. 1. For each word, look up the word embedding v wi from the word embedding matrix, V.
2. For each word co-occurrence of w i and w j , draw the residual a wi,wj from N (0, 1 2g( p(wi,wj )) ). 3. For the k-th topic, draw a topic embedding uniformly from a hyperball of radius γ as t k ∼ U nif (β γ ).
For each document d i :
(a) Draw the mixing topic proportions θ i from the Dirichlet prior Dir(α).
(b) For the j-th word:
i. Draw topic assignment z ij from the θ i . ii. Draw word w ij from W according to p(w ij |w i,j−c :
In this generative process, the word embedding matrix, V is updated in the TMSA word module. The residual a wi,wj is a regulation of bigram w i , w j . p wi,wj is a link function or a probability function for a bigram w i , w j , defined as,
where v w j T v w i refers to the linear interactions between two word vectors and a wi,wj is a residual information representing nonlinear or noisy interactions between two words.
Eq. (4.1) is actually the regularized pointwise mutual information between two word vectors. t k is the topic embedding for k-th topic and β γ is a hyperparameter. The fourth step is similar to LDA. Nonetheless, the generative process for each word w ij is based on a link function p(w ij |w i,j−c : w i,j−1 , z ij , d i ) extended from (4.1) defined by [15] , in which, an interaction function between the word vector and topic embedding is added. Corresponding to Figure 1 , the above generative process can be summarized as a likelihood function for each document.
where D, A, V, Z, T refer to a document set, the residual matrix, the word embedding matrix, the topic matrix and topic embedding matrix respectively. In addition, p(v wi; µ i ) and p(a wi,wj ; g( p(w i , w j )) are the two Gaussian priors for generating the word co-occurrences. The second term g( p(w i , w j )) is a nonnegative monotonic transformation for p(w i , w j ), aiming at penalizing the residual a wi,wj 4.1.1 Optimization of TMSA topic . Following conventions, we optimize the regularized maximum likelihood function of L topic . Based on the distributions from the generative process, the complete-data likelihood of a corpus D can be factorized as follows: 
The MAP estimate of topic vector t zij is obtained by minimizing the regularized negative log-likelihood. The derivative with respect to the j-th element of the vector for topic z ij is,
Sparse Autoencoder (SA) Sparsified with Topic
Modeling To learn embeddings of words, we adopt the classic sparse autoencoder (SA) using the self-reconstruction criterion [3, 26] . Autoencoder is an unsupervised feedforward neural network that applies backpropagation by fitting the input using the reconstructed output. It is often used to handle high-dimensional features and pre-train deep learning models. Word embeddings can also be trained via autoencoder [9, 13] . Before training autoencoder for word embedding, we first construct the word co-occurrence probabilities by counting the number of times each context word occurs around its focus word divided by the frequency of the focus word. The square root of the probabilities, denoted as X, are considered as the input of autoencoder as in [9] . With word co-occurrence information, SA encodes the word co-occurrence x i of the i-th input word to an embedding representation v i ∈ R N by a feedforward propagation
Φ ∈ R N ×S is a weight matrix and b ∈ R N is an embedding bias vector. f (·) is called the activation function, e.g., the sigmoid function
.
After the feedforward pass, v i is decoded to a representation
c ∈ R N is a bias vector for the decoder. A sparsity constraint is imposed on the embedding representation of v i to reduce noise in SA. The overall cost function of SA is
where the first term is the average of reconstruction loss on all word co-occurrences with sum-of-squares. The second term is a regularization term to prevent over-fitting. λ is the regularization parameter. The third term is the KullbackLeibler (KL) divergence between two Bernoulli random variables with mean ρ andρ j , respectively. It aims to control the sparsity of the weight and bias parameters Φ and b. ρ is the sparsity parameter that specifies the level of sparsity. ξ is the weight of the sparsity term in the cost function. We use
to penalizeρ j deviating from the sparsity parameter ρ, witĥ
Copyright c 2019 by SIAM Unauthorized reproduction of this article is prohibited being the average activation of the j-th embedding representation. v ij ∈ v i is the j-th embedding value for the i-th word. The word co-occurrences in SA encode the local context information only. In this paper, we incorporate global topical information into SA and propose TMSA word , the sparse autoencoder sparsified with topic modeling, to improve the word embeddings. Our aim is to encapsulate topical information into the overall cost function of SA so that the learned word embeddings also reflect the topic distributions of words. In order to achieve this goal, we propose to add the fourth term as a topic guidance term and the goal of TMSA word is to minimize the following objective function:
where ϕ is the topic sparsity parameter for the embeddings and τ is the weight of the topic guidance term in the overall objective function.φ k is the average activation of the embeddings for the k-th topic:
where h i jk ∈ h i ∈ R N ×K is the topic distribution of the j−th embedding value over the k-th topic for the i-th word.
is the topic distribution for the embedding v i and h i ∈ H, the total of h i . The topic guidance term is designed to help the learned embeddings v reflect the global topical information of words. Here the KL divergence KL(ϕ||φ k ) helps reconstruct the input with the activations that are related to the most discriminative topics.
Full Architecture
With the semantic word embedding information extracted from local contexts, we can better discover topics from texts; and by exploiting the global topical information, topic-related information will be effectively reflected in word embeddings. These two processes interact closely with each other to boost the performance of both topic discovery and word embedding. The overall objective function can be defined as
We first fix word embeddings in TMSA word to update topic modeling TMSA topic . With the updated topics, we then run TMSA word to learn better word embeddings. This iterative process continues until converge is achieved. The whole procedure is illustrated in Algorithm 1. The proposed TMSA has several advantages. Firstly, parameter tuning and inferences can be done in a unified framework. Secondly, the mechanism of back propagation in Sparse autoencoder can be utilized for fine tuning word embeddings. Thirdly, extra layers can be easily added to handle other tasks, such as adding a softmax layer for classifications. In Algorithm 1, the complete mutual learning procedure is summarized. The input includes word co-occurrence matrix and topic Dirichlet prior α. After initializations of needed weights and embedding matrices, topic modeling and word encoder are updated in return until the topic difference is smaller than the pre-defined or the given epoch number is reached. 
Experiments
In this section, we evaluate the effectiveness of our proposed framework TMSA from both the topic discovery task and the word embedding task.
Datasets We utilize two datasets for the evaluations.
One is the 20 Newsgroups 1 and the other one is the Reuters-21578 corpus 2 . The two corpora are referred to as the 20News and Reuters in the following. 20News has 11,311 documents for training and 7,529 for testing. It has 20 different categories. For Reuters, the largest 10 categories are selected for the experiment with 5,770 documents for training and 2,255 for testing. During the data processing step, stop words are removed and all words are converted to lowercase. For the construction of the word co-occurrence matrix for word embedding, we set the context window size as 10. For the topic modeling, the predefined topic difference and the topic Dirichlet prior α is set to 0.01 and 0.1, respectively. The total epoch number is set to 100. For the parameters of sparse autoencoder, we set both the sparsity level ξ and topic guidance weight τ as 0.1. The sparsity parameter ρ and the topic sparsity parameter η are both set as 0.05. The regularization parameter λ is 0.01. The number of topics are 20 and 10 for 20News and Reuters, respectively. The embedding dimension is set to 50.
Evaluation on Document Classification
Here, we first evaluate how TMSA can benefit downstream applications. We focus on the document classification task and compare with the following topic modeling baselines:
• LDA [4] : the vanilla Latent Dirichlet Allocation;
• LFTM [20] : the Latent Feature Topic Modeling;
• TopicVec [15] : the generative topic embedding method;
• CLM [27] : the Collaborative Language Model.
In addition to the above baselines, we also compare with the state-of-the-art methods that use the learned word representations for document classification. They are:
• PV-DBOW and PV-DM [8] : the Doc2Vec model;
• MeanWV [15] : the mean word embedding of the TopicVec model;
• TWE [16] : the Topical Word Embedding method;
• Gaussian LDA [6] : the Gaussian LDA model;
• TV+MeanWV [15] : the concatenation of TopicVec and MeanWV.
In TWE, Gaussian LDA and TV+MeanWV, both topic representations and word embeddings of a document are concatenated as features for classification. In TMSA, we aggregate the word embeddings and use the mean as document features since the topical information has already been incorporated into the learned word embeddings. In the experiment, the macro-average precision, recall and F1 measures are used as the evaluation metrics. For LDA, LFTM, CLM, PV-DBOW, PV-DM, TWE and Gaussian-LDA, we use the same results reported in [27] . For TopicVec, MeanWV and TV+MeanWV, we report the same results from [15] .
The performance on 20News and Reuters are shown in Table 1 and Table 2 , respectively. The best results are highlighted in boldface. It can be observed that TMSA outperforms the compared methods significantly on both datasets. Compared to the second best method CLM, TMSA achieves 2.5% and 4.3% higher on Fscore for 20News and Reuters, respectively. As mentioned in [23] , STE is proposed to learn topic-specific word embeddings to avoid the issue of polysemy. It is reported in [23] that STE achieves 82.5% of precision, 82.3% of recall and 82.5% of Fscore on 20News.
There is no available result of STE on Reuters. We can see that TMSA still outperforms STE on 20News. In summary, the proposed TMSA combines the topic modeling and word embedding components via a mutual learning mechanism and achieves the best performance on both datasets.
Evaluation on Word Similarity
Next, we evaluate the quality of word embedding learned from 20News, to illustrate the effectiveness of the proposed TMSA framework. Since 20News is a small corpus compared with the largest online encyclopedia Wikipedia, it is challenging to collect a large amount of local context information. By encoding the global topical information into the sparse autoencoder with local contexts as a kind of complementary information, the proposed TMSA can improve the word representation learn-ing process significantly even for small corpora.
In this section, we compare with several word embedding baselines, including Skip-Gram and CBOW in [18] , GloVe [21] , SPPMI and SPPMI+SVD in [11] , PV-DBOW and PV-DM in [8] , TWE [16] and CLM [27] . We use word embeddings learned from all these methods to evaluate the word pair similarities on several datasets. These datasets include WordSim353 (WS353) [24] , WordSim Relatedness (WS Rel) [1] , Turk [22] , simLex-999 [7] and Rare [17] . We test the performance of word embeddings by measuring the Spearman's correlation of the cosine similarities of word embeddings and the human-assigned similarities. The code for the word similarity evaluation is publicly available 3 . We run it to measure the performance of the proposed TMSA model on the task of word similarity. For all the baseline methods, we report the results from [27] . Table 3 shows the results of word similarities. Higher values indicate that the learned embeddings are closer to the human judgments on the word similarity task. We observe that TMSA outperforms all baseline methods on all datasets. Although CLM also performs well on these datasets, it cannot beat TMSA as it does not encode the topical information explicitly into the word representation learning process.
Qualitative Analysis
In this section, we present two case studies to show the quality of generated topics and word embeddings as well as the correlations between them.
Qualitative Assessment of Topic Modeling
This subsection provides examples of how the proposed framework improves topic coherence. Table 4 compares the top words produced by TopicVec and TMSA for four topics. TopicVec [15] is one of the state-of-the-art method for topic discovery. In Table 4 , for Topic 1 both TopicVec and TMSA produce words which share clear and similar themes (religion for Topic 1). But for Topic 2, Topic 3 and Topic 4, TMSA finds more meaningful words than TopicVec. In 3 https://github.com/XunGuangxu/2in1 TMSA, Topic 2 is about email communications, Topic 3 is language related and Topic 4 is more related to industries. In contrast, TopicVec discovers fewer meaningful words related to these three topics. The words in TopicVec are not that coherent. This shows that TMSA has more powerful capacity of generating topics with interpretable themes.
Qualitative Assessment of Word Embedding
Here, we qualitatively assess word embeddings from two perspectives. First, we test the performance of word embeddings on the task of word analogy. Word analogy aims at measuring whether word embedding can cluster word/phrase pairs of similar relations together. Given four words "a", "b", "c" and "d", the usual format for such analogy is "a is to b" as "c is to d", where "d" is hidden and needs to be inferred from the vocabulary. "d" can be inferred by optimizing 3CosAdd [10] as argmin d∈V (cos(d, c − a + b)).
In this subsection, we use the Google dataset [18] to test the quality of the word embeddings learned from TMSA on 20News. The Google dataset contains syntactic analogies such as "good is to better as rich is to richer" and semantic analogies such as "king is to queen as man is to woman". Table 5 shows the top five analogies for the word analogy task discovered from 20News by ranking the optimized 3CosAdd value in a descending order. The last column is the optimized 3CosAdd value for each word analogy question. It can be observed that TMSA cannot only discover the syntactic analogies such as "flying is to flew as playing is to played", but also find the semantic analogies such as "husband is to wife as father is to mother".
In addition to examples of word analogy, we also present a figure of a two-dimensional PCA projection of word embedding clusters as in Figure 2 . Words which have higher scores than a threshold are selected to represent a cluster of related word embeddings. Five clusters with distinct themes can be observed, roughly as, religion, manufacturing, astronomy, computer-related and electronic. Further, the locations of those five themes in the embedding space are not random either. Computer-related and electronic are closer and located on the above while manufacturing, religion and astronomy are closer and located on the below. Those word embedding clusters are evidently affected or guided by the topic words generated from TMSA topic . Similar words can be observed from topics generated in TMSA topic in Table 4 . Topic 1 and Topic 4 correspond to religion and manufacturing respectively. In addition, topics about space sciences, astronomy and computers can be observed in the output of TMSA topic too. It shows that the mutual learning is working effectively in TMSA. 
Conclusions
This work proposes a mutual learning model TMSA for global topic discovery and local word embedding. In TMSA, the topic discovery component TMSA topic learns topics for input word co-occurrence. The learned word topics are then passed to TMSA word to add topic sparsity to enhance the construction of count-based word embedding. In return, word embeddings are passed back to TMSA topic to improve topic discovery. The experimental results show that both topics and word embeddings demonstrate better performances. In future, more theoretical studies will be made to explore the optimized integration between autoencoder, topic modeling and word embedding. For example, besides the parametric model based on LDA, we may consider the non-parametric model, such as hierarchical Dirichlet process [25] . Secondly, topics of documents and embeddings can be jointly learned to help boost the document classification performance. Another direction is to explore the integration of knowledge graph into topic modeling. Through the joint learning process, more interesting discoveries will be made on the associations between topic generations, word representation learning and knowledge graph embedding.
