We consider two-scale elliptic equations whose coefficients are random. In particular, we study two cases: in the first case, the coefficients are obtained from an ergodic dynamical system acting on a probability space, and in the second the case, the coefficients are periodic in the microscale but are random. We suppose that the coefficients also depend on the macroscopic slow variables. While the effective coefficient of the ergodic homogenization problem is deterministic, to approximate it, it is necessary to solve cell equations in a large but finite size "truncated" cube and compute an approximated effective coefficient from the solution of this equation. This approximated effective coefficient is, however, realization dependent; and the deterministic effective coefficient of the homogenization problem can be approximated by taking its expectation. In the periodic random setting, the effective coefficient for each realization are obtained from the solutions of cell equations which are posed in the unit cube, but to compute its average by the Monte Carlo method, we need to consider many uncorrelated realizations to accurately approximate the average. Straightforward employment of finite element approximation and the Monte Carlo method to compute this expectation with the same level of finite element resolution and the same number of Monte Carlo samples at every macroscopic point is prohibitively expensive. We develop a hierarchical finite element Monte Carlo algorithm to approximate the effective coefficients at a dense hierarchical network of macroscopic points. The method requires an optimal level of complexity that is essentially equal to that for computing the effective coefficient at one macroscopic point, and achieves essentially the same accuracy. The levels of accuracy for solving cell problems and for the Monte Carlo sampling are chosen according to the level in the hierarchy that the macroscopic points belong to. Solutions and the effective coefficients at the points where the cell problems are solved with higher accuracy and the effective coefficients are approximated with a larger number of Monte Carlo samples are employed as correctors for the effective coefficient at those points at which the cell problems are solved with lower accuracy and fewer Monte Carlo samples. The method combines the hierarchical finite element method for solving cell problems at a dense network of macroscopic points with the optimal complexity developed in D. L. Brown, Y. Efendiev and V. H. Hoang, Multiscale Model. Simul. 11 (2013), with a hierarchical Monte Carlo sampling algorithm that uses different number of samples at different macroscopic points depending on the level in the hierarchy that the macroscopic points belong to. Proof of concept numerical examples confirm the theoretical results.
Introduction
In heterogeneous media, the primary challenge in obtaining accurate simulations that are cost effective is the multiscale nature of the media. This multiscale nature often necessitates the use of very fine scale meshes to resolve the characteristics of the heterogeneities. This difficulty is compounded by the fact that often the uncertainties in the material parameters may be large. This multiscale nature and uncertainty in material properties are exhibited in a variety of applications such as porous media, i.e. filtration or batteries devices for industrial applications [11, 25] or subsurface modeling in the context of groundwater modeling or oil and gas extraction [12, 14] . This combination of scales and the uncertainty yields problems that are not only high resolution, but may also require many realizations to handle the randomness.
In any setting, with these issues, new computational tools need to be developed to handle the multiple scales and randomness. The following is just a sample of the many tools and techniques that have been developed in this area. One such tool that has been successfully used to handle multiscale periodic coefficients as well as random media is homogenization. The theory of this is well established and the literature is quite extensive c.f. [6, 4, 5, 23, 26 ] to cite just a few. The primary idea is to derive an equation that only depends on the macroscopic scale of the domain and represents the multiscale equation macroscopically, i.e. the solution of the homogenized equation is equivalent to the solution of the multiscale equation in the average. To establish this equation, it is necessary to solve cell equations at the microscale that are posed in representative domain, and in the periodic setting, in the periodic cube. The equation is then upscaled or averaged to build a homogenized macroscale equation. In reservoir engineering literature this process is commonly known as upscaling and upgridding, where the calculation of fine-grid or subgrid is used to generate a coarser representation of the underlying geology [16, 21] . The computational complexity of upscaling, or of establishing the homogenized equation can be prohibitively high, as for each macroscopic points, several cell problems have to be solved; the only exception is when the microstructure is strictly periodic.
There have been attempts to solve the multiscale equations directly to obtain both the macroscopic and the microscopic information, without forming the homogenized, or effective, equations. The multiscale finite element methods (MsFEM) [13] solve local problems with fine mesh to build basis functions that contain microscopic information. The heterogeneous multiscale methods (HMM) [3] solve local homogenization cell problems at coarse-grid nodes to compute unknown coefficients. Other methods base on the variational multiscale principles ( [20] ) such as the local orthogonal decomposition (LOD) [10, 22] where a fine-scale space is constructed and sub-grid corrections are made to incorporate multiscale information. However, these methods do not utilize the periodic, almost periodic or ergodic structures of the media and may be computationally costly in the offline phase. We will focus ourselves in this work in utilizing special ergodic or microscale periodic structure of the random multiscale coefficients to develop a computationally efficient scheme for establishing the homogenized equation.
There are techniques to efficiently computationally homogenize multiscale elliptic equations. For periodic multiscale problems sparse tensor product finite elements can be used to solve the high dimensional multiscale homogenized problems to obtain all the necessary macroscopic and microscopic information, without forming the homogenized equation; the method achieves essentially optimal complexity [19] . Another approach, in the context of pore-scale fluid flows, utilizes a reduced-basis model reduction framework that relies on a parametrization of the microstructure [1] . For random multiscale elliptic equations, the authors in [18] approximate the random high dimensional coefficients by the best N term approximations of the generalized polynomial chaos (GPC) expansions of the solution, combining with sparse tensor finite elements for the GPC coefficients of the scale interaction terms to obtain approximations with optimal complexity. Other works include utilization of the multilevel Monte Carlo technique by varying domain size [15] . In this paper, we develop an optimal method to compute the homogenized coefficient for two-scale ergodic and microscale periodic random problems for a dense hierarchical network of macroscopic points. For deterministic two-scale Stokes-Darcy systems, such an optimal method has been developed theoretically and verified numerically in the context of pore-scale fluid flows in deformable porous media [9] . The main idea of the algorithm is to solve cell problems at macroscopic points at different levels of the hierarchy using different levels of resolution. The method then uses a correction step that employs the solution at nearby macroscopic points at which cell problems are solved with higher accuracy to correct the lower resolution solutions. In this work, we develop an optimal method to compute homogenized coefficient of ergodic random and periodic random two-scale elliptic equations. The rigorous homogenization of such problems is well established [5, 7, 26] .
At each macro point in the domain, in the ergodic setting, abstract cell problems involving the generator of the semigroup of the dynamical system in the probability space have to be solved. However, in reality, we need to choose a large representative volume in the physical variable and solve a cell equation inside this volume. The homogenized coefficient is approximately the expectation of the effective coefficient obtained from the solution of this cell problems in the representative volume for all the realization. This expectation can be computed by the Monte Carlo method. In the microscale periodic random case, the effective coefficient is random and is obtained from the solutions to cell problems in the unit cube for each macro point and for each realization. We aim to compute the expectation of the effective coefficient at each macro point.
Thus, in general, there are three sources of errors that we need to account for. The first one is that of taking a finite size representative volume in which we consider the cell problems (in the ergodic case). The second error is that of solving these cell problems by using a discretization method; here we use a finite element method. The third error comes from Monte Carlo approximation of the effective coefficient where a finite number of samples is used. A straightforward combination of finite element solves of the cell problems and Monte Carlo approximations at every macroscopic point is prohibitively expensive, as we need to use a large number of samples for the Monte Carlo approximation, and for each sample, we need reasonably small meshes to solve the cell problems to get good accuracy. To expedite this computation, we will develop a hierarchy of grids of macro points and a corresponding nested collection of finite element (FE) approximation spaces. Further, we will utilize a hierarchical Monte Carlo Sampling technique.
The paper is organized as follows. In the next section, we formulate the stochastic elliptic equations and recall basic properties of ergodic homogenization for elliptic problems. We then present the error analysis for a straightforward combination of finite element approximation for cell problems in the truncated finite representative domain and Monte Carlo approximation. We also outline the differences in the microscale periodically random case and their effects on the error analysis. We then present the hierarchical finite element Monte Carlo (sometimes denoted MC) algorithm for two-scale stochastic homogenization in Section 3. Rigorous analysis on the error estimates of the hierarchical finite element method for solving cell problems for each fixed realization and the error estimates for the hierarchical Monte Carlo approximation using different number of samples at different macro points is then performed. Finally, in Section 4 we present some proof of concept numerical examples to verify the theoretical results. The paper ends with some conclusions in Section 5. The Appendix presents the lengthy proofs of some results before.
Throughout the paper, by ∇ and by ∆ we mean the gradient and the Laplacian respectively with respect to the variable y. The letter c denotes various positive constants which do not depend on the approximation parameters such as the size ρ of the representative domain, the mesh size and the number of Monte Carlo samples. Finally, | · | H 1 (D) and | · | H 2 (D) denote the seminorms in H 1 (D) and H 2 (D) respectively.
Problem Formulation
In this section, we present the general ergodic two-scale random coefficient case where we recall the derivation of the effective coefficients via solutions of the abstract cell problems. We discuss the combined errors for approximating the effective coefficients by finite element approximation and Monte Carlo sampling. We then summarize the periodic random two scale problems and highlight the difference in the methods for computing the average of the effective coefficients, and in the combined errors.
Multiscale Ergodic Random Elliptic Problems
Let D be a domain in R d where d = 2, 3. We consider a general elliptic problem with Dirichlet boundary condition on D
where f is given data. Let V = H 1 0 (D) and f ∈ V . The coefficient depends on the macroscopic scale of the domain D, and also on a microscopic scale ε > 0 which differs from the macroscopic scale by several degrees of magnitude. The coefficient is therefore denoted as A ε (x). In addition, we assume that the coefficient is random, and for now ergodic. Let (Ω, Σ, P) be a probability space.
For each x, we assume that A ε (x) is a random variable from Ω to R d×d sym , the space of symmetric matrices. We will focus on the following special ergodic structure of the the random multiscale coefficient. We assume that there is an ergodic dynamical system T : R d × Ω → Ω such that for each y, y ∈ R, T (y + y )ω = T (y)T (y )ω and every invariant subset of Ω under the map T (y) has probability 0 or 1. Let A be a function from R × Ω → R d×d sym such that there are constants c 1 , c 2 > 0 so that for all vectors ξ, ζ ∈ R d ,
The two-scale random coefficient is defined as
For conciseness, for x ∈ D, y ∈ R d and ω ∈ Ω, we denote by
To ease the presentation for showing that the coefficient in the H 2 (Y ) regularity estimate (57) of N ρ is independent of ρ, in this paper, we assume that the coefficient is isotropic, and the matrix function A(x, ω) and A ε (x, ω) are understood as a scalar function. Homogenization of two-scale elliptic equations with ergodic stochastic coefficient (1) is well established (see e.g. [6] , [24] and [26] ). For example, the simplest ergodic structure is when Ω is the periodic torus Y = [0, 1] d in R d and T (y) is the translation map. Using now classical two-scale asymptotic techniques [24] , we write the solution to (1) as u ε , we expand as
, which are periodic with respect to y satisfy the cell problems
where e i is the i-th unit vector in R d . We obtain the effective tensor given by
For a general multiscale ergodic coefficient, to compute the effective coefficient A * , for each unit vector e i ∈ R d , we consider the abstract cell problem
where ∂ = (∂ 1 , . . . , ∂ d ) with ∂ i being the generator of the semigroup T (x + e i ). The coefficient A * is determined by
From Birkhoff theorem, the homogenized coefficient A * can also be determined by
Remark We refer to [26] for the theoretical details. Though the authors in [26] only consider the case where the two-scale coefficient does not depend on the macroscopic variable x, i.e the function A(x, ω) = A(ω), the proofs for the results for the case where A depends on both x and ω that we summarized above are exactly the same.
Finite Element Monte Carlo Approximation of Effective Coefficients
An analytic calculation of A * is in general impossible. However, the cell problem (5), and consequently the calculation of (7), can be reformulated in a finite domain with a Dirichlet boundary condition.
For the case where A does not depend on x, i.e A = A(ω) and A ε (x) = A(T ( x ε )ω), the authors in [7] consider the cell problem in a truncated domain: find
where
as in the numerical examples. We define the truncated approximation by
Then for all i, j = 1,
almost surely. Note that the truncated approximation effective coefficient A * ,ρ is still random. The authors in [7] show the convergence estimate which depends on the size of the sample domain [7] , and is given by
where the rate, β > 0, depends on the statistics of the media; E denotes the expectation with respect to the probability space (Ω, Σ, P), · denotes the norm in R d×d or the norm in R depending on the situation. We note that in (8) the Dirichlet boundary condition can be replaced by either the Neumann boundary condition or the periodic boundary condition.
In our current setting, we have the coefficient
which in variational form becomes
The variational form of (11) is denoted
i ·∇ y φ(y)dy. We define the truncated effective coefficient as
We make the following assumption.
Assumption 2.1. We assume that there is a constant C, independent of x, so that for all
From Assumption 2.1, for each x ∈ D, the effective coefficient A * (x) can be approximated by
To compute this expectation, we develop the Monte Carlo algorithm, combining with finite element approximation for the truncated cell problem (11) . For M uncorrelated realizations {A(·, ω 1 ), . . . , A(·, ω M )} of the media, we compute the solutions (11) . We denote the Monte Carlo average as
We have the following Monte Carlo estimate.
Theorem 2.1. Under Assumption 2.1, for almost all ω ∈ Ω, the following convergence holds:
Moreover, the root mean square error for the Monte Carlo approximation (13) to A * is
Proof. See Appendix.
The cell problem (11) in the truncated domain Y ρ needs to be solved approximately utilizing a finite element discretization and further introducing error. We partition Y ρ into a set of regular triangular simplices of the mesh size h.
be the space of continuous functions which are linear in each simplex. The finite element problem is:
We then have the following standard finite element error estimate where the constant C I only depends on the constants c 1 and c 2 in (2) and the shape of the simplices, and in particular, it is independent of the domain Y ρ :
Following the notation above we denote the truncated finite element approximated effective coefficient by
for deriving the FE error in terms of the mesh size, we impose the following assumption on the coefficient A. Assumption 2.2. For x ∈ D, almost surely |∂ ω A(x, ω)| < c , with c is independent of x and ω.
We have the following result for the combined finite element and truncated error. 
Microscale Periodic Random Coefficients
We consider in this section two scale periodic random problems. Let A be a function from D×Y ×Ω to R d×d sym so that for almost all x ∈ D and almost all ω ∈ Ω, the function A(x, ·, ω) is continuous and periodic with the period being the unite cube Y = (0, 1) d (Indeed, as mentioned above, to ease the presentation for showing that the coefficient in the H 2 (Y ρ ) regularity estimate (57) is independent of ρ, we will assume that A is isotropic.) The two scale random coefficient is defined as
We consider the two scale problem:
with the Dirichlet boundary condition u ε (x) = 0 for x ∈ ∂D; the function f ∈ V . For each realization, to determine the homogenized coefficient, we solve cell problems
in the unit cube Y where the function N i (x, y) is periodic with respect to y. The random effective coefficients are defined as
We are interested in computing the expectation E(A * (x, ω)) of the homogenized coefficient. This can be done by Monte Carlo method in an exactly the same way as above but the cell problems are now solved in the unit cube Y (i.e. when ρ = 1). Denoting the Monte Carlo average of the homogenized coefficient obtained from the finite element solution of the cell problems solved with mesh size h, using M samples, as E M (A * ,h )(x), we then have the error estimate:
where c is independent of M and h.
The proof follows exactly that for Lemma 2.2.
Hierarchical Finite Element Monte Carlo Algorithm
In the previous section, we approximated the effective coefficient by using Monte Carlo method to compute the expectation of the approximated coefficient on the truncated cell (or unit cell for the microscale periodic case) for each realization. For each macroscopic point x ∈ D, we need many samples for the approximation to be sufficiently accurate. Computing the effective coefficient for a large number of macroscopic points is thus very expensive. Adapting the approach for computing effective permeability of locally periodic microscopic structures developed by the authors in [9] , we develop a hierarchical Monte Carlo algorithm to compute the effective permeability for the random multiscale coefficient in this section. We present the section for the ergodic random coefficients and will make remarks when there is difference in the algorithm for the periodic random case. As in [9] , we assume that the coefficient depends continuously on the macroscopic variable x. In particular, we assume the following Lipschitz bound Assumption 3.1. There is a constant c such that for each ω ∈ Ω, for x, x ∈ D
We describe the hierarchical multiscale algorithm in the next section 
Overview of Hierarchical Algorithm
We now develop a hierarchical method for solving the cell problem (11), and building an efficient approximation to A * (x) in (6). The algorithm outline follows closely the presentation in [9] . The first three steps are for computing the effective coefficient for a fixed realization, on a dense network of macroscopic points x in the domain D. Due to the structure of the algorithm, we are able to utilize a Monte Carlo sampling procedure with different number of samples needed at different points in the hierarchically dense network of macro-grid points. This is done to expedite the computation of the MC average by requiring only few realizations at many points in the network. We outline the four step procedure below.
Step 1 : Build Nested FE Spaces. Fixing the macro-point x ∈ D and a realization ω ∈ Ω, we wish to find an approximation for the solution (12), using Galerkin FEM. To this end, we build a nested collection of FE spaces. We denote the nested spaces as
for a fixed positive integer L. These spaces are constructed so that the error of the Galerkin FE approximation (16) decreases in a structured way. More precisely, we assume the approximation properties Step 2 : Build a Hierarchy of Macro-Grids. We aim to solve the cell problem (12) at many macroscopic points x ∈ D using different levels of resolution. We use the solution at points at which we solve this problem with high accuracy as the corrector for the solution at points at which we solve the problem with low accuracy. We will accomplish this by building a hierarchy of macro-grid points. First, we build a nested macro-grid for D denoted by
As in [9] , we construct this grid inductively as follows. Suppose we have an initial grid T 0 with grid spacing H which is the maximal distance between neighboring nodes. Proceeding inductively, we construct refinement of T l−1 , namely T l with grid spacing H2 −l . The refinement of the macrogrid is related to the refinement factor of the error expression (20) for the nested FE spaces. Indeed, we see that formally we have error like O((H2
or the same order as the finest approximation space V L .
We then define the dense hierarchy of macro-grids {S 0 , S 1 , · · · , S L } inductively as S 0 = T 0 , S 1 = T 1 \S 0 , and in general
We refer to the coarsest grid S 0 as the anchor points. We require that the hierarchy of macrogrids be dense. That is, we require that for each point x ∈ S l , there exists at least one point x ∈ k<l S k such that the dist (x, x ) < H2 −l . A schematic example of a 3-level hierarchy of macro-grids {S l } 2 l=0 , contained in some domain can be seen in Figure 1 , where we use a one-point correction to be discussed below.
Step 3 : Calculating the Correction Term. To make an efficient multiscale method, we relate the nested FE spaces to the hierarchy of macro-grids. First, we solve cell problem (12) at the so-called anchor points, i.e. points at the most sparse macro-grid level S 0 , with standard Galerkin FEM using V L , i.e. the highest level of accuracy. More specifically, for each unit vector e i ∈ R d , we findN
We then proceed inductively to solve cell problem (12) for macroscopic points x at other levels S l for l = 1, · · · , L. Let x ∈ S l and {x 1 , x 2 , · · · , x n } ⊂ ( k<l S k ) be a collection of points such that the distance between x and every point in the collection {x 1 , x 2 , · · · , x n } is less than O H2 l . Due to the density assumption in the construction of the hierarchy of grids, there exists at least one such point in ( k<l S k ). We denote the l-th macro-grid interpolation as
where the constant weights c q satisfy
denote the macro-grid interpolation of Galerkin approximations. Recall, we assume that we have already computed the approximated solution {N
for all φ ∈ V L−l . Note that the right-hand-side is known data from the previous finer accuracy solves at macro-grid points in ( k<l S k ). We solve for the correction term in the FE space V L−l with coarser accuracy. Using both the correction term and the macro-grid interpolation term let
be an approximation for N ρ i (x, ·, ω). We will show in Section 3.2 that the approximation (24), constructed via the hierarchical correction scheme is of the same accuracy order compared to standard way via (21) using the finest FE space V L , at an essentially optimal computational cost.
Remark As noted in [9] , simplest macro-grid interpolation scheme is that of a single point, I
is the open ball in D centered at x with radius H2 l . Another, being the two point scheme. For some ·, ω) ). We show the single point scheme in the schematic in Figure 1 .
Step 4 : Monte Carlo Sampling We now outline a MC sampling procedure that utilizes the hierarchical structure of the above. We proceed inductively. With the approximationN ρ i (x, ω) of the solution to the cell problem (12) established above, we denote byĀ * ,ρ (x, ω) the approximated effective coefficient bȳ
For x ∈ S 0 , i.e. x is an anchor point, where we solve cell problem (12) with the highest resolution finite element space V L , we use M 0 = O(2 2L ) samples to compute the MC average. Suppose that this procedure has been applied to find the Monte Carlo approximation for E(Ā * ,ρ ij (x )), which we denote as E M C (Ā * ,ρ ij (x )), and has been found for all x ∈ T l , for l < l. We perform the MC sampling for approximating E(Ā * ,ρ ij (x)) for x ∈ S l as follows: for
we define the quantities
and
We haveĀ * ,ρ
We then use M l = O(2 2(L−l) ) samples to compute MC averages of I 1 (x, ·) and I 2 (x, ·). We let the following be an approximation for E(Ā * ,ρ ij (x, ·)):
Thus, as we continue into the higher levels in the hierarchy, we require less MC samples.
Error Analysis
We will now show the error analysis for the hierarchical finite element and Monte Carlo algorithm in Section 3.1 for approximating the effective coefficient. We first need the following lemma on the Lipschitz dependence of the solution N ρ i (x, y, ω) of the truncated cell problem (12) on the macroscopic variable x ∈ D. Using the Lipschitz dependence of the coefficient in x from Assumption 3.1, we then have the following result.
Lemma 3.1. Under Assumptions 2.2 and 3.1, for x, x ∈ D, and s = 1, 2, we have
Proof We first show the result for
From the cell equations (11), for x, x ∈ D, we have
Therefore, using coercivity (2) and Lipschitz assumption (19) we obtain
where we have used the inequality
Therefore,
We note that ∇A(x, y, ω) = ∂ ω A(x, T (y)ω) and so is bounded. Thus the L 2 (Y ρ ) norm of the right hand side is not larger than c|x − x ||Y ρ | 1/2 . Using elliptic regularity, we deduce that
where, by a simple rescaling argument, c is independent of ρ, x and x . 2 In the rest of this section, we show that the hierarchical finite element and Monte Carlo method we developed in the previous section to solve cell problem (11) and to approximate the effective coefficient achieves essentially optimal accuracy given the total number of degrees of freedom employed, similar to that for deterministic multiscale problems developed in [9] . To simplify the presentation, we show the error estimates for the case where the interpolation I x l in (22) only uses one point x . The general case is similar.
Error for fixed realization
First we show the error for approximating the solution N ρ i (x, ·, ω) of problem (12) byN ρ i (x, ·, ω) constructed above, fixing a realization ω. The proof is essentially similar to that for the deterministic problems considered in [9] . We need the estimates for the error analysis of the hierarchical Monte Carlo algorithm in the next subsection.
First we note that for each anchor point x ∈ S 0 , (11) is solved by finite element using the finite element space V L with the finite element solutionN ρ i (x, ·, ω) so the following error estimate holds |N
where we use the estimate (57). For a point x ∈ S l , when l > 0 we denote the one-point correction by
which satisfies the problem
i (x , y, ω)) which can be written in terms of the variational form (12) as
for all φ ∈ H 
We then have the following approximation:
Proposition 3.1. For each point x ∈ S l , there is a constant c l > 0 such that
Proof. From Lemma 3.1 we have that
We prove the proposition by induction. Assume that the conclusion holds for all points in T l where l < l. LetN ρc i (x, ·, ω) ∈ V L−l be the solution of the problem:
for all φ ∈ V L−l which is the finite element approximation of (29). From Cea's lemma, the FE error corresponding to V L−l , and (31) we have
where the constant c 1 is independent of L and ρ. We then have
for all φ ∈ V L−l . Thus, using our induction hypothesis and the Lipschitz property of A(·, y, ω), we obtain
Therefore, we obtain
We then take
and arrive at our estimate. 2 We then have the following approximation for the constant c l .
Proposition 3.2.
There is a constant c * so that
Proof. We choosel independent of L so that l2 −l < 1/(2c 2 ) for l >l. Let
We prove by induction that for all l, c l ≤ c * (l + 1). This holds for l ≤l. For l >l, assume that c l < c * (l + 1) for all l < l. We have
Error with Monte Carlo Sampling
In Section 3.2.1 we present the error analysis for the hierarchical finite element algorithm for a single fixed realization to compute the effective coefficient. To approximate the effective coefficient A * (x), we need to compute the expectation of the approximated effective coefficient. The Monte Carlo method requires computingĀ * ,ρ (x, ω) for many realizations ω. A straightforward finite element approximation of the cell problems and Monte Carlo approximation of the expectation of the effective coefficient using fine mesh and full number of MC samples (which we refer to as the full reference solve in Section 4), and a straightforward Monte Carlo approximation that uses the hierarchical finite element algorithm to solve cell problems for each realization but uses the same large number of samples for each realization, (we refer to this as the hierarchical finite element approach in Section 4), has high complexity. We will show in this section that the combined hierarchical finite element Monte Carlo method presented in Section 3.1 that uses a number of samples depending on the level in the hierarchy that the macroscopic point x belongs to achieves essentially optimal complexity. As in the previous subsection, to simplify the presentation, we show the error estimates for the case where there is only one point in the interpolation formula (22) . In Section 4, we will refer to this technique as the combined hierarchical finite element Monte Carlo algorithm. We first recall that we defined the approximation to A * ,ρ (x, ω) as
is solved using the hierarchical algorithm with grid and FE spaces outlined in Section 3.2.1. For x ∈ S l and for a fixed realization ω ∈ Ω from Proposition 3.2 we have that
From (10) and (34),
For x, x ∈ S = ∪ L l=1 S l , and using the FE approximation to (30), we obtain
where we let
For x ∈ S l and x is such that |x − x | ≤ c2 −l we have
where c is independent of x. Further, from Lemma 3.1, we have
Due to (27), (32) and (33), we deduce that ∇N
We have the following error bound for the hierarchical finite element Monte Carlo approximation of the effective coefficient. 
, we obtain the following error estimate
where C is independent of ρ and L.
Proof For all i, j = 1, . . . , d, we first prove by induction that for a constant C * sufficiently large, for x ∈ S l E(|E(Ā * ,ρ
For points x in level 0, with M = O(2 2L ) Monte Carlo samples, we have
due to the fact that |Ā * ,ρ ij | is uniformly bounded with respect to the realizations. Assume that the Monte Carlo approximation for E(Ā * ,ρ ij (x )), which we denote as E M C (Ā * ,ρ (x )), has been found for all x ∈ T l , for l < l with
As we use Monte Carlo sampling method with M l = 2 2(L−l) samples to approximate the expectation of I 1 (x, ω), using estimate (37) we obtain
for a positive constant C 1 independent of x, l and ρ. Similarly, as we use M l = 2 2(L−l) Monte Carlo samples to approximate the expectation of I 2 (x, ω), using (39) we obtain
for a positive constant C 2 independent of x, L and ρ. From (25), (26) for n = 1, and (41), (42), and (43) and have
As the constants C 1 and C 2 are independent of x and L, we choose C * such that C * /2 > C 1 and C * /2 > C 2 . We then have
We therefore have from (35)
2 We assume that the hierarchy of macroscopic points S 0 , S 1 , . . . , are constructed so that the number of points in S l is O(2 dl ). We then have the following results on the total degrees of freedom needed to perform the hierarchical finite element Monte Carlo algorithm. Proof For each point in level S l , we approximate I 2 , for which we need to solve forN
2(L−l) samples. Thus the number of degrees of freedom required is
The number of points is O(2 dl ) so that the total number of degrees of freedom required for each level
). Thus the total number of degrees of freedom required is O(2 (d+2)L ) which is asymptotically comparable to that required for computing the homogenized coefficient at one point with the same level of accuracy (using 2 2L Monte Carlo samples). 2
Remark For periodic random two scale problems, we compute the expectation of the homogenized coefficient in an exactly the same way where the cell problems are solved inside the unit cube Y , i.e. the algorithm in Section 3.1 is applied verbatim where Y ρ is replaced by the unit cube Y . We drop the ρ superscript in the notations for the finite element solution of the cell problems. From (44), we then have the error estimate for the hierarchical finite element Monte Carlo approximations for macroscopic points x ∈ S l :
Numerical Examples
In this section, we will apply our algorithm to two simple numerical examples, one for a two scale equation with an ergodic random coefficient, and one for an equation with a two scale periodic random coefficient. We will show that we obtain accurate results using the hierarchical finite element solve as described in [9] for the cell problems, and then use a large fixed number of Monte Carlo samples to approximate the effective coefficient for all macro points. We will refer to this approach as the hierarchical finite element method. We show also that the hierarchical finite element Monte Carlo approach described in Section 3.1 that chooses the level of finite element discretization and the number of Monte Carlo samples according to the levels that the macro points belong to give equally accurate approximations. We will compare these to what we call the full reference solve that uses the same fine mesh to solve the cell problems and the same large number of Monte Carlo samples to approximate the effective coefficients for all macro points. The reference solve will use at each macro-grid point the finest mesh discretization and the maximum number of Monte Carlo samples. First, we will describe the macro-grid hierarchy S l . We utilize the same grid as in [9] seen in Figure 2 , where the lines indicate which points in the hierarchy are used to correct coarser solves. The lines indicate onepoint correction locations. The squares indicate "anchor points", the diamonds indicates corrected points that again are used at the lower levels, and the dots utilizing the corrected solution at the higher levels.
We will suppose for these demonstrations of concept examples that the coefficients depend only on x 1 in the macroscopic variable and will depend on two-dimensional microscopic variables y 1 and y 2 . We have four levels of macro-grids S l , l = 0, 1, 2, 3. The level S 0 contains the so called anchor points at x 1 = {0, 1/2, 1}. The second level macro-grid points are given by S 1 = {1/4, 3/4}, and we note that in Figure 2 , that the * are used to signify that we will use the corrected solutions (corrected to full resolution) at these points further down in the hierarchy, for example, to correct solutions at x 1 = {3/16, 5/16} and x 1 = {11/16, 13/16}, respectively. The third level, S 2 , is given by x 1 = {1/8, 3/8, 5/8, 7/8}. Finally, the coarsest level, S 3 , if given by
For the finite element spaces V L−l , l = 0, 1, 2, 3, we use P 1 Lagrange finite elements, on a regular triangular grid. As we must project from fine meshes to coarse mesh and prolongate from coarse meshes to fine mesh, using this regular triangular mesh is most suited as not to introduce interpolation errors. We will use standard projection and prolongation operators utilized in multigrid contexts [8] . We suppose that the finest scale space has mesh h f = 2 −6 . This corresponds to the sparsest macro-grid S 0 . We then coarsen the space as h l = 2 −6+l , so that the finite element space corresponding to h l is utilized in calculating corrections in macro-grid points S l , for l = 0, 1, 2, 3. Finally, for the number of Monte Carlo samples, we will choose O(2 2L ) samples. Taking L = 6, the amounts to over 4000 samples. We will however take M 0 = 1000 ∝ 1 4 O(2 2L ), as it is still proportional to our theoretical rate. Then, we take M 1 = 500, M 2 = 250, and M 3 = 125 samples when we combine both the spatially hierarchical solve and the hierarchical Monte Carlo sampling.
Due to computational software infrastructure considerations, we solve (8) , by writing
and solve for e = (1, 0) and e = (0, 1)
This is merely done to make computing the permeability easier given our current computational infrastructure.
Remark Note in (45) we solve on the unit square Y = [0, 1] 2 as this is sufficient for periodic random coefficients. However, when we solve our ergodic quasi-periodic example in Y ρ = [0, ρ] 2 , we will merely map back the quantities to this unit cell and solve a ρ-dependent cell problem.
To compute the A * 11 component of the effective coefficient we use
Note, that similar cell problems are solved for A * ij (x 1 , ω), for i, j = 1, . . . , d.
Periodic Random Coefficient
As noted in the theory, the above approach of using hierarchical finite element for solving cell problems and hierarchical Monte Carlo method for approximating the average of the effective coefficient applies for both ergodic random and periodic random two scale coefficients. To test the algorithm on a simple, yet meaningful periodic random example we use the following coefficient example. This example is inspired by a structurally similar coefficient used by the authors in [2, Section 5] in the case of Multi-Level Monte Carlo methods. Suppose with a 1-dimensional macro-scale dependence and a two-dimensional micro-scale dependence we have
for ω, randomly independently distributed on [0, 1] . Note that in the example the randomness can be factored out of the cell problem to calculate a deterministic numerical reference solution. This allows us to calculate the expectation of the random homogenized coefficient numerically by computing the effective coefficient with respect to the multiscale coefficient without the random part, and then multiplying with the expectation of the random variable, i.e.
Recall, when computing the reference expectation of the homogenized coefficient, we solve the cell problems for the coefficient without the random part Y (ω) with the smallest mesh h = 2 −6 , and then multiplying the numerical homogenized coefficient obtained with the expectation of the random variable Y (ω). The reference expectation of the homogenized coefficients are presented by the dash line -in Figure 3 .
In the figure, the approximated average of the homogenized coefficient obtained from the hierarchical finite element algorithm for the cell problems, using the same large number of Monte Carlo samples at every macro point is shown in the o-points. We used 4 levels of macroscopic points and finite element approximations with mesh size h l = 2 −6+l , l = 0, 1, 2, 3, and the same number of Monte Carlo samples M = 1000 at every macro point. The *-points show the approximated average of the homogenized coefficient obtained from the hierarchical finite element Monte Carlo algorithm. We use the mesh size h l = 2 −6+l , l = 0, 1, 2, 3, to solve cell problems for macro points in level l and use the number of Monte Carlo samples, M l = 1000, 500, 250, 125, which are of order O(2 2(6−l) ) to approximate the expectation. We see that the algorithm is able to match very closely the reference effective coefficients. It is also the case that the hierarchical finite element Monte Carlo method performs remarkably similarly to the hierarchical finite element alone algorithm, but at much less cost in terms of number of samples needed. In Figure 4 , we give a table of the results effective coefficient, (suppressing the subscript notation momentarily). We see that the relative errors tend to get larger as the corrected points are farther away from anchor points as well as with coarser finite element spaces.
Ergodic Quasi-Periodic Coefficient
Now we will consider a two scale equation with an ergodic coefficient. We choose to work with a quasi-periodic coefficient, where the ergodic randomness is introduced via phase shifts in the 
and the mapped effective coefficient is given by
For this example we will use the following (mapped) coefficient
It is easy to verify that this quasi-periodic coefficient is ergodic. Our purpose is to compare the effective coefficients obtained from the full solve and the hierarchical solve for one particular value of ρ to demonstrate that the hierarchical solve obtained equally accurate approximations, but with much less cost. Recall, from the theory of [7] , that we will have a theoretical error of the form 1/ρ β , where β is often intractable and arises from the underlying randomness. In a numerical context, to gain some confidence of the convergence in ρ we performed a simple study. This will inform us which ρ value to fix for our computational tests. Using a sufficiently fine mesh, we compute A * ,ρ 11 (0, 0), i.e., x 1 = ω 1 = ω 2 = 0, for varying values of ρ. We observe that as we take ρ larger the value converged very quickly in this particular instance. We will thus take ρ = 2 2 as the solution appears to be sufficiently converged, but would not require too much resolution.
For this example, we utilized the same algorithm as in the periodic random coefficient. That is we had four macro-grid levels S l from Figure 2 , the same resolution of finite element spaces, i.e. h l = 2 −6+l , and the same levels of Monte Carlo samples M 0 = 1000, M 1 = 500, M 2 = 250, M 3 = 125. We take ρ = 2 2 . The results of this simulation are recorded in Figure 5 as a plot and Figure 6 as a table with relative errors. We present for this test the reference permeability, A * ref (x 1 ), using the finest mesh and full Monte Carlo sampling. We denote by A * hier (x 1 ) the effective coefficient obtained from the finite element hierarchical solve with full Monte Carlo sampling, and by A * c−hier (x 1 ) the effective coefficient obtained from the combined hierarchical finite element Monte Carlo algorithm in Section 3.1. Finally, we present the percentage relative error for both hierarchical solve, %-e hier (x 1 ), and combined hierarchical solve %-e c−hier (x 1 ). We note that all the results are within at most few percentage points away from the reference effective coefficient. We see that naturally, the anchor points in S 0 have the least error, while those points solved using coarser meshes introduce more error, but are computed at a much lower computational cost. We note that the maximal relative error is merely %3.
In Figure 5 we plot these values as it is also worth noting that the highest errors are located along areas where the change in macro-scale features is the greatest. This corresponds to the variational form having a higher Lipschitz constant in the x 1 variable from Lemma 3.1. This is particularly pronounced at x 1 = 11/16, 3/4, where the highest percentage errors are observed. Finally we note that the combined hierarchical algorithm utilized less samples, however, the percentage errors are not greatly increased showing the computational effectiveness and efficiency of such an approach. We note the tendency for the values to be heavily influenced by the anchor points. The cause is two fold, the Lipschitz constant gets larger the farther away from the sample point, and the coarseness of the finite element space plays a role. One way to mitigate this tendency would be to use a correction that samples from the average solution of nearby points. That is, taking 
Conclusions
In this work, we developed algorithms for the computationally demanding task of computing effective coefficients in random media with two scales. Along with developing the algorithm, precise error bounds were developed. This was done to show that by solving in some parts of the domain cell problems with greater resolution and Monte Carlo sampling, while using coarse solves and less samples in others, then using the fine-resolution solves nearby to correct, we are able to obtain an algorithm that is efficient as well as accurate. This was done for the case where the coefficients are periodic and random, yielding a non-deterministic effective coefficient as well as in an ergodic setting with a movable domain size. Finally, the algorithm was implemented on each case to demonstrate the applicability and main concepts. We showed good agreement between our algorithm and that of a reference solution using a full solve. Future work needs to be done to extend the method to more practical applications as well as parallelization of the macro-grid to utilize multiple processors. The ergodic example results in Figure 5 suggest that when designing the macro-grid, some consideration on the variation in the slow variable must be considered. This suggests a possible macro-grid adaptive strategy preprocessing strategy based on variations in the 
