[HAPAA is available at http://hapaa.stanford.edu.]
Human population migration, adaptation, and admixture have a chaotic and mostly undocumented history. However, nature has auspiciously recorded its account of events within our genomes, and we are at the cusp of an era where we will be able to unlock these records. An individual's genome is a mosaic of ancestral haploblocks whose sizes depend on how far back in the ancestry we compare them. Because recombination can occur essentially anywhere in the genome, the precise boundaries and sources of these haploblocks cannot be easily inferred. However, if the haploblocks are derived from isolated human subpopulations, they will tend to follow the patterns of variation seen in those populations. Using these patterns, we can partition an admixed individual's genome into a mosaic of blocks derived from different populations. The inference of admixed ancestries is intriguing from a personal perspective because it speaks to an individual's origins. In addition, it can be used in association mapping studies to identify loci relevant in genetic disease (McKeigue 1998; Hoggart et al. 2004; Montana and Pritchard 2004; Patterson et al. 2004; Zhu et al. 2004 Zhu et al. , 2005 and will help unravel some of the complexities in the history of human evolution.
Although recent work suggests that human genomes differ significantly in many ways (Redon et al. 2006) , single nucleotide polymorphisms (SNPs) are ubiquitous and can serve as markers for the variation. Recent advances in genotyping technology allow us to genotype hundreds of thousands of SNPs in a single experiment, making them a convenient vehicle for studying genome-wide variation. For example, the Illumina HumanHap550 genotyping chip can assay over 550,000 tag-SNP loci for a few hundred dollars (http://illumina.com/pages.ilmn?ID=154). Because linkage disequilibrium (LD) has a strong effect at short genetic distances, the high-density coverage of such genotyping chips makes it possible to infer much of the intervening genomic variation (Carlson et al. 2004) . Using SNPs as a basis for variation, methods have been described recently that infer the ancestral population composition of admixed individuals, known as the ancestral haploblock reconstruction or inference problem. These methods are often probabilistic models that use the statistical properties of alleles seen in different populations to derive the most likely ancestral origin of each locus. For example, some methods use a first-order hidden Markov model (HMM) whose hidden states each correspond to an ancestral population (Falush et al. 2003; Hoggart et al. 2004; Patterson et al. 2004; Zhu et al. 2004 ). Other methods use more complex models that account for some amount of LD between loci (Tang et al. 2006) . Here, we present two main contributions: (1) HAPAA (HMM-based analysis of polymorphisms in admixed ancestries), a novel approach for ancestral haploblock inference that is more accurate than previous methods (http://hapaa.stanford.edu); and (2) a methodology that studies the limitations of inference as a function of both the genetic similarity between ancestral populations and the number of generations since first admixture between those populations. Unlike other methods, our inference methodology models long-range allelic correlations due to LD via a representation that makes explicit the haplotypes seen in different populations. By conducting large simulations of population evolution, we are able to test the dependence of population divergence on ancestry inference. In contrast, tests done in the past have relied on a few specific populations with fixed divergence, for example the four in the HapMap data set (International HapMap Consortium 2005) . Together, our study allows us to better understand the limitations of genomic analysis in decoding an individual's history of admixture.
In Methods, we summarize the ancestral haploblock inference problem in technical detail, review some previous inference methodologies, and finally describe the HAPAA method. In Results, we first compare the performance of HAPAA to the best previous method, and then study the effect of population genetic divergence on ancestry inference. Finally, we describe our experiments in varying the input to our methodology and show that it is robust to changes in representing the populations.
Methods

Problem formulation
each individual a pk we have SNP genotypes sampled at L loci spaced across the genome, phased into two putative haplotypes a pk0 = 〈a pk01 , a pk02 , . . . , a pk0L 〉 and a pk1 , where at each locus we have a pkhi ∈ {A, C, G, T, ‫מ‬ }. We assume that the pergeneration probability of recombination (the genetic distance) between any two adjacent loci i and (i + 1) is known to be R i for all populations.
Given a new, potentially admixed individual genotyped at the same loci a g = 〈a 1 g , a 2 g , . . . , a L g 〉, we would like to determine the unobserved, true ancestral origin of each locus in the two haplotypes
, where the ancestral origin is confined to one of the given populations z i m , z i f ∈ {1, . . . , N}. Thus, the problem of ancestral haploblock reconstruction can be seen as using a set of model individuals representing the populations P and observed SNP genotypes a g to infer the "most likely" ancestral assignment z i m ∈ {1, . . . , N} and z i f . For simplicity, let us begin by assuming that we know the true phasing of the individual, so that we can do inference on each haplotype independently. The problem thus reduces to assigning an ancestral origin to each SNP locus z i ∈ {1, . . . , N} from a haplotype of alleles a i ∈ {A, C, G, T, ‫.}מ‬ After we have solved this problem, we will extend our solution to unphased genotypes.
Previous work
Existing approaches vary considerably; our work follows methods that model SNPs as the successive emissions of a probabilistic graphical model (Falush et al. 2003; Hoggart et al. 2004; Patterson et al. 2004; Zhu et al. 2004) . The model allows us to perform inference on a set of hidden states {S 1 , S 2 , . . . , S N }, each corresponding to one of the N ancestral populations. Transitions between the populations as we move along the genome are governed by a Markov process. In a population state S p , the model probabilistically emits alleles based on the frequencies seen in the model individuals in P p . An example of emission probabilities for a first-order HMM is P(
is the indicator function and x ∈ {A, C, G, T, ‫.}מ‬ The method used in SABER (Tang et al. 2006) improved on this by emitting alleles according to pairallele frequencies P(a i = x | ẑ i = S p , a i‫1מ‬ ). The probability of transitioning states P(z i+1 = S pЈ | z i = S p ) between two loci i and (i + 1) depends on the genetic distance between the loci R i and genomewide model parameters p , the time since admixing for chromosome blocks derived from population p, which are learned from examples. The state diagram is depicted in Figure 1B .
Although SABER attempts to address the problem via a second-order model, fixed-order models do not fully exploit the information available by examining the full haplotypes in the model individuals. Even though it is possible to further expand on SABER by devising a third-order or fourth-order model, the size of these models grows exponentially and becomes intractable to learn.
HAPAA methodology
The model
To capture the effects of linkage disequilibrium at larger distances, our methodology uses a representation of possible emissions that models long-range correlations between alleles in haplotypes. The HMM, depicted in Figure 1A , has an emitting state S pkh for the two haplotypes h ∈ {0, 1} of each model individual k in population p. In addition, there are non-emitting states {In p } and {Out p } for each population p, that serve as the primary means of transitioning between haplotypes {S pkh }. If the hidden state variable is denoted y i , the probability of emission is given by the 5 ‫ן‬ 5 matrix P(a i = x | y i = S pkh ) = M(a pkhi , x). Here, M(x, x) is typically very likely, while M(xЈ, x xЈ) provides a small allowance for haplotypes not seen in the representative individuals, mutations, and genotyping error.
Our HMM starts in an emitting state with equal probability for each population given by P(y 1 = S pkh ) = 1/2Nn p . Each state S pkh can transition to three places: back to itself with probability (1 ‫מ‬ w pki )e ‫מ‬pRi , to the other putative haplotype within the same model individual S pk(1‫מ‬h) with probability w pki и e ‫מ‬pRi , or to the exit state Out p with probability 1 ‫מ‬ e ‫מ‬pRi . The recombination rate parameters p are learned from training examples and can be interpreted as the reciprocal of the expected genetic length of a haploblock inherited from population p. The constants w pki represent the probability of a phasing switch error between loci i and (i + 1) for model individual k in population p. In the ideal situation with no phasing errors, we set w pki = 0, in which case we will never transition directly between the two putative haplotypes of an individual. The other way of transitioning between haploblocks is from S pkh to an Out p state, then to an In pЈ state with probability specified by the N ‫ן‬ N admixture matrix (p, pЈ) , and finally back to an emitting haplotype state S pЈkЈhЈ with uniform probability 1/2n pЈ . Note that, in order to switch between haploblocks within the same population p, we still transition to Out p and then In p with probability A (p, p) . This hierarchical structure of our HMM is depicted in Figure 1A . (p, pЈ) . In the middle, each population P p has a similar structure: entry state In p transitions with uniform probability to a diploid model individual a pk , then to exit state Out p . On the right, in a pk we transition into one of two states representing the haplotypes S pk0 and S pk1 of model individual a pk with equal probability. Each haplotype emits its alleles a pkhi via a mutation/ error probability distribution M(a pkhi , a i ). Haplotypes transition to each other with probability proportional to the phase switch error W pki , and transition out of the diploid sample with probability governed by genetic distance to the next locus R i and the population-specific recombination rate parameter p . (B) HMM state diagram for previous methods. Each state represents a population and emits alleles according to frequency estimates for the populations, and admixture transition probabilities depend on the degree of admixture expected and other learned parameters. By construction, these methods assume a greater degree of independence between adjacent loci.
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Inference and testing
We infer the ancestral origins z i by first computing the standard forward ␣ pkhi , backward ␤ pkhi , and posterior probability matrices ␥ pkhi (Durbin et al. 1998) . We then compute the population-total posterior probability ⌫ pi = ∑ np k=1 ∑ 1 h=0 ␥ pkhi and finally set z i = argmax p ⌫ pi , the population with maximal total posterior probability.
In order to reduce the occurrence of false positives, we then apply a filtering procedure with a single parameter, the genetic length of the minimum acceptable block size . We partition z i into the largest consecutive blocks { j } of equal ancestry assignments. Every block that is larger than is marked "solid", and for each remaining smaller block j we find the population of the last preceding solid block pop L ( j ) (if it exists) and the population of the first subsequent solid block pop R ( j ). Next, we recompute the forward, backward, and posterior matrices with additional constraints: (1) for each solid block j , we force the emitting states to be in population, pop( j ), and (2) for each small block j , we force the emitting states to be in either population pop L ( j ) or population pop R ( j ), and the only A(p, pЈ) transitions allowed are from pop L ( j ) or pop R ( j ) back to themselves, or one-way from pop L { j } to pop R ( j ). Finally, we once again infer z i as described above.
To test our model, ideally we would use real, labeled, admixed individuals. Such data may become available in the future, but for now we synthesize test individuals using a model that we believe more closely reflects the properties of recombination. We construct a G th generation admixed individual by selecting 2 G (potentially redundant) ancestors from individuals left out for test set construction and simulating the mating process over G generations. For each chromosome, the number of recombination points is chosen from a normal distribution with mean equal to the chromosome's genetic length, with a minimum of one crossover per meiosis. The result is an admixed individual where each locus is annotated with its source population.
Training
From the above description, our model consists of the following parameters: the emission probability matrix M(xЈ, x), the recombination rates p , and the admixture transition matrix A(p, pЈ). We perform supervised learning of these parameters using an EM algorithm on training examples (Durbin et al. 1998 ). The examples are labeled with their true ancestral origins z i , and we constrain the HMM so that if z i = p then y i = S pkh for some k and h, restricting ourselves to model haplotypes within the true population. Our filtering procedure adds an additional parameter , which we train by maximizing one of our scoring metrics (described later in the paper) via a grid-search method. When real admixed training examples are not available, it is still possible to train using simulated admixed examples constructed from the model individuals themselves, while at the same time avoiding overfitting. For all our experiments, we synthesize training examples from the model individuals using the same procedure described above for the generation of admixed test individuals. The result is a synthetic admixed haplotype ã i , where, at each locus i, an allele can be annotated with the model haplotype from which it is derived: b i = 〈p, k, h〉 indicates that locus i is derived from model individual k haplotype h of population p. When training on ã, we constrain the HMM so that at each locus i it is not allowed to be in the state corresponding to its source haplotype: y i S b i , forcing it to model the training example using the remaining model individuals.
Extension to genotypes
Earlier we assumed that we knew the true phasing of a g , but typically we would be presented with unphased genotypes
We extend our method to genotypes using the following iterative procedure.
Initialization
Based on the precomputed haplotypes of the model individuals a pkh , construct an initial phasing of the genotypes of a g into two halotypes a m = 〈a 1 m , a 2 m , . . . , a L m 〉 and a f using a program such as HAP (Halperin and Eskin 2004) , PHASE (Stephens et al. 2001) , fastPHASE (Scheet and Stephens 2006) , or an algorithm we developed that is significantly faster at the expense of a marginal performance decrease (not described here). Between each pair of consecutive loci we describe the likelihood of a phase switch between the two haplotypes with a vector w i , the probability of a phase switch between loci i and (i + 1). For phasing methods that do not estimate this directly, we set the vector to a uniform switch probability between heterozygous locations.
Iterative step
Compute the forward and backward matrices using our HMM on each haplotype independently, producing a pkhi Given the current phasing, we use our HMM model to compute the probability of witnessing these two haplotypes for any locus i as
where ⌬ i is the event that there is a phase switch error between locus i and (i + 1).
Suppose now that the haplotypes had exactly one phase switch error between locus i and (i + 1). Then, we could compute the probability of witnessing the two haplotypes as:
Using the vector w i as a prior for the phase switch at i, we can use Bayes' rule to compute
We compute this conditional probability for each locus and heuristically pick a set of loci H with the following procedure: 
Results
Comparison to previous work
We benchmarked HAPAA against the current best-performing method, the Markov-HMM-based SABER (Tang et al. 2006 Winckler et al. 2005) . We partitioned each population into two sets of individuals: 5/6 for the model individuals and for training, and 1/6 for test set construction. Our test set comprised 400 individuals, consisting of 20 simulated diploid genotypes for each value of G ∈ {1, 2, . . . , 20}, which we phased using our own algorithm. Each test individual was derived by simulating the mating process over G generations, beginning with 2 G ancestral individuals drawn with equal probability from each of the three populations. We constructed a training set in a similar fashion, picking ancestors from the model individuals instead, at the same time avoiding overfitting via the technique described in Methods for training HAPAA. We trained a single set of model parameters for all tests using our EM algorithm and optimized the filtering procedure by maximizing the accuracy of ancestry recall.
To measure the performance of the two methods, we used the mean-square-error metric (Tang et al. 2006 
where each of the maternal and paternal haplotypes contributes 1/2 to the measure. Figure 2 is a demonstration of results produced at different stages of inference by HAPAA compared to those by SABER. The performance comparison in Figure 3 shows that HAPAA's inference is significantly more accurate, though there is a clear correlation between the methods. Because HAPAA relies on inferring a phasing of genotypes into two haplotypes, we found that for G = 1, where entire chromosomes come from the same ancestry, phasing errors impair our performance compared to SABER. As the number of generations G increases, the problem of inferring the recombinations between ancestries dominates the problem of determining phase. However, HAPAA manages to infer the ancestral origin with higher fidelity than SABER by better modeling the effects of linkage disequilibrium in each population. As G approaches 20, the errors appear to level off as the distribution of expected haploblock sizes remains relatively stable.
Effect of genetic divergence on inference
Although the HapMap data set is useful for some basic validation, it is somewhat limiting for the purpose of studying the problem of ancestral inference. The genetic divergences between the four populations exemplify two extremes of the problem: Distinguishing between haploblocks derived from CEU and YRI is relatively straightforward, while haploblocks from CHB and JPT are virtually indistinguishable. To better assess the performance of ancestry inference we created a novel testing methodology that measures performance as a function of the genetic distance between populations. First, we construct pairs of populations separated by D ∈ {100, 200, . . . , 2000} generations via simulation: Starting with the whole-genome HapMap CEU population restricted to the Illumina 550K sites, we simulate the divergence of two populations over the course of D generations of random mating with fixed population sizes of 5000. The results have a strong dependence on this parameter-we chose it to be between the effective population sizes of 3100 and 7500 estimated by Tenesa et al. (2007) . Other numbers for the effective human population size exist, but we chose this estimate specifically because it was based on the HapMap data set. Although we simulate recombination and genetic drift, we do not model selection or novel mutations, which would tend to make the populations more divergent and the ancestry inference problem easier. Other models incorporating effects such as continuous gene flow may also affect the divergence. However, since human population history is suffi- For this data set, we measure the ability of our inference algorithm to recall a trace amount of ancestry from one population in a background of the other population. For example, suppose an individual's ancestors G generations ago consisted of 2 G ‫מ‬ 1 individuals from population A and only one individual from population B. This methodology is illustrated in Figure 4. Testing different values of G ∈ {1, 2, . . . , 20} and conditioned on the event that there exists some remaining ancestry derived from the minor population B, we measured our ability to detect the signal from the minor population. We report on our recall = true positives/(true positives + false negatives) and precision = true positives/(true positives + false positives) for correctly assigning the minor ancestry to each locus z i m and z i f . To train our parameters, we constructed 2000 simulated training genomes from the model individuals for each pair of populations parameterized by the number of generations of divergence D. We trained our model using EM and optimized our filtering procedure by maximizing the product of the recall and precision measure. We benchmarked the performance on a test set that consisted of 100 admixed individuals derived from the test partition for each D and G, for a total of 40,000 full-genome inferences, and plot the results in Figure 5 .
It is clear that both genetic distance between populations and generations of admixture significantly affect the accuracy of inference. For populations that are not very divergent (D = 100), it is possible to infer the ancestry of very recent admixture (G Յ 2). However, as we increase the number of generations of admixture, there is not enough divergence between the populations to correctly classify the haploblocks. In the other extreme, for populations that have been reproductively isolated by many generations (D = 2000) , inference is possible with high recall and precision. From our simulations, even with G = 10 generations of admixture, HAPAA is able to detect the presence of haploblocks inherited from one individual in the minor population among haploblocks derived from 2 G ‫מ‬ 1 ancestors in the other population. As our genomes recombine over a large number of generations, most ancestral haploblocks will disappear. However, we estimate that even a 10th-generation ancestor has a significant probability of 26% of having a remaining haploblock. Therefore, for many individuals with ancestry admixed within 10 generations, we anticipate being able to detect the presence of both populations.
Varying the number of model individuals
Unlike profile-HMM approaches or the Markov-HMM of SABER, in HAPAA each model individual haplotype is a separate state in the HMM. To understand how the number of model individuals affects performance, we performed the following two experiments.
Uniform population size
As in our previous comparison between HAPAA and SABER, we partitioned the HapMap data set on chromosome 22 into model individuals and individuals used for test set generation. We constructed an equal number of simulated test individuals for each G ∈ {1, 2, . . . , 20} by mating 2 G individuals drawn from the three populations with equal probability over G generations. Then, for x ∈ {4, 8, . . . , 48} we restricted HAPAA to x model individuals in each population. We constructed a training set in a similar fashion to the testing set from the reduced number of model individuals, and trained different parameters for each x to maximize inference accuracy. The mean-square-error for each test is plotted in Figure 6 . Performance improves monotonically as we increase the number of model individuals in the HMM. Although we quickly see diminishing returns, the size of the underlying HapMap data set makes it impossible to assess at what point perfor- G ‫מ‬ 1 ancestors from one population and one ancestor from the other (minor) population. Conditioned on the existence of at least one haploblock derived from the minor population, we measure the ability of HAPAA to identify these loci. mance levels off. However, for these particular populations, it appears that somewhere between 20 and 40 model individuals is sufficient-beyond that we see diminishing returns.
Uneven population size
We were also interested in understanding how the performance of HAPAA depended on the uniformity of the number of model individuals per population. We conducted a test similar to the previous one, however the CEU and YRI populations were fixed to sizes of 20, while the number of model individuals in the ASN population was varied over x ∈ {4, 8, . . . , 72}. The resulting performance is graphed in Figure 6 . For small values of x, the performance is significantly impaired by the small population size of ASN, while the error rate stabilizes once we reach the same size of 20 as the other two populations. Thus, the overall performance seems to be determined by the size of the smallest population.
Present-day versus ancestral model individuals
Consider an individual whose ancestors first admixed many generations ago. In the time since the first admixture between distinct populations, those populations have themselves undergone many generations of recombination and diverged from their original composition. We devised a test to study the effect of using present-day model individuals instead of ancestral individuals from when the admixture first took place.
For each G ∈ {1, 2, . . . , 20} we constructed two sets of the three HapMap populations: (1) an "ancestral" set of 45 individuals for each of the CEU, YRI, and ASN populations and (2) a "present-day" set of 45 unrelated individuals in each population derived in G generations from the original HapMap data set. We synthesize the present-day unrelated individuals using the following algorithm:
1. Simulate the haploblock structure of 45 individuals resulting from G generations of random mating. 2. Create a graph where each vertex represents a haploblock and there is an edge between every pair of overlapping haploblocks. 3. Compute a minimal graph coloring. Randomly assign each "color" to a different haplotype in the original HapMap data set.
The number of unrelated individuals is chosen so that with high probability we are able to construct 45 without any pair of overlapping haploblocks coming from the same HapMap haplotype. We restricted our data set to the Illumina 550K loci within chromosome 22.
Next, for each G we construct a training set of 1000 admixed individuals whose 2 G ancestors are picked uniformly and randomly from the three populations, then train the "ancestral" and "present-day" models separately. Finally, using spare individuals from the HapMap data set, we constructed 1000 admixed test individuals and benchmarked the mean-square-error for the two models. The results in Figure 7 show that the two models do not differ significantly. Thus, we conclude that using present-day model individuals as a proxy for ancestral populations is appropriate for ancestry inference.
Discussion
In this paper we presented HAPAA, a new approach for inferring the ancestral origin of haploblocks in admixed individuals, and a methodology for measuring accuracy as a function of genetic divergence between ancestral populations. From our benchmark comparison, we see that HAPAA outperforms SABER (Tang et al. 2006) , especially as we increase the number of generations of admixture. Due to its representation of haplotype structure in the populations, HAPAA is better able to leverage the signal from the effects of linkage disequilibrium in detecting shorter, more distantly inherited blocks.
The parameterization of a population strongly determines the power of haploblock inference, as we demonstrated by varying the number of model individuals representing a given population. Although increasing the number of model individuals improves inference, as genotyping technology continues to progress and we collect more data on human variation, we must consider the computational cost of increased model size. We conducted experiments to assess how increasing SNP density would impact performance by benchmarking HAPAA on the HapMap data set restricted to the Illumina HumanHap650Y array and to hypothetical 1.0 M, 1.5 M, and 2.0 M arrays that extend the 650K array with SNPs that minimize the genetic distance between successive SNPs. Mean-square-errors generally improved no more Figure 6 . Performance of HAPAA when varying the number of model individuals. We created models with a varying number of individuals derived from three populations in the HapMap data set within chromosome 22. For the "Uniform population sizes" we randomly picked x ∈ {4, 8, . . . , 48} individuals to model each population, while for the "Uneven population sizes" we picked 20 individuals from CEU and YRI and x ∈ {4, 8, . . . , 72} individuals from the ASN population. We benchmarked the mean-square-error performance of HAPAA on 1000 test individuals admixed over G ∈ {1, 2, . . . , 20} generations from the three populations. Figure 7 . Performance of HAPAA when using ancestral versus presentday model individuals. For each G ∈ {1, 2, . . . , 20} we constructed (1) a set of unrelated ancestral individuals by randomly selecting 45 from each HapMap population and (2) 45 unrelated present-day model individuals for each population. Present-day individuals were generated over G generations of random mating using HapMap samples as templates. We tested on chromosome 22 on individuals admixed from the three populations over G generations using the mean-square-error metric.
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In addition, as the number of populations N increases dramatically, training the transition matrix A(p, pЈ) becomes challenging because the number of parameters grows quadratically with N. We will address this problem by extending our model to structure the populations hierarchically. For example, suppose we have pairs of similar populations P 1 , P 2 (contained in "superpopulation" P ␣ ) and P 3 , P 4 (in P ␤ ). Then, we can decompose the transition matrix A into three matrices A super , A ␣ , and A ␤ as in the following examples:
One modeling assumption intrinsic to HMM-based inference on a sequence is that each locus is only dependent on the previous locus. Although this is approximately correct locally, there are global correlations across the genome that are not captured. For example, if one chromosome contains haploblocks from population p, then the prior probability for p in other chromosomes should be higher. One way to address this might be a multi-pass algorithm that begins with HAPAA inference on the whole genome with uniform priors. Using these estimates of ancestral origin, we update our prior belief of the populations involved, and then rerun inference.
As we continue to gather genomic data for many diverse populations, entirely new directions of research will undoubtedly arise. For example, we will study the shared similarities between populations and begin to characterize their migration patterns. By studying admixture, we may one day be able to reconstruct a detailed map of global human migration and pick out the signals of historical events as well as those not reflected in written records.
