Abstract. We prove an extension theorem for ultraholomorphic classes defined by so-called Braun-Meise-Taylor weight functions ω and transfer the proofs from the single weight sequence case from V. Thilliez [28] to the weight function setting. We are following a different approach than the results obtained in [11] , more precisely we are working with real methods by applying the ultradifferentiable Whitney-extension theorem. We are treating both the Roumieu and the Beurling case, the latter one is obtained by a reduction from the Roumieu case.
Introduction
In a very recent work by the authors [11] , Roumieu-like ultraholomorphic classes of functions in unbounded sectors of the Riemann surface of the logarithm have been defined by means of so-called Braun-Meise-Taylor weight functions ω (see [5] ), and the surjectivity of the Borel map (via the existence of right inverses for this map) has been proved for narrow enough sectors. We refer to the introduction of [11] for a motivation of this problem and its close links with similar Whitney-like extension problems in the real-variable, ultradifferentiable setting. Despite this connection, no such Whitney extension result was used in the approach followed in [11] , but instead the techniques employed, of a complex-analytic nature, rested on the use of truncated Laplace transforms whose integral kernel is obtained from optimal flat functions in the corresponding classes. However, the question remained open about the possibility of closely following and generalizing the ideas of V. Thilliez [28] in his proof of similar extension results for Denjoy-Carleman ultraholomorphic classes, defined by means of a strongly regular weight sequence M , by using different variants of Whitney's theorem. Our main aim in this paper is to show that Thilliez's techniques are also working in this situation, and how one may also prove the surjectivity of the Borel map for the corresponding Beurling-like classes, which were not considered in [11] . In the main result, Theorem 6.8, we prove the surjectivity of the Borel map in ultraholomorphic classes defined by weight functions ω, satisfying several standard assumptions and such that γ(ω) > 1, and in sectors of opening smaller than π(γ(ω) − 1). So, as it happens in Thilliez's result, the opening of the sectors for which the result applies is controlled by a growth index γ(ω), which has also been introduced in [11] and is studied in detail in [10] . Moreover, in [10] we consider other indices for ω and also their relation to the indices γ(M ) of Thilliez or ω(M ) introduced in [23] . Some specific points in our arguments deserve mention. Firstly, we should note that the operations of multiplying or dividing a weight sequence M = (M p ) p by the factorials, getting (p!M p ) p or (M p /p!) p , increase, respectively decrease, the value of the index γ(M ) by 1, so we may say the first operation takes the sequence to an upper level, while the second one takes it to a lower one. These operations have their counterpart when one considers weight functions ω, expressed by means of the so-called Legendre upper and lower envelopes (or conjugates), and again they increase or decrease the index γ(ω) by 1 (see Section 3.2, also [11, Section 3.1] ). It turns out that, depending on the particular setting one considers, it is more natural and/or convenient to express the results departing from the proper level to which the weight function belongs or from the corresponding lower level. Indeed, while in [11] it was preferable to start from the lower level, here we have better considered the upper level as starting point. The upper conjugate has already played a prominent role in several other extension results, e.g. see [19] , [2] , [20] . Secondly, it is important to highlight that A. Rainer and the third author [25, 21] have considered ultradifferentiable classes defined by weight matrices (i.e. families of weight sequences), what strictly includes both the Denjoy-Carleman and the Braun-Meise-Taylor approaches. Since with each weight function we can associate a canonical weight matrix Ω = {W x : x > 0} defining the same corresponding classes, the idea is to transfer proofs from the weight sequence setting to the weight function one by working with the sequences W x , and this will be fruitful in our regards. A main challenge in this respect is that one can not use directly the proofs from [28] and replace there the weight sequence M by some/each W x ∈ Ω. The reason is that, in general, we can not assume some/each W x to be strongly regular as needed in [28] , since this would lead us to the uninteresting case of a constant weight matrix, see the end of Section 2.5 for precise explanations. Moreover, in case the sector is not a subset of C, i.e. if its opening is greater than 2π, we have to consider a special ramification construction for (associated) weight matrices, discussed in Section 6.3, and which is intimately related to the results and techniques from [11, Section 5] .
The paper is organized as follows. In Section 2 we are collecting all the preliminary, mostly wellknown, information and notation concerning weight sequences, weight functions and weight matrices, and we are defining the ultraholomorphic classes under consideration. In Section 3 we are introducing the notion of weight functions associated to weight sequences and recalling some basic facts about Legendre (also called Young) conjugates of functions. Several auxiliary results are stated, most of them have already been shown in [11, Sections 2, 3] . Section 4 is devoted to the definition of the growth index γ(ω) in terms of a weight function and we state there the results which are playing the key role in the forthcoming sections. As mentioned before, precise proofs, the connection to γ(M ) and much more information on this topic is given in [10] . In Section 5 we construct the optimal flat functions, for which some preparatory work has already been done in [11, Section 6] . In Section 6, we state and prove the central result Theorem 6.8. Finally, in Section 7 we succeed to treat the ultraholomorphic Beurling-like classes, which have not been considered in [11] and, even in the weight sequence setting, have not been used very frequently in the literature (e.g. see [28, Section 3.4] and [27] ). We reduce the proof of the corresponding extension result to the Roumieu case, a method which has already been used several times, e.g. see [28, Section 3.4] , [2, Lemma 4.4, Thm. 4.5] ). In the appendix we are investigating the special class of weight functions satisfying a quite strong condition, denoted by (ω 7 ) in this work and that has already appeared, in an equivalent form, in the work of U. Franken [8] . Such weights always fulfill γ(ω) = +∞, hence the main result is valid for sectors of any opening. Moreover, the technical ramification construction in Section 6.3 becomes superfluous in this case, due to the strong properties verified in this case by the weight matrix associated with ω.
Basic definitions
We will use the following general notation: E shall denote the class of all smooth functions and H the class of holomorphic functions. We will write N >0 = {1, 2, . . . } and N = N >0 ∪ {0}, moreover let R >0 := {x ∈ R : x > 0} denote the set of all positive real numbers. For a given multiindex k = (k 1 , . . . , k n ) ∈ N n we put |k| := k 1 + · · · + k n . 
Weight sequences. A sequence M = (M k
Given two (different) weight sequences we will also consider the following mixed moderate growth condition
If M is log-convex, then using Carleman's inequality one can show that 
By [18, Proposition 1.1] both conditions are equivalent for log-convex M and for this proof condition (nq), which is a general assumption in [18] , was not necessary. In the literature a sequence satisfying (γ 1 ) is also called "strongly nonquasianalytic". Due to technical reasons it is often convenient to assume several properties for M at the same time and hence we define the class M ∈ SR, if M is normalized and has (slc), (mg) and (γ 1 ).
Using this notation we see that M ∈ SR if and only if m is a strongly regular sequence in the sense of [28, 1.1] (and this terminology has also been used by several authors so far, e.g. see [23] , [14] ).
At this point we want to make the reader aware that here we are using the same notation as it has already been used by the authors in [11] , whereas in [28] and also in [10] the sequence M is precisely m in the notation in this work. We prefer to work with M instead of m since we want to use the sequences contained in the associated weight matrix with a given weight function, see 2.4 below for more explanations. We write M ≤ N if and only if M p ≤ N p holds for all p ∈ N and define
Note that M N ⇔ m n by changing the constant. For convenience we define the set Moreover we consider the following conditions, this list of properties has already been used in [25] .
An interesting example is σ s (t) := max{0, log(t) s }, s > 1, which satisfies all listed properties except (ω 6 ). It is well-known that the ultradifferentiable class defined by using the weight t → t 1/s yields the Gevrey class G s = (p! s ) p∈N of index s > 1 (see Section 6.1 below for precise definitions), it satisfies all listed properties except (ω 7 ). Note that for any weight function property (ω nq ) implies (ω 5 ) because
For convenience we define the sets
For any ω ∈ W 0 we define the Legendre-Fenchel-Young-conjugate of ϕ ω by Motivated by the notion of a strong weight function given in [2] ω will be called a strong weight, if ω ∈ W 0 and in addition (ω snq ) is satisfied.
We recall [16 
Consequently ω has also (ω 1 ) and (ω 5 ). Note that concavity and ω(0) = 0 imply subadditivity and this yields (ω 1 ). W.l.o.g. in (ii) above we can assume K > p for any p ∈ N ≥2 because if 1 < K < 2 then iterating (ii) yields
and so after n(p) steps we get K n > p.
As in [11] for any given weight function ω and s > 0 we define a new weight function ω
If ω satisfies any of the properties (ω 1 ), (ω 3 ), (ω 4 ), (ω 6 ) or (ω 7 ), then the same holds for ω s (and also normalization is preserved). But (ω 5 ) and (ω snq ) might not be preserved. Indeed, this last fact motivates the introduction of the index γ(ω) in Section 4 below.
Weight matrices.
For the following definitions and conditions see also [21, Section 4] . Let I = R >0 denote the index set (equipped with the natural order), a weight matrix M associated with I is a (one parameter) family of weight sequences
We call a weight matrix M standard log-convex, if
Moreover, we put m
p! for p ∈ N, and µ
for all x, y ∈ I. We are going to consider the following properties for M (see [21, (ii) Ω satisfies (M {mg} ) and (M (mg) ), more precisely
) (mg) . Ω has also both (M {L} ) and (M (L) ), more precisely we get 
Classes of ultraholomorphic functions.
We introduce now the classes under consideration in this paper, see also [11, Section 2.5] . For the following definitions, notation and more details we refer to [23, Section 2] . Let R be the Riemann surface of the logarithm. We wish to work in general unbounded sectors in R with vertex at 0, but all our results will be unchanged under rotation, so we will only consider sectors bisected by direction 0: For γ > 0 we set
i.e. the unbounded sector of opening γπ, bisected by direction 0. Let M be a weight sequence, S ⊆ R an (unbounded) sector and h > 0. We define
) is a Banach space and we put
A {M} (S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with M in the sector S (it is a (LB) space). Analogously we introduce the space of complex sequences
Not very frequently in the literature also Denjoy-Carleman ultraholomorphic classes A (M) (S) (and analogously sequence classes Λ n (M) ) of Beurling type have been investigated, e.g. see [28, Section 3.4] and [27] . In this case we put
so consider the projective structure with respect to h > 0 and obtain Fréchet spaces.
Similarly as for the ultradifferentiable case, we now define ultraholomorphic classes associated with ω ∈ W 0 . Given an unbounded sector S, and for every l > 0, we first define
is a Banach space and we put
A {ω} (S) is called the Denjoy-Carleman ultraholomorphic class (of Roumieu type) associated with ω in the sector S (it is a (LB) space). Correspondingly, we introduce the space of complex sequences
and put Λ {Ω} . Analogously as in [25] and [21] we can also consider ultraholomorphic classes A (M) (S) of Beurling type as
and accordingly, Λ
. Again for any ω ∈ W we have A (ω) (S) = A (Ω) (S) as locally convex vector spaces by analogous reasons as in the Roumieu case before and so B :
In any of the considered ultraholomorphic classes, an element f is said to be flat if f With all this information we may claim: In general it seems reasonable to transfer well-known results and proofs from the weight sequence to the weight function setting by using its associated weight matrix and even to the setting in which an abstract weight matrix is given from the start.
Unfortunately in many cases it is often impossible to replace M by W x in the proofs directly since, due to technical reasons, undesirable, respectively too strong, conditions have been imposed on the weight sequences.
More precisely, in [28] , the general framework has been working with strongly regular weight sequences. The statements from Section 2.4 show that we can not assume in general that some/each W x ∈ SR (respectively equivalently that some/each w x is strongly regular). First log-convexity for w x is not clear in general, second (mg) for some/each W x would yield the constant case. Finally (γ 1 ) for some/each W x is also a strong assumption, a mixed condition seems to be more reasonable in the nonconstant case, e.g. see [22, Thm. 5 .12, Cor. 5.13] and [20, Thm 5.15] . In any case it is natural that (ω snq ) should be the correct assumption and be assumed in the weight function setting.
Associated weight functions and conjugates

Functions ω
For an abstract introduction of the associated function we refer to [15, Chapitre I], see also
holds for all p ∈ N >0 . Moreover under this assumption t → ω M (t) is a continuous nondecreasing function, which is convex in the variable log(t) and tends faster to infinity than any log(t = +∞ its associated weight ω M is a normalized weight function and hence satisfying the assumptions from Proposition 2.1. In this case one is able to define the so-called log- 
where
) p∈N . We summarize some more well-known facts for this function:
and only if M has (nq) and in this case
Some consequences: For any M ∈ LC satisfying (γ 1 ) the function ω M is a strong weight, in particular this holds true for any M ∈ SR. But in [10, Section 5] we present a (counter)-example of a strongly log-convex sequence such that ω M is a strong weight but (γ 1 ) is violated. Note that by [11, Remark 3.3] if ω M has (ω 1 ), for each N which is equivalent to M , we also get that the associated weight functions ω M and ω N are equivalent. Thus ω N is a strong weight too whereas by the characterization in [18] it follows that N does not have (γ 1 ) either. x > 0} is denoting the matrix associated to the weight ω M , then for all p ∈ N we have
The functions h M and ω M are related by
g. see also [6, p. 11] ). By definition we immediately get:
Legendre conjugates of a weight ω.
In this section we recall several useful results concerning the conjugates from [11, Section 3.1]. As we have mentioned there in the study of ultradifferentiable or ultraholomorphic classes defined by weight sequences, the operations of multiplying or dividing the sequence by the factorials play a prominent role. It turns out that when weight functions are considered instead, the corresponding analogous operations are expressed by means of Legendre conjugates, which will be described now. Moreover, the results mentioned in Section 4 below (see also [11, Section 4.2] , full proofs are given in [10] ) will describe how a suitable growth index defined in terms of ω is increased or decreased by one as it occurs for the analogous growth index introduced in terms of weight sequences by multiplying or dividing by factorials.
In order to prove the extension theorem we will have to deal with w l , where w In this paper this conjugate will be mainly applied to the case h(t) := ω ι (t) = ω(1/t), where ω is a weight function, so that (ω ι ) ⋆ is again a weight function; in particular, we will frequently find the case 
respectively equivalently
Generalizing 
Note that for the proof that (M, N ) (mg) implies (3.8) it is sufficient to assume M ∈ R 
and
Growth index γ(ω)
In this section, for a given weight function ω, we recall the definition of γ(ω) from [11, Section 4.2] and state some properties which will be needed in the main results below. More details, the relation to the growth index γ(M ) introduced by V. Thilliez in [28] and precise proofs are given in [10] . At this point we want to give some motivation how to come up with the definition given in [11, Section 4.2] .
Recall that for any given M ∈ R N >0 and t, s > 0 we have
By Proposition 2.1 condition (ω snq ) is equivalent to having lim sup t→+∞ ω(Kt) ω(t) < K for some K > 1. The case ω = ω M yields that for any s > 0 and A > 1 by putting t
. This shows that for any s > 1 the weight ω M s has automatically (ω snq ) if one assumes that ω M has this property: take A := K s and note that A > K holds. But for the case 0 < s < 1 this is not true in general, however it holds if we assume that ω M satisfies
This motivates the following definition: Let ω be a weight function and γ > 0, then introduce
Note: If (P ω,γ ) holds for some K > 1, then also (P ω,γ ′ ) is satisfied for all γ ′ ≤ γ with the same K. Moreover we restrict ourselves to γ > 0, because for γ ≤ 0 condition (P ω,γ ) is satisfied for all weights ω (since ω is nondecreasing and K > 1). Finally we put
For this note that each (P ·,γ ) is stable with respect to ∼ since (ω snq ) is clearly stable with respect to this relation. By definition and (3.2) we immediately get
Consequently, if M ∈ LC, then each M ι has (ω 1 ) and we obtain
Using the previous result we show in [10] the following consequence.
and consequently ω m ∈ W.
In particular γ(ω M ) > 2 implies that ω m has (ω snq ).
If ω ∈ W 0 with γ(ω) > 1 (i.e. ω is a strong weight by Lemma 4.1), then
On the one hand 
Finally, the next result is the converse statement of Lemma 4.3 and Corollary 4.4.
On the other hand, let ω ∈ W 0 be given with
the associated weight matrix and put 
is holomorphic in the right half-plane H 1 := {ξ ∈ C : ℜ(ξ) > 0}, and there exist constants A, B ≥ 1 (large) depending only on ω such that From now on we will frequently assume that ω ∈ W since in the proofs we wish to make use of the representation (2.6) and work with the sequences in the associated weight matrix Ω = {W 
Proof. For the proof of (5.2) we apply [11, Theorem 6.7] with (ω
holds true by (ω 1 ). We follow [28, Theorem 2.3.1] and recall briefly the proof of the right-hand side of (5.2). Let a > 0 be arbitrary, take s, δ > 0 such that γ < δ < γ((ω (4.2) ). We apply Lemma 5.3 to the weight ((ω
where F a is the function from Lemma 5.3. Let A be the constant coming from the right-hand side of (5.1) applied to this situation, so
First put in the estimate above A 1 := A 1/s and then, by using (3.7) for any y > 0, we get
Hence taking y := 2a
Then take ε > 0 such that ε < min{1, δ − γ}π/2, so for any ξ ∈ S γ the closed disc centered at ξ and radius sin(ε)|ξ| belongs to S δ . The Cauchy formula applied to this disc denoted by B ε and the right hand side of (5.2) applied to S δ imply
holds for all j ∈ N, hence for all j ∈ N and ξ ∈ S γ :
Now we can transfer [28, Lemma 2.3.2] to the weight function case. 
By (i) in Lemma 3.2 we see that in (5.4) we can choose E 1 = E 2 and in (5.5) we can choose
5 . Proof. To prove (5.4) we start in the estimate with (5.3) and then use (3.10) in Lemma 3.6 with the universal constant A there and finally the definition of (3.4) to obtain for any ξ ∈ S γ :
For (5.5), first we use the left hand side of (5.2) on the sector S δ and the Cauchy formula on the closed disc B ε from the proof of Theorem 5.4. Let a, b, x, y > 0 be arbitrary, then for all j ∈ N and ξ ∈ S γ we get by applying (3.7) twice
Let y > 0 be arbitrary but from now on fixed and we choose a := .4) we have for all j ∈ N that with these choices
The Roumieu type ultraholomorphic extension theorem in the weight function setting
Using the functions G a constructed in Section 5.2 we are now able to transfer [28, Theorem 3.2.1] to classes of ultraholomorphic functions defined by strong weight functions ω. Since in the original proof for strongly regular weight sequences several tools from ultradifferenetiable functions have been used, we also recall briefly the definitions for such classes now.
Ultradifferentiable classes
and ω ∈ W 0 . The space of ultradifferentiable functions of (global) Roumieu type in terms of a weight sequence M is defined by
and in terms of a weight function ω by
is standing for taking partial derivatives of f with respect to
. The classes are endowed with the locally convex topology given by
,
Instead of E {M} (U, C) respectively E {ω} (U, C) we will write now E {M} (U ) respectively E {ω} (U ) and we have In the literature frequently also local classes are considered, here in (6.1) and (6.2) one requires that for each compact set K ⊆ U there exists h > 0 respectively l > 0 such that
Similarly the Beurling type classes E Note that the Denjoy-Carleman theorem which characterizes nonquasianalyticity for classes of ultradifferentiable functions defined by weight sequences, functions and even matrices (e.g. see [26, Section 4] and the references therein) holds true for global and local classes simultaneously. We prove the following generalization of [29, Lemma 2.9] where M ∈ SR has been assumed. N ) (mg) . Then for all compact K ⊆ U we get: (6.4) holds true for any s ∈ U with uniform constants H 1 , H 2 . Note that by the assumption on N the function h n is well-defined and nondecreasing, so we can take w.l.o.g.
Proof. Let r > 0 be given and put K r := {w ∈ U : dist(w, K) ≤ r}. If r > 0 is small enough the compact set K r is contained in U . Thus there exist H, B > 0 such that for all w ∈ K r and j, k ∈ N d we get
where for the second estimate we have used (M, N ) (mg) . Let s ∈ K and t ∈ X with |s − t| = dist(s, X) = inf{|s − w| : w ∈ X} and distinguish two cases.
If |s − t| = dist(s, X) ≤ r then by definition the line segment [s, t] is contained in
is flat at t and so Taylor's formula implies |f
. Thus for all s ∈ K and j ∈ N d we get
We take now the infimum with respect to all k ∈ N d and get, by definition (3.4), Since for the proof of our main theorem we are following the (single) weight sequence approach from V. Thilliez in [28] we will have to apply the (ultradifferentiable) E {ω} -version of the Whitney extension theorem (analogous to [28, Proposition 1.2.3] in the weight sequence case). Fortunately the weight function case has been completely characterized in [2] for arbitrary compact sets K. In [4] for K = {0} and in [13] for arbitrary compact convex sets an ultradifferentiable extension theorem even in a mixed setting has been characterized. Very recently in a joint work the third author and A. Rainer have succeeded to prove a mixed setting for arbitrary compact sets with a slight restriction on the weights, see [20] . 
and such that E l (f )| U = f for any element f ∈ E ω,l (U ).
Proof.
Use the E {ω} -version of the Whitney extension theorem, for (i) take K = {0} and for (ii) take K = U. Note that the proof of [2, Theorem 3.9] gives the existence of a continuous linear extension operator E l (by the formula of the extension defining f on p. 173) but which has not been mentioned explicitly there.
6.3. A construction of a convenient ramified weight matrix. The goal of this Section is to prove a generalization of [11, Section 5] , in particular of [11, Theorem 5.3] . More precisely we are working here with an additional ramification parameter q > 0 which will be needed in case 2 in the proof of our main Theorem 6.8 below (and q = 1 yields the results from [11, Section 5] ).
First we recall [11, Corollary 5.6 ] which implies an important fact for strong weight functions. x > 0} is associated with the weight ω w 1 ). We are interested in studying the transformation
For convenience we put in the following S Proof. First, (vi) in Lemma 3.1 implies that for all x, y > 0 there exists some C ≥ 1 such that
) for any q, x > 0 and t ≥ 0 and so
thus by considering t → t
Let x, y > 0 be now arbitrary but fixed and C ≥ 1 coming from (6.8). By using this inequality we obtain for any t ≥ 0: 
where V x,q shall denote the matrix associated with ω S x,q and the symbol/functor E can be replaced
In addition ω S x,q is a strong weight, more precisely
Note that S q {≈}V x,q for all x > 0 and (6.9) holds true for the Beurling type spaces as well.
Proof. Since S q satisfies both (M {mg} ) and (M {L} ) and since by Corollary 6.6 all associated functions ω S x,q (with respect to the parameter x > 0) are equivalent, we can apply [26, Corollary 3.17 ] to obtain the first equality in (6.9). Note that the proof of [26, Corollary 3.17] shows that ω S x,q has (ω 1 ), i.e. ω S x,q ∈ W and γ(ω S x,q ) > 0 by Lemma 4.2. So [21, Theorem 5.14] implies the second equality. In [26] and [21] we have considered local classes E loc , but the proofs are also valid for the symbols E, A and Λ n , n ∈ N, by the definition of these classes since we have shown in the proofs the equivalence of the underlying weight structures (see also the explanations in the proof of [11, Theorem 5.3] ). This explains why (6.9) holds true for the Beurling case as well by taking into account that S q satisfies both (M (mg) ) and (M (L) ) too since S does so, see Section 2.4.
To conclude that it is a strong weight we combine (4.2), (4.3) and (4.4) to obtain for all x > 0:
by using [21, Proposition 4.6 (1)] (both matrices are (M sc ) with index set I = R >0 ).
6.4. The ultraholomorphic extension theorem following V. Thilliez. In this section we state and prove the central theorem of this paper, we transfer [28, Theorem 3.2.1] to the weight function setting and are reproving with completely different methods [11, Theorem 7.7] . For any given a > 0 we denote by ⌊a⌋ its (lower) integer part. Corollary 4.4) and for all l > 0 there exists d ′′ ∈ N >0 and a continuous linear extension operator
Note: The proof will show that the number d ′′ ∈ N >0 is depending on given index l which is weaker than in [28, Theorem 3.2.1] but which seems to be unavoidable in the nonconstant case, see also [6, Remarque 12, p. 24] . It seems that in general (2.5) destroys this behavior but which has be used several times, see also the remarks concerning Corollary 6.9 below. It suffices to assume ω ∈ W 0 since γ(ω) > 1 implies (ω 1 ), see Lemma 4.2.
Proof. We follow the proof of [28, Theorem 3.2.1] and distinguish between two cases. 
and χ(t) = 1 for all t ∈ D. Such a function exists since ω satisfies (ω nq ), e.g. see [5] and [26, Section 4] .
, acts as a continuous linear operator with norm 1. Let E l : Λ 2 ω,l −→ E ω,dl (C) be the continuous linear extension operator coming from (i) in Theorem 6.3 (with constant d ≥ 1 occurring there) and chosen in such a way that the extension is supported in D. Then we put (6.12)
Thus we are able to apply the global version of Lemma 6.1 respectively Corollary 6.2 for f := ∂g λ , U = C and X = {0}, so dist(s, X) = |s|. Note that g λ ∈ E ω,dl (C) by (6.12) and by (2.4) we have f ∈ E ω,2dl (C). Hence (6.6) applied for the index 2dl implies (6.13)
Part (ii) -Division of a flat function by a flat ultraholomorphic function.
Let τ > 0 and ξ ∈ S γ be given and put H a,τ (ξ) := G a (τ ξ), where G a denotes the function which we have constructed and studied in Sections 5.1 and 5.2. For given y := 8dl (large) we choose the parameter a = 1 8y = 1 64dl and x = 4y = 32dl according to the proof of (5.5) in Lemma 5.5. With these choices (5.5) is precisely (6.14)
Note that the choices of the indices 4dl, y and x and the constant C 2 are not depending on given τ . We combine now (6.13) and (6.14) and estimate for all (j, k) ∈ N 2 and ξ ∈ S γ as follows:
Here we have used that
with J + K = (j, k) and which follows from the log-convexity of each W l . Let C 4 ≥ 1 denote the universal constant arising in (3.10) in Lemma 3.6, not depending on l, which we will apply to w 4dl and w 8dl and which explains the choice of the indices. By setting τ := C 1 C 2 C 4 , which can be done since none of the constants is depending on τ , we get
Finally we put H a := H a,C1C2C4 and continue the estimate from above:
where we have put z := 32A 1 dl. We have absorbed again the exponential growth by applying (2.5) and note that A 1 ≥ 1 is depending only on C 1 , C 2 and C 4 (via τ ). Finally we have used (i) and (iii) from Lemma 3.2. Note that via (6.14) and the choice of y the constant A 1 is now also depending on given index l > 0 (by constants C 1 and C 2 ).
Part (iii) -Solution of ∂-problem.
By the previous estimate of part (ii) above and h w z ≤ 1 we see that 
Ha ∂g λ on Ω and g λ is assumed to be supported in D, hence 1 Ha ∂g λ vanishes on S γ \D. So it follows that on the whole sector S γ and for all χ ∈ E ω,d ′ z (C), satisfying supp(χ) ⊆ D ′ and χ(t) = 1 for all t ∈ D, we get (6.15)
The Leibniz rule implies |(χν λ )
j+k for all j, k ∈ N and y > 0 by the log-convexity. Applying once again (2.5) we get |(χν λ ) (2.5) ) and so (6.16) χν λ ∈ E ω,z1 (C), χν λ ω,C,z1 ≤ C 9 |λ| ω,l . In the next step put u λ := K * (χν λ ), so the function from above is convolved with the Cauchy kernel K(ζ) :
Moreover for any (j, k) ∈ N 2 and ξ ∈ C we have by changing to polar coordinates
where r > 0 denotes the radius of the circle D. So sup ξ∈C |u
(ζ)| and combining this with (6.16) gives (6.17) sup
Part (iv) -Addition of a flat function. By (5.4), the definition of H a and the choice of τ we get
, where we take y 1 := 4a −1 = 256dl. Note that C 11 is depending on given l since also a is so (see part (ii) above). Together with (6.17) we get now for all ξ ∈ S γ and (j,
j+k , where we have put
e. y 2 = c 2 l for some c 2 > 0 (large). In the last step we have absorbed the exponential growth by applying (2.5) (with some A 2 ≥ 1 depending only on C 1 , C 2 , C 4 and C 11 and so on given l through C 1 , C 2 and C 11 ). We set y 3 := A 2 y 2 and so we have shown (6.18 )
Put f λ := g λ − H a u λ and then f λ is well-defined and holomorphic in
Ha ∂(g λ ). All considered functions g λ , ν λ and u λ depend linearly on λ since they were defined in terms of the linear extension operators E l and E z = E 32A1dl . (6.18) Since S is associated with the weight ω w 1 ∈ W, we obtain for each l > 0 and j, k
ω,l be given for some l > 0 arbitrary but from now on fixed and consider λ * defined by
By applying the equivalence Ω{≈} S we get
j for some C, h, l 1 > 0 and all j ∈ N. Hence, by the first part of (6.19), we get
and which proves λ
. By (6.9) we obtain now λ * ∈ Λ 
i.e. |λ * | τ,l2 ≤ C 1 |λ| ω,l and which proves the continuity of λ → λ * .
The aim is to apply the first case to the weight τ . By Theorem 6.7, γ(ω) > 1 implies γ(τ ) > 1 and by (6.10) we obtain Then replace in case 1 above l by l 2 , ω by τ and γ by γ ′ := γ q < 2 (which holds by the choice of q above), i.e. the new sector S γ ′ is a subset of C.
Hence we obtain an extension h λ ∈ A τ,l3 (S γ ′ ) with By the chain rule we get
As pointed out in [28, Theorem 3.2.1] we have estimates for the coefficients of
as follows:
For the following considerations we define the polynomial P λ,j of degree at most q(j − 1) by
By (6.20) and (6.21) we obtain
The last equality holds by the definition of λ * . In the next step the Taylor formula applied for h λ between 0 and any ξ ∈ S γ ′ gives, for all 1
where in the third estimate we have used S 1/q {≈}V (see Section 6.3) and for the last one the second part of (6.19) . This and (6.23) imply for any ξ ∈ S γ ′ and j ∈ N:
j , where in the second last estimate we have used Ω{≈} S and finally (2.5). (6.24) implies P λ,j (ξ) = Q λ,j (ξ q ) where the polynomial Q λ,j has degree at most j − 1, so
(6.22), (6.25) and the previous estimate show for any ξ ∈ S γ ′ and all j ∈ N: 
. Consequently the Borel map B :
Proof. By assumption we have ω M ∈ W and by Theorem 6.8 for any γ > 0 satisfying 0
the weight matrix associated with ω M . By (iii) in Lemma 3.1, (b) in Remark 2.2 and (3.3) we see 
depending on x (and so on h).
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Thus we have shown the existence of an extension operator E A disadvantage of this result is that one can not conclude h 1 = ch for some c not depending on given h > 0 as in [28, Theorem 3.2.1] . For this note that x = ch will not be possible in general for some universal c. For given h, as mentioned in (2.5), let a ∈ N be chosen minimal to have exp(a) ≥ h and we have to consider the choice
we would need log(c)/ log(h) + 1 ≥ log(L 1 ) and which leads to L 1 ≤ exp(1) as h → ∞ since c should be not depending on h. Hence L ≤ √ e would follow and which is a contradiction in general since γ(ω M ) > 1 and (2.2) only imply ω(2t) ≤ 2ω(t) + C for all t ≥ 0 and some C > 0. . Then we would require
again leads to a contraction as h → +∞. Corollary 6.9 should also be compared with [11, Remark 7 .9] where we have been able to omit this problem by using the first main extension result [11, Theorem 7.4] and applying complex methods for the proof there.
The Beurling case
The aim of this section is to prove Theorem 6.8 for the Beurling case as well and the strategy is to reduce this situation to the Roumieu case as it has been indicated in [28, 
(t) = o(σ(t)) and σ(t) = o(h(t)) as t → +∞ and finally such that γ(σ) > γ.
Proof. Let 0 < γ < γ(ω) be given, then by definition (4.1) there exists some K > 1 such that lim sup t→+∞
ω(t) < K holds true. Since ω tends to infinity, respectively by (ω 3 ), we see that lim t→+∞ h(t) = +∞. We are going to introduce now inductively a (strictly increasing) sequence (x n ) n≥1 with x 1 = 0, ω(x 2 ) > 0 (so x 2 > 1 by normalization of ω), and increasing fast enough such that the following conditions are satisfied:
Now define the weight σ by
Hence σ is continuous, nondecreasing, tending to infinity and has (ω 4 ).
and so σ is normalized, too. If x ∈ [x n , x n+1 ), n ≥ 2, then by applying (7.2) we get −n (2 n − 2) = 1 − 2 −n+1 ≤ 1 and so
which implies
By this we get ω(t) = o(σ(t)) as t → +∞ and σ has (ω 3 ) too and altogether σ ∈ W 0 . On the other hand, (7.4) and (7.3) imply
and consequently σ(t) = o(h(t)) as t → +∞.
Let ε > 0 be given, then there exists N = N (ε) ∈ N large (N ≥ 3) such that
ω(t).
For all x N ≤ x n ≤ t < x n+1 we see that K γ t ≥ K γ x n ≥ x n and, by (7.1), K γ t < K γ x n+1 ≤ x n+2 . This means that K γ t either belongs to [x n , x n+1 ) or to [x n+1 , x n+2 ). Then by (7.4), (7.6) and (7.5) we observe that σ(K γ t) ≤ (n + 1)ω(K γ t) ≤ (n + 1)(K − ε)ω(t) ≤ n + 1 n − 2 (K − ε)σ(t). Proof. Let λ = (a p ) p∈N ∈ Λ 1 (ω) be given. Now we follow the lines of the proof of [2, Theorem 4.5] for λ instead of considering a Whitney jet F , with K = {0} and where we put g(t) := log max{1, |a p |} for p ≤ t < p + 1, p ∈ N. So we construct h λ : [0, +∞) → [0, +∞) such that ω(t) = o(h(t)) as t → +∞. We fix 0 < γ < γ(ω) − 1 and denote by σ the weight constructed in Lemma 7.1 for h λ and γ + 1. We observe that γ(σ) > γ + 1 > 1 then γ(σ) > 1 and so the weight σ is strong too and σ ⋆ is well-defined. Thus we are able to apply the main result Theorem 6.8 to σ and γ, hence the Borel map B : A {σ} (S γ ) −→ Λ 1 {σ} is surjective. is surjective.
We close this section with the following observations: In both Theorem 7.2 and Corollary 7.3 (and also in [28, Cor. 3.4 .1]) using the above proofs and techniques one does not get any information about the existence of a continuous linear extension operator in the ultraholomorphic Beurling case and which should be compared in the single weight sequence situation with the results from [27, Section 4] . In the weight function case, ω is said to be a (DN )-weight if
In [16, Corollary 3.12] and in [17] it was shown that in the ultradifferentiable Beurling case there does exist a continuous linear extension operator if and only if (7.7) holds true. By [3, Lemma 19] each ω ∈ W with (ω snq ) and (ω 6 ) has (7.7); more precisely we can see that for each ω ∈ W with (ω 6 ) conditions (ω snq ) and (7.7) are equivalent: The remaining implication follows by the fact that (7.7) is characterizing the existence of an extension operator for E (ω) , since E (ω) = E Given M as in Corollary 7.3 we can see that the associated weight function ω M satisfies (7.7), in particular for any M ∈ SR the function ω M is a (DN )-weight. It is well-known that each σ s (t) := max{0, log(t) s }, s > 1, is not a (DN )-weight.
Appendix A. A class of weight functions satisfying γ(ω) = +∞
In this section we present a class of weight functions such that Theorem 6.8 holds true for any opening γ > 0 and the technical procedure in Section 6.3 becomes superfluous in the sense that we can also work in case 2 with the matrix Ω associated to ω directly. In particular all results from this section hold true for the weights σ s (t) := max{0, log(t) s }, s > 1. More precisely we consider weights satisfying ω ∈ W 0 and (ω 7 ).
We point out that any nondecreasing ω with (ω 7 ) satisfies (ω 1 ) since, denoting by H the constant arising in (ω 7 ), for any t ≥ 2H In [8] for a weight function the following condition has been introduced: 
