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LNEMLC: Label Network Embeddings for
Multi-Label Classification
Piotr Szyman´ski, Tomasz Kajdanowicz, and Nitesh V. Chawla, Senior Member
Abstract—Multi-label classification aims to classify instances
with discrete non-exclusive labels. Most approaches on multi-
label classification focus on effective adaptation or transformation
of existing binary and multi-class learning approaches but fail
in modelling the joint probability of labels or do not preserve
generalization abilities for unseen label combinations. To address
these issues we propose a new multi-label classification scheme,
LNEMLC - Label Network Embedding for Multi-Label Classifi-
cation, that embeds the label network and uses it to extend input
space in learning and inference of any base multi-label classifier.
The approach allows capturing of labels’ joint probability at low
computational complexity providing results comparable to the
best methods reported in the literature. We demonstrate how
the method reveals statistically significant improvements over
the simple kNN baseline classifier. We also provide hints for
selecting the robust configuration that works satisfactory across
data domains.
Index Terms—multi-label classification, label network, network
embedding,
I. INTRODUCTION
In our daily life, we continuously encounter data classified
with multiple categories or labels. Be it youtube videos,
Instagram photos, articles in newspapers or more recently even
our genome on gene analysis websites, we depend on possible
categories or labels to assimilate and reconcile information.
Such labels usually denote the simplest understandable terms,
while it is from how they occur together that creates sophis-
ticated concepts and contexts. This problem is distinct from
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typical classification problems wherein each instance has one
label. In this case, an instance may be categorized into multiple
labels.
However there are no low complexity multi-label methods
that learn the joint label probabilities and dependencies of
multi-label data, achieve high accuracy and do not require
costly parameter optimization.
To fill this gap we propose LNEMLC: Label Network Em-
beddings for Multi-Label Classification, a new low-complexity
approach to multi-label classification built on top of two
intuitions that embedding a label space may improve classifi-
cation quality and that label networks are a viable source of
information in multi-label problems. We thus propose a novel
approach for multi-label embeddings that joins the predicting
power of single-label methods with discriminative power of
multi-label embeddings.
LNEMLC (1) yields statistically significant improvements
over a baseline classifier; (2) learns joint conditional distri-
bution under a new inference scheme; has much (3) lower
complexity than established problem transformation methods
and embeddings.
We review the state of the art of multi-label classification
and network embeddings in Section II, lay out our how
LNEMLC works in Section III and describe the experimental
setup in Section IV. In Section V we proceed to discuss the
potential of label network embeddings, compare a variety of
embedding methods and parameters and evaluate LNEMLC’s
performance compared to existing methods. We summarise our
findings, conclusion and ideas for future work in Section VI.
II. RELATED WORK
A. Multi-label classification
Multi-label classification is a task of learning a function
f : X → Y that maximizes a generalization quality measures
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Fig. 1. Label Network Embeddings for Multi-Label Classifiation scheme example diagram based on the scene data set.
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Notation Description
L the the label set, |L| = l
X the multi-label input space, shaped n×m
Y = 2L the multi-label input space
E = Rd denotes the embedded space
V the matrix of embedded label vectors of dimen-
sions l × d, Vi is the embedding of the ith label
m the number of features in the problem
n the number of instances
d the number of dimensions
·ˆ denotes a training context of a given symbol, i.e.
Xˆ ⊂ X denotes the training samples from the
input space, Yˆ ⊂ Y denotes the training samples
from the output space
·¯ denotes a testing context, i.e. X¯ ⊂ X denotes
the test samples from the input space, Y¯ ⊂ Y
denotes the test samples from the output space
Φ denotes the regression function used in different
methods
Θ denotes the classification function used in label
embedding scenarios
η denotes the function generating the embedding
ξ denotes the function used to aggregate the em-
beddings of each set of labels assigned to a
sample
TABLE I: Notation for describing elements of multi-label
problems.
q(Y ×Y )→ R. Usually f is called the classifier, is trained on
a subset of data called the training set: Xˆ , Yˆ ; and is evaluated
on test data X¯ , Y¯ using the measure q: q(Y¯ , f(X¯)). We lay out
the notation used throughout this paper in Table I. Multi-label
generalization quality measures can be divided into example
and label-based depending on which order of relations between
labels they take into account. We describe selected measures
in in Section IV.
What differentiates multi-label problems from their single-
label counterparts if the lack of mutual exclusiveness between
the output variables or classes. In single-label classification,
the model would select only one class, which made the
learning the joint probability distribution the same task as
learning the marginal probability distributions as classes would
not occur together for one instance. Traditionally ([1], [2])
multi-label problem solving strategies fall into four categories:
• adapting single-label methods to take labels into consid-
eration
• transforming the multi-label setting into a set of single-
label tasks
• ensemble approaches that train one or more of the above
approaches and perform additional steps to improve clas-
sification results
• embedding the label matrix in an embedding space and
use regressors to predict embeddings for new samples,
followed by a distance-based classifier used to classify
the embedded representation
Madjarov et. al. [3] compared a variety of multi-label
classification methods. Their work includes results on estab-
lished benchmark data sets from the MULAN ([4]) library
in several multi-label generalization quality measures. Their
experimental scenario included extensive parameter search
and has been the most often used source for performance
comparison while introducing a new method to state of the
art. We follow the same scenario in this paper and compare
to these methods which performed successfully in Madjarov’s
comparison. As there is no clear best performing multi-label
classification method, we will compare to all of the methods
present in [3] that finished shed building a model on evaluated
data sets.
Multi-label advances in recent years also include develop-
ments in a sub-area called extreme multi-label where new
methods emerged such as deep-learning based domain-specific
approaches for: image classification frameworks ([5], [6], [7]),
text ([8], [9]). The field also includes tree-based [10] or
embedding-based [11] approaches. While extreme multi-label
is an interesting task, it differs strongly from classical multi-
label classification in performance expectations, benchmark
data sets and measures and falls beyond the scope of this
paper. However, we note that LNEMLC is perfectly usable for
extreme multi-label scenarios due to low complexity impact on
the base classifier and the scalability of network embedding
methods well beyond the sizes of label networks present in
extreme multi-label sets.
B. Algorithm adaptation
Algorithm adaptations are based on modifying the decision
principle of a single-label method to take into account label
relations, these include:
• modifying a decision function such as node impurity in
tree-based methods, such as: (random forests of) multi-
label C4.5 trees (RF-)ML-C4.5 [12] or of predictive
clustering trees (RF-)PCTs [13]
• applying post-classification inference approaches such as
maximum likelihood estimation on selected samples in
similarity-based methods such as k nearest neighbours
(ML-kNN [14])
• one-vs-all or one-vs-rest schemas for algebraic methods
such as Support Vector Machines
Algorithm adaptation methods are usually based on con-
sidering similarities or objective functions on a subset of
features and learn their part of the joint label distribution.
LNEMLC improves algorithm adaption methods by providing
them with additional input features to discriminate on while
increasing their complexity concerning the number of features
by a constant.
C. Problem transformation and ensemble approaches
Following ([15]) we can divide the problem transformation
and ensemble approaches based on how they view label
dependency exploitation:
• ignoring label dependence entirely and learning separate
model per label, ex. Binary Relevance (BR) [1]
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BR (E)CC CLR QWML HOMER RAkEL LNEMLC
Estimated
distribution
Marginal Marginal Pairwise Pairwise Joint Joint Joint
Number of base clas-
sifiers to train
l nens × l l2 l2 k k 1
Capable of
predicting unseen
label combinations
Yes Yes Yes Yes Partial Partially Yes
TABLE II: Characteristics of problem transformation and ensemble approaches compared to the proposed method. k denotes
hyper-parameter of a method and must be estimated externally.
• exploiting the marginal probabilities P (λi|x¯) to improve
prediction quality for single labels. Such methods usually
work based on a set of independent Binary Relevance
classifiers and then correct their solutions using Bayesian
inference, stacking, multivariate regression or kernel-
based estimation, ex. such as Classifier Chains or their
ensembles: (E)CC [16]
• exploiting the marginal probabilities of label pairs
P (λi|x¯) to improve prediction quality, such as Calibrated
Label Ranking (CLR [17]) or q-weighted voting based
label ranking (QWML [18]).
• exploiting conditional dependencies P (Y |x¯) of the joint
conditional distribution P (Y |X), often through transfor-
mation to one or more multi-class problems ex. Label
Powerset [2] which transforms the problem to a multi-
class problem where each of the label combinations
is treated as separate classes, such approaches often
exploit dividing the label space either by partitioning
(RAkEL [19]) or hierarchical divide and conquer strate-
gies (HOMER [20])
LNEMLC is a meta-learning method that includes the best
characteristics of different; we compare its characteristics to
the above methods in Table II. It is also noteworthy how-
ever that LNEMLC can also be used to improve problem
transformation performance, possibly eliminating the need
for additional ensemble of classifiers due to enriching the
discriminative capability of the input features by learning the
embeddings representing the joint label distribution.
D. Multi-label embeddings
Multi-label embedding techniques emerged as a response
to the need to cope with a large label space. First embedding
approaches consider label space dimensionality reduction to
improve computation time with the increase of computing
power the field developed in the direction of finding rep-
resentations that would express joint probability information
in a more discriminative way than a binary indicator label
assignment matrix. New embedding methods were developed
using well-established algebraic manipulations known from
statistical analysis and relying on a multi-variate regressor and
a weak classifier as label assignment decision; we compare
most cited methods in Table III.
Huang and Lin ([26]) show that the best performing multi-
label embedding is CLEMS. We will compare LNEMLC
performance to multiples CLEMS models each trained with
one of the evaluated measures as a cost function.
Most multi-label embedding methods embed the output
space X into the embedded space E, learn a regressor
Φ : X → E regressor from the input space to the embedding
space and then train a classifier Θ : E → Y to predict label
assignments based on embeddings. Most current approaches
use tree-based methods (usually Random Forests of CART
trees) as Φ. The main task of the classification phase in such
a scheme is to find the location in the embedded space which
represents labels most similar to the predicted embedding - the
k-nearest neighbours are used as the classifiers, often 1-NNs.
LNEMLC provides a general framework for using a regres-
sor and label network embedding of choice to improve a base
classifiers performance. Our method is constructed to allow
the classifier to correct regression errors, while the complexity
cost is only extending the number of features by the number of
dimensions. We also use just one multi-dimensional regressor
instead of learning a regressor per dimension, which caused
CLEMS not to finish on some of the evaluated data sets.
Our approach also does not require selecting the measure to
optimize as label network embeddings provide discriminative
information about the joint probability without the need to
select additional cost-related optimization criteria.
E. Network Embeddings
Network Representation Learning (NRL), or Network Em-
bedding (NE), aims to learn a latent representation of nodes
that encapsulates the network’s characteristics. As networks
depict complex phenomena and in effect representation learn-
ing approaches differ based on principle, the order of rela-
tionships taken into account, the scale of network phenomena,
community structure, network motifs, whether a network is
a temporal, directed, bipartite or has other specific features.
We select several approaches we consider relevant to label
networks in multi-label classification out of methods described
in current NRL surveys ([28], [29], [30]) and community-
curated network embedding lists: [31] and [32]. A general
introduction to representational learning can be found in [33].
Survey authors divide NRLs into unsupervised and semi-
supervised. As multi-label classification lacks additional in-
formation about label meta-structures, we only consider un-
supervised NRLs. Network embedding methods differ the
scale of network phenomena consider: micro-, meso- and
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Method Embedding principle # of re-
gressors
regression
principle
classification
principle
Compressed sensing [21] random projection and com-
pression
d Linear distance mini-
malization
Principle Label Space Transformation [22] PCA d Linear decod-
ing function
Conditional Principal Label Space Trans-
formation [23]
CCA [24] 1 Linear rounding
Feature-aware Implicit Label Space En-
coding [25]
matrix decomposition trough
objective maximization
l Ridge rounding
SLEEC [11] k-means partitioning and per
cluster matrix decomposition
via objective optimization
d Linear k-NN
CLEMS [26] MDS [27] with extra cost ob-
jective optimization
d Random For-
est
1-NN
LNEMLC label network embedding 1 any any
TABLE III: Characteristics of embedding approaches compared to the proposed method.
macroscopic. The microscopic methods capture local proxim-
ity in the network; mesoscopic approaches consider structural
similarity and intra-community proximity, macroscopic scale
embeddings recognize global characteristics such as scale-free
or small-world properties. In label networks, only the first two
groups of phenomena are usually found. Available microscopic
embeddings can preserve first, first and second, or second
and higher order relations. These relations can be mapped
to pairwise, shorter and longer label combinations in multi-
label classification. Among mesoscopic embeddings intra-
scale community distances preservation is the most promising
as we already know that community structures can be used to
improve classification quality [34].
As a result we decided to select three embedding approaches
in this paper:
• node2vec [35]: a well-established approach which pre-
serves higher-order relations in embedding distances by
using walks to sample ordered sentence-like structures
where nodes take the place of words and then uses
the established word2vec ([36]) skip-gram model for
embedding node sequences.
• LINE [37]: a first and second order relation preserving
embedding approach which optimizes an embedding that
minimizes a proximity function between nodes - either
first or second order, or both separately and glues each
of the embeddings per vertex. Negative edge-sampling
([36]) is used to speed up optimization.
• M-NMF [38]: a matrix factorization approach which
preserves community structure in embedding distances by
embedding the network into smaller subspaces per com-
munity and projecting these embeddings into a common
space.
In the next section, we describe the proposed approach and
how network representation learning is used for multi-label
classification purposes.
III. PROPOSED METHOD
A. Intuition
We propose a new approach to incorporate label dependen-
cies into multi-label classification scenarios: LNEMLC - Label
Network Embedding for Multi-label Classification extends the
input space visible to the classifier with an embedding of the
label network constructed from the training data.
With LNEMLC we introduce a difference in the embedding-
based classification schemes as we have evaluated that it
yielded better results than the original approach. Instead of
using a weak 1-NN to find the example closest to our em-
bedding, we will use a multi-label kNN that learns from both
the input space and the regressed embedding to better correct
the regression error present in the original scheme. Thus our
classifier is Θ : X × E → Y . This places LNEMLC between
the classical regression-centered multi-label embedding setting
and the traditional multi-label methods which use algorithm
adaptation and problem transformation approaches. On one
side multi-label embeddings should allow multi-label kNN to
learn the joint probability through the possibility of discrim-
inating over label relations, on the other the regression error
from multi-label embeddings can be corrected more efficiently
by taking into account both the input and embedding spaces.
Our method builds upon the established network embedding
methods that are known to have a positive impact on network
classification tasks. Given an embedding method, training
LNEMLC requires deciding on the number of dimensions d for
the embedded label vectors and on the variant of the network
to embed. In this paper, we assume the network is based on
label co-occurrence in both unweighted and weighted variants.
This approach has yielded classification quality improvements
in past work [34]. It is nevertheless possible to deploy different
methods of building label relations in the network and of
weighting these relations.
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Fig. 2. Graphical representation of steps in LNEMLC training phase.
B. Formal description
The training scheme of LNEMLC consists of the following
steps:
1) constructing the label network, in the case of this paper,
the network Nˆ(L, Aˆ) consists of node set L and an edge
set A = {(s, t) : (∃Yˆi)(Yˆi,s = 1 ∧ Yˆi,t = 1)}, in the
weighted case
w(s, t) =
|{i : Yˆi,s = 1 ∧ Yˆi,t = 1)}|
|Yˆ |
2) embedding the label network Nˆ using network embed-
ding function η and generating a set Vˆ = η(Nˆ) of
embedding vectors for every label assigned to at least
one sample in Yˆ
3) aggregating label vectors assigned to a given sample
using an aggregation function ξ to obtain the label
space embedding for each training sample, i.e. Eˆi =
ξ({vj ∈ Vˆ : Yˆi,j = 1})
4) training an embedding regressor Φ : X → E on the
input space Xˆ and output Eˆ
5) training a multi-label classifier Θ : X × E → Y on the
input space Xˆ × Eˆ and output Yˆ
The testing scheme of LNEMLC is more straightforward,
the outcome of classification of the test input samples X¯ is
obtained from Θ(X¯×Φ(X¯)). We provide figures that contains
graphical representation of the proposed method, Figure 2 for
training and Figure 3 for testing.
Fig. 3. Graphical representation of steps in LNEMLC prediction phase.
C. Complexity
LNEMLC’s complexity is the sum of the embedder, clas-
sifier and regression complexities, however our complexity is
not worse than O(ld+ n(m+ d)2 +mn2 + ln). We can see
that it is dominated by kNN’s quadratic complexity with the
number of samples and on larger data sets the effect of using
an embedding approach will have a negligible impact on the
classification step, which shows a small overhead compared
to a no embedding approach.
Embedding methods have the following complexities:
• LINE’s complexity depends on three parameters: the
negative edge sampling ratio, which is not important
in the case of networks which we evaluate and we’ll
ignore, as it is a fixed estimated parameter equal to 5
and from LNEMLC’s perspective it is a constant; the
number of edges in the network and the dimension size d,
effectively LINE performs the embedding in O(lpairsd),
as our network does not contain multiple edges and most
multi-label problems exhibit a sparse output space, the
number of labels is much closer to a constant times the
number of labels and lpairs << l2
• node2vec is reported [29] to have a complexity of O(ld)
although in practice there is a strong impact of random
walk lengths on the execution times. In multi-label cases,
however, the walk lengths are not extremely long with
our parameter settings as label combinations present in
real-world data are limited in length.
• M-NMF’s complexity is O((d+k)l2) where k is the size
of internal representation space for detected communities,
in our case k is the number of communities detected
by the fast greedy modularity algorithm but in general
k ≤ l which leaves M-NMF’s complexity at O((d+l)l2).
In practice k can also be set to a fixed dimension, the
author’s use a default of 20 which would reduce the
complexity to O(dl2)
We proceed to discuss the regression and classification
complexities: Linear and Ridge Regression complexity in our
case amounts to O(nm2), while for CART tree based Random
Forest regressor it is O(mn log n). Nearest Neighbour meth-
ods (ML-kNN) have a training complexity of O(mn2 + lkn)
and a predicting complexity of O(mn+ lk) where k = 5 is a
fixed constant in our experimental scenario, and usually, k is
fixed as obtained by parameter estimation. We can, therefore,
treat Ml-kNN’s complexity as O(mn2 + ln). With respect to
the base classifier our method impacts only the number of
features replacing the original value m with m′ = m + d,
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however in practical cases d <= 4096, and among recom-
mended dimensions sizes 2m <= d <= 4m in all imaginable
applications.
In the following sections, we provide experimental insights
for selecting the network variant, the aggregation function ξ
and the dimension size d.
IV. EXPERIMENTAL SETUP
To evaluate how well LNEMLC performs we ask of follow-
ing questions:
1) Do label network embeddings have the potential of
improving multi-label classification?
2) Are available regression methods capable of perform-
ing regression well enough to maintain the advantage
provided by the embeddings?
3) How does LNEMLC perform in comparison to state of
the art multi-label methods?
4) Is there a single combination of method’s parameters
and configuration that works satisfactorily across data
domains?
We are interested in how well LNEMLC learn the joint
label distribution, so we chose the subset accuracy as the
quality measure. Accuracy score shows how well the method
can predict exact label assignments, which is the core char-
acteristic of a model that generalizes joint distribution well.
For comparison purposes to answer questions three and four
we also consider other label-based metrics from Madjarov’s
study. Evaluation metrics are describe in depth in [3] or [15].
We carried out three experimental scenarios to find the
answer to our questions:
• estimating the best dimensions, network variants and
vector aggregation function on stratified cross-validated
folds on the training data as illustrated in Figure 4. Using
the result from this scenario, we can provide a basis
for the next experimental scenarios and partially answer
the question no. four by providing the best performing
parameter combination.
• the classical train/test classification with exact embed-
dings and regressors trained for embedding prediction of
test samples for the best performing parameters per set
per measure. Using this data, we answer the question no.
one and two by showing the impact of exact and regressed
embeddings on the base classifier generalization quality
and question no. three by comparing these measures to
results from Madjarov’s comparison and CLEMS perfor-
mance.
• the classical train/test classification with exact embed-
dings and regressors trained for the parameter set we
found most likely to perform well overall. We evaluate
this impact of our proposed parameter setting to finish
answering question 4 with confirmation of LNEMLC’s
practical usefulness.
A. Tools and parameters
Label Networks based on label co-occurrence were gen-
erated using the scikit-multilearn[39] library. We used the
following implementations for network embeddings:
⨉ ⨉ ⨉unweightedweighted
Network 
Variant
M-NMF
node2vec
LINE 1
LINE 2
LINE 1+2
Embedding
4
8
16
32
64
128
256
512
1024
2048
4096
Dimension
addition
multiplication
averaging
Aggregate 
function
Fig. 4. Combinations of embedding parameters evaluated in the 5-fold
experimental scenario.
• node2vec: Elior Cohen’s node2vec package was used1,
200 walks were performed with maximum walk length
equal to twice the number of the maximum number of
labels assigned to a sample in the training data
• LINE: the OpenNE implementation2 was used; three
variants of LINE were evaluated: preserving first-order
relations in the network (order: 1), second-order relations
in the network (order: 2), and both (order: 1+2 in the
paper, 3 in our internal parameter numbering).
• M-NMF: the code from the authors’ GitHub repository3
was used. NMF required a clusters parameter that denoted
the number of clusters to use internally for embedding;
this was set to the number of communities detected on the
weighted label network based using a fast greedy mod-
ularity approach [40] provided by the igraph [41] pack-
age and scikit-multilearn. The M-NMF implementation
crashed on several label networks; we only evaluated data
sets for which NMF completed the embedding generation
process. These are (number of clusters in parenthesis):
bibtex (4), delicious (4), emotions (6), mediamill (3),
scene (4), tmc2007 500 (10), yeast (7).
• CLEMS: the code from the author’s GitHub repository4
was used with default parameters as presented in the
paper.
All network embeddings included self-edges of labels be-
cause the evaluated embeddings failed to generate an embed-
ding vector for labels that had no edges.
Scikit-learn [42] implementation of regressors: Linear,
Ridge and Random Forest are used as the function Φ. The
multi-label k Nearest Neighbors classifier serves as Θ. Scikit-
multilearn implementation of the iterative stratification ([43],
[44]) was used. We used 5-fold cross-validation, and the
iterative stratification was set to preserve equal label pair
evidence distribution among folds.
We evaluated powers of two as dimension values, from 4 to
4096, unweighted and weighted variants of label networks.
The weights contained the percentage of samples in the
training set that were labelled with the given two labels.
We evaluated addition, multiplication and averaging as label
embedding vector aggregation functions.
1https://github.com/eliorc/node2vec
2https://github.com/thunlp/OpenNE
3https://github.com/benedekrozemberczki/M-NMF
4https://github.com/ej0cl6/csmlc
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B. Data sets
domain instances attributes labels cardinality distinct
name
bibtex text 7395 1836 159 2.402 2856
corel5k images 5000 499 374 3.522 3175
delicious text (web) 16105 500 983 19.020 15806
emotions music 593 72 6 1.869 27
enron text 1702 1001 53 3.378 753
mediamill video 43907 120 101 4.376 6555
medical text 978 1449 45 1.245 94
scene image 2407 294 6 1.074 15
tmc2007 500 text 28596 49060 22 2.158 1341
yeast biology 2417 103 14 4.237 198
TABLE IV: Multi-label data set statistics.
We used 10 data sets from MULAN’s [4] multi-label data
set repository which provided a train/test division. These data
sets span a variety of domains, ranging from a small to a
large number of features, instances and labels and are well
established as benchmark data in multi-label classification
literature. Their statistical properties are presented in Table
IV.
Bibtex [45] is a bag-of-words data set concerning. Corel5k
([46]) and scene ([47]) are image data sets with labels
denoting the clipart contents. Delicious ([20]) is a bag-of-
words representation of website contents bookmarked in the
del.icio.us website with labels representing tags added to a
given bookmark. Emotions ([48]) is an audio data set labelled
with categories of emotions the Tellegen-Watson-Clark model.
Enron ([49]) contains emails from senior Enron Corporation
employees categorized into topics by the UC Berkeley Enron
E-mail Analysis Project5 with the input space being a bag of
word representation of the e-mails. Mediamill ([50]) is a set of
features extracted from videos labelled with tags concerning
the video content. The medical ([51]) dataset is a bag-of-
words representation of patient symptom history and labels
represent diseases following the International Classification of
Diseases. Tmc2007 ([20]) contains an input space consisting
of similarly selected top 500 words appearing in flight safety
reports. The labels represent the problems being described in
these reports. The yeast [52] data set concerns the problem
of assigning functional classes to genes of saccharomyces
cerevisiae genome.
V. RESULTS
In this section, we present the results of LNEMLC, the
proposed method, organized by research question.
A. Do label network embeddings have the potential of improv-
ing multi-label classification?
To evaluate the potential of label network embedding appli-
cations to multi-label classification, we compare the results ob-
tained by exact embeddings to no embedding baselines (N/E)
for each of the embeddings, next compare the embedding ap-
proaches to themselves, methods from Madjarov’s comparison
and best classical multi-label embeddings. Exact embeddings
are the direct embeddings of the known test data performed
5http://bailando.sims.berkeley.edu/enron email.html
in the same way as the training embeddings, without the need
for regression. While this scenario is impossible in practice, as
it assumes that the regressor Φ would have made no mistakes,
it allows us to see the upper bound of LNEMLC potential.
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Fig. 5. Performance difference between LNEMLC with exact embeddings
and no-embedding baseline (LNEMLC Exact - Baseline) with respect to
common multi-label metrics with LINE embedded label network information.
Differences for each measure are statistically significant as compared using
Wilcoxon’s signed rank test. The tests p-values for LNEMLC variants are:
LINE Exact: 0.0051, LINE RF: 0.0093, LINE Linear: 0.1394, LINE Ridge:
0.0469, M-NMF Exact: 0.0180, M-NMF RF: 0.1282, M-NMF Linear: 0.3105,
M-NMF Ridge: 0.3105, node2vec Exact: 0.0077, node2vec RF: 0.0797,
node2vec Linear: 0.8588.
Figure 5 shows the differences in accuracy scores between
how LNEMLC performed with exact and regressed embed-
dings over the baseline kNN for each of the embedding
functions η. All differences are presented as percentage points.
We can see that the potential of exact embedding’s improve-
ments is large, from 12 to 74 percentage points on most
data sets, 27-38 percentage points on average. However, we
note that for the delicious data set an improvement of 0.6
or 0.7 percentage points is a very high correction given that
first three best-performing methods in accuracy in Madjarov’s
comparison differ by 0.3 percentage point. LNEMLC with
exact embeddings displays a statistically significant potential
to improve multi-label classification performance of the base
classifier. This potential is impressive, but often hard to achieve
in a practical setting due to regression errors. We thus answer
the question positively.
We now proceed to compare LNEMLC variants to each
other in the next subsection and answer the question of how
regression impacts LNEMLC performance.
B. Are available regression methods capable of performing
regression well enough to maintain the advantage provided by
the embeddings?
As expected we see in Figure 5 that regression ap-
proaches maintain only a fraction of the improvement poten-
tial. LNEMLC with LINE embeddings maintained the statisti-
cal significance of improving accuracy with all regressors and
is the only regressed variant to do so. It yields an improvement
of nearly ten percentage points on average with Random
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Forest regressors and around four percentage points with more
rudimentary Ridge and linear regressions.
While we can see that LNEMLC with LINE and Ran-
dom Forests performs best, we perform pairwise comparisons
of LNEMLC with LINE, node2vec and the no embedding
baseline. We control family-wise comparison errors using
the standard Friedman-Iman-Davenport multiple comparison
tests with Hochberg post hoc p-value correction for pairwise
comparisons. We exclude M-NMF from this comparison as
the embedding did not finish on several data sets and would
lower the power of the procedure.
Accuracy
F1[Macro]
F1[Micro]
Precision
[Macro]
Precision
[Micro]
Recall
[Macro]
Recall
[Micro]
1
2
3
LNEMLC
LINE RF
No Embedding
Baseline
LNEMLC
node2vec RF
Fig. 6. Mean ranks of random forest regressed LNEMLC and no embedding
baseline with respect to common multi-label metrics with LINE embedded
label network information.
In Figure 6 we see that LNEMLC LINE with the Ran-
dom Forest regression’s improvement over the base classifier
without embedding is statistically significant in five out of
seven measures, while it always ranks higher than the base-
line. Using LNEMLC with node2vec and Random Forests
also consistently improves performance over the base setting.
However, the differences are statistically significant only for
micro-averaged recall.
This result is noteworthy as LINE is the embedding that has
the lowest complexity of all evaluated methods which leads
us to believe that the first and second order relations in multi-
label networks are more important to classification quality than
higher-order relationships or mesoscopic structure. We answer
the question positively, and the variant of choice should be
LNEMLC with LINE and Random Forest.
C. How does LNEMLC perform in comparison to state of the
art multi-label methods?
Is the average 30 percentage point improvement potential
of LNEMLC enough to rank higher than established multi-
label approaches? Is the advantage of sustainable in the real-
world scenario when regressors need to be deployed? We find
out by comparing LNEMLC with LINE, and node2vec as
the embedding function η and both exact and Random Forest
regressed embeddings. Results for accuracy are presented in
Table V while rank comparison between methods is presented
in Figure 7.
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LNEMLC LINE Exact 0.378 0.394 0.013 0.223 0.299 0.801 0.772 0.974 0.863 0.944 2.10
LNEMLC node2vec Exact 0.578 0.42 0.014 0.134 0.318 0.794 0.791 0.722 0.772 0.847 3.35
LNEMLC LINE RF 0.159 0.01 0.008 0.163 0.161 0.112 0.65 0.694 0.699 0.218 6.30
LNEMLC node2vec RF 0.181 0.012 0.007 0.134 0.149 0.081 0.583 0.630 0.625 0.195 8.90
HOMER 0.165 0.002 0.001 0.163 0.145 0.053 0.61 0.661 0.765 0.213 9.30
RF-PCT 0.098 0 0.007 0.307 0.131 0.122 0.538 0.518 0.816 0.152 9.45
NMF Exact 0.083 DNF 0.01 0.139 DNF 0.766 DNF 0.866 0.515 0.927 10.15
CC 0.202 0 0.006 0.124 0 0.08 0 0.685 0.787 0.239 10.45
ECC 0.109 0.001 DNF 0.168 0.131 0.065 0.526 0.665 0.608 0.215 10.50
CLEMS 0.178 DNF DNF 0.252 0.161 DNF 0.664 0.666 DNF 0.192 10.80
BR 0.194 0 0.004 0.129 0.149 0.08 0 0.639 0.772 0.190 10.85
RAkEL DNF 0 DNF 0.208 0.136 0.06 0.607 0.694 0.734 0.201 10.95
QWML 0.186 0.012 DNF 0.149 0.097 0.044 0.48 0.630 0.768 0.192 11.10
CLR 0.183 0.01 DNF 0.144 0.117 0.044 0.486 0.633 0.767 0.195 11.20
RFML-C4.5 0.011 0.008 0.018 0.272 0.124 0.104 0.216 0.372 0.421 0.129 11.40
ML-C4.5 0.095 0 0.001 0.277 0.14 0.049 0.646 0.533 0.078 0.158 12.15
NMF RF 0.07 DNF 0.006 0.139 DNF 0.081 DNF 0.658 0.456 0.257 12.35
MLkNN 0.056 0 0.003 0.084 0.062 0.11 0.462 0.573 0.305 0.159 14.05
PCT 0.004 0 0.001 0.223 0.002 0.065 0.177 0.509 0.215 0.152 14.65
TABLE V: Comparison of LNEMLC, CLEMS and methods
from Madjarov’s comparison performance regarding accuracy
on evaluated data sets. Algorithms that failed to finish are
marked as DNF. Mean ranks treat algorithms that failed to
finish as ex aequo last.
Table V shows us that LNEMLC with both LINE and
node2vec exact embeddings ranks first among available meth-
ods in accuracy. LNEMLC has a higher potential to improve
generalization possibilities of joint label distributions than the
compared methods. With embeddings regressed using Random
Forests LNEMLC with both LINE and node2vec rank higher
than the rest of well-established multi-label methods. CLEMS
ranks high on several data sets but fails to finish on larger
data sets due to considerable complexity, while LNEMLC
finishes on all data sets maintaining the ability to improve
label combination assignment prediction.
LNEMLC also achieves a remarkable result of improving
MLkNN’s average rank by eight places, without parameter
estimation for the base method, while MLkNN’s score from
Madjarov’s study is the best one achieved after extensive
parameter estimation. We see that when generalizing the joint
label distribution is essential, using LNEMLC with network
embeddings is a better idea then performing parameter esti-
mation in case of the nearest-neighbour classifier.
When just the multi-label embeddings are compared, as in
Figure 7, LNEMLC on average ranks better in 5 out of 6 main
label-based measures from Madjarov’s study, and when LINE
embeddings are regressed with Random Forests it performs
on par with CLEMS in the last measure (macro-averaged
recall). All of this is achieved in a fraction of time needed
by CLEMS because LNEMLC trains one regressor for the
entire embedding space instead of one regressor for each of
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Fig. 7. Mean ranks of embedding based methods in state of the art comparison
among with respect to evaluated measures.
the embeddings dimensions. We thus answer the question no.
three positively recommending LNEMLC with Random Forest
regressed LINE embeddings for practical usage.
D. Is there a single combination of method’s parameters and
configuration that works satisfactorily across data domains?
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NV O ξ d
U 1+2 A 1024 9.0 8.0 8.0 8.0 6.0 8.0 9.0 8.00
512 7.0 7.0 9.0 9.0 2.5 9.0 8.0 7.36
±5m 3.0 6.0 6.0 7.0 8.0 7.0 5.0 6.00
±6m 4.0 1.5 7.0 2.0 7.0 3.5 7.0 4.57
±5l 1.0 4.5 1.0 5.5 2.5 1.0 4.0 2.79
W 1+2 A 4096 5.5 1.5 4.0 1.0 9.0 3.5 2.5 3.86
±5m 8.0 9.0 5.0 5.5 5.0 6.0 6.0 6.36
±6m 5.5 3.0 2.5 3.5 1.0 5.0 1.0 3.07
±3l 10.0 10.0 10.0 10.0 10.0 10.0 10.0 10.00
±5l 2.0 4.5 2.5 3.5 4.0 2.0 2.5 3.00
TABLE VI: Ranking of best performing parameter config-
urations for LNEMLC with random forest regressed LINE
embeddings. NV is the network variant unweighted (U) or
weighted (W), the order is the proximity order used for LINE
embeddings 1+2 means both first and second order used
together, ξ is the aggregation function and d are the numbers
of dimensions.
One of the problems with multi-label embeddings is its
dependence on multiple parameters. Estimating them is not
an untractable burden due to the low complexity of linear
embeddings, however having estimated them, we show which
have the most potential. We check whether there exists a
single combination, a rule of thumb so to speak, which when
used, allows the method to achieve decent results. Many
embedding methods state their preferred dimension sizes,
especially among domain-constrained classical representation
learning.
Altogether we evaluate 2 × 5 × 11 × 3 × 3 = 990
parameter configurations, but seeing how embeddings and
regressors perform we concentrate on selecting the parameter
configuration for LNEMLC with Random Forest regressed
LINE embeddings. These parameters include label network
variant, label vector aggregation method, the order of label
relationships to take into account and dimensions size.
We compare dimension size grouped by the concrete num-
ber: d = ..., 128, 256..., or their proportion to the label or
feature count. For each data set, we take data points from
our parameter estimation experimental scenario and treat each
group of parameter values as a separate observation. We
compare them in each measure separately. All results in the
data set are then normalized by the best performance in a given
measure. We consider only these parameter configurations for
which more than half of the data points are in the top 1
percentile of all parameter configurations’ in that measure.
Additionally, we require that a selected method includes at
least one data point that reaches the maximum performance.
In Table VI we look at the top performing parameter config-
urations and their average ranks.
We can see that the rule of thumb for selecting a well-
performing LNEMLC parameter combination is to use a LINE
embedding which takes into account both the first and second
order relations in the label network and aggregate it for each
of the samples using addition as is the standard approach in
many embedding-based methods. Unweighted and weighted
label networks yield similar performance. Best performing
dimension sizes are usually greater than the number of labels
because LINE embeddings join the proximity perspectives by
glueing together two sub-embeddings. We recommend using
unweighted or weighted label networks with dimension size
set to the power of two closest to 5l. If a fixed dimension is
required d = 4096 should be used.
VI. CONCLUSIONS AND FUTURE WORK
We proposed a novel multi-label learning approach that uses
state of the art network embedding approaches to incorporate
label relationships into the feature matrix. Incorporating label
relation information into the input space allows distance-based
classification approaches, such as kNN, to perform better
discrimination within extended feature space and correct the
generalization quality on measures that require learning of the
joint probability distribution. The newly proposed inference
scheme includes using one regressor on all predicted embed-
ding dimensions jointly and any multi-label base classifier.
We evaluated both, the most popular network embeddings
such as node2vec or LINE, and also the more recent M-NMF
one. We provided parameter selection insights for our method
and selected best performing label network variants, dimension
sizes and label vector aggregation functions.
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Experimental results achieved on benchmark multi-label
data sets show that our approach has strong potential for
improving multi-label classification. LNEMLC with label net-
work embedded by exact LINE approach ranked best in all
evaluated measures compared to current state of the art results.
LNEMLC with Random Forest regressed LINE embeddings
ranked well, often at the top, among state of the art methods,
while having much lower complexity, training and test times
than the current best multi-label embedding CLEMS. We also
provide a well-performing proposition of parameters that can
be used as defaults with no need to estimate them.
The proposed method yielded statistically significant im-
provements over the kNN baseline classifier extensively used
in embedding methods and was shown to learn joint condi-
tional distribution under a new inference scheme for embed-
dings.
Future work on LNEMLC may include evaluating other
label network embeddings as the field of Network Representa-
tion Learning progresses dynamically, using more complicated
embedding regressors to better harness the potential shown for
the method and trying out other base classifiers than nearest
neighbors. It would be also interesting to consider the label
network embedding and base classifier parameter learning
performed under single joint cost function as well as projecting
the whole learning and inference scheme to other problems.
To invite scholars to work on improving LNEMLC and eval-
uate how their network embeddings apply to label networks
we provide a functional implementation of LNEMLC in the
0.2.0 release of our open source scikit-multilearn library6.
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