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SUMMARY 
 
Phase separations in protein solutions, including liquid-liquid phase separation and 
liquid-solid phase separation, play an important role in many chemical and biological 
processes. However, experimental determination of protein phase behavior, particularly, 
crystallization, is difficult and time-consuming and could be improved through 
theoretical modeling and guidance. Although many theoretical studies have focused on 
phase behavior of globular proteins, few focus on non-globular proteins. This work 
explores phase separation, including crystallization, of the non-globular, therapeutic 
protein Immunoglobulin G (IgG) as a function of solutions variables (such as ionic 
strength, pH, and added polymer) using a simple four-site geometric model to capture the 
shape of the protein. We find that the liquid-liquid phase behavior is insensitive to shape 
as long as the structure of the molecule is planar, but changes markedly for 3-dimensional 
structures. Then we use the four-site model with more complicated interaction potentials 
to study the effect of solution variables on the phase separation of IgG solutions. We 
observe a non-monotonic change of the critical polymer density with the polymer size, 
and use a rescaling of the polymer density to obtain a monotonic variation of the critical 
point as observed in the case of simple fluids. Based on this, we have developed a simple 
equation for estimating the minimum amount of polymer needed to induce the liquid-
liquid phase separation that will be a useful guidance for the experimentalist. It is also 
shown that the liquid-liquid phase separation is metastable for low-molecular weight 
polymers but stable at large molecular weights, thereby indicating that small sizes of 
polymer are required for protein crystallization. We also propose a temperature-
dependent potential to account for the role of solvent. This temperature-dependent 
potential yields a closed-loop phase diagram with both a lower critical solution 
vi 
 
           
temperature (LCST) and an upper critical solution temperature (UCST), in good 
agreement with the experiments. Furthermore, it is shown that the effect of solvent is 
significant at low temperatures as a result of the highly structured shell of water 
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Chapter 1. Introduction 
Chapter 1.   Introduction 
1.1 Introduction: The Need to Understand Protein Phase Behavior  
Human body contains a tremendously larger number of different proteins, which play 
essential roles in maintaining life, such as enzyme catalysis, immune protection, 
structural support, molecular switching and controlling of growth and differentiation of 
cells. Knowing the thermodynamic properties of protein solutions (e.g. phase behavior) is 
a key issue in understanding protein function. At certain conditions, a homogeneous 
protein solution may separates into two phases. There are two types of phase separations 
in protein solution, a “liquid-liquid” phase separation (a protein-poor phase with low 
protein concentration and a protein-rich phase with high protein concentration), and a 
“fluid-solid” phase separation (crystallization).  Protein phase separations have a wide 
range of applications in chemical and biological processes, such as protein three-
dimensional structure determination, storage of therapeutic proteins for longer shelf life 
and treatment of genetic diseases. For example, the difficulty in obtaining good quality 
protein crystals has been a bottleneck in protein three-dimensional structure 
determination by x-ray diffraction technique. In addition, protein purification could be 
much simpler using crystallization, which is of great importance to the pharmaceutical 
industry.  
Although protein crystallization is important, it is an extremely difficult process due 
to the many complicated factors involved. First, unlike small molecules, protein 
molecules are big and behave significantly differently. Protein molecules may form 
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different phases, such as liquid phase, crystal phase, glassy phase, gels and amorphous 
precipitates. Second, protein phase behavior is sensitive to the protein-protein interaction 
potential which depends on various solution variables, such as protein concentration, 
temperature, pH, ionic strength, size and concentration of the additives. A small variation 
in the solution variables may alter protein phase behavior significantly. Third, some of 
the membrane proteins can only form two-dimensional crystals on a substrate. The 
structures of a large number of membrane proteins have not been determined yet due to 
the difficulty in obtaining high-quality crystals. Unknown molecular structures of 
membrane proteins have been an obstacle in understanding cell-cell communication since 
membrane proteins play important roles in the signal transduction of cells. Finally, most 
protein crystallization experiments are usually very slow; it typically takes several weeks 
to grow high-quality crystals; some of them need several months to be crystallized. 
Unfortunately, so far there is no general procedure for protein crystallization, and most 
protein crystallization conditions are obtained by trial and error. It remains a challenge till 
to date to find the optimal operating conditions for protein crystallization in many 
biological processes.  
1.2 Screening Crystallization Conditions: Experimental Methods 
Protein crystallization experiments have a history of over 150 years. The first 
successfully crystallized protein is hemoglobin conducted by Hunefeld in 1840. Since 
then, numerous other proteins have been crystallized, urease in 1926 (Sumner, 1926), 
pepsin & other proteolytic enzymes in 1930 (Northrop, et al., 1939), and tobacco Mosaic 
Virus in 1935 (Stanley, 1935). To crystallize a protein, one needs to prepare a 
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supersaturated protein solution. In general, two types of methods are available to achieve 
supersaturation: chemical methods and physical methods. Chemical methods involve 
adding precipitates (e.g. non-adsorbing polymers or high concentrations of salts) into the 
protein solution (the additives change the solubility of protein), while in physical 
methods, supersaturation is achieved by dialysis or vapor evaporation of solvent. The 
most commonly used additive is polyethylene glycol (PEG), which induces a depletion 
attraction between protein molecules and thus changes the solubility of protein molecules. 
In practice, both chemical and physical methods may be applied. Since the aim of this 
research is focused on the theoretical prediction of protein phase behavior by simulations, 
we will not discuss the details of protein crystallization experiments. The detailed 
experimental procedure can be found in the PhD thesis of Berry (1995) and the book by 
McPherson (1999).  
1.3 Theoretical Prediction of Protein Phase Behavior: Role of 
Molecular Simulation 
The rapid development of computational power and advanced computational methods has 
made it possible to investigate the dynamic behavior of a protein molecule and even the 
phase separation of protein solutions from the microscopic scale. Some researchers have 
successfully obtained the phase diagram of small molecules (e.g. TIP4P 1  for water 
molecule) using atomistic level models. However, these models cannot be applied to 
investigate the phase behavior of protein molecules because of the structural complexity 
                                                            
1 The TIP4P model is one of the four-site models for water. Besides the three atoms in a water 
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of the molecules. Protein phase separation is a collective process, in which numerous 
protein molecules are involved. If an atomistic level model is applied to each protein 
molecule, there will be millions of atoms and the amount of calculation is beyond the 
capacity of current computers. To make the calculation of protein phase diagram feasible, 
one needs to simplify the representation of the protein molecules using coarse-grained 
models.  
Furthermore, the phase diagram can be calculated using either deterministic 
methods (e.g., molecular dynamics) or stochastic methods (e.g., Monte Carlo simulation). 
Both methods can be used for small molecules without difficulty. But molecular 
dynamics simulation is not easy for modeling the protein crystallization process, again, 
due to the limited computation capacity of current computers. In addition, the time scale 
of molecular dynamics (typically several ns) is not long enough for simulating protein 
crystallization since protein crystallization is a rare event and usually takes several hours 
or even several weeks. In contrast, the Monte Carlo simulation technique turns out to be a 
promising substitute because it only considers the possible physical state and does not 
depend on any time scale. In Monte Carlo simulations, one can perform non-physical 
moves to achieve phase equilibrium. As a result, the whole phase space can be sampled 
sufficiently. Thus Monte Carlo simulation has become a useful tool in predicting the 
phase behavior of protein solutions. Once an appropriate interaction potential between the 
protein molecules is provided, the corresponding phase diagram can be calculated using 
various methods, such as Gibbs ensemble Monte Carlo simulation (GEMC), Gibbs-
Duhem integration (GDI), etc. The phase diagrams of globular proteins using simple 
potential models have been extensively investigated using simple colloidal models 
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(Hagen and Frenkel, 1994; Pagan and Gunton, 2005; Lutsko and Nicolis, 2005 and 
Brandon et al., 2006).  
1.4 Research Objectives 
As studies on protein phase behaviour have been mostly centred on globular proteins, 
there is little known work on non-globular proteins. A number of outstanding issues 
associated with protein phase behaviour have yet to be addressed. The effects of 
anisotropic interactions, particularly the specific interaction and the shape anisotropy, 
have not been fully investigated. In addition, the bulk of current work revolves around the 
simple potential model, which does not allow the effect of individual solution variables 
(such as pH, ionic strength or the added polymer) on phase behaviour to be ascertained. 
Another factor affecting protein phase behaviour is the solvent due to the structuring of 
the solvent molecules around the protein. However, few studies have comprehensively 
investigated the role of solvent in protein crystallization. Finally, modelling polymer-
induced phase separation in protein solutions have focused on those systems treating 
polymers implicitly as ideal overlapping particles, i.e., the excluded volume of added 
polymers has been ignored, and this leads to paradoxes in some cases. To overcome this, 
a two-component system explicitly treating the polymer molecules should be used.  
The purpose of this thesis is to enhance the understanding of protein phase 
behaviour through Monte Carlo simulations. We have chosen a model non-globular 
protein - Immunoglobulin G (IgG) – for our study. The primary challenge in studying the 
phase behaviour of non-globular proteins is choosing an appropriate anisotropic model. 
To represent the geometry of the IgG molecule, we use a coarse-grained four-site model. 
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Note that this four-site model is not restricted to IgG molecules, but can be applied to 
many other proteins or protein tetramers. We will use this four-site model and employ 
Monte Carlo simulations to investigate the phase behaviour of IgG. The advantage of 
using statistical thermodynamic methods over other simulation techniques is that it is 
computationally less expensive and easy to perform. Specifically, this thesis will address 
the following issues: 
(1) To examine the effect of anisotropic interactions on the phase behaviour of non-
globular proteins. For simplicity, Lennard-Jones potential will be used at this stage. In 
particular, two main issues will be examined.  
¾ Effect of specific interactions on the liquid-liquid phase behaviour of non-
globular proteins. The effect of specific interaction is investigated by adding 
short-range attractive patches on each sphere in the four-site model.  
¾ Effect of shape anisotropy on the phase behaviour of non-globular proteins. By 
rearranging the relative positions of the four spheres, we obtain two shapes of the 
four-site model: the star-like shape and the linear shape. The full phase diagrams 
for the two shapes of the four-site model will be calculated, compared and 
discussed.  
(2) To investigate the effects of solution variables on the phase behaviour of IgG. We 
will calculate the phase diagram of IgG at different ionic strengths and for various 
polymer sizes using Monte Carlo simulations. We use a combined interaction 
potential which incorporates the van der Waals interaction, the electrostatic 
interaction determined by the ionic strength and pH of the solution, and the depletion 
interaction determined by the size and concentration of the added polymers. 
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(3) To have a better description of the polymer-induced phase separation in protein 
solutions. We use a binary system in which both the proteins and the polymers are 
explicitly treated. The effect of molecular crowding on protein phase behaviour will 
be investigated. 
(4) To investigate the role of solvent in protein crystallization. We propose a 
temperature-dependent potential to incorporate the solvent effect. For the sake of 
simplicity, we employ an isotropic temperature-dependent model. This model can be 
easily extended to non-globular proteins.   
The phase diagrams can be easily calculated using various Monte Carlo techniques 
such as Gibbs ensemble Monte Carlo simulation (GEMC) and Gibbs-Duhem integration 
(GDI). Although the protein molecules are highly complex and the representation of the 
protein molecules in this research is somewhat simplified, the results are expected to 
enhance our general understanding of the mechanism of protein crystallization. Studies 
on the effect of anisotropic interaction on the phase behaviour of the non-globular protein 
could clarify the role of the specific interaction and the shape anisotropy in protein 
crystallization. The studies on the effect of polymer and ionic strength on IgG 
crystallization may help us gain insight into the roles of depletion interaction and 
electrostatic interaction in protein crystallization. This information can provide useful 
guidelines on choosing precipitates and salts for protein crystallization.  
1.5 Outline of the Thesis 
This thesis is organized into seven chapters, including the present introduction to the 
thesis in Chapter 1. A comprehensive literature review is presented in Chapter 2. 
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Chapters 3 through 6 present the results and discussions pertaining to the four objectives. 
More specifically, in Chapter 3 we study the effect of specific interactions and the effect 
of shape anisotropy on the phase behavior of IgG. We propose a four-site model to 
represent the molecular shape of IgG. Phase diagrams are calculated for the four-site 
model with different anisotropies. To examine the role of individual solution variables in 
protein phase behavior, we investigate the effect of ionic strength, polymer and pH on the 
phase behavior of IgG in Chapter 4. Chapter 5 addresses the effect of molecular crowding 
on the polymer-induced phase separation in protein solutions. Instead of using Asakura–
Oosawa (AO) potential, we treat both the protein and the neutral polymer explicitly. In 
Chapter 6, we investigate the role of solvent on the liquid-liquid phase behavior of 
globular proteins by incorporating a temperature-dependent potential to include the 
solvent effect. This potential model is also applicable to non-globular proteins. Finally, 
we end with conclusions and recommendations for future studies in Chapter 7. 
Chapter 2. Literature Review 
Chapter 2.   Literature Review  
As mentioned in Chapter one, protein crystallization is an extremely complicated process. 
Experiments have found that despite the many influencing factors in protein 
crystallization, they all can be represented by one parameter – the second virial 
coefficient, which is an indicator for protein crystallization. In order to better understand 
the fundamental physics behind protein crystallization, current research has been directed 
at the theoretical prediction of protein crystallization conditions using statistical methods. 
In this chapter, we introduce the basic concepts of the protein phase separation and 
review the recent progress in modeling protein phase behavior. Firstly, we describe the 
protein phase diagram. We then discuss the relationship between the second viral 
coefficient and protein crystallization. Next, we present various protein models used for 
predicting the protein phase behavior. Finally, we briefly cover the role of precipitates 
(e.g. salts and polymers) used in protein crystallization.   
2.1 Protein Phase Diagrams: Preliminaries   
A better understanding of protein phase separations, either liquid-liquid phase separation 
or fluid-solid phase separation, can provide guidelines for protein crystallization 
experiments. Protein phase behavior can be described by phase diagrams, which serves to 
relate the state of the solution (e.g. liquid, solid or two-phase coexistence) and the 
solution variables (e.g. temperature, pH of the solution, protein concentration, pressure, 
and ionic strength). The most commonly used phase diagram for protein solution is 
T ρ−  diagram, where T is the solution temperature and ρ is the protein number density 
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(or mass density). The shape and location of phase coexistence curves in the phase 
diagram depend on the protein interaction potential, which in turn is related to the 
solution variables. If the solvent is regarded as a continuous medium, a protein solution 
can be simplified as a one-component system. Therefore, the liquid-liquid phase diagram 
resembles the vapor-liquid phase transition for small molecules, in which the ‘vapor’ 
phase is equivalent to the protein-poor phase and the ‘liquid’ phase is equivalent to the 
protein-rich phase. Thomson (1987) observed two coexisting isotropic liquid phases 
differing in protein concentration in aqueous solutions of bovine lens protein IIγ -
crystallin. Later, Broide (1996) discovered that liquid-liquid phase separation is actually 
metastable with respect to crystallization when the potential range is short. Therefore, the 
range of the interaction potential plays a critical role in protein phase behavior; it can 
change the phase diagram not only quantitatively, but also qualitatively (Lutsko and 
Nicolis, 2005). Figure 2.1 shows the phase diagrams for protein solutions. In Figure 2.1a, 
the range of the potential is relatively long compared with molecule size. There are three 
coexistence regions, the vapor-liquid coexistence region, the fluid-solid coexistence 
region and the vapor-solid coexistence region. The diamond is the critical point. The 
intersection point Tr is called the triple point, at which the solid, liquid and vapor phases 
coexist. The boundary between the fluid phase and the fluid-solid coexistence phase is 
called the freezing line or the solubility curve. Below the critical point, with the increase 
of protein concentration, a liquid-liquid phase transition first occurs and then liquid-solid 
phase transition occurs. The corresponding two liquid phases are protein-rich phase and 
protein-poor phase, which are similar to the vapor-liquid phase transition for small 
molecules, as noted previously. When the range of the interaction potential is short 
10 
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(Figure 2.1b), which is the case for crystallization conditions for most protein solutions, 
the fluid-fluid (i.e., liquid-liquid) coexistence curve shifts to a lower temperature and lies 
below the solubility curve, which becomes metastable. In this case, the solid phase 
coexists with either of the two liquid phases, but cannot coexist with both liquid phases 
since the triple point disappears. From Figure 2.1b, one can expect that protein 
crystallization can happen in two modes: by either a one-step or a two-step mechanism 
(Haas et al., 1999; Vekilov, 2005). Above the critical temperature, there is no liquid-
liquid phase transition and protein crystallizes directly from the fluid phase, which is 
referred to as the one-step mechanism. However, below the critical point, the solution is 
in the liquid-liquid coexisting region. In this case, a liquid-liquid phase transition may 
occur and results in two liquid phases: a protein-rich phase and a protein-poor phase. 
Subsequently protein crystals grow from the protein-rich phase. In practice, the two-step 
mechanism is more likely to happen because the Gibbs energy barrier for crystallization 
is overcome step by step; while in the one-step mechanism, the system needs to 
overcome a higher barrier. An example of protein crystallization through systematic 
mapping of the liquid-liquid phase separation curves is the crystallization of antibody 
IgG1 by Jion et al. (2006). First a liquid-liquid phase separation was induced by adding 
polyethylene glycol (PEG) to the IgG1 solution, and then after three weeks protein 
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Figure 2.1. Typical protein phase diagrams for (a) long-range potential and (b) 
short-range potential. In Figure (a), Tr stands for the triple point. Adapted from 
ten Wolde and Frenkel  (1997). 
The protein phase diagram can be constructed experimentally. Optical microscopy 
is often used to determine the liquid-liquid phase diagram by measuring the cloud 
temperatures of a protein solution at various protein concentrations. The liquid-liquid 
phase transition has been studied experimentally for a number of globular proteins, 
including lysozyme (Tanaka et al., 1997), γ-crystallins (Broide, et al., 1991), bovine 
pancreatic trypsin inhibitor (Grouazel et al., 2002), etc. In these studies, the liquid-liquid 
phase transition curves are all metastable, indicating that the pair potential of these 
proteins is short-ranged at crystallization conditions. To determine the solubility curve, a 
pure protein crystal is dissolved into buffer solution at a certain temperature until the 
solution reaches equilibrium with the crystal. The concentration of the protein solution 
under this condition is the protein solubility. One needs pure protein crystals in order to 
measure the fluid-solid phase coexistence curve. It becomes impossible if the protein has 
never been crystallized. Consequently, theoretical prediction of protein phase diagram is 
important. However, the ability to represent the protein using a sufficiently simple, 
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coarse-grained model that mimics the interaction between the protein molecules 
adequately poses the primary difficulty for theoretical studies. Once the interaction 
potential model is given, the full phase diagram can be calculated by means of 
perturbation theory or Monte Carlo simulation, which will be discussed in Chapter 3.  
2.2 Second Virial Coefficient as an Indicator of Crystallization   
Protein phase behavior is determined by protein-protein interaction, which in turns 
depends on the solution variables, such as temperature, pH, ionic strength and additives. 
To optimize protein crystallization conditions, it is essential to have a better 
understanding of protein interaction and its relation with crystallization.  
The overall interaction between protein molecules includes many contributions and 
determines the second virial coefficient . The second virial coefficient is an integral 
parameter of the interaction potential through the following thermodynamic integration 
(McQuiere, 1976): 
22B
( ) / 2
22 0
2 U r kT 1B eπ ∞ −⎡ ⎤= − −⎣ ⎦∫ r dr                                                                         (2.1) 
where  is the interaction potential between two protein molecules, k is the 
Boltzmann constant, and T is temperature. Experimentally  can be measured by 
several methods such as light scattering (Velev, 1998), osmometry or self-interaction 
chromatography (Tessier, 2002). From statistical mechanics it is known that positive  
implies the domination of repulsive interaction potentials, while negative  indicates 
the domination of attractive potentials. An observation made by George and Wilson 
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crystallization. At crystallization conditions,  is negative and falls within a relatively 
narrow range (e.g. from 
22B
4 410 28 10 ~ 1 mol ml g− −− × − × ⋅ ⋅
22B
− ) known as crystallization 
window (Figure 2.2). This observation suggests that protein crystalline solubility is 
independent of the nature of protein-protein interaction and is determined primarily by 
. These observations in combination with the physical meaning of , indicate that 
the interaction potential between protein molecules should be weakly attractive under 
crystallization conditions. If  is positive, the interaction between the protein 
molecules is dominated by repulsion, and protein solubility is high, which means protein 
solution is stable and phase transition will not occur. On the other hand, if  is too 
negative, the interaction is dominated by a strong attraction between protein molecules, 
and the protein solution forms amorphous aggregation instead of growing crystals. Thus, 
 clearly serves as a predictive measure of protein crystal growth. The primary 
implication of the crystallization window is that it defines a reasonably narrow range of 





In order to bring  into the crystallization window, one needs to either decrease 
the repulsive electrostatic interaction or introduce an additional attractive interaction. The 
repulsive electrostatic interaction potential can be changed by varying the pH and adding 
salts. The closer the pH is to the isoelectric point of the protein, the lower is the net 
charge on the protein molecule, and the weaker is the electrostatic interaction. Moreover, 
increasing ionic strength can screen the repulsive electrostatic interaction to some extent 
and thus decrease the electrostatic interaction. An alternative way to tune the protein 
interaction is to add non-adsorbing polymers, such as PEG. PEG can result in an 
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(Jion, 2006). Based on the crystallization window, many proteins have been successfully 
crystallized experimentally by tuning the interaction to a weakly attractive one through 
the measurement of  (Tessier et al., 2003; Pjura et al., 2000). Wilson (2003) utilized 
 to design the protein crystallization conditions of thaumatin I. The ionic strength of 
thaumatin I solution was increased gradually and the corresponding was measured. 
Based on the empirical crystallization window, a range of NaK tartrate concentration 
appropriate for crystallization was examined for crystallization (Figure 2.3). Protein was 
crystallized when the value of  was in the crystallization window. Similarly, 








Figure 2.2. Crystallization window representing solution conditions favorable for 
crystallization as described by the second virial coefficient. The y-axis is the 
number count of proteins of various types with the indicated second virial 
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Figure 2.3. Second virial coefficient B22 versus NaK tartrate concentration for 
thaumatin at pH 6.5 and 22°C. Adapted from Wilson  (2003). 
 
As an empirical rule, the crystallization window cannot be applied to all proteins. It 
is found that as the protein molecular weight increases, moves to the lower end of the 
crystallization window. For extremely large protein molecules, such as Brome mosaic 
virus (BMV),  could be slightly positive under crystallization conditions. This 
behavior is due to the size-dependent of , as indicated in Eq. (2.1). To have a more 
general crystallization window, Bonneté and Vivarès (2002) predicted crystallization 
conditions of some proteins using the reduced second virial coefficient  
( ), which does not depend on the size and molecular weight, but on the 
interaction between protein molecules. Using  enlarges crystallization window and is 
thus more sensitive. It appears that the use of   has more advantages than using , as 
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crystallization window used for predicting protein crystallization conditions has been 
only tested for globular proteins; for non-globular proteins, the validity of crystallization 
window needs further examination. In addition, the crystallization window is an 
empirical rule obtained from experiment. Therefore, it is necessary to perform theoretical 
studies so that the crystallization mechanism can be better understood.  
2.3  Protein-Protein Interaction Potentials  
The interaction between protein molecules plays a central role in the thermodynamics of 
protein solutions. Due to the complexity of protein molecules, the interaction may consist 
of a number of components such as van der Waals interaction, electrostatic interaction, 
depletion interaction, specific interaction and hydration interaction. Each contribution to 
the interaction is related to certain solution variables. For example, the electrostatic 
interaction is related to the ionic strength and pH of the solution, and the strength of the 
depletion potential is related to the size and concentration of the added polymers. As 
mentioned, the protein phase behavior is determined by the range of the interaction. It is 
thus possible to control the protein phase separations by tuning solution variables. 
Studying the relation between the solution variables and the protein-protein interaction 
will greatly enhance our understanding of protein phase behavior.   
2.3.1 van der Waals Interaction 
The van der Waals interaction is the sum of three terms: the dipole-dipole interaction 
(Keesom interaction), the dipole-induced dipole interaction (Debye interaction) and the 
instantaneous induced dipole-induced dipole interaction (London dispersion force). The 
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strength of the van der Waals interaction potential is proportional to , with being 
the center-to-center distance between two molecules. Based on the assumption of 
pairwise additivity (Hamaker, 1937), the overall van der Waals interaction between two 
protein molecules can be expressed as the integration over the volumes  and of the 














HU r dv dv
rπ= − ∫ ∫                                                                                   (2.2) 
where  is the distance between volume elements  and in two protein molecules, 
is the Hamaker constant, depending on the polarizability and number density of atoms 
in each protein molecule. For two spherical particles with equal radius, an analytical form 
can be obtained from Eq. (2.2) (Chiew, et al., 1995): 
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σ⎛ ⎞= − ⎜ ⎟⎝ ⎠                                                                                              (2.4) 
Eq. (2.4) is the limit at large r and is widely used in modeling phase separation of 
colloidal and protein systems (Grimson, 1983; Vlachy, et al., 1993; Jiang and Prausnitz, 
1999). 
2.3.2  Electrostatic Interaction 
Proteins are charged macromolecules. At the isoelectric point (pI), protein molecules 
carry nearly zero charges. Far from the pI, protein molecules carry a large number of 
18 
 
Chapter 2. Literature Review 
charges, resulting in a repulsive electrostatic interaction in between. The repulsive 
electrostatic interaction forms a barrier preventing protein molecules from aggregation, 
therefore stabilizes protein solution. The electrostatic interaction is usually mimicked as 









= − −∑                                                                                           (2.5) 
where are the charges of the two molecules. At protein crystallization 
conditions, however, ionic strength is high and the electrostatic interaction between 
protein molecules might be screened and surrounded by an electrical double layer, which 
can be described by the Poisson-Boltzmann equation: 







ε ε∇ = −                                                                                                         (2.6) 
where is the electrical potential; ( )u r fρ  is the free charge density; and 0ε  and Bε  are 
the permittivity of vacuum and the relative permittivity of the solution, respectively. 
Using the Debye-Hückel approximation, the Poisson-Bloltzmann equation can be easily 
solved for spherical electrical double layers, as given by (Hiemenz and Rajagopalan, 
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where ze is the charge on a protein,  is the Avogadro's number; is the reference 
temperature and T* is the reduced temperature. The parameter  depends on protein 
charge and its value becomes larger as the pH moves away from pI, in which case the 




1−κ  is 
related to ionic strength I,. A higher value of κ  corresponds to a higher ionic strength. As 
ionic strength increases, the double layer becomes thinner and the electrostatic interaction 
becomes weaker. This leads to a lower energy barrier for protein aggregation and the 
formation of dense liquid phase. Consequently, a liquid-liquid phase separation is more 
likely to occur at a high ionic strength and pH close to pI.  
2.3.3  Depletion Interaction 
Proteins usually crystallize in the presence of non-adsorbing polymers, like polyethylene 
glycol (PEG). Adding non-adsorbing polymers into protein solutions induces an 
additional interaction known as depletion interaction between protein molecules. The 
depletion attraction between protein molecules arises from the unbalanced osmotic 
pressure exerted by polymer molecules, as illustrated in Figure 2.4. When far apart, a 
uniform osmotic pressure is exerted on each protein molecule. As two protein molecules 
come closer, polymer molecules no longer penetrate into the excluded volume of protein 
molecules, thus producing an additional attractive potential between two protein 
molecules. Therefore the radius of gyration of polymer  determines the range of the 
potential between two protein molecules. When the radius of gyration of the polymer is 
much smaller than that of the protein molecule, which is usually called ‘colloid limit’, the 
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Oosawa, 1958). The AO model assumes the colloidal particles as hard spheres, and the 
polymer molecules are also treated as hard spheres relative to their interactions with the 
colloidal particles but are assumed to be completely permeable relative to each other. The 
range of the depletion potential is characterized by the size of polymer molecules 
and the strength of depletion is denoted by the polymer concentration polyd
*
polyρ . The AO 
potential is given by: 
3* * 3
3
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where σ  is protein diameter,  is temperature, and   is the number 
density of polymer. Figure 2.5 shows the AO potentials at different polymer sizes. One 
interesting feature of the AO potential is that as the polymer size increases, the 
interaction range increases, while the strength of the potential decreases. The phase 
behavior of protein/polymer mixtures is determined by the competition between the range 
and the strength of the AO potential (Li et al., 2008a). It should be noted that the AO 
potential is only applicable in the so called ‘colloid-limit’, in which the size of polymer is 
much smaller than that of protein. For the case of ‘protein-limit’ in which the size of 
polymer is equivalent to the size of protein, other models should be used, such as PRISM 
(polymer reference interaction site model, Schweizer and Curro, 1997).  
*T *poly poly polydρ ρ= 3
2.3.4  Specific Interactions  
Though proteins can be represented as colloidal particles (Keskin et al., 2008), some 
residues on a protein surface, known as “hot spots”, contribute significantly to the 
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binding free energy of proteins (Cunningham and Wells, 1989). These hot spots on a 
protein surface are also called specific interactions or directional attractions. Proteins 
with attractive hot spots aggregate easily and form dense liquid phases and crystals. 
Within the aggregates, the hot spots tend to be close packed in contact with each other to 
form ordered crystals (Keskin et al., 2005ab). The hot spots representing the specific 
interactions may arise from two sources: (i) some residues with non-polar side-chains 
forming attractive patches, (ii) the non-uniform distribution of charges on protein surface. 
The former gives rise to the so-called hydrophobic interaction, while the later leads to 
hydrophilic interactions. In simulations, proteins with specific interaction are usually 
modeled as patchy hard spheres. The specific interaction can be described by attractive 
sites or patches interacting with short-range square-well potential on protein surface. The 
effect of specific interaction on protein phase behavior will be discussed in Chapter 3.   
 
 
Figure 2.4. Schematic view of the depletion mechanism. In the sketch, the protein 
molecules are represented as spheres with radius R and are surrounded by 
polymer molecules of radius Rg. The upper figure shows the excluded shell of 
thickness Rg around a protein molecule. The lower figure shows the unbalanced 
osmotic pressure bringing the protein molecules together.  
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Figure 2.5. Asakura-Oosawa depletion potential for different values of polymer-
to-protein diameter ratio q at a polymer density of . Adapted from Li et 
al. (2008).  
* 0.5polyρ =
 
2.3.5  Hydration Force 
In aqueous solutions, a protein molecule is hydrated by water molecules. The hydrated 
water molecules around the protein molecules, known as the biological water (Figure 2.6), 
behave significantly differently from the bulk water molecules (Pal et al., 2002). In order 
to minimize the total free energy, the biological water molecules reorient themselves, 
form an ordered structure, and contribute a hydration force between protein molecules 
(Gunton et al., 2007). Zheng (2006) reported that the ordering of the water molecules 
around protein molecules can extend to several layers away from a protein surface, 
resulting in a ‘core-shell’ structure, with the protein molecules forming the core and the 
ordered water constituting the shell.  
The reorientation of the water molecules in a hydration shell is induced by the surface 
groups of a protein molecule. Depending on the nature of the protein surface, the 
hydration force can be either attractive or repulsive. If the proteins have hydrophilic 
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surfaces, water molecules form hydrogen bond with the hydrophilic surface groups, 
resulting in a repulsive force between protein molecules since free energy is required to 
remove the water molecules if protein molecules come together. The strength of the 
repulsive hydration potential depends on the number of the radial hydrogen bonds. Due to 
the formation of hydrogen bonds, water molecules in the hydration shell can pack more 
closely than the bulk water molecules. Merzel and Simth (2002) showed that the water 
density of the first hydration shell around the lysozyme molecule is 15% higher than that 
of the bulk water. Thus a water molecule around the hydrophilic proteins serves as a 
barrier against protein aggregation and phase separation. However, the hydration force is 
attractive if proteins have hydrophobic surfaces. In such a case, water molecules reorient 
themselves to form hydrogen bonds among water molecules, to avoid the formation of 
hydrogen bonds between water and protein molecules.  
 
 
Figure 2.6. A schematic representation of protein hydration. See the text for the 
definition of ‘biological water’ and ‘bulk water’. Adapted from Pal et al. (2002).  
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2.4  Simplified Models of Protein 
As well-known, proteins are highly complex macromolecules. Typical protein molecules 
are made up of one or more peptide chains folded into certain tertiary structures. In 
addition to thousands of amino acids that build up the main chain, a protein molecule 
may also contain small compounds (side groups) attached to the peptide chains, like 
sugar, fatty acid, etc. A protein solution consists of not only protein and water, but also 
many other species, such as ions, amino acids, polymers, which complicate the protein-
protein interaction potential. The interaction potential between protein molecules includes 
both non-specific and specific interactions, and the role of specific interactions is poorly 
understood.  
To better describe the interaction between protein molecules, a simple but 
sufficiently accurate model is needed. Defining a protein model requires at least two 
pieces of information: (i) the topology of a protein (i.e., the structure) and (ii) the 
parameters of the interaction potential (the force field). Depending on the complexity, the 
structural representation of a protein can be divided into atomistic-level model and 
coarse-gained model. In atomistic-level model, each atom is treated as a sphere; the 
topology is defined by the connectivity of atoms, and the interaction between two protein 
molecules is the sum of the atom-atom interactions in the two protein molecules. In 
contrast, the coarse-grained model treats a group of atoms as one unit, which simplifies 
the topology of the representation. Although an atomistic-level model can better describe 
protein-protein interactions, such a detailed representation is not feasible for modeling 
phase separation processes because of the tremendous computational time needed. 
Instead, coarse-grained models (i.e., the hard-sphere model, the square-well model and 
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the hard-sphere Yukawa model) are good alternatives. In the simple case, for globular 
proteins, the topology of the model can be very simple (i.e., only one sphere); 
nevertheless, such “colloidal” models are known to capture the general phase behavior of 
proteins reasonably.   
From the colloidal perspective, colloidal models can be further divided into 
isotropic and anisotropic. In the case of the isotropic models, the interaction potential 
depends on only the center-to-center distance between two protein molecules, whereas in 
the anisotropic case, the potential is a function of both the center-to-center distance and 
the orientations of two protein molecules relative to each other. For globular proteins 
with uniform charge distribution on the surface, the isotropic model can describe protein-
protein interactions well. However, if the charges are non-uniformly distributed on the 
protein surface or the shape of the protein molecule is non-globular, the interaction 
potential becomes anisotropic. In such a case, anisotropic models (i.e., the patchy hard-
sphere model) are required. Moreover, the geometry can be either two-dimensional or 
three-dimensional model, depending on the molecular architecture of the proteins. Three-
dimensional representation is necessary for most soluble proteins, while two-dimensional 
models are specially used for membrane proteins which can form two-dimensional 
crystals. It should be noted that the choice representation for a particular protein depends 
on the structure of the protein molecule and the purpose and method of the study.   
2.4.1  Phase Behavior Based on Isotropic Colloidal Models 
As noted earlier, the isotropic colloidal model can be used only for globular proteins, 
since it treats the whole protein as a single sphere. Many isotropic models, such as 
adhesive hard-sphere model (AHS), short-range square-well model and hard-sphere 
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Yukawa model have been used to describe the interaction between globular proteins with 
homogeneous charge distribution on the surface. By tuning the model parameters, each 
model can be applied to a certain type of proteins. For example, under crystallization 
conditions, the potential range is relatively short due to high ionic strengths and can be 
described by the simple adhesive hard-sphere model (Miller and Frenkel, 2004). 
Similarly, Pagan et al. (2005) calculated the phase diagram for square-well model with 
short attractive ranges λ = 1.15 and 1.25 (where λ is the reduced well width of the square-
well potential) by Monte Carlo simulations. The results show that the fluid-fluid phase 
transition is metastable in both cases. Particularly, the liquid-liquid phase diagram with 
the potential range being one-fourth of the collision diameter (λ = 1.25) was found to lie 
just below the threshold value for metastability. By comparing with the experimental data 
for γ-crystallin (a kind of protein in the lens of the eye), the authors found that at λ = 1.15 
the predictions are more closely consistent with experimental data, implying a short-
range potential for γ-crystallin. Another widely used model for describing protein 
interaction is the hard-sphere Yukawa model, and the corresponding phase diagram has 
been calculated by Hagan and Frenkel. (1994) and Caccamo et al. (1997). Hagan’s results 
show that the liquid-liquid coexistence curve becomes metastable when the range of the 
attractive Yukawa potential is less than approximately one-sixth of the hard-sphere 
diameter, which differs from Pagan’s result for the square-well model. Although there are 
differences in the liquid-liquid coexistence curves between those predicted by the square-
well model and the hard-sphere Yukawa model, the differences become negligible when 
the potential range is sufficiently short. Shukla and Rajagopalan (1993) mapped the 
square-well and the Yukawa potentials onto the adhesive hard sphere (AHS) model by 
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equating their second virial coefficients. It was found that the corresponding phase 
behaviors of the square-well and Yukawa potentials can be approximated well by that of 
the AHS model if the range of potential is sufficiently short. Figure 2.7 shows the phase 
diagrams predicted by AHS model using GEMC simulations. It can be seen that the AHS 
model agrees better with square-well model for shorter range (Rsw  = 1.25) than for longer 
range (Rsw  =1.5). This indicates that as the range of the potential becomes shorter, the 
simple isotropic models share some common features which might play a significant role 
in the liquid-liquid phase behavior.  
 
 
Figure 2.7. Phase diagrams predicted for the adhesive hard-sphere potential and 
the square-well potential. The lines are based on the adhesive hard-sphere 
potential, the circles and squares are for the square-well potential for two values of 
the square-well width Rsw and are based on simulations (as indicated). Simulation 
data for the potential for Rsw = 1.01, 1.04 and 1.125 are not reported. The values 
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Although the above discussed models are good approximations of protein-protein 
interaction, the model parameters have no clear physical meanings. To connect the model 
parameters to the solution variables, some researchers have used the Derjaguin–Landau–
Verwey–Overbeek (DLVO) interaction potential (Hunter, 1993), which treats the protein 
molecules as hard spheres with uniformly distributed charges. The DLVO potential has 
two contributions: a short-range attractive van der Waals term and a relatively long-range 
Coulombic interaction, which can be described by Eq. (2.4) and (2.7), respectively. The 
van der Waals interaction depends on the physical properties of the protein molecule 
(such as polarizabilities of the atoms and groups) and solvent properties, while the 
Coulombic interaction is depends on the ionic strength and pH of the solution. The 
overall interaction potentials at different ionic strengths are shown in Figure 2.8. As 
discussed in Section 2.2, the empirical rule that the second virial coefficient is slightly 
negative at crystallization conditions requires that the total interaction between the 
protein molecules be weakly attractive. This implies that to promote crystallization, the 
repulsive electrostatic interaction needs to be weakened either by increasing the ionic 
strength or by changing pH close to the isoelectric point. Recently, Pellicane et al. 
(2003ab) used the DLVO model to simulate the phase behavior of lysozyme using Eq. 
(2.4) and Eq. (2.6). By fitting the model parameters using data from light scattering, 
Pellicane et al. (2003ab) showed that the calculated liquid-liquid phase transition curve 
agrees well with experimental data. However, the DLVO interaction turns out to be too 
simple for the fluid-solid phase transition, and the coexistence curve agrees only 
qualitatively with experimental data. This suggests that, as one might expect, the 
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anisotropic interactions between the lysozyme molecules might play an important role in 
the case of fluid-solid phase transition. 
r/σ




















van der Waals potential
 
Figure 2.8. DLVO pair potentials versus center-to-center distance at a high ionic 
strength ( ) and a low ionic strength (0.8=κσ 0.3=κσ ). Dashed lines: 
electrostatic repulsion; dash-dotted line: attractive van der Walls potential; solid 
lines: the total potential.  
 




22 22 0/B B v= , with v0 being the volume of the molecule) at the critical point is 
almost constant. Vliegenthart and Lekkerkerker (2000) calculated *22B  systematically for 
a number of isotropic models (e.g. the n-2n LJ potential and the Yukawa potential) and 
found  at the critical point. This suggests that the phase diagrams of simple 
isotropic models are essentially the same around the critical point when plotted in terms 
of 
*
22 6B ≈ −
*
22B . Figure 2.9 shows an example for the Lennard-Jones 12-6 (long-ranged attraction) 
and 36-18 (short-ranged attraction) potentials. In the temperature-density plot, the 
appearance of the (metastable) gas–liquid transition is quite sensitive to the range of 
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interaction, whereas in the *22B ρ−  plot the (metastable) gas–liquid boundary is around 
. Vliegenthart and Lekkerkerker (2000) also calculated the reduced *22 6B ≈ − *22B  for 
various proteins and found that the reduced *22B  varies between -4 and -40, which 
corresponds to the crystallization window observed by George and Wilson (1994) 
experimentally. Therefore *22 6B ≈ −  at the critical point falls into the crystallization 
window for globular proteins, which is in agreement with experiments.   
 
 
Figure 2.9. Phase diagrams for the Lennard-Jones 12–6 and 36–18 potentials in 
the 3 /kTρσ − ε representation [(a) and (b)] and the 3 22 0/B vρσ − representation 
[(c) and (d)] The Boltzmann constant is denoted by k here. Adapted from 
Vliegenthart and Lekkerkerker (2000)].  
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Figure 2.10. Schematic phase diagrams indicating the regions of optimum 
crystallization. (a) Optimum crystallization around the critical point. (b) Optimum 
crystallization below the critical point. Adapted from Vliegenthart and 
Lekkerkerker (2000).  
 
From the phase behavior of simple colloidal models, one can get useful guidance 
for the optimization of protein crystallization experiments. It has been proposed that 
nucleation of the crystal occurs via a two-step process (ten Wolde and Frenkel, 1997; 
Haas and Drenth, 1999; Vekilov, 2005). The first step is the liquid-liquid phase 
separation, resulting in dense droplets (a protein-rich phase) suspended in the dilute 
liquid (a protein-poor phase). These dense liquid droplets are either formed due to critical 
concentration fluctuations or associated with the metastable liquid–liquid phase 
separation. The second step is crystal growth in the dense liquid drops with high protein 
concentration. Based on the assumption of *22 6B ≈ − , the optimal protein crystallization 
conditions can be above or below the critical temperature. Figure 2.10 indicates the 
corresponding conditions for optimal crystallization. Figure 2.10a shows the 
enhancement of protein crystal nucleation is driven by critical concentration fluctuations 
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because the temperature is above the critical point, whereas in Figure 2.10b with 
temperature being below the critical point, crystal nucleation process starts with the 
occurrence of the metastable liquid-liquid phase separation which results in protein-rich 
droplets.  
In summary, we note that isotropic colloidal models, despite their simplicity, have 
been able to capture the general features of the phase diagrams for globular proteins. 
They are useful to understand the effect of the range and strength of the potential on 
phase separation and can be combined with principles of colloid-colloid interaction 
potentials to relate the phase diagram to solution properties such as ionic strength, pH, 
surface charges and polymer additives.  They have also been useful in linking the second-
virial coefficient-based crystallization window to solution properties and in assessing 
conditions under which nucleation of crystals can be expected. Clearly, how useful this 
approach in practice depends on how truly isotropic the interaction potential is and how 
closely one can mimic the effective interaction potentials. In most cases (including for 
globular proteins with non-uniform charge distributions or other anisotropy in features 
contributing to protein-protein interactions, e.g., specific interactions), more realistic, 
non-isotropic representations are needed. We shall explore a few such options in Section 
2.4.2 below. 
2.4.2  Phase Behavior of Anisotropic Systems 
Although simple isotropic models can be used to describe the phase behavior of most 
globular proteins, they are clearly inappropriate to proteins with strong anisotropic 
interactions. Even for globular proteins, anisotropic interactions could still be significant 
due to the nonuniform charge distribution.   
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Experimentally it has been observed that specific interactions can change protein 
phase behavior significantly. One example is the γ -crystallin. Pagan and Gunton (2005) 
used a simple isotropic square-well potential with short-range  (with 1.15λ σ=  being the 
potential range and σ  being the diameter), to describe the phase behavior of γ -crystallin. 
As shown in Figure 2.11, simulation results are in qualitative agreement with 
experimentally measured phase diagrams. In contrast, experiments showed that mutants 
of γ -crystallin indicating anisotropy in the interactions exhibit an unusual phase behavior 
(McManus et al., 2007, Pande et al., 2005, Thurston, 2007). McManus et al. showed that 
one mutant of γ -crystallin-P23V mutated in one amino acid (i.e., proline replaced with 
valine at site 23) can change crystal solubility significantly. The solubility of P23V 
becomes retrograde temperature-dependent, but leaves liquid-liquid cloud points 
unchanged, as illustrated in Figure 2.12. Based on the measurements of the chemical 
potentials at the cloud point and in the crystal, McManus et al. found that the chemical 
potential of the crystal changes substantially in response to the mutation, while the 
chemical potential of the liquid phase is almost the same as that of γ -crystallin without 
mutation. Note that the variation in the chemical potential due to mutation in one amino 
acid is equivalent in magnitude to that of a single hydrogen bond. It is interesting that 
such a change in the chemical potential has different effect on the liquid-liquid phase 
behavior and the fluid-solid phase behavior. This is because mutation in one amino acid 
site leads to the alteration in the interaction potential only in one orientation. The 
chemical potential in the liquid phase is almost unaffected due to the orientational 
average. In remarkable contrast, the effect of mutation cannot be neglected in the solid 
phase because of the orientational limitation in the solid phase. Consequently, the crystal 
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solubility becomes more sensitive to the mutation, and its temperature-dependence can 
change dramatically.  
 
 
Figure 2.11. Comparison of Monte Carlo simulation results for square-well 
potentials with range 1.15λ = (squares) and 1.25λ =  (triangles), respectively, 
with experimental results for the gamma-crystallin (solid circles). Adapted from 
Pagan and Gunton (2005). 
 
Figure 2.12. Phase diagrams of human eye lens protein γD-crystallin (HGD) and 
of one of its mutants P23V (proline 23 replaced with valine). The dashed and 
dotted lines indicate the spinodal boundary for thermodynamic instability for 
HGD and P23V, respectively. Adapted from Thurston (2007). 
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Figure 2.13. A schematic diagram for the patchy hard-sphere model representing 
specific interactions. In the left figure, the specific interaction is represented as 
short-range attractive sites (adapted from Sear (1999)), while in the right figure, 
the specific interaction is represented as the short-range attractive patches, with 
the area of the patch being determined by the opening angle δ about an axis . 
The sites shown in the figure on the left are point-like, i.e., the sketch is not to 
scale (adapted from Kern and Frenkel (2003). 
αeˆ
 
To incorporate anisotropic interactions, various models have been developed. For 
globular proteins, anisotropy mainly arises from specific interactions. The anisotropic 
model for globular proteins can be represented by hard spheres with an isotropic potential 
plus some specific interaction sites on the surface. To study the role of specific 
interactions on the phase behavior of globular proteins, Sear (1999) used a simple 
orientational-dependent model, in which the protein molecule was treated as a hard 
sphere and the specific interactions were represented by four off-centre square-well 
attractive sites (Figure 2.13a). His model is similar to hydrogen bonding molecules such 
as water or alcohols (Garcia-Lisbona, 1997). Results from perturbation theory show that 
such a model can yield a liquid-liquid phase transition which is metastable with respect to 
fluid–solid phase transition for most values of the model parameters. It was found that the 
anisotropic interactions can affect the stability of solid phase. With the hard-sphere patch 
model, the stability of the solid phase only depends on the specific interaction. If the 
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specific interaction is not compatible with any solid lattice, there will be no solid phase. 
In such case, crystallization is impossible, which might be the reason why some proteins 
cannot be crystallized yet.  
Later, Kern and Frenkel (2003) used a ‘patchy’ attractive hard-sphere to represent 
globular proteins with anisotropic interactions. This model is similar to Sear’s model 
except that the interaction sites are replaced by conical segments, each corresponding to a 
conical segment of opening angle δ  around direction  (Figure 2.13b). Compared with 
Sear’s model, this model is more flexible because both the number of patches and the 
patch coverage (defined by 
αeˆ
δ ) can be adjusted. This model shows that the liquid-liquid 
critical temperature is lower as the patches become smaller, whereas the number of 
patches has a much smaller effect on the liquid-liquid phase diagram at a fixed patch 
converge. An interesting result of this model is that directionality lowers the virial 
coefficient at the critical point, implying a lower (i.e., more negative) second virial 
coefficient at the critical point. More recently, this patchy attractive hard-sphere model 
has been used to study the liquid-liquid phase behavior of lysozyme and γ -crystalline 
(Liu et al., 2007). The results reveal that the critical temperature and critical density 
increase monotonically with increasing number of uniformly distributed patches. The 
liquid-liquid phase boundary for the patchy hard spheres is found to be broader than the 
isotropic square-well model, and is in quantitative agreement with the experiments for γ -
crystalline and lysozyme, while the isotropic model only qualitatively agrees with 
experiments. Recently, Shiryayev et al. (2005, 2006) used a two-patch model to mimic 
sickle hemoglobin molecule. Monte Carlo simulation results show a gradual transition 
from monomers to one-dimensional chains as one varies the density of molecules at a 
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fixed temperature. It was also found that there is a competition between aggregation and 
crystallization for sickle hemoglobin. At not very high supersaturation, monomers form 
fibers without crystallization, while at high supersaturation, the fibers pack into crystals. 
Similarly, Hloucha et al. (2001) used a “patch-antipatch” model to represent bovine 
chymotrypsinogen. This model treats protein molecules as spheres with relatively weak 
isotropic contributions to intermolecular interactions. In addition, a discrete number of 
patch-antipatch pairs on the surfaces account for highly specific interactions. This 
simplified patch-antipatch model also yielded the general pattern of experimental 
observations.  
The patchy hard-sphere model describes the phase behavior of globular proteins 
better than the isotropic square-well potential model. For non-globular proteins, 
anisotropy arises from both the specific interaction and shape anisotropy. Non-globular 
protein molecules are usually modeled with angle-dependent pair potential models, in 
which the pair potential depends on the distance as well as orientation of the two particles. 
It was shown that shape anisotropy plays important role in phase behavior. Bolhuis 
(1996ab, 1997) used an angle-dependent potential to calculate the phase behavior of 
rodlike colloids which is of interest because the rodlike colloidal particles share similar 
shape as that of tobacco mosaic virus (TMV). A rodlike colloidal particle can be treated 
as a continuous distribution of (overlapping) spheres of diameter D, with their centers 
uniformly distributed on a line segment of length L. The total pair potential between two 
rodlike colloidal particles is thus a sum (or an integral) of all the individual contributions, 
which can be expressed as: 
/2 /2
/2 /2
( ) (( ) )
L L
i j ij i i j jL L
u r d d H D r u uε λ λ δ λ λ+ +− −= − + − Δ + −∫ ∫ JG JG JJG                                  (2.10) 
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where denotes the relative position of the center of mass of two rodlike colloidal 







, respectively. The range of the interaction is 
denoted by δ , and the well depth is denoted byε . The Heaviside step-function is 
defined as: 
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, Eq. (2.11) can be integrated analytically. Using 
the above defined pair potential, Bolhuis and Frenkel (1996ab, 1997) systematically 
studied the phase behavior of rodlike colloidal particles and found that the rodlike 
particles exhibit a rich phase diagram consisting of transitions in the isotropic, nematic, 
smectic and solid phases, as shown in Figure 2.14. One sees that as the range of the 
interaction q changes, the phase diagram changes qualitatively.  
We have reviewed in this section one of the simplest ways of accounting for 
anisotropy in protein-protein interactions (for specific interactions). We have also 
commented on some studies on shape anisotropy, for rodlike proteins. The impact of 
even such simple representations of anisotropy on the richness of the phase diagrams is 
evident. Nevertheless, for most proteins representing the shape variations in a more 
detailed manner is essential. For these, we review the use of site-site interaction models 
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Figure 2.14. Phase diagrams for a system of rodlike particles with length-to-
diameter L/D = 5 for different ranges (q) of the pair-potential, as predicted by 
thermodynamic perturbation theory.  The y-axis is the fugacity Z of the polymers, 
and the symbols F, N, Sm, S represent the fluid phase, nematic phase, smectic 
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2.4.3  Site-Site Interaction Models 
The above angle-dependent potential cannot be extended to other non-spherical particles, 
since it is difficult to obtain an analytical expression for the overall inter-particle potential. 
To have a better description of the interaction for non-globular proteins, more molecular-
level information is needed to be incorporated into the model. The site-site interaction is 
an alternative, which has been employed for modeling polymers and proteins. In the site-
site interaction model, each protein molecule is simplified as a collection of appropriately 
chosen spheres (see below), with the overall potential being the sum of the site-site 
interactions between two molecules. The site-site interaction model for protein or peptide 
molecules can be coarse-grained at different scales. Each sphere in the site-site 
interaction model can represent a protein monomer, a peptide residue or even a functional 
group. The finer the coarse-grained scale, the more realistic the model is, and naturally 
the computational time that is needed will be correspondingly larger.  
Clearly, the simplest site-site interaction model contains two spheres. Song (2002) 
investigated the role of anisotropic interactions in protein crystallization by considering a 
simple diatomic model (a soft dumbbell model), with the site-site interaction potential 
taken as the hard-sphere Yukawa potential. In his study, an anisotropic parameter 
σ/* LL =  was defined, where L is the bond length, σ is the hard sphere diameter. With 
L* = 0 the above model reduces to an isotropic hard-sphere Yukawa potential. The phase 
diagram calculated for several values of L* showed that anisotropic interactions can 
change the phase behavior not only quantitatively, but also qualitatively, as shown in 
Figure 2.15. When the potential range is short and the anisotropic interaction is strong 
(L* = 0.6), the traditional triple point T1 disappears, and a typical phase diagram is 
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obtained. However, at weak anisotropic interaction (L* = 0.3), there appears a new triple 
point at which the plastic phase, the fluid phase and ordered solid phase coexist. 
 
 
Figure 2.15. Phase diagram for soft dumbbell model with a short-range potential. 
(A)  (B) . The ordered solid phase is denoted by OS, and the 
plastic solid phase is denoted by PS; and T2 is the triple point. Adapted from Song 
(2002), with permission of APS. (http://prola.aps.org/abstract/PRE/v66/i1/e011909) 
* 0.6L = * 0.3L =
 
Lund and Jonsson (2003) developed a rather realistic model by incorporating 
structural details of the protein molecule. The protein was modeled as a collection of hard 
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spheres. Each sphere in the model represents an amino acid with charge determined by 
the pH and pKa of the particular amino acid. Furthermore, attractive van der Waals 
interactions between all amino acids were explicitly taken into account. As expected, this 
model yielded good estimation of the second virial coefficient compared with 
experiments.   
 
Figure 2.16. Schematic view of the protein folding process predicted by HPC 
theory. The hydrophobic residues are denoted by gray spheres and the hydrophilic 
residues by dark spheres. The denatured state has a larger radius of gyration 
because of its more expandable structure. Adapted from Cheung and Truskett 
(2005). 
 
Using finer scale coarse-grained model, one can obtain more phase information. For 
example, in order to investigate the phase behavior of polyalanine peptides, Nguyen and 
Hall (2004) coarse-grained polyalanine peptide based on the functional groups. The phase 
behavior of polyalanine peptide is of great interest because the aggregation of peptides is 
linked to a variety of human diseases, including Alzheimer’s, Parkinson’s, and the prion 
diseases. In the above model, each amino acid is represented by four spheres: a three-
sphere backbone consisting of NH, C　H, and C=O groups, and a single bead for the side-
chain group. This coarse-grained model incorporated detailed molecular information and 
yields a rich phase diagram comprised of various phases, such as random 
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coils/nonfibrillar sheetsβ − , random coils/fibrils, fibrils/nonfibrillar sheetsβ − , and 
helicesα − /nonfibrillar sheetsβ − .  
The Nguyen-Hall model for polyalanine peptide cannot be used directly for large 
protein molecules because of the need for prohibitively large computational time. In 
order to model large protein molecules using coarse-graining at a reasonable scale, Dill 
(1985, 1989) developed a heteropolymer collapse theory (HPC) incorporating protein 
sequence information to describe the folding/unfolding process of proteins. In HPC 
theory, the protein molecules are modeled as coarse-grained polymer chains consisting of 
hydrophobic residues and hydrophilic residues either in natured state (state N) or in 
denatured state (state D), as illustrated in Figure 2.16. From the total number of residues, 
the fraction of hydrophobic residues and the strength of interactions between the residues, 
one can obtain the radius of gyration, the Gibbs free energy change during unfolding, the 
protein-protein interaction, etc. Cheung and co-workers (2005, 2006ab, 2007) used a 
multi-scale simulation technique. First, the protein-protein interaction potential was 
obtained from the HPC theory, and then it was fitted to a simple colloidal potential of the 
following form to calculate liquid-liquid phase behavior:  
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                                            (2.12) 
where α  is a potential range parameter; ijε  is the temperature-dependent potential well-
depth; ijσ  is the protein-protein diameter; and ( ), ,ij NN ND DD∈ . The size parameter ijσ  
44 
 
Chapter 2. Literature Review 
and the energy parameter ijσ can be calculated from the HPC theory. Calculations 
revealed that if 50 α = , the above potential re se behavior of globu r 
proteins as reported elsewhere (Berland et al., 1992; Asherie et al., 1996; Muschol and 
The HPC theory is very useful in studying the protein folding/unfolding and 
protein aggregation, which can be treated as a special case of phase separat
produces the pha la
Rosenberger, 1997). Based on this empirical potential obtained from the HPC theory, 
Cheung and coworkers examined protein stability and phase behavior using transition-
matrix MC sim lations. The sequence hydrophobicity (the number of residues divided by 
have a significant effect on protein phase 
behavior. Pr ophobicity tend to exhibit a single liquid 
phase over a wide range of tem eratures and protein concentrations; while proteins with a 
splay the temperature-inverted liquid-liquid phase 
behavior, wh u reement with the experimentally determined phase 
behavior of hemoglobin HbA and its sickle variant HbS. It was also found that there is a 
competition ote n phase separation and aggregation/unfolding. The liquid-
with a high sequence hydrophobicity was found 
a dilute phase consisting of mostly native 
 predominantly denatured proteins.  
ion.  Using a 
and coworkers (2007) showed that proteins 
with strongly dir a actions form small clusters, which stabilize protein 
molecules from denaturing. For instance, Ribonuclease A is known to form small clusters 
consisting of di ers or  protein oligmers. For Ribonuclease A to unfold, the 
oligme t. The dissociation energy serves as an energy barrier and 
u
the total number of residues) was found to 
high sequence hydrophobicity di
ich is in q
 between pr
liquid phase transition curve for proteins 
to lie below the unfolding curve, indicating 
proteins and a dense phase consisting of
modified version of the HPC theory, Cheung 
ection
mers, trim
rs must dissociate firs
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prevents the subsequent unfolding process. This may be the reason why some proteins are 
more stable when forming dimers or higher-order protein oligomers.   
(i.e., based on atom, group, domain or peptide chain), they can be applied to a much 
As the site-site interaction models can be coarse-grained at different length scales 
larger range of proteins. Note that the isotropic colloidal model discussed in Section 2.4.1 
is a special case when there is only one site. Clearly, the site-site interaction models 
coarse-grained at the atomic scale become atomistic-level model. Due to their flexibility, 
the site-site interaction models have been used extensively for modeling proteins. 
Developing realistic, but sufficiently simple and computationally manageable site-site 
interaction models for proteins should be a key task in the future.   
Chapter 3. Effect of Anisotropic Interactions in Protein Phase 
Separation 
Chapter 3.   Effect of Anisotropic Interactions in 
Protein Phase Separation 
3.1  Introduction 
As discussed in Chapter 2, simple isotropic colloidal models, such as the adhesive hard-
sphere model, the square-well model, and the hard-sphere Yukawa model, are successful 
in a limited way in describing the phase behavior of some globular proteins. This is 
because for some globular or near-globular proteins the charges are uniformly distributed 
on the surface of the protein molecule, and thus these protein molecules do not show 
strong orientation-dependent interactions. In such cases, isotropic colloidal models are 
sufficiently accurate in describing the phase behavior. However, in more general cases, 
anisotropy is the rule. In such cases, isotropic colloidal models are not sufficient and 
anisotropic representations of the molecules are needed. Many studies have shown that 
anisotropic interactions have a significant effect on the thermodynamics of protein 
solutions, including protein phase behavior (Song, 2002), protein nucleation process 
(Dixit and Zukoski, 2002; Talanquer, 2005) and the morphology of protein crystals (ten 
Wolde et al., 1997). 
The anisotropy of a protein molecule arises from two aspects: (i) the short-range 
specific interaction due to the nonuniform distribution of charges on the molecular 
surface of the protein or due to specific surface groups; and (ii) the shape anisotropy due 
to the non-globular shape of protein molecule. For globular proteins, the anisotropic 
47 
 
Chapter 3. Effect of Anisotropic Interactions in Protein Phase 
Separation 
interaction arises only from specific interactions or charge asymmetry. For example, γ -
crystallin is a protein in the eye lens with a roughly globular shape. Using mutatedγ -
crystallin, McManus et al. (2007) showed that the specific interaction changes the fluid-
solid phase separation (crystallization) dramatically, but only have a minor effect on the 
liquid-liquid phase separation. This is because the mutation in one of the amino acid sites 
alters the specific interaction only in one orientation. In the liquid phase, the molecules 
can rotate freely and the interaction potential changes negligibly due to the orientational 
average.  
For non-globular proteins, the anisotropic interaction arises from specific 
interactions as well as the non-globular shape. Non-globular proteins are usually modeled 
as non-spherical colloidal particles with angle-dependent pair potentials, in which the pair 
potential depends on the distance between the two particles as well as the orientations of 
the particles. The incorporation of anisotropy in the representation of the protein 
molecules shows its usefulness in accurately describing the protein phase behavior. For 
instance, Bolhuis (1996, 1997ab) used an angle-dependent potential to calculate the phase 
behavior of rodlike colloids, as has been discussed in Chapter 2. It was found that the 
rodlike particles exhibit a rich phase diagram consisting of fluid, nematic, smectic and 
solid phases (Figure 2.14).  
In principle, anisotropic models can be further improved by explicitly representing 
the shape of the protein molecule in a fairly detailed but coarse-grained manner by 
resorting to site-site interaction potentials in which each protein molecule is simplified as 
a collection of spheres, with the overall potential being the sum of the site-site 
interactions. Site-site interaction models are quite flexible as they can be coarse-grained 
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at various levels of spatial scales. Due to their flexibility, the site-site interaction models 
have been successfully employed in describing polymers and many proteins. Even the 
simplest site-site interaction model (the dumbbell) can predict the richness of the 
resulting phase diagrams containing fluid-fluid phase transition, fluid-solid phase 
transition, plastic-solid phase transition, etc. (Song, 2002).  
Although several studies have been carried out for non-globular proteins, few 
consider the effect of specific interactions and shape anisotropy. Examining the effect of 
anisotropic interactions on the phase behavior of non-globular proteins will enhance the 
understanding of the role of anisotropic interactions in protein crystallization as well as 
provide guidance for the crystallization of non-globular proteins. However, the 
interaction potential between non-globular proteins is extremely complicated and is 
difficult to be implemented into the simulation. In this chapter, we systematically 
investigate the effect of the anisotropic interactions on the phase behavior of non-globular 
proteins. Specifically, we examine two major issues, namely, the effect of specific 
interactions and the effect of shape anisotropy. We shall use a four-site model which 
represents a class of non-globular proteins, like Immunoglobulin (IgG) or protein 
tetramers. Since our main focus is the shape effect, to simplify the problem, we use the 
simple Lennard-Jones potential for the site-site interaction. Based on this coarse-grained 
site-site interaction model, the liquid-liquid coexistence curve is calculated using the 
Gibbs ensemble Monte Carlo (GEMC) technique (Panagiotopoulos, 1987, 1992) and the 
fluid-solid phase diagram is computed using the Gibbs-Duhem Integration (GDI) 
technique (Kofke, 1993, 1999). Before performing GDI, an initial coexisting point is 
obtained through Helmholtz energy calculations. 
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3.2  Molecular Model and Crystal Structure 
The four-site model we shall use consists of four tangent spheres connected by three rigid 
bonds. As noted above, for the sake of simplicity, we choose the site-site interaction 
potential as the Lennard-Jones potential: 
( ) ( )12 64 / /
( )
0      






ε σ σ⎧ ⎡ ⎤− <⎪ ⎢ ⎥⎣ ⎦= ⎨⎪ >⎩
r
                                               (3.1) 
where σ  is the collision diameter of each sphere, and ε  defines the strength of the 
attraction. Beyond a cutoff distance , the potential is taken to be zero.  cr
The starting four-site model is the star-like representation of the four spheres (star-
like representation), as shown in Figure 3.1. It consists of one center sphere and three 
terminal spheres, connected by three rigid bonds, with the bond angle being 120°. To 
investigate the role of specific interactions in phase separation, we added patches with 
short-range attractive interactions on each terminal sphere. Figure 3.1a show the four-site 
model with zero patches, three patches, six patches and nine patches, respectively. As the 
patches are introduced to accommodate specific interactions, interact only with other 
patches (when they are in the vicinity of each other), but not with other portions of a 
sphere not containing a patch. For the patch-patch interaction, a short-range Yukawa 
potential is taken between each pair of patches, shown as follows: 
( ) ( )* / / 1      ppu r e rκ σε σ−= − +                                                                            (3.2) 
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where pε  defines the depth of the specific interaction, and *p pκ κ σ=  is a measure of the 
range of the specific interaction. In this study, we set 5pε ε= , and . *pκ 8=
        
 
no patch                 three patches                   six patches                  nine patches 
(a) The star-like representation of the four-site model with 








(b) Different representations of the four-site model 
Figure 3.1. Schematic representation of the four-site models with different 
number of specific patches (a) and different representations of the four-site model 
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To examine the effect of shape anisotropy, we consider three representations of the 
four-site model with different shape anisotropies by rearranging the relative positions of 
the four spheres, as shown in Figure 3.1b. The bond angles in the star-like representation 
and in the linear representation are both set to 120°, while in the tetrahedron 
representation; the bond angle is set to 109.5°. As can be seen in Figure 3.1b, both the 
star-like representation and the linear representation correspond to a planar shape, while 
the tetrahedral representation has a quasi-spherical shape. The sphere-sphere interaction 
potential in Figure 3.1b is also taken to be of the Lennard-Jones form, as shown in Eq. 
(3.1). Note that our four-site model differs from the site-site interaction models for chain 




Figure 3.2. Schematic view of the unit cell in the (001) plane for the star-like 
model and the linear model. The unit cell has two layers. The solid (dashed) 
circles correspond to centers of mass in the upper (lower) layers. 
 
In order to examine the effect of shape anisotropy on the fluid-solid phase 
separation, the crystal structures of the star-like representation and the linear 
representation of the four-site model were obtained and assumed to be fcc-like, which 
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have the highest packing fraction and tend to be stable (Shen and Monson, 1995). In the 
fcc structure, molecules are packed layer by layer, with the molecules in the same layer 
all having the same orientation, while molecules in different layers might have different 
orientations. In the cases of the star-like representation and the linear representation, the 
unit cell contains four molecules located in two layers, as shown in Figure 3.2. The unit 
cell parameters  are the lengths in ,  and a b c ,   and x y z direction of the unit cell, and 
,   and α β γ  are the three angles defining the shape of the unit cell. In the case of the fcc 
structure, . To obtain the crystal structure for each model, we first assign 
the molecules in the fcc lattice sites. Based on this initial fcc unit cell, we optimize the 
length of the unit cell in 
90γ= = = D
,
α β
  and x y z  direction with the angle parameter ,   and α β
,   and a b
γ  fixed. 
The unit cell parameter a, b and c are optimized using Monte Carlo simulations, allowing 
only the volume change. Next, based on the optimized unit cell length , we 
perform NPT Monte Carlo simulations in which the positions and orientations of 
molecules are adjusted until the crystal structure is stable. Finally, a sufficient number of 
NPT Monte Carlo moves are performed for the production stage during which the 
coordinates of each molecule as well as the box length of each configuration are averaged. 
The averaged configuration is the final crystal structure that will be used in the 
subsequent Helmholtz energy calculation, equation of state calculation and Gibbs-Duhem 
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3.3  Simulation Method  
3.3.1  Liquid-Liquid Phase Coexistence 
As noted earlier, the GEMC simulation is used for the calculation of the liquid-liquid 
phase coexistence curve. The simulation is performed using NVT ensemble in two 
regions, which correspond to two coexisting phases of a system. There is no explicit 
interface between the two regions. At phase equilibrium, the temperature, the pressure 
and the chemical potential of all species should be same in the two regions. To allow the 
two phases to reach equilibrium, four types of Monte Carlo moves are performed: particle 
displacement and rotation, which are employed to satisfy thermal equilibrium within each 
phase, volume exchange move, to achieve the pressure equilibrium, and particle transfer 
between the two phases, to achieve chemical equilibrium, as illustrated in Figure 3.3.  
The coexisting densities of the two liquid phases are calculated at each temperature, 
and then the critical temperature and the critical protein density are obtained by fitting the 
simulation data using the following equations: 
( )* * * *2l g c cA T Tρ ρ ρ+ = + − *
)
 
(* * * *l g cB T T βρ ρ− = −                                                                                                 (3.3) 
where *lρ  and *gρ  are the two coexisting protein densities at temperature . The critical 





cρ  respectively; and β  
is the corresponding critical exponent. A value of 0.32β =  is used in this calculation, 
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corresponding to an Ising-type critical behavior. The constants A, B, and C depend on the 




Figure 3.3. Schematic diagram of the Gibbs ensemble technique. Dotted lines 
indicate periodic boundary conditions. (Adapted from Panagiotopoulos, 2000) 
 
3.3.2  Fluid-Solid Phase Coexistence 
The Gibbs ensemble Monte Carlo simulation cannot be applied to calculating the fluid-
solid phase separation since the acceptance rate for transferring a particle into the solid 
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phase is very low. Alternatively, the fluid-solid phase coexistence curve can be calculated 
using Gibbs-Duhem integration (GDI) which integrates the first-order Clausius–
Clapeyron equation to obtain the fluid-solid coexistence curve. To perform GDI, we 







Δ= − Δ                                                                                                 (3.4) 
where  is the inverse temperature, *1/ kTβ = * 3 /P Pσ ε=  is the coexisting pressure, 
*e /e εΔ = Δ  is the difference in molar energy, and *v 3vσΔ = Δ  is the difference in molar 
volume of the two phases. This method has been employed to calculate the phase 
diagrams for several potential models (Hagen and Frenkel, 1994; Kofke, 1993). To 
calculate  and  in the right-hand side of Eq. 3.4, two separate NPT Monte Carlo 
simulations for the two phases should be performed simultaneously to get the molar 




*ν  of each phase. Since the right-hand side of Eq. 3.4 
depends on both the pressure and the temperature, the integration procedure should be an 
iterative process. Kofke (1993) used a predictor-corrector technique to integrate the 
Clausius-Clapeyron equation. To start the integration, the algorithm requires an initial 
coexistence point to be known in advance. The initial coexisting state can be obtained 
from the experiment or from Helmholtz energy calculation. A schematic illustration of 
the Gibbs-Duhem integration method is shown in Figure 3.4. The integration begins with 
an initial coexisting point where all properties such as pressure, temperature and molar 
volume of the two phases are known. A step is taken in the inverse temperature β and two 
NPT simulations for the two phases are performed to evaluate the initial slope. Then a 
new pressure, called the predicted pressure, is calculated from the initial slope (Figure 
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3.4A). Two NPT simulations for the two phases are then performed at the new 
temperature and the predicted pressure, and a new slope, called the predicted slope is 
obtained (Figure 3.4B). Next, a corrector is applied to the initial slope and the predicted 
slope, and a corrected slope is obtained. Along the corrected slope, the corrected pressure 
can now be calculated from the initial point (Figure 3.4C). The process is repeated until 
the value for the corrected pressure converges. The second coexisting point on the 
coexisting line and the subsequent points can be obtained by the same procedure starting 
with the second point just calculated. The same algorithm is repeated for a number of 
different temperatures until the whole coexisting curve is obtained.  
 
 
Figure 3.4 Schematic diagrams for the Gibbs-Duhem integration method. The 
diagram is plotted in terms of lnp and β, where p is the pressure and β=1/kT is the 
inverse temperature. The calculation applies a predictor-corrector algorithm in 
such procedure: initial slope predicted pressure → predicted slope → corrected 
slope → corrected pressure. 
→
 
In this study, an initial coexisting point required by GDI is calculated through 
Helmholtz energy calculation. At phase equilibrium, the chemical potential and the 
pressure of the two phases are equal. The initial coexisting point can be obtained by 
solving the following equations: 
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                                                                                                                 (3.5
where  are the dimensionless pressures for the liquid and solid phase, 
) 
* * and l sP P
vely, and respecti * * and l sμ μ  are the respective dimensionless chemical potentials. As a 
function of phase density, pressure can be obtained from the equation of state (EOS) by 
running NPT Monte Carlo simulations, while the calculation of the chemical potential is 
not straightforward. The chemical potential is defined as: 








G +=+==                                                                      (3.6) 
where ( )F ρ  is the Helmholtz energy, N is the number of molecules, ( )P ρ  is the 
pressure as a function of density. Once the Helmholtz energy at a density 0ρ  is known, 
the Helmholtz energy at other densities can be calculated by the following relationship:  









Nk T Nk T k T
ρ
ρ
ρρ ρ ρρ= + ∫                                                                          (3.7) 
Thus, in order to compute the chemical potentials, one must first calculate the absolute 
Helmholtz energy at some reference point 0ρ . In the present study, we used the method of 
Frenkel and Ladd (1984) to calculate the Helmholtz energy of the solid phase at 
density 0ρ . The Einstein crystal was chosen as the reference system in which the 
molecul are coupled to their lattice positions by an Einstein potential EinU , and a linear 
coupling parameter 
es 
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)()(1(),(' NEin
NN rUrUrU λλλ +−=                                                                      (3.8) )
where  is the real potential, is the lattice potential of Einstein crystal and 
is the effective potential. The Helmholtz energy difference between the crystal of interest 
( )NU r EinU  'U  
and the Einstein crystal is then given by the Kirkwood coupling parameter method 
(Kirkwood, 1935): 
 1
( ) ( )Ein N NEinF F F d U r U r 0 NVTλλΔ = − = −∫                                                          (3.9) 
NVTλ< >"  indicates NVT ensemble average for a particular value of λwhere . Thus the 
Helmholtz energy of the crystal at a fixed density is given by: 
( ) ( ) 1
 0
Ein N NF F U r U r dEin NVTλ λ= + −                                                                (3.10)∫  
 
 
(a)                                                           (b) 
Figure 3.5.  Reference vectors a0 and b0 used in the solid phase for Helmholtz 
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Since the four-site model is not an isotropic model, the Einstein potential contains a 
tran nd Monson 
(2000) used two vectors to characterize the orientation of each molecule. In our model 
(Figu
slational contribution as well as an orientational contribution. Schroer a
re 3.5), the reference vector b runs through the center of mass of the molecule and 
perpendicular to the plane, the reference vector a runs through the center of mass and 
points to one of the spheres. The two other vectors b0 and a0 correspond to the initial 
configuration of the molecule; θ  is the angle between b and b0; ω  is the angle between a 
and a0. We choose the following expressions for the Einstein potential: 
( ) ( ) ( )TEin EErErU ωθωθ ωθ ++=),,(    
( ) ( )2,0 iiTiT rrCrE −= ( )
iiiiii
( )ii CE θθ θθ cos1−= ( ) ( )ii CE ωω ωω 3cos1−=                     (3.11) 
where , TC Cθ , and Cω are the force constants. The analytical form for the Helmholtz 













































                                     (3.12) 















and similar for  and . BK cK AI , BI , cI  are the principle moments of inertia of the 
molecule,  nn and Heisenberg constants, respectively, and k  and h are Boltzma
mkTh π2/2=Λ  is the therm l leng th m being the mass of a molecule. 
Helmholtz energy of the liquid phase at density 
a th, wi
For the liquid phase, the ideal gas forms the natural reference system. The 









B                                                       (3.13) 






where ( )idF ρ  is the Helmholtz energy of the ideal gas at density ρ , which is given by: 





F ln1)ln( 3 −−Λ= ρρ                                                                              (3.14) 
After obtaining the Helmholtz energy for both phases, the chemical potential of 
both phases can be calculated. Then
by GDI can be obtained. The whole process to get the initial coexistence point is 
summ
 using Eq. (3.5), the initial coexistence point required 
arized in Figure 3.6.   
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Figure 3.6. Flow chart for calculating phase diagram. 
 
3.3.3  Details of the Simulations  
We briefly summarize here some of the key details of the various simulations and related 
calculations described above. 
For the determination of the equation of state, NPT Monte Carlo simulations were 
performed for 192 molecules, using periodic boundary conditions in three dimensions for 
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another 3 million steps for the production stage (i.e., for calculating the relevant 
properties). The simulated data for pressure in each phase were then fitted to a 7th-order 
polynomial.  
For the Helmholtz energy calculation for the solid phase, 144 molecules were coupled 
to their lattice positions using the Einstein potential as described in Eq. (3.11). To avoid 
the displacement of the center of mass of the simulation box, the Helmholtz energy 
calculation was performed under the condition of fixed center of mass (Frenkel and Smit, 
2002). If a molecule is given a random displacement, all the other molecules are shifted 
in the opposite direction to ensure that the center of mass remains fixed. The position of 
the center of mass was updated every time a displacement of a molecule is accepted. In 
order to minimize the simulation error, the force constants , and  should be 
well-chosen. Several sets of force constants and were tried, and we chose 
TC θC ωC
θC ωC 400TC =  
and  in our simulations.  200C Cθ ω= =
For the calculation of the liquid-solid coexisting curve, Gibbs-Duhem integration 
was performed using 192 molecules in each phase. The coexistence pressures were 
calculated using a simple predictor-corrector algorithm (Kofke, 1993). The integration 
started from an initial temperature, which is higher than the critical temperature, then the 
temperature was decreased step by step, and the pressure and the density of each phase 
were calculated at each temperature. The step size βΔ  was set to 0.01 in the beginning 
and a value of 0.02 was used in the later stages.  
The liquid-liquid coexisting curve was calculated using the GEMC. The total 
number of molecules used was 600. The equilibrium stage took 15 MC million steps, and 
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the production stage lasted for 8 million MC steps. At low temperatures, the acceptance 
rate for molecule transfer from one phase to the other phase was low due to the high 
density of the liquid phase. In such cases, the equilibrium stage was prolonged to 
appropriate number of MC steps until the configurational energy and the density of both 
phases become constant within acceptable errors.  
In all the calculations, the Lennard-Jones potential was truncated at a cutoff 
distance of 5 times of the collision diameter σ . In the Gibbs ensemble calculation, a tail 
correction was also applied. All the simulations were performed long enough so that the 
statistical error was negligible. In addition, all the simulations were performed using 
dimensionless units, which are  for temperature,  for pressure, 
for density and U  for energy. 
ε/* TkT B=
ε/U
εσ /3* PP =
3* ρσρ = * =
3.4  Results and Discussion 
3.4.1  Effect of Specific Interactions  
We begin with the effect of specific interactions on the liquid-liquid phase behavior of 
the four-site model. As described in Section 3.2, Figure 3.1a illustrates the four-site 
model with zero patch, three patches, six patches and nine patches. The corresponding 
liquid-liquid phase diagrams, calculated using GEMC, are shown in Figure 3.7. It can be 
seen that the liquid-liquid coexistence curve shifts to higher temperatures as the number 
of patches increases. However, the magnitude of the change in the critical temperature is 
rather small. Compared with the four-site model with zero patches, there is approximately 
5% increase in the critical temperature when nine short-range attractive patches were 
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added. This is because in the four-site model, the relatively long-range potential 
(Lennard-Jones) dominates the inter-particle interaction and masks the short-range 
attraction between patches. Adding patches with short-range attractions have only a slight 
effect on the overall potential between two particles. As a result, the critical temperature 
does not change much. But this may not be true if the inter-particle potential becomes 
short-ranged. Liu et al. (2007) studied the liquid-liquid phase behavior for patchy spheres 
with the inter-particle interaction being the short-range square-well potential ( 1.15λ σ= , 
with λ being the width of the interaction in the square-well potential and σ  being the 
diameter of the particle). Their results revealed that as the number of short-range 
attractive patches increased from 4 to 7, the critical temperature increased from 0.81 to 
0.91, as shown in Figure 3.8a. Therefore, as the inter-particle interaction becomes short-
ranged, adding short-range attractive patches may affect the liquid-liquid phase behavior 
significantly. 
ρ*













Figure 3.7. Liquid-liquid phase diagrams for the four-site model with different 
number of short-range interacting patches. 
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Figure 3.8. Liquid-liquid phase diagrams for the coexistence curves for the patchy 
models. (a) Liquid-liquid phase diagrams when both the range of inter-particle 
interaction and the range of patch-patch interaction are short-ranged, and M is the 
number of patches, with M = 4 (squares), M = 5 (circles), and M = 7 (diamonds). 
Adapted from Liu, et al. 2007. (b) Liquid-liquid phase diagrams when both the 
inter-particle interaction and the patch-patch interaction are long-ranged. Adapted 
from Chapman, 1990.  
 
One may wonder how the liquid-liquid phase behavior changes when the patch-
patch interaction is long-ranged. Theoretical results of Chapman (1990) revealed that 
adding long-range attractive patches affects the liquid-liquid phase behavior significantly. 
The critical temperature increases approximately by 10% when one patch is added, as can 
be seen from Figure 3.8b. Therefore, based on the results from this study and those from 
the literature, one notes that, as expected, adding attractive patches (representing the 
specific interactions) on protein surface may significantly affect the liquid-liquid phase 
behavior when /sp nspR R is of the order of 1 or larger, where spR is the range of the 
specific interactions, and nspR is the range of the non-specific interactions. Clearly, when 
, adding attractive patches has a minor effect on the liquid-liquid phase 
behavior, as indicated by our results.   
/sp nspR R 1
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The above results can shed some light on liquid-liquid phase separation. As for the 
protein solutions, most of the specific interactions are short-ranged. The above results 
suggest that the short-range specific interaction might be screened when the interaction 
potential between the protein molecules are long-ranged. Since the range of the potential 
between protein molecules depends on the solution conditions, thus in order to 
induce/inhibit liquid-liquid phase separation, it is possible to switch the specific 
interaction on/off by adjusting the solution conditions, (e.g. varying the ionic strength or 
the pH of the protein solution). On the other hand, because of the difficulties in obtaining 
the stable crystal structure for the systems with specific interactions, we did not 
investigate the fluid-solid phase separation in this study. However, one would expect the 
specific interactions to have significant effects on the fluid-solid phase separation, since 
the specific interaction is orientationally dependent and cannot be averaged out in the 
solid phase due to the rotational limitations.  
3.4.2  Effect of Shape Anisotropy  
Now we discuss the effect of shape anisotropy on the phase behavior of the four-site 
model. By varying the topology of the four-site model, three representations of the model 
with different shapes were obtained, which we denote as star-like representation, linear 
representation and tetrahedron representation, as shown in Figure 3.1b. Note that the star-
like representation and the linear representation are planar, while the tetrahedron 
representation is more close to a spherical shape. The corresponding liquid-liquid phase 
diagrams were calculated and presented in Figure 3.9. It can be seen that the critical 
temperature is the lowest for the star-like representation, while it is the highest for the 
tetrahedron representation. This indicates that as the geometry of a protein molecule 
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becomes more spherical, the critical temperature increases. For the two planar 
representations of the four-site model, the linear version has a higher critical temperature 
than the star-like representation, in agreement with the theoretical results of Blas and 
Vega (2001). As known, the liquid-liquid phase separation is mainly induced by the inter-
particle attraction. Figure 3.9 indicates that varying the molecular shape might affect the 
inter-particle interaction, which leads to a change in the critical temperature.  
 












Figure 3.9. Liquid-liquid phase diagrams for the four-site model with different 
molecular shapes. 
 
Table 3.1. Energy per particle for the four-site model with three geometries in Figure 
3.1b at various temperatures and pressures. 
T* P* Star-like  Linear  Tetrahedral  
2.0 1.5 -15.48±0.055 -15.70±0.068 -16.27±0.048 
2.0 2.5 -16.67±0.058 -16.83±0.056 -17.25±0.044 
2.5 1.5 -13.30±0.067 -13.53±0.067 -14.29±0.056 
2.5 2.5 -14.67±0.063 -14.88±0.064 -15.35±0.060 
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One way to examine the strength of the inter-particle interaction is to compare the 
potential energies of the three representations of the four-site model at a fixed 
temperature and pressure. Table 3.1 shows the energy per particle for the three 
representations of the four-site model at various temperatures and pressures using NPT 
Monte Carlo simulations. One sees that the tetrahedron representation has the strongest 
attraction, while the star-like representation has the weakest. This is qualitatively 
consistent with the simulation results for the critical temperatures shown in Figure 3.9. 
An alternative way to explain the difference in the critical temperature for different 
representations of the four-site model is to find the fundamental physics behind the 
results. As is well-known, the inter-particle potential for a non-spherical particle can be 
expressed by a multipolar expansion (Deen, 1998; Chao, et al., 2004). For the 
electrostatic potential or gravitational potential, the potential is the sum of many terms 
consisting of the point charge interaction, the dipolar interaction, the quadruple 
interaction, the octopolar interaction etc. For the four-site model with Lennard-Jones 
potential in our case, the expression is much more complicated. But we can get a general 
form which is similar to the case for electrostatic interaction: 
( )0 1( ) ( ) ( ) :2!U R U R r U R rr U R= + ⋅∇ + ∇∇ +
K KK "                                            (3.15) 
where is the inter-particle potential energy when the two non-spherical particles 




 is the position vector connecting the two 
particles, with R r= K . The first term is the point-point interaction, corresponding to the 
point charge interaction for the case of electrostatic interaction. It contains no information 
about the geometry of the particle, and it only depends on the total number of spheres. 
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For the three representations with different geometries, ( )0U R  is the same because of the 
same number of interacting sites. The information regarding the particle geometry comes 
into the higher-order terms, which represent the “higher-polar” interactions (e.g. the 
“dipolar” and the “quadrupolar” interactions, etc.). The higher multi-polar interactions 
depend on the non-symmetric distribution of the four spheres and the relative orientation 
of the two particles. Varying the shape anisotropy changes the higher multi-polar 
interactions between two non-spherical particles (the higher-order terms in Eq. (3.15)), 
thus resulting in an alteration in the critical temperature. Figure 3.9 indicates that as long 
as the shape of the molecule remains planar, the higher-order terms don’t change too 
much, resulting in a similar liquid-liquid phase diagram for both star-like and the linear 
representations. As the shape of the molecule becomes non-planar, the higher-order temrs 
changes significantly, which in turn, leads to a different liquid-liquid phase diagram. 
When considered in the context of the protein system, changing the shape anisotropy 
corresponds to varying the conformation of the protein molecules. Conformational 
change is very common for enzymes, and has been observed for many proteins either in 
vivo or in vitro. For protein molecules, conformational change can be induced by 
mutation or by adjusting the solution conditions. For example, the hemoglobin molecule 
undergoes a conformational change when binding to the oxygen molecules (Nelson and 
Cox, 2005). The results from Figure 3.9 indicate that the conformational change of a 
protein molecule may alter the shape anisotropy, which leads to a change in the liquid-
liquid phase behavior.  
Next we address the issue of the shape effect on the fluid-solid phase separation. 
Here we only focus on two representations of the four-site model: the star-like 
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representation and the linear representation, since it is difficult to obtain the crystal 
structure for the tetrahedron model. In order to calculate the fluid-solid phase separation 
curve, we first performed the Helmholtz energy calculation using Eqs. (3.6) ~ (3.13) and 
equation of state calculation for both phases to obtain an initial coexistence point. Then 
the fluid-solid phase coexistence line is calculated using Gibbs-Duhem integration 
method by integrating Eq. (3.4).  
The Helmholtz energy difference between the Einstein crystal and the crystal of 
interest was calculated using Eq. (3.9). The ensemble average 
 1
 0
( ) ( )N NEin NVTd U r U r λλ −∫ was calculated for various values of λ . Theoretically, the 




( ) ( )N NEin NVTd U r U r λλ −∫ . However, in practice, the statistical error will be 
large if the parameters * *,  and TC C C
*
θ ω are not chosen appropriately. As an example, we 
show the result of Helmholtz energy, plotted in terms of 
 1
 0
( )r ( )N NEin NVTd U U r λλ −∫  vs. 
λ  for two sets of coupling parameters for the star-like representation in Figure 3.10. One 
sees that the curve strongly depends on the choice of the coupling parameters. If the force 
constants are not chosen properly, the curve becomes very sharp at 0=λ , thereby 
making it difficult to integrate the integrand (Figure 3.10a). After scrutiny, we chose 
 and , with *TC 400= * *C Cθ ω 200= = * /T TC C ε= ; * /C Cθ θ ε= ; and * /C Cω ω ε= . The 
resulting fit is shown in Figure 3.10b. Further increase of ,*TC
*Cθ  and 
*Cω  was found to 
give negligible difference.  
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To get an initial coexisting point for the fluid-solid phase separation using the 
thermodynamic integration method, we also need to get the equation of state (EOS) for 
both fluid and solid phases. The equation of state for both phases at , which is 
above the critical temperature ( ), were calculated using the NPT Monte Carlo 
simulation and is shown in Figure 3.11. One sees that the EOS for the star-like 
representation and the linear representation for the liquid phase are essentially the same, 
but they are slightly different for the solid phase. The figure shows that the EOS of the 
solid phase for the star-like representation is higher than the corresponding one for the 
linear representation at lower densities, but lower at intermediate and higher densities. 
This suggests that at high temperatures it is easier to pack the star-like representation into 
a crystal than in the case of the linear representation. Figure 3.12 shows snapshots of the 








































Figure 3.10. Plot of λUU Ein −  vs. λ  for two sets of coupling parameters. (a)  
shows the results for  and * 100TC = * * 20C Cθ ω= = , with * /T TC C ε= ; * /C Cθ θ ε= ; 
and * /C Cω ω ε= ; (b) shows the results for  and . * 400TC = * * 200C Cθ ω= =
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Figure 3.11. Equation of state for the star-like representation and the linear 
representation of the four-site model at . * 2.8T =
 
       
 
Figure 3.12. Snapshots of the crystal structures in the x-y plane for the star-like 
model (a) and the linear model (b). In the star-like model, the center sphere is in 
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Figure 3.13. Phase diagrams plotted in *P T *−  plane for the star-like model and 
the linear model. 
 
ρ*










Figure 3.14. Phase diagrams plotted in *T *ρ−  plane for the star-like model and 
the linear model. 
 
For further calculation of the chemical potential, we used an analytical expression 
to fit the numerical data of EOS. In our calculation, 7th-order polynomials were used for 
the liquid phase, and a 6th-order polynomial was used for the solid phase. The fluid-solid 
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coexistence curves in the *P T *−  plane are presented in Figure 3.13. One can also see 
that at a certain temperature, the coexistence pressure is higher for the linear 
representation than the star-like representation, and the difference becomes minor as the 
temperature decreases. This also indicates that at high temperatures it is easier to pack the 
star-like representation into a crystal than in the case of the linear representation. Thus, 
the star-like structure needs a lower pressure to maintain the crystal structure. The global 
phase diagrams in the * *T ρ−  plane for the star-like representation and the linear 
representation are replotted and presented in Figure 3.14. It can be seen that the 
coexistence densities for the star-like representation is lower than those for the linear 
representation. The difference in the coexistence densities between the two 
representations at a given temperature may be due to two reasons: the first is that the star-
like representation is easier to pack into crystals; and the second is that at a given 
temperature, the coexistence pressure for the star-like representation is lower, resulting in 
a low coexistence density.  
Our results indicate that the shape anisotropy does affect the phase separation, 
especially the fluid-solid phase separation, by changing the packing arrangement of the 
molecules within a crystal. For real protein molecules, the situation is more complicated. 
The conformational change of protein molecule not only affects the shape anisotropy of 
the molecule, but may also lead to changes in the specific interactions, which may alter 
the structure of the protein crystal. In such a case, the phase behavior may be 
significantly affected.  
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3.5  Summary  
In summary, we have examined the effect of anisotropic interactions on the phase 
behavior of a specific type non-globular protein using a four-site model. The anisotropy 
arises from the short-ranged interacting patches representing the specific interaction as 
well as the non-spherical shape of the particle. Using Monte Carlo simulations, the phase 
behavior of the four-site model with various anisotropies was studied. First, the liquid-
liquid coexistence lines were calculated using Gibbs Ensemble Monte Carlo (GEMC) 
simulations, and then the fluid-solid coexistence curves were calculated using the Gibbs-
Duhem Integration (GDI) method. To obtain the initial coexisting point for GDI, the 
Helmholtz energies of both phases were calculated using thermodynamic integration.  
Despite the simplicity of the model used, one can still gain very useful insights into 
the phase behavior of such non-globular proteins. It was found that the short-range 
attractions mediated by specific interactions have a minor effect on the liquid-liquid 
phase behavior when the protein-protein interaction is long-ranged. However, as the 
protein-protein interaction becomes short-ranged, the specific interactions may affect the 
liquid-liquid phase behavior significantly.  
To examine the shape effect, we chose three representations of the four-site model, 
namely, star-like representation, linear representation and tetrahedron representation, 
giving different shape anisotropy. Then the effect of the shape anisotropy on the phase 
behavior was investigated. We found that the tetrahedral representation has the highest 
critical temperature, while the star-like representation has the lowest. The differences in 
the critical temperature of the three representations arise from the higher-polar 
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interactions. In addition, we have also examined the effect of shape anisotropy on the 
fluid-solid phase behavior. Results from NPT Monte Carlo simulations showed that at a 
given pressure and temperature, the linear representation has higher solid densities than 
the star-like representation in the low density range, but has higher densities in the 
moderate and high density range. This implies that it is easier to pack the star-like 
representation into a crystal. It was also found that the coexistence pressure for the star-
like representation is lower than that for the linear representation, which again suggests 
that it is easier to pack the star-like representation pack into a crystal than in the case of 
the linear representation. Although the inter-particle potential we used is the simple 
Lennard-Jones potential, it can be easily extended to other more realistic potentials. The 
results may also shed some light on the role of molecular anisotropy in the phase 
behavior of non-globular proteins. Finally, it should be noted that more detailed 
molecular information might be useful for a better understanding of the phase behavior of 
non-globular proteins.  
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Chapter 4.   Polymer-Induced Phase Separation 
and Crystallization in Model 
Immunoglobulin-G Solutions 
4.1  Introduction 
As discussed in Chapter 2, defining a protein model requires at least two pieces of 
information: (i) the topology of a protein (i.e., the structure) and (ii) the parameters of the 
interaction potential (the force field parameter). The former describes the shape of the 
protein molecule (shape anisotropy), while the latter characterize the physical properties 
of the protein molecules as well as the solution conditions. In chapter 3, we examined the 
effect of shape anisotropy in protein phase separation using a four-site model with the 
simple Lennard-Jones potential. However, in real solutions, the interaction between 
protein molecules are affected by many solution variables, such as solvent, ionic strength 
and added polymer etc.; the simple Lennard-Jones potential is too simple to account for 
the practical interactions between protein molecules. Thus more complicated potential is 
needed in order to examine the role of solution variables in protein phase separation.  
To incorporate the solution variables into the potential parameter, the potential of 
mean force is generally used. For protein systems, the potential of mean force mainly 
consists of two contributions: the repulsive electrostatic potential and the attractive 
potential. As required by the crystallization window, in order to induce phase separations 
in a protein solution, one needs to tune the potential of mean force to be weakly attractive 
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by either introducing an additional attractive interaction or by decreasing the electrostatic 
repulsion. Experimentally, protein phase separation can be induced by the addition of 
precipitants, such as salts and non-adsorbing polymers. Due to the so-called Asakura-
Oosawa effect (Asakura and Oosawa, 1958), adding non-adsorbing polymers to a protein 
solution results in an additional attractive depletion which induces protein phase 
separations. Polyethylene glycol (PEG) is a widely used non-adsorbing polymer in 
protein crystallization. Adding high concentrations of salts reduces the electrostatic 
double layer and thus weakens the repulsive electrostatic interaction to some extent. 
Decreasing the repulsive interaction destabilizes the protein solution and induces protein 
phase separation. Among the salts, ammonium sulfate is a very effective precipitate for 
salting out a protein and for inducing the protein phase separation (Gilliland, 1988). 
Besides adding salts and polymers, one can also tune the interaction between protein 
molecules by adjusting the pH of the solution. It is known that protein molecules carry 
considerable amount of charges if pH of the solution is far from the protein isoelectric 
point (pI). Close to pI, protein molecules carry fewer charges. In such a case, the 
repulsive electrostatic interaction is very weak and the protein solubility is the minimum. 
Consequently, protein molecules close to pI have higher probability to be crystallized.  
The depletion potential between protein molecules induced by the added polymers 
is well described by the Asakura–Oosawa (AO) model, as has been discussed in Chapter 
2. Gast et al. (1983) first predicted a fluid-solid phase transition of colloidal dispersions 
with added polymers using the AO potential and the simulation results agree with the 
experiments. Later Dijkstra et al. (1999a) revealed that as the polymer-to-colloid size 
ratio q becomes smaller than 0.4, the liquid-liquid phase separation becomes metastable 
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with respect to the liquid-solid phase transition. Recently, Fortini et al. (2005) studied the 
phase behavior of charged colloidal sphere dispersions with added polymers using free 
volume theory. It is found that the miscibility of mixtures containing charged colloids and 
neutral polymers increases upon increasing the range of the screened Coulomb repulsion, 
especially when the polymers are small compared with the colloids.  
Salts can induce protein phase separation by weakening the electrostatic repulsion. 
The electrostatic interaction depends on the ionic strength and the pH of the solution. The 
range of the electrostatic interaction is determined by the ionic strength of the solution, 
while the strength of the electrostatic interaction is determined by the charges protein 
molecules carry which depends on the pH of the solution. Kantardjieff and Rupp (2004) 
studied the pH values at crystallization conditions for 9596 proteins and found a general 
relationship between the calculated pI and the difference between pI and the pH at which 
protein crystallizes. Their results revealed that most of protein crystallization occurs close 
to neural pH, while pH-pI value is different for acidic proteins and basic proteins. Acidic 
proteins crystallize with highest likelihood at 0–2.5 pH units above their pI, whereas 
basic proteins preferably crystallize at 0.5–3 pH units below their pI. Using the DLVO 
potential, Pellicane et al. (2003) found that the liquid-liquid phase diagram moves to 
higher temperature for lysozyme as ionic strength increases, which is in a good 
agreement with experimental results. Prausnitz and coworkers (Chiew et al., 1995; 
Kuehner et al., 1996) developed a perturbation-theory-based thermodynamic model for 
salt-induced protein precipitation. It was found that electrolyte concentration plays a 
major role in affecting phase separation in protein solutions. Moreover, the hydrophobic 
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interactions have significant effect on the aggregation, which is a strong function of the 
hydrophobic interaction patches on each protein molecule.  
The effect of the solution variables such as polymer size, ionic strength and pH on 
the phase behavior of globular protein has been extensively studied using isotropic 
colloidal models. However, few studies focused on non-globular proteins. In this chapter, 
we fix the shape anisotropy of the protein molecule and focus on the effect of ionic 
strength, polymer size and pH on the phase behavior of a non-globular protein, namely, 
Immunoglobulin G (IgG). IgG is one of the antibodies which exist in the bloodstream of 
the human body. It has a variety of applications due to its important bio-functions in 
immune response reactions. IgG is a planar molecule with a “Y” shape. To represent its 
non-globular shape, a highly coarse-grained four-site model is proposed. Based on this 
model, the liquid-liquid coexistence curve was calculated using the Gibbs ensemble 
Monte Carlo (GEMC) technique and the fluid-solid phase diagram was calculated using 
the Gibbs-Duhem Integration (GDI) technique. Before performing GDI, a starting 
coexisting point is obtained through Helmholtz energy calculations. Although the model 
is not an exact representation of IgG or IgG-IgG interactions, it captures certain critical 
aspects of the shape of the molecule and is expected to shed some light on general 
features of the phase behavior with reasonable accuracy. The details can also be found in 
our publication (Li et al., 2008a). 
4.2  Molecular Model and Crystal Structure 
IgG is an essentially planar molecule with a “Y” shape as shown in Figure 4.1. It has two 
identical arms called Fab fragments and one tail known as the Fc fragment. The center 
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part that connects the two Fab fragments and one Fc fragment is the hinge region. We 
chose the star-like representation of the four-site model discussed in Chapter 3 to roughly 
mimic the geometric structure of the IgG molecule. In the four-site model for IgG, four 
tangent spheres are connected by three rigid molecular bonds. Sphere 1 and Sphere 2 
correspond to the two Fab fragments, Sphere 3 corresponds to the Fc fragment, and 
Sphere 4 corresponds to the hinge region. The sizes of the two Fab fragments and the one 
Fc fragment are larger than that of the hinge region. We set the diameter of the hinge 




Figure 4.1. (a) IgG molecule. (b) The simplified 4-site model for IgG. The bond 
angle is 120°, bond length is 4.5 nm, and the collision diameter of each sphere is 
4.5 nm. 
 
In the star-like representation for IgG, the interaction potential has three 
contributions: an attractive van der Waals interaction, a repulsive electrostatic interaction 
(which together form the DLVO potential) and a depletion potential due to the addition of 
polymer，as shown in Figure 4.2. 
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Coulomb potential (A*=20, κ*=10)





















Figure 4.2. (a) The Asakura-Oosawa depletion potential for different values of 
polymer-to-protein ratio q at a polymer density of . (b) The range and 
the strength of the depletion interaction vs. polymer-to-protein size ratio q at a 
polymer density of . (c) The total interaction potential, the Coulomb 
potential, the van der Waals potential, and the depletion potential, for the shortest 
polymer size considered. (d) The total interaction potential, the Coulomb potential, 
the van der Waals potential, the depletion potential, for the largest polymer size 
considered. Note that the total interaction potential is dominated by the depletion 
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(a) Attractive van der Waals term: The van der Waals attraction is taken to be 
( )6* /
36
rHu A σ−=                                                                                                       (4.1) 
where  is the Hamaker constant, and T is the temperature.  * /H H k= T
(b) Screened Coulomb repulsive contribution: We use a repulsive term with exponential 






Au R ]                                                                        (4.2) 
where σ  is the diameter of the protein molecule; in our case, it is the diameter of each 
sphere in the four-site model. The distance r is the center-to-center distance between two 
protein molecules, A* is a parameter that depends on the potential at the interface which 
in turn depends on the charges a protein molecule carries. 1κ −  is the Debye screening 
length related to the ionic strength, with *κ κσ=  is the reduced value for . A high 
value of  corresponds to a high ionic strength. The magnitude of  typically varies 
from about 1 to 20 in practice, but in the case of protein crystallization, the range is more 
typically from 5 to 20.  
κ
*κ *κ
(c) Depletion interaction – the Asakura-Oosawa potential: Protein crystallization often 
occurs in the presence of polymers, like polymer. In this research, the effect of polymer is 
described by the Asakura-Oosawa (AO) depletion potential. The potential of the AO 
model is given by: 
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where dpoly is the diameter of polymer related to the range of the depletion potential, and  
 is the number density of polymer and determines the strength of the 
depletion potential.   
*
poly poly polydρ ρ= 3
Since the center sphere is smaller than the terminal spheres, we use the arithmetic 
rule to determine the cross parameter for the collision diameter . 
Although one could use simpler pair interactions to study the phase diagrams, we have 
chosen to use somewhat more realistic potentials described above so that the key 
parameters such as the range and the strength of interactions can be related to important 
physical parameters (such as polymer size and concentration, ionic strength, charges on 
the proteins and pH of the solution) more naturally. Moreover, potentials of the above 
form have been used by other investigators to study phase diagrams of globular proteins 
and colloidal dispersions. Therefore, the use of the same or similar potentials allows ease 
of comparison between non-globular proteins and globular ones whenever possible.    
( ) / 2ij i jσ σ σ= +
The depletion interaction as a function of polymer size is illustrated in Figure 4.2a 
for a fixed concentration of the added polymer, and the corresponding strength and range 
of the interaction are plotted in Figure 4.2b. Figure 4.2b illustrates that the strength of the 
depletion interaction (i.e., the magnitude at contact) decreases with increasing size of the 
polymer (i.e., the range of interaction), and we draw attention to this here as it plays an 
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important role in the amount of polymer needed to induce liquid-liquid phase separation 
(as discussed in the Results and Discussion section of the paper). Figures 4.2c and 4.2d 
present the total interaction potentials (along with the individual components of the 
interaction potentials) for the two values of ionic strengths considered here in order to 
show that the depletion interaction dominates the overall interaction between the proteins 
for the typical cases of interest for the focus of the investigation.    
In order to calculate the equation of state and the Helmholtz energy of the solid 
phase, the crystal structure is required in advance. As the same in Chapter 3, we assume 
the crystal structure to be fcc-like because of the high packing fraction (Shen and Monson, 
1995). In the case of the four-site model, the unit cell contains four molecules located in 
two layers. We use a procedure similar that in Chapter 3 to obtain the crystal structure. 
First we optimize the length of the unit cell in x, y and z direction. Then we run the NPT 
Monte Carlo simulation to determine the coordinates of each molecule by averaging a 
large number of configurations. The averaged configuration is the final crystal structure 
and is used in the Helmholtz energy calculation and the Gibbs-Duhem integration. In the 
calculation of the Helmholtz energy of the solid phase, the orientation of each molecule is 
determined by two vectors, which is the same as that in Chapter 3.   
4.3  Simulation Methods  
4.3.1  Phase Boundary Calculation 
Our objective is to calculate the liquid-liquid phase coexistence curve and the fluid-solid 
phase coexistence curve for different ionic strength and size and concentration of added 
polymers. We chose the Gibbs ensemble Monte Carlo simulation to calculate the liquid-
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liquid phase diagram and the Gibbs-Duhem integration method to calculate the fluid-
solid phase diagram. The details of both methods have been discussed in Chapter 3. As 
shown in Figure 4.2, the electrostatic potential and the van der Waals potential are almost 
canceled out. As a result, the depletion interaction due to the addition of polymer is the 
dominant potential. Since the depletion potential is proportional to the temperature (Eq. 
4.3), the Bolzmann factor in a Monte Carlo move  is almost a constant. This 
suggests that the liquid-liquid phase diagram is independent of the temperature. Instead 
of plotting the phase diagram in 
/u kTe−Δ
*T *ρ−  plane, we plot it in terms of inverse polymer 
density *1/ polyρ and protein density *ρ  because *1/ polyρ  plays a role similar to that of the 
dimensionless temperature T* in the case of simple systems such as Lennard-Jones fluids 
(where *T k /T ε= , with ε  being the minimum energy in the Lennard-Jones potential).  
The fluid-solid phase coexistence curve was obtained using Gibbs-Duhem 
integration method. Before performing the integration, an initial coexistence point was 
obtained through Helmholtz energy calculation and equation of state calculation. The 
reason we obtain the initial coexistence point at zero polymer density instead of other 
polymer densities is that we can use the same initial coexistence point for the calculation 
of the fluid-solid phase coexistence curves for various polymer sizes. After obtaining the 
initial coexistence point at zero polymer density, the Gibbs-Duhem integration is 
performed from zero polymer density point by point. Since *1/ polyρ  plays a role similar to 
that of the dimensionless temperature T*, we make the substitution of the potential 
parameter , then Eq. (3.4) can be rewritten as: *polyTε ρ= *
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Δ= − Δ                                                                                          (4.4
 are the energy difference and molar volume difference between the two 
4.3.2  Details of the Simulations  
For the determination of the equation of state, NPT Monte Carlo simulations were 
) 
where  and e vΔ Δ
phases, respectively. We use a predictor-corrector algorithm proposed by Kofke (1993) 
for the integration. The details of the calculation for the initial point and for the 
subsequent integration are the same as those discussed in Chapter 3.    
performed for 192 molecules, using periodic boundary conditions in three dimensions for 
each phase. The equilibrium stage runs were performed for 4 million MC steps, with 
another 4 million steps for the production stage (i.e., for calculating the relevant 
properties). Then the simulated data for pressure in each phase were fitted to a 6th-order 
polynomial. For the Helmholtz energy calculation for the solid phase, 144 molecules 
were coupled to their lattice positions using the Einstein potential as described in Eq. 
(3.11). To avoid the displacement of the center of mass of the simulation box, the 
Helmholtz energy calculation was performed under the condition of fixed center of mass 
(Frenkel and Smit, 2002). If a molecule was given a random displacement, all the other 
molecules were shifted in the opposite direction to ensure that the center of mass remains 
fixed. The position of the center of mass was updated every time a displacement of a 
molecule was accepted. The calculations of equation of state and the Helmholtz energy 
were performed at zero polymer density. After obtaining an initial coexistence point at 
zero polymer density, GDI was employed to map the whole fluid-solid coexistence curve. 
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In GDI, 144 molecules were used for each phase. The coexistence pressures were 
calculated using a predictor-corrector algorithm. The integration started from a polymer 
density of zero, and then the polymer density was increased step by step, and the pressure 
and density of each phase were calculated at each polymer density. The integration step 
*
polyρΔ  for smaller polymer size 0.2q =  was taken as 0.01, while for large polymer size q 
a larger step size was used *= 1.0,  with polyρΔ  of 0.03. The liquid-liquid coexisting curve 
was calculated using the GEMC. The total number of molecules used was 600. The 
equilibration stage ran for 8 MC million steps, and the production stage lasted for 8 
million MC steps. All the simulations were performed using dimensionless unit, which 
were, * 3 /P P kTσ=  for pressure, * 3ρ ρσ=  for the density of protein and 
* 3
polyρ = poly polydρ  for the density of polymer. 
4.4 Results and Discussion 
4.4.1  Effects of Polymer Size, Ionic Strength and pH on the Liquid-Liquid Phase 
We begin with the role of polymer on liquid-liquid phase separation, where our focus is 
behavior of IgG, 
we us
Behavior of IgG  
on the effects of the size and concentration of the added polymer on phase separation and 
on exploring simple guidelines for determining the size and the minimum concentration 
of the polymer needed for achieving phase separation.  
To examine the effect of polymer size on the liquid-liquid phase 
e the parameter /polyq d σ=  that defines the polymer-to-protein size ratio. Note that 
the parameter q deter range of the depletion potential. In this research, five mines the 
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values of q were used: q = 0.2, 0.4, 0.6, 0.8 and 1.0, and the corresponding liquid-liquid 
phase diagrams were calculated using Gibbs ensemble Monte Carlo simulations, as 
shown in Figure 4.3. Figure 4.3a shows the liquid-liquid coexistence curves (LLE) for 
high ionic strength * 20κ = , while Figure 4.3b is for low ionic strength * 10κ = . Figure 
4.3a shows that, whi ritical protein densities are essentially indepen  the size 
of the polymer (i.e., the range of the depletion interaction), the critical polymer densities 
vary significantly. In fact, the critical density of polymer is non-monotonic and shows a 
decrease first, as q increases from 0.2 to 0.6, and increases subsequently for higher 
magnitudes of q. A similar trend is also seen for the cases of lower ionic strength, 
* 10κ =  (Figure 4.3b) and * 5κ
le the c dent of
= (data not shown). The results indicate that for medium-
lymer molecules (e around 0.6), one needs relatively high concentrations of 
polymer to induce liquid-liquid phase separation in protein solutions, while for smaller 





 also calculated the critical poin
g., q 
t for each liquid-liquid coexis  
                                                                                                      (4.5) 
tence curve using
.3. Figure 4.4 shows the relation between the critical polymer density as a function 
of the polymer size q for high and low ionic strengths. Note that the magnitude of the 
critical density is also of practical interest since the highest nucleation rate is obtained 
around the critical point (ten Wolde and Frenkel, 1997). The non-monotonic behavior of 
the critical polymer density seen in Figure 4.4 is interesting, since it contrasts with the 
monotonic behavior observed for simple potentials. For example, in the case of square-
well potentials, Noro and Frenkel (2000) have shown that the critical temperature T* 
increases monotonically and linearly with the range of potential, R, i.e., 
* 0.26 0.21T R= +
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Figure 4.3. Liquid-liquid phase diagrams for different PEG-to-protein size ratios 
at (a) high ionic strength, κ* = 20; (b) low ionic strength, κ* = 10. 
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Figure 4.4. The critical polymer density as a function of the range of depletion 
interaction (q, polymer-to-protein size ratio) at high and low ionic strengths. 
 contrast, the non-monotonic behavior of the critical polymer density (the 
equivalent of T* in our case) with q appears to arise from the “competition” between the 
range and strength of the depletion interaction on phase separation. We have already 
illustrated the relation between the strength of the depletion interaction and the range q 
(i.e., the size of polymer) at a fixed polymer density in Figure 4.2. This figure shows that 
as the polymer size approaches small values (i.e., for short-range interactions), the depth 
of the potential increases sharply. The increase in the depth dominates the phase 
separation, despite the shortness of the range, and one needs only small amounts of the 
polymer to induce phase separation (i.e., the polymer critical density is low). In the other 
extreme, as the polymer size reaches large values, while the depth of the potential 
becomes shallow, the range is large (as the range is equal to the size of the polymer); see 
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separation even at low polymer concentrations (i.e., again, the critical polymer density is 
small). The maximum in critical polymer density around q = 0.6, thus, results from the 
“balance” between the strength and range of the potential.  
ρ∗































Figure 4.5. A comparison of liquid-liquid phase separation for high and low ionic 
strengths for q = 0.2 and q = 0.6. 
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Next we address the effect of ionic strength on the liquid-liquid phase behavior of 
IgG. We now compare the liquid-liquid phase diagrams for a high ionic strength ( * 20κ = ) 
and a low ionic strength ( 10κ * = ). The ionic strength is related to the range of the 
repulsive electrostatic potential, and a higher ionic strength corresponds to a short-range 
( ) and low ( ) ionic strengths, for the smallest q considered in this research 
and for q = 0.6, for which the critical polymer density is roughly the highest. The figure 
 and , as shown in Table 4.1. It is interesting that the critical polymer 
density difference changes non-monotonically with q as well. This suggest that effect of 
Table 4.1. The critical polymer density difference *poly
electrostatic potential. Figure 4.5 shows the liquid-liquid phase diagrams
 that at a  screening of repulsive electrical doub
interactions weakens the repuls on. On the other hand, the depletion attraction and the 
a e. As the attraction becomes stronger due to the 
er densities are needed in order to in
the phase separation. W lated the critical polymer density difference between 
the ionic strength is significant for smaller (q = 0.2) and larger polymer sizes (q = 1.0), 
and becomes minor at medium polymer size (q = 0.8). 

















ρΔ  between high ( * 20κ = ), and 
low ( 10κ = ) ionic strengths. 
 q = 0.2 q = 0.4 q = 0.
*
6 q = 0.8 q = 1.0 
*
polyρ ( * 10κ = )  0.557 0.674 0.6 0.633 55 90 0.5
*
polyρ ( * 20κ = ) 0.512 0.639 0.656 0.608 0.521 
*
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Finally, we discuss the effect of pH on the liquid-liquid phase behavior of IgG. 
Varying the pH of a protein solution alters the charges protein m
affect the electrostatic interaction. In our model, pH is related to the value of the 
parameter  in Eq. 4.2. As the pH of the protein solution becomes closer to the 
isoele
olecules carry, which 
*A
ctrical point pI, protein molecules carry less charges and the value of *A  decreases. 
At pI, protein molecules carry zero total charges and * 0A = , which means there is no 
*
*
It can be seen that at different pH values, the liquid-liquid phase diagram shows similar 
trend as q changes. Again, we observed a non-monotonic change in the critical polymer 
density with q for both and * 20A
electrostatic interaction between protein molecules.  chose two or
corresponding to two pH values:  one is for the pH far from the pI ( ); the other is 
s
calculated u ing the Gib ble Monte Carlo simu
 We













* 10A = = . We also compared the liquid-liquid phase 
diagram for different value of *A  for the same polymer-to-protein size ratio q. Figure 4.7 
*
shrinks. As discussed earlier, protein ore charges at a larger value of 
*A , which leads to a stronger el In such a case, in order to induce the 
liquid-liquid phase separation, one needs to introduce a stronger attraction to balance the 
strong electrostatic repulsion. Consequently, a larger polymer concentration is required 
since the attractive depletion interaction is proportional to the polymer density. Due to the 
ng repulsion between protein molecules at high values of *A , it is not favorable to 
form the dense liquid phase, which results in relatively lower protein concentration in the 
show  pH o  from es), 
e
lecules carry m
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protein-rich phase. As a result, the phase envelope shrinks in the liquid branch, as can be 
observed in the Figure 4.7.  




































Figure 4.6. Liquid-liquid phase diagrams for different values of  corresponding 
to different values of pH. (a). 
*A
* 10A = , * 20κ = . (b) * 20A = , 20κ * = . 
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Figure 4.7. Liquid-liquid phase diagrams for different values of or small 
polymer-to-protein size ratio q = 0.2 (a) and for medium polymer-to-protein size 
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4.4.2  Predicting the Critical Polymer Concentration Using a Simple Equation 
As discussed in Section 4.4.1, the non-monotonic change of the critical polymer density 
with q is the result of the balance between the strength and the range of the depletion 
potential. In order to explore if one can rescale the concentration of polymer to account 
for the competition between the strength and range of the depletion potential, we rewrite 
the depletion potential as: 
* * 3
3
4 3( ) 1








⎛ ⎞= − − +⎜ ⎟⎜ ⎟+ +⎝ ⎠)
                                               (4.6) 
where the prefactor ( )f q only depends on the polymer-to-protein size ratio q and is 
defined as:  
( )
3 3




= =⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
                                                                                  (4.7) 
Then we define a rescaled polymer concentration polyΓ such that 
poly poly poly ( ) ( ) 3* * 1 / 2f q qρ ρ ⎡ ⎤Γ = = +⎣ ⎦q                                                                       (4.8) 
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Figure 4.8. Liquid-liquid phase diagrams for different ranges of depletion 
interaction (i.e., different polymer-to-protein size ratios) at (a) high ionic strength, 
κ* = 20 (b) low ionic strength, κ* = 10. The y-axis is Гpoly = ρ*poly [(1+q)/2q]3. 
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κ* = 20.0, 
1/Γpoly,c=1.7731q2
κ* = 10.0, 
 
Figure 4.9. The rescaled critical polymer density vs. the size of the polymer-to-
protein size ratio q at high ( * 20κ = ) and low ( * 10κ = ) ionic strengths. 
 
The reconstructed phase diagrams are shown in Figures 4.8a & 4.8b, and the 
rescaled critical density of polymer is plotted in Figure 4.9. It is clear from the latter that 
the rescaled critical polymer density polyΓ  changes monotonically with q and can be 
approximated within computational errors by 
                                                                                                 (4.10) 
thereby implying that a very good estimate for the critical polymer density can be 
obtained from 
                                                                                            (4.11) 
 ( ) 2 21/ 1.8 ~c q qΓ ≈
( )3* 4.4 / 1poly q qρ ⎡ ⎤≈ +⎣ ⎦
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Figure 4.10. Liquid-liquid phase diagrams for different values of polymer sizes 
for globular proteins (a). The liquid-liquid phase diagrams replotted in terms of 
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We have also calculated the liquid-liquid phase diagram for globular protein using the 
same set of parameter: , as shown in Figure 4.10a, which 
corresponds to Figure 4.3a for non-globular proteins. It can be seen that, similar to the 
non-globular protein, the critical polymer density for globular proteins changes non-
monotonically with the size ratio q, which is in agreement with the theoretical results of 
Frederico and Sandler (1997). To test if the rescaling of the critical polymer density is 
appropriate for globular proteins, the same rescaling procedure was also applied for 
globular protein, as shown in Figure 4.10b. Again, we observed a monotonic trend for the 
critical polymer density for globular proteins after rescaling. Furthermore, the same 
rescaling procedure was applied to the theoretical results of Frederico and Sandler for 
glo ar 
fun th 
different constants for the prefactor. Thus, for depletion-interaction-dominated systems, 
there may be a general relationship between the critical polymer density and the size of 
the polym
 
where K is the prefactor. The constant
* * *20,  5,  and 20A H κ= = =
bular proteins (based on thermodynamic perturbation theory). As expected, a simil
ctional relationship was found for globular proteins, although, understandably, wi
er which is appropriate for both globular and non-globular proteins: 
( )poly K q qρ ⎣ ⎦                                                                                               (4.12)3* ~ / 1⎡ ⎤+
( )* * *, ,K K A H κ= is a function of model 
*
becomes stronger. It should be also noted that as pH of the solution moves close to pI (e.g. 
parameters ,  and A H κ . Table 4.2 shows the values of K for different sets of model 
parameters. From the table, we can qualitatively see the dependence of K on the model 
parameters. As can be seen from the table, the value of K becomes larger as the ionic 
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as the value of A* decreases), the value of K increases. Eq. (4.9) indicates that once the 
critical polymer density for one polymer size is known, the minimum polymer density for 
other polymer sizes can be calculated using the above equation without performing 
tedious simulations. This general equation provides a very useful guideline for 
experimentalist in selecting the size of polymer and predicting the minimum 
concentration needed for the selected polymer in order to induce the liquid-liquid phase 
separation of protein solutions.  
Table 4.2. The constant K in Equation 5.9 for different models and different sets of model 
 A* H* 
parameters. (* is based on the theoretical results of Frederico and Sandler, 1997) 
K *κ  
 
IgG 
5.0 5.0 1.3377 20.0 
20.0 5.0 10.0 1.7731 
20.0 5.0 20.0 1.8764 
















8.0 0.0 0.0 1.3293* 
 
Although many solution variables affect the protein phase behavior, their overall effect 
can be examined using the overall potential of mean force. In addition, as an 
approximation, the second virial coefficient, as a function of the potential of mean force 
and the system temperature, has been used as an appropriate thermodynamic parameter 
4.4.3  Liquid-Liquid Phase Diagram and Second Virial Coefficient  
for the estimation of the strength of the intermolecular interaction. The second virial 
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coeffic nt is conve  because it can be measured experimentally either by light 
scatteri g or by self cting chromatography. In practice, the second viria ient 
has been used as an tor for globul otein crystalliza s discussed in Chapter 
2. At crystallization itions, the second virial coefficien ws a sligh
va lls in a n w range, whic alled the “crys tion windo ge 
and Wilson, 1994).  
Theoretically, Eq. 2.1 can be rewritten as (Menduina et al, 2001):  
ie nient
n -intera l coeffic
indica ar pr tion, a
 cond t sho tly negative 
lue and fa arro h is c talliza w” (Geor
( )( ) / 222 2 1 U r kTB e r drπ −= −∫                                                                          (4.13) 
22
where ( ) /e U r kT−< > is the orientational average of the Boltzmann factor between two 
molecules for a fixed intermolecular distance r. The complexity of the determination of 
B  for a non-globular protein arises from the calculation of ( ) /e U r kT−< >  at each value of 
*
r are the second virial coefficients for different models, we used the 
efficient 
. In order to comp
reduced second virial co 22B
*
22 22 / 0B B v , where 0v
*
= , defined as  is the molecular 
volume of the molecule. Bonneté and Vivarès (2002) showed 22B  is more sensitive to the 
potential of mean force, thus it can predict the crystallization conditions more reasonably. 
We have calculated the reduced second virial coefficient *22B as a function of polymer 
density for the potentials used in the phase diagram calculation using Eq. (4.13). In the 
determination of *22B  for the four-site model, 100000 random orientations were used for 
calculating the ensemble average ( ) /e U r kT−< >  at each distance r, and the integral is 
evaluated for 500 different values of r (from r 0= up to r 50σ= ). The calculated *22B  as 
a function of polymer density for different polymer size and ionic strengths is presented 
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in Figu  sees that at a constant ionic strength and for a fixed polymer size, the 
second virial coefficient *22
re 4.11. One
B  decreases with the polymer density monotonically. As more 
polymers are added into the protein solution, the depletion tronger and as a 
result, the second virial coefficient moves to more negative values. The figure also shows 
that for a fixed polymer size an olymer dens
 becomes s
d p ity, the *22B  value is ore negative for 
higher ionic strengths, since the higher ionic strength screens the repulsive electrostatic 
interaction and thus a stronger attraction results, leading to a more negative  *22
m
B  value.   
Following the empirical rule that the second virial coefficient are slightly negative 
at crystallization conditions for globular proteins, we replotted the liquid-liquid phase 
diagram in terms o *f 22B . As one polymer concentration corresponds to only one value of 
*
22B , it is thus possible to map the d phase diagram.  We use the following 
procedure (Figure 4.12):  
 22
liquid-liqui
• Fit the data fr  the numerically calculated second virial coefficient om *B  as a 
function of 1/ ly
*
poρ using an appropriate function ( )* *22 polyB f ρ= , In this 
research, we used a 4th-order polynomial. 
• For any given coexisting point, calculate the *22B  value using the function 
( )* *22 polyB f ρ=  obtained from the fitting.  
• In the liquid-liquid phase diagram, replace the critical polymer density *polyρ  
using the corresponding second virial coefficient. 
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q = 1.0 (f)
 
*
22B  vs. polymer concentration
*
polyρFigure 4.11. Reduced second virial coefficient .  
(a)~(c) are for different values of *κ , and (d)~(f) are for different values of 
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Figure 4.12. Mapping scheme. (A) The liquid-liquid phase diagram plotted 
* *1/ ~polyρ ρ  plane. (B) The second virial coefficient *22B  as a function of inversed 




ρ plane. (D) Phase diagram after rotating (C) for 90°. 
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ρ*




































Figure 4.13. Liquid-liquid phase diagrams plotted in terms of second virial 
coefficient. The parameters used are: 
q = 0.6
* 20A = , * 5H = , * 10κ = (a), and * 20A = , 
* 5H = , * 20κ = (b). 
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ρ*






























Figure 4.14. Liquid-liquid phase diagrams for different values of ionic strength at 
small polymer size q = 0.2 (a) and large polymer size q = 1.0 (b). 
 
he 
original ph e diagr r IgG as shown in Figure 4.3 and Figure 4.8. One sees that 
Figure 4.13 shows the replotted liquid-liquid phase diagrams, corresponding to t
as am fo *22B  
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for all polymer sizes are essentially slightly negative, suggesting that the optimal 
crystallization conditions might occur arfound the critical point, which agrees with the 
predictions of Vliegenthart and Lekkerkerker (2000). It can be seen that when plotted in 
terms of the second virial coefficient, the critical value of *22B  changes monotonically 
with q. The liquid-liquid phase diagram shifts to more negative *22B  values as the size of 
the polymer increases. Since *22B  
ght expect that the cri
is determined by the pair pote l between two protein 
molecules, one mi tical polymer density should also change 
monotonically with q. However, as observed in Figure 4.3, the critical polymer density 




 increases, the m
does not account for the many-body 
interactions. In addition, as polymer size any-body interaction becomes 
stronger due to the overlapping of the depletion zone. Therefore, the monotonic change 
of  *22B  values with q may be due to the neglect of the many-body interactions, which 
might play a significan er values of ers, the 
second virial coefficient ma  be sufficient f r predictin tein crystallization 
conditions. As a result, higher-or ird virial coefficient) 
may be needed. 
We also replotted the liqui s for different values of 




der virial coefficients (e.g.
d-liquid phase diagram





coefficient, as shown in Figure 4.14. It can be rength increases, the 
liquid-liquid phase diagram moves to less negative 
rresponding to different ionic strengths) in terms of the reduced second vir
seen that as the ionic st
*
22B  values which represents weaker 
attractions. This is because that at a highe
weakens the electrostatic interaction, therefore lower concentration of polymer is needed 
r ionic strength, the electrical double layer 
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to induce the liquid-liquid phase separation. As a result, the liquid-liquid phase diagram 
moves to less negative *22B  values since it has been shown in Figure 4.11 that lower 
polymer densities lead to less negative *22B  values. 
4.4.4  Effect of Polymer Size and Ionic Strength on the Fluid-Solid Phase 
We now address the issue of crystallization. Stable crystal structures at both low ionic 
strength ( * 10κ = ) and high ionic strength ( * 20κ
Separation  
= ) were obtained following the 
procedure described in Chapter 3, as illustrated in Figure 4.15. In order to calculate the 
fluid-solid phase separation curve, we first performed the Helmholtz energy calculation 
and equation of state calculation for both the liquid phase and the solid phase to obtain an 
initial coexistence point at zero polymer density. Then the fluid-solid phase coexistence 
Figure 4.16 shows the equation of state as well as the corresponding coexistence 
pressures at both
line was calculated using Gibbs-Duhem integration method by integrating Eq. (4.4) 
starting from zero polymer density.  
 high ) and low ionic strengths (( *κ = 20 * 10κ = ). One sees that at a 
given pressure, the liquid and solid coexistence densities at high ionic strength are 
smaller than those at low ionic stre nce at a higher ionic strength, the weaker 
repulsive electrosta ction al uch closer packing of the crystal. One also 
sees that the coexis re for the higher ionic strength is lower. The fluid-solid 







GDI method.  
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Figure 4.15. Snapshots of the crystal structure in (a) the x-y plane and (b) the y-z 
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Figure 4.16.  The pressure equations of state at high and low ionic strengths (a) 
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κ* = 10
1/ρ*poly


















































* *1/ polyP ρ−Figure 4.17. Fluid-solid phase diagrams plotted in  plane for the 
different polymer sizes and ionic strengths. 
 
Figure 4.17 shows the fluid-solid phase diagram in * *~ 1/ polyP ρ  
 be seen from
plane at different 
depletion interactions and different ionic strengths. It can  the figure that all 
the coexistence curves show similar trends. As the inverse polymer density *1/ polyρ  
dincreases, first the coexistence pressure  increases sharply and linearly, an  
app
*P
roaches a constant as *1/ polyρ  further increases. For the same ionic strength (e.g., 
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Figure 4.17a&b), the pressures at infinite values of *1/ polyρ  
ngth are c
ro polyme
converge to the same value, 
since fluid-solid phase diagram at same ionic stre alculated based on the same 
initial point, which is the coexistence point for ze r density. However, at infinite 
values of *1/ polyρ , the pressures for different ionic strengths are different, as already 
indica  For both small (q = 0.2) and q = 1) polymer sizes (e.g., 
ing coexisten re is higher at a lower ionic 
strength tha t a higher ionic streng er ionic strength the crystal 
forms a m ch closer packing due to the weaken tatic potential. Moreover, for a 
fixed ionic strength, the coexistence pressure is higher f r the larger polymer size than 
that for lymer size. In other word e pressure, the coexisting 
polym r the smaller polymer size is at for the larger polymer size. 
We also plotted the fluid-solid phase diagrams in the 
ted in Figure 4.16.
Figure 4.17c&d), the correspond
n that a
u







s, at the sam
lower than th
1/ poly
th, since at a h
* *~ρ ρ
 (in this instance,
e fluid-solid phase separation. In both cases, 
lid phase separation occurs at lower polym
o
plane, as illustrated in 
Figure 4.18. It is clear that for short-range interaction  for polymer size 
q = 0.2), liquid-liquid phase separation is m
sep , na  = 1.0, the liquid-liquid phase 
separ s stable with respect to th
as the ionic strength increases, the fluid-so er 
i.e., protein crys ould require less polymer and 
ove provide some r the crystallization of 






 al. (2005) exam
etastable with respect to the fluid-solid phase 
aration. However, for the larger polymer size
ation become
densities and protein densities, 
The results presented ab
e
protein concentrations for weaker repulsions, as expected.  
globular proteins and noted tha stallization occurs in two steps. That is, metastable 
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liquid phase is formed first, from which crystal w subsequently. The initial 
experiments of Jion et al. (2005) on IgG also show that the same holds true for IgG as 
well. In the experiments of Jion et al., polymer was added first to form droplets of IgG at 
relatively high concentrations. These droplets nucleate crystals eventually in a time span 
s gro
of a few days. Our theoretical results presented above suggest that one needs relatively 
small polymer molecules, which make metastable liquid-liquid phase separation possible. 
This metastable liquid phase would then lead to crystal growth. As the repulsive 
electrostatic interaction becomes weak at high ionic strengths, a combination of salt (at a 
level that does not induce aggregation of the proteins) and low-molecular-weight polymer 
additives would promote crystallization. The theoretical results presented provide 
quantitative guidelines for the selection of polymer size and ionic strength. 
ρ∗
































Figure 4.18. Full phase diagrams for q = 0.2 (a) and q = 1.0 (b) at high and low 
ionic strengths. The circles are for high ionic strength, the triangles are for low 
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4.5  Summary  
In summary, we have examined the effect of polymer size, the effect of ionic strength and 
the effect of pH on the phase behavior of a non-globular protein-IgG using Monte Carlo 
simulations. Our primary goal has been to incorporate the key non-globular geometric 
shape of the protein in the calculations. The shape of the IgG molecule is represented by 
an appropriately “Y” shaped four-site model based on the molecular geometry. First, the 
liquid-liquid coexistence lines were calculated using Gibbs Ensemble Monte Carlo 
(GEMC) simulations, and then the fluid-solid coexistence curves were calculated using 
the Gibbs-Duhem Integration (GDI) method. To obtain the initial coexisting point for 
GDI, the Helmholtz energies of both phases were calculated using thermodynamic 
integration.  
We showed that, despite the simplicity of the shape assumed, the results can still 
provide useful guidance regarding the role of polymer and salts in the phase separation of 
IgG solutions. It was found that polymer size has a significant effect on the liquid-liquid 
phase separation. The critical polymer density was found to change non-monotonically 
with polymer size. It was also determined that higher ionic strength requires low 
concentration of polymer to induce liquid-liquid phase separation. Moreover, the 
simulation results also suggested that the liquid-liquid phase separation is more likely to
occur as pH moves close to the pI of the protein.  In particular, we have developed a 
sim on 
nee quid 
phase separation. This relationship for the critical polymer density with polymer size and 
 
ple equation as a guideline for determining the minimum polymer concentrati
ded (i.e., the critical density for the polymer concentration) to induce liquid-li
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ionic trength provides s us important information and guidance for protein crystallization 
since the nucleation rate is the highest around the critical point. Also, it is possible to 
change the solution conditions such as polymer size or ionic strength to bring the critical 
e practical guidelines for the selection of polymer size and ionic strength for 
protein phase separation and crystallization. Finally, it should be noted that more detailed 
molecular infor
point to a suitable location.  
Moreover, we have also examined the effect of polymer size and effect of ionic 
strength on the fluid-solid coexistence and compared with liquid-liquid separation for 
same polymer sizes and ionic strengths. It was found that at both high and low ionic 
strengths, the liquid-liquid phase separation is metastable with respect to the fluid-solid 
separation for q = 0.2. However, at large polymer-to-protein size ratios (e.g., q = 1.0), the 
liquid-liquid separation becomes stable with respect to crystallization. The simulation 
results provid
mation for the protein might be useful to better understand the phase 
behavior of IgG.  
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Chapter 5.   Liquid-Liquid Phase Separation in 
Environment 
5.1  Introduction 
vors protein phase separation (Surve, et al., 2005). In Chapter 4, we 
investigated the role of polymer in the phase separation of IgG solutions using the AO 
potential, which treats the polymer as hard spheres relative to their interactions with the 
protein molecules but are assumed to be completely permeable relative to each other. The 
AO potential provides a convenient way to calculate the phase separation of 
protein/polymer mixtures. However, this partially implicit treatment of polymers neglects 
the excluded volume of polymer molecules. Although such a treatment of polymer 
molecules can capture the general phase behavior of protein solutions, sometimes it leads 
to paradoxes. For example, Verso (2006) calculated the liquid-liquid phase diagram for 
polymer-to-colloid size ratio 
Protein Solutions in a Crowded 
Among many factors that affect protein phase separation, additives (often called 
“precipitates”) have a crucial effect on protein phase behavior as they influence the 
chemical potential of the proteins (Wang and Annunziata, 2007). The most successful 
precipitate is polyethylene glycol (PEG), which has been commonly used for protein 
precipitation and producing protein crystals (McPherson, 1998). PEG induces an 
attractive depletion interaction between protein molecules when added into a protein 
solution, which fa
0.4q = . In the colloid-rich phase, the volume fraction of the 
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colloid is approximate 0.49, while the polymer volume fraction is about 0.55, there
ed volume of polymer molecules. To overcome the lim
y treating the polymer 
fore 
the total volume fraction becomes larger than 1. Obviously this paradox is due to the 
neglect of the exclud itations of 
approximation in the AO potential, one needs to consider the excluded volume of 
polymer molecules b molecules explicitly. The nonadsorbing 
polymer molecules are usually thought of as neutral crowders, which have a hard core 
i  protein molecules. Thus we have a two-component system with 
one component being the protein molecule and the other, the nonadsorbing polymer, 
being the neutral crowder. In such a case, the effect of molecular crowding comes into 
play.  
rease i
repuls on with respect to
Protein phase separations in crowded environment are common both in vivo and in 
vitro. On the one hand, the cytoplasm is an extremely crowded environment which 
contains water, protein, DNA, microtubes and other components. Protein phase 
separation in vivo is of interest because of its relation to cataracts, sickle cell anemia 
(Hirsch, 1985) and alzheimer (Koo et al., 1999). On the other hand, in the in vitro 
systems, added polymers such as PEG can be treated as neutral crowders. Therefore it is 
important to understand protein phase separation in crowding environment. Molecular 
crowding has been shown to have a significant effect on aggregation and protein folding 
(Cole and Ralston, 1994; Lindner and Ralston, 1997; Berg et al., 1999; Berg et al., 2000). 
Molecular crowding arises from the fact that two molecules cannot occupy the same 
place at the same time due to the excluded volume effect. In the presence of crowders, the 
available space for protein molecules is reduced, and the actual protein concentration is 
increased. This leads to a dec n the entropy of the protein molecules, which could 
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affect the protein aggregation. From a molecular point of view, protein liquid-liquid 
phase separation can be seen as a special case of aggregation, since the dense protein-rich 
phase can be treated as dynamic aggregates exchanging protein molecules with the dilute 
protein-poor phase. Studies show that a solution containing two macromolecules with 
unlike intermolecular potentials might phase separate into two phases, which is referred 
to as two-phase aqueous system (Sikdar et al., 1991; Lin et al., 2003). The more 
incompatible the two macromolecules are, the more likely the liquid-liquid phase 
separation is. The commonly studied macromolecular pairs are the polymer/enzyme or 
protein/protein. For instance, mixtures of polymer and proteins tend to form two aqueous 
phases, resulting in one protein-rich phase and one polymer-rich phase. Because the 
nonadsorbing polymer has no interaction with protein molecules, while the protein-
protein interaction is attractive, the nonadsorbing polymer and the protein form an 
incompatible pair, which favors phase separation.   
Many studies on polymer-induced phase separation treat protein/polymer mixtures 
as binary systems (Dijkstra, 1999bc; Lago, 2004). Bolhuis et al. (2002) investigated the 
phase behavior of colloid/polymer mixtures by considering the excluded volume of the 
polymers. It was found that this (relatively) explicit treatment of the polymers changes 
the phase behavior, and the difference becomes significant as the polymer size increases. 
Another work of Blohuis et al. (2003) compared the phase diagrams using both the 
explicit and the implicit model for polymer; it was found that the implicit representation 
leads to better agreements with experiments.   
Binary systems have a rich phase diagram (Konynenbrug, 1980). The extensively 
studied binary system is the symmetric binary system in which the two components have 
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the same particle size, with each species having a molar fraction of 0.5. The strengths of 
the interaction between the like particles are equal, while the strength of the interaction 
between unlike particles can be different (Wilding et al., 1998 and Kahl et al., 2001).  For 
these symmetric systems, three different phases are possible: vapor phase, equimolar 
mixed fluid phase and nonequimolar demixed fluid phase (A-rich or B-rich phase). The 
critical points representing the demixed-liquid/mixed-liquid phase transition form the so-
called λ  line. Depending on the relative position of the λ  line with the vapor-liquid 
coexistence line, three types of phase diagrams can be observed for symmetric systems 
(Wilding et al., 1998; Kahl et al., 2001; Caccamo et al., 1998). On the other hand, for 
non-symmetrical systems in which the two components are different in size and the 
interaction, the phase diagrams can be different. For systems containing square-well and 
hard-sphere particles, the vapor-liquid phase diagram at low pressures is qualitatively 
different from that at high pressures. At a low pressure which is close to the critical 
pressure of pure square-we
tein-protein interaction could be different 
with the crowder-crowder interaction. In this chapter, in order to study how the 
prote
ll particles, the vapor-liquid phase diagram shows a non-cubic 
shape. However, as the pressure increases by ten times, the vapor-liquid phase 
coexistence curve shows a cubic (universal) shape, making it possible to use scaling law 
to calculate the critical point (Green et al., 1994).  
Although some studies on the phase behavior of protein/crowder mixtures have 
been carried out, most of them have focused on symmetric systems. Symmetric systems 
cannot represent the true protein/crowder mixtures because: (i) the size of crowders may 
be different from that of protein; and (ii) the pro
in/polymer pair affects the liquid-liquid phase separation, we investigate the effect 
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of molecular crowding on the protein phase behavior by considering a two-component 
system consisting of two unlike macromolecules. Compared with the AO model, our 
model treats the polymer molecules explicitly, which is more reasonable. The details of 
the molecular model and the simulation method are discussed in Sections 5.2 and 5.3, 
respectively. Based on the model, we calculate the liquid-liquid phase diagram using 
Gibbs ensemble Monte Carlo simulations (GEMC), as shown in Section 5.4. The 
concluding remarks are summarized in Section 5.5. 
To include the effect of excluded volume of neutral crowders in our simulation, we 
consider a two-component system, with one component being the protein and the other 
being the neutral crowder, such as PEG. The protein-protein interaction is simplified as a 
hard-sphere interaction with a Yukawa tail, which represents the effective pair potential 
incorporating the van der Waals interaction, the electrostatic interaction, the hydration 
potential, etc., as shown: 
( )
5.2  Molecular Model 





κ σ σ / / ppe r σε σ σ
⎡ ⎤−⎣ ⎦⎧ ≥= ⎨ <⎪ ∞⎩
−⎪
                                                      (5.1) 
where pσ  is the collision diameter of the protein molecule, ε  is the depth of the potential, 
*and p p pκ κ σ=  is a measure of the range of the protein-protein interaction potential. As 
p pκ σ  increases, the interaction range becomes shorter. The advantage of using hard-
sphere Yukawa potential is that one can tune the range of the potential by changing the 
value of pκ , since the range of the potential determines the metastability of the liquid-
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liquid phase separation. As in most conditions under protein phase separation, the range 
of the potential is short compared to the size of the protein molecule, and we choose 
6p pκ σ = , which corresponds to a short-range potential.  
To avoid the problem of volume fraction being larger than 1, we consider the 
volume of the polymer molecules explicitly in the simulation. Since our primary purpose 
is to study the effect of neutral crowders on the liquid-liquid phase separation of protein 
solutions, the protein-crowder and the crowder-crowder interaction are taken as repulsive 
der to study the effect of the crowder size on the liquid-
liquid phase separation, we define the crowder-to-protein size ratio as 
hard-sphere interaction. In or
/c pq σ σ= , with 
cσ  and pσ  being  the size of crowder and protein, respectively. For each crowder-to-
cq , the molar fraction of crowders xprotein size ratio  was fixed to 0.5.  
 GEMC simulation is a very convenient way for the calculation 
id-liquid phase coexistence curve (Panagiotopoulos, 1987). For binary systems, 
the phase separation is usually considered at co
 the pressure has been shown to play a significant role in the fluid-solid phase 
 the
o
volume change move, to achieve the pressure equilibrium, and particle transfer for each 
5.3  Simulation Methods 







nstant pressure and temperature. In 
e.g., for DL-cysteine, Minkov, 2008), it is worth to investigate the role of 
press  liquid-liquid phase separation. Therefore, we perform GEMC simulations 
the NPT ensemble. To allow each component in the two phases to reach 
equilibrium, three types of Monte Carlo moves are performed: particle displacement for 
each com nent, which are employed to achieve thermal equilibrium within each phase; 
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component between the two phases, to achieve chemical potential equilibrium. Then the 
coexisting densities of the two phases are calculated at each temperature. Similar to the 
ne-component fluids, we assume the protein liqcase of o uid-liquid coexistence curve to 
be of the Ising-type in the critical behavior, as has been used for many fluids. Then we 
can calculate the critical temperature and critical densities by fitting the simulation data 
to the following equations:  




CTBvl +=+ ρρ                              (5.2) 
*
lρ  and *where vρ  are the liquid and vapor coexistence densities at temperature T*,  A, B, 
and C are constants. The shape of the coexistence curve is sensitive to the critical 
exponent β  (Vega, 1991; Singh and Pitzer, 1989), and a value of 0.32β =  is used in the 
a n Ising-type critical behavior. The total number of 
particles is 600 in all simulations. For the calculation of each coexisting point, at least 
As noted in Chapter 2, the liquid-liquid phase separation is of interest because the 
nucleation rate is greatly enhanced by several orders in the proximity of the critical point 
for globular proteins, which is of great importance for the subsequent fluid-solid phase 
separation (crystallization).  
 
calcul tions, corresponding to a
200 million Monte Carlo cycles were carried out, with each cycle consisting of 50 
particle translation moves, 15 particle transfer moves and 1 volume change move. 
5.4  Results and Discussions 
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pressures. The figure is plotted in terms of dimensionless temperature and density. 
 
* *
Figure 5.1. Liquid-liquid phase diagrams of crower/protein mixtures for various 
The crowder-to-protein size ratio q = 1.  
Figure 5.1 shows the liquid-liquid phase diagrams plotted in  plane for q = 1 
at various pressures. As the two-component system consists of protein molecules and 
l ration results in a crowder-rich phase and a 
protein-rich phase, corresponding to the ‘vapor phase’ and the ‘liquid phase’ in one-
component systems. It can be seen that as the pressure increases, the coexistence curve 
moves to higher temperatures and higher densities. This monotonic change of the critical 
temperature and critical density with pressure can be clearly seen in Figure 5.2. In 
addition, one can also see from Figure 5.1 that as the pressure increases, the phase 
envelope shrinks, since the density of the crowder-rich phase moves to higher densities 
Tρ −
neutra  crowders, the liquid-liquid phase sepa
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more significantly than in the case of the protein-rich phase as the pressure increases. At 
low pressures, phase separation occurs at low protein concentrations, while at high 
pressures, the phase separation shifts to relatively higher protein concentrations. This 
suggests that low pressures favor the phase separation in crowder/protein mixtures.  
q = 1
T*






















Figure 5.2. Critical temperatures (a) and critical densities (b) at various pressures 
for crowder-to-protein size ratio q = 1.  
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As the protein/crowder mixture is a two-component system, the proteins are not 
equally partitioned in the two phases. The two phases not only differ in density, but also 
in composition. In order to investigate the partition of each component in the two phases, 
we replotted the phase diagrams in the *px T− plane, as shown in Figure 5.3, with 
/p px N N= being the molar fraction of hen plotted in the  the protein. W *px T−
lope shrink
plane, 
 similar trend as that in Figure 5.1. As the pressure increases, the phase 
tence curve shifts to higher temp . Further, the phase enve s as 
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q = 1
px


















Figure 5.3. Liquid-liquid phase diagrams at different pressures for q = 1 plotted in 
 
terms of the dimensionless temperature and the protein molar fraction. 
We have also investigated the effect of crowder size on the phase behavior of 
protein/crowder mixtures. The phase diagrams for different crowder-to-protein size ratios 
at  are shown in Figure 5.4. It was found that the critical temperatures for 
q are essentially the same, but the widths of the phase envelope for 
q are significantly different. It is interesting that the phase envelope 
for  the broadest. The phase envelopes for q < 1 and q > 1 shrink compared with 
 = 1. This non-monotonic change of the width of the phase envelope was found 
similar to what is observed at (not shown). For small crowders (e.g., q = 0.2), 
it is relatively easy to insert a crowder molecule into a protein-rich phase, as because of 
entropic reasons, since a mixture of two particles with different sizes can achieves a 
* 0.05P =
various values of 
different values of 
q = 1 is
that for q
* 0.01P =  
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higher packing fraction. Similarly, for large crowders (e.g., q = 2), the entropy of mixing 
also favors mixing. Consequently, the phase envelope for small (q = 0.2) and large (q = 2) 
crowders are broader than that for q =1. 
P* = 0.05
xp

















Figure 5.4. Liquid-liquid phase diagrams at * 0.05P =  for different values of q 
plotted in terms of the dimensionless temperature and the protein molar fraction. 
 
5.5  Summary 
We have studied protein liquid-liquid phase separation in a crowding environment by 
explicitly treating both proteins and crowders. The crowders are treated as hard-sphere 
and the proteins are modeled as hard spheres with attractive Yukawa tail. The liquid-
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liquid phase separation is calculated using Gibbs ensemble Monte Carlo simulation. This 
two-component system yields a liquid-liquid phase separation consisting of a protein-rich 
phase and a crowder-rich phase at various temperatures and pressures. It was found that 
the phase coexistence curve shifts to higher temperatures as the pressure increases. At 
low pressures, the crowders are almost entirely excluded from the protein-rich phase due 
to the incompatibility of the potentials, while the crowders start to enter the protein-rich 
phase as the pressure increases. On the other hand, the crowder-rich phase can 
accommodate proteins at any pressures. Results also show that as the pressures increases, 
the coexistence curve shrinks, implying that low pressure favors phase separation. In 
addition, the liquid-liquid phase diagrams for different values of crowder-to-protein size 
ratio q reveal that the coexistence curve is the broadest at q = 1, Smaller (q < 1) and 
larger (q > 1) values of q narrow the coexistence curve because of the crowding effect. 
Compared to the one-component system (i.e., with a partially implicit treatment of the 
crowders with AO interaction between the protein molecules), implicitly treating the 
crowders, our two-component system treating both crowders and proteins explicitly is 
more realistic. Therefore, it can provide more practical guidance in selecting the size and 
concentration of crowders for inducing the liquid-liquid phase separation.   
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Chapter 6.   Role of Solvent in Protein Phase 
Behavior: Influence of Temperature-
Dependent Potential 
6.1  Introduction 
The key solutions variables affecting the protein phase behavior include not only salt, pH, 
and added polymer, but also the solvent. In Chapter 4, we have already investigated the 
role of salt, pH of the solution and added polymer in protein phase separation; also in 
Chapter 5, we discussed the role of added polymer using a more reasonable two-
component system treating the added polymer explicitly. In this chapter, we focus on the 
role of solvent in protein phase behavior. Solvent plays a very important role in view of 
the possible structuring of the solvent molecules around the protein. In any protein 
solution, water has the highest concentration among all the components of the solution, 
usually amounting to 90% or higher in molar fraction. A protein molecule contains both 
hydrophobic and hydrophilic groups. Most of the hydrophobic groups are buried inside 
the protein molecule during refolding, with some hydrophilic groups exposed to the 
outside. When dispersed in water, the protein molecules become hydrated by water 
molecules primarily through hydrogen bonding, with the water molecules forming a 
structured layer around the protein molecules. Then the water molecules can be classified 
into two groups, the biological water and the bulk water (Pal, et al, 2001), as illustrated in 
Figure 2.3-3. Using molecular dynamics simulations, Merzel and Smith (2002) revealed 
132 
 
Chapter 6. Role of Solvent in Protein Phase Behavior: Influence of 
Temperature-Dependent Potential 
that the density in the first hydration layer of the biological water is 15％ higher
n extend to several layers away from the surface of the protei
e-shell’ structure, with the p
ater constituting the shell. The thickn
 than the 
the bulk water. Later, Zheng (2006) reported that the ordering of water molecules around 
protein molecules ca n 
molecules, resulting in a ‘cor rotein molecules forming the 
core and the ordered w ess of the water shell around 
the protein molecules is related to the number of radial hydrogen bonds formed, which 
d temperature and the hydrophilicity of the protein surface. At low depen s on the solution 
temperatures, the enthalpy in the formation of the hydrogen bonds exceeds the thermal 
energy of water and favors the formation of a thick shell of water around protein 
molecules. This thick shell of water around each protein molecule serves as a barrier that 
prevents protein molecules from aggregation. As temperatures increases, the number of 
hydrogen bonds decreases due to the increase of the thermal energy. Consequently, the 
water shell around the protein molecules becomes thinner, making it possible to have a 
phase separation. Hence the existence of the structured shell of water around each protein 
molecule is equivalent to a temperature-dependent repulsive potential between the protein 
molecules and may affect protein phase separation significantly.  
Shiryayev et al. (2005), and Pagan, et al. (2006) investigated the role of water in 
protein crystallization theoretically, using phenomenological arguments based on 
thermodynamic arguments, and showed that the inclusion of solvent, existing either in an 
adsorbed state near the protein or in the bulk, could be represented by an equivalent 
square-well system. Thus the phase diagram could be mapped onto one based on a 
potential that included a repulsive hard core and an attractive square well interaction 
without the solvent. The theoretical arguments of Shiryayev and Gunton reveal that the 
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inclusion of the solvent effect could lead to a phase diagram with both an upper critical 
solution temperature (UCST) and a lower critical solution temperature (LCST). The 
existence of LCST has been already observed in the phase diagrams of proteins (e.g. 
hemoglobin; Biagio, 1991) and polymers (Prausnitz, 1999) experimentally. A closed-loop 
phase diagram is also possible due to the competition among three factors (Hirschfelder 
et al., 1937, Prausnitz, 1999): the attractive protein-protein interaction (dispersion force), 
the entropy of mixing, and the formation of hydrogen bonds. The attractive protein-
protein interaction favors the liquid-liquid phase separation, while the entropy of mixing 
favors forming a homogeneous fluid. The formation of hydrogen bonds in the water shell 
around each protein molecule is enthalpically favorable, but entropically unfavorable. 
Whether the solution exhibits phase separation depends on the competition among these 
three factors. At low temperatures, enthalpy loss due to the formation of hydrogen bonds 
around protein molecules dominates and favors the existence of a single phase. At 
moderate temperatures, the attractive protein-protein interaction becomes dominant; thus 
a “liquid-liquid” phase separation (consisting of protein-rich and protein-poor liquid-like 
distribution of proteins in each phase) becomes possible. At higher temperatures, most 
hydrogen bonds are broken due to the increase in the thermal energy of water molecules. 
In such a case, the entropy of mixing is the dominant factor, and a homogeneous fluid-
like phase reappears. Moelbert and Rios (2003) employed a “four-level” model for water, 
in which the water molecules around protein molecules were classified into four “levels”, 
namely, disordered shell, disordered bulk, ordered bulk, and ordered shell, with the 
energy level decreasing sequentially. Using this four-level model for water molecules, 
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Moelbert and Rios obtained a closed-loop phase diagram using atomistic-level Monte 
Carlo simulations, which is consistent with their mean-field calculations.  
One of the difficulties in studying the effect of solvent in simulations is that it is 
extremely time-consuming to use atomistic models, in which water molecules are treated 
explicitly. In this study we circumvent this problem by employing a colloidal model with 
a temperature-dependent potential which incorporates the solvent effect, in order to 
investigate the role of solvent in the phase separation of globular proteins. Compared 
with atomistic models, our model is simple and has a physical meaning as outlined above. 
Since our main focus in this chapter is the role of solvent, to simplify the problem, we 
chose the globular proteins without considering the shape anisotropy. The results should 
hold true for non-globular proteins as well. The details of the molecular model and the 
simulation method are discussed in Sections 6.2 and 6.3, respectively. Based on the 
model, we calculate the liquid-liquid phase diagram using Gibbs ensemble Monte Carlo 
simulations (GEMC), with the simulation details shown in Section 6.4. The concluding 
remarks are summarized in Section 6.5. The details of this study are also available in our 
publication (Li et al., 2008b). 
However, few other simulation studies that consider the role of solvent are available. 
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hard sphere Yukawa potential
repulsive potential due to solvent
total potential
κ∗p = 3.9, κ∗s = 10, a*0 = 80
 
1.0
α = 20, T* = 0.2
r/σ









repulsive potential due to solvent
total potential
hard sphere Yukawa potential
κ∗p = 3.9, κ∗s = 10, a*0 = 80, 
α = 20, T* = 0.3
(b)
 
Figure 6.1. Examples of pair-potentials used in the calculations, namely, the hard-
sphere Yukawa potential representing the protein-protein interaction without the 
solvent, the repulsive potential due to the solvent, and the total potential. The 
parameters used are , *0 80a = 20α = , , and  (for long-range 
protein-protein interactions). (a) .  
 
* 10.0sκ =
. (b) *T =
* 3.9pκ =
* 0.2T = 0.3
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6.2  Molecular Model 
As stated above, our aim here is to investigate the role of solvent in protein phase 
separation using a simple colloidal model. Therefore, the protein-protein interaction 
potential up without solvent is taken as a hard-sphere potential with a Yukawa tail, which 
is given by: 
      
( ) ( )1 / / /p rpu e rκ σ σε σ⎡ − ⎤⎣ ⎦= −                                                                                   (6.1) 
where σ  is the collision diameter of the protein molecule, ε  is the depth of the potential, 
and σ is a measure of the range of the protein-protein interaction potential. As 
ses, the interaction range becomes shorter. As mentioned in Section 6.1, the 
energy barrier due to the formation of hydrogen bonds among the water molecules 
around the protein molecules decreases as the temperature increases. To include this 
solvent effect, we incorporate an additional temperature-dependent repulsive potential 
(taken as exponential in form as the hydration potential decays fast with interparticle 
distance) to represent the role of water binding to the surface of protein molecules: 
                                                                                                         (6.2) 









tact (i.e. at r = σ ). The inverse thickness of the shell formed by the binding water
oted by *
 is 
den s sκ κ σ= , which depe ydrophi f the surface of t
ein molecule and the temperature
nds on both the h licity o he 
pro  of the solution. A large value of *sκ t  means a thinner 
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shell f binding water arouno d the protein molecules. For simplicity, we set *sκ 
 sh
to be 
constant and take the remaining parameter a to be temperature-dependent, as own 
below:  
where T* is the dimensionless temperature (
**
0
Ta a e α−=                                                                                                             (6.3) 
* /T kT ε ), and *0 0 /a a ε=  
, with being the potenti
is the energy at 
*T = al energy at r σ= and * 0T =  (in units of energy). The 0 0a  
dimensionless exponent α  reflects how the parameter a  decays with *T .  
ar that eqn 6.2 and 6.3 capture the temperature-dependent feature of the 




sκ depends on not only the hydrophilicity and temperature, but also other factors 
such as pH, and additives. For example, the parameter a decreases when the hydration 
shell is perturbed by adding some additives. By tuning the values of *0a  and α , one can 
generate both upper and lower critical points for the above model. Here, we take 
*a = and 200 80 α = in all calculations. Figure 6.1 shows the protein-protein interaction 
potential without th tential due to the solvent and the total potential at two e solvent, the po
can be seen that at the lower temperatur ), the different temperatures. It e (e.g. T * = 0.2
repulsive potential due to the formation of the hydrogen bonds among water molecules is 
strong, while the repulsive potential becomes weak at the higher temperature ( * 0.3T = ).  
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6.3  Simulation Methods 
As noted in Section 6.1, we used Gibbs ensemble Monte Carlo simulations for the 
calculation of the liquid-liquid phase coexistence curve (Panagiotopoulos, 1987). The 
simulation was p
equilibrium, three types of Monte Carlo moves were performed: particle displacement, 
rium within each phase; 
move, v  part ransfe
erformed using the NVT ensemble. To allow the two phases to reach 
which are employed to achieve thermal equilib volume exchange 
to achie e the pressure equilibrium, and icle t r between the two phases, 
to achieve chemical potential equilibrium.  
The coexisting densities of the two phases were calculated at each temperature, and 
then the critical temperature and the critical density were calculated by fitting the 
simulation data to the following equations: 




CTBvl +=                                                                                                    (6.4) 
*
+ ρρ
where  and *vρ  lρ are the liquid and vapor coexistence densities at temperature T ,  A, B, 
and C are constants, and 　 is the corresponding critical exponent; a value  　 = 0.32 was 
used in the calculations, corresponding to an Ising-type critical behavior. All the 
simulations were performed using 512 particles (protein molecules). For the calculation 
 with 
each cycle consisting of 50 particle translation moves, 10 particle transfer moves and 1 
volume change move.  
*
of each coexisting point, at least 50 million Monte Carlo cycles were carried out,
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6.4  Results and Discussion 
 
We focus here on the results of the liquid-liquid phase separation. As noted in Section 6.1, 
the liquid-liquid phase separation is of interest because the nucleation rate is greatly 
enhanced by several orders in the proximity of the critical point for globular proteins (ten 
Wolde and Frenkel, 1997), which is of great importance for the subsequent fluid-solid 
phase separation (crystallization).  













Figure 6.2. Phase diagrams for a hard-sphere Yukawa system in a solvent 
α = 20, 
B
κ∗  = 10
A
environment for different ranges of protein-protein interaction, *pκ . The 
parameters used are *0 80a = , * 10sκ = . The critical points are represented 
1, A2, B1 and B2 correspond to a with closed diamonds. The four states points  A
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low-density low-temperature state, a high-density low-temperature state, a low-
density high-temperature state, and a high-density high-temperature state, 
respectively.  
and (data not shown) were calcul
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we ds 
dom tein-protein interaction domination. Increasing 
ll potential. The LCST can be seen as a transition point from hydrogen bon
ination to pro *pκ  weakens the protein-
protein interaction, and, as a result, more hydrogen bonds need to be broken to let the 
prote
Figure 6.4 shows the liquid-liquid phase diagram for a fixed range of protein-
 but fo
in-protein interaction become dominant, which results in a higher LCST for smaller 
*
pκ .  
protein interaction * 3.9κ = r different values of *p , sκ . It can be seen that while the 
UCST remains essentially the same, the LCST’s for different *sκ  values are significantly 
different. As mentioned in Section 6.2, the parameter *sκ  is related to the hydrophilicity 
*of the surface of the protein molecule. A large value of sκ  corresponds to less 
hydrophilic proteins. For highly hydrophilic proteins (e.g., small *sκ ), more hydrogen 
bonds are formed between protein molecules and water molecules, and therefore the shell 
of ordered water around protein molecules is thick and the hydration is strong. To have 
phase separation, one needs a higher temperature to break the hydrogen bonds, which 
results in a higher LCST for small value of *sκ .  
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Figure 6.3. Phase diagrams of a hard-sphere Yukawa syste  in a solvent 
parameters used are *0 80a = , 20
*
pκ
α = , and * 7sκ = .  
 
We also calculated the radial distribution functions (RDFs) at different states in the 
phase diagram (points A1, B1, A2 and B2, as indicated in Figure 6.2), as shown in Figure 
6.5. (The pair-potentials corresponding to 1 aA nd A2 and to B1 and B2 are shown in 
Figures 6.6a & 6.6b, respectively.) States A1, B1, A2, B2 correspond to a low-density low-
temperature state, a high-density low-temperature state, a low-density high-temperature 
state, and a high-density high-temperature state, respectively. Figures 6.5a & 6.5b 
compare the RDF for a low-density state and a high-density state at the same temperature. 
It was found that at a lower temperature, the RDF between the low-density state and the 
high-density state are significantly different, while the difference becomes minor at 
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higher temperatures. Figure 6.5c compares the RDF for a low-temperature state and a 
high-temperature state for the same density. It can be seen that the position of the first 
peak of RDF moves to a larger distance as temperature decreases. A similar trend can be 
seen at a high-density state (Figure 6.5d). At lower temperatures, the formation of 
hydrogen bonds dominates, and more hydrogen bonds are formed. As a result, a strong 
and thick hydrated shell exists around the protein molecules. This thick shell around 
protein molecules leads to a high energy barrier against aggregation, leading to a larger 
first coordination shell. As temperature rises (e.g. for state B1 and state B2), most 
hydrogen bonds are broken due to the increase in the thermal energy of water molecules. 
Consequently, the water shell around the protein molecules becomes thinner; therefore 
the position of the first peak located at a shorter distance.  
κp = 3.9











κ  = 10.0s
 
Figure 6.4. Phase diagram of hard-sphere Yukawa potential system in a solvent 
environment for  for different ranges of solvent effect, * 3.9pκ = *sκ .  
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Figure 6.5. Radial distribution functions for the four states A1, A2, B1, and B2 
indicated in Figure 6.3. The parameters used are the same as in Figure 6.3. (a) 
RDFs for States A1 and A2, at a low temperature for two protein densities. (b) 
RDFs for States B1 and B2, at a high temperature for two protein densities. (c) 
RDF sfor States A1 and B1, at a low protein density for two temperatures. (d) 









6.5  Summary 
We have studied the role of solvent in the phase separation of protein solutions using 
Gibbs ensemble Monte Carlo simulations. The potential of mean force includes a hard-
sphere Yukawa potential representing the protein-protein interaction, and a temperature-
dependent potential due to the formation of hydrogen bonds among water molecules. By 
tuning the model parameters, we generated a phase diagram with both UCST and LCST. 
 at low temperatures, while the 
solvent effect is minor at high temperatures. This is because of the fact that at low 
temperatures, water molecules form an ordered shell around protein molecules through 
hydrogen bonds, preventing protein molecules forming dense protein-rich phase. Results 
of the radial distributing functions also show that at low temperatures, the position of the 
first peak moves to larger distances, indicating there is a thick shell around protein 
molecules when the temperature is low. Although the model we have used is rather 
simple, it is able to yield a general closed-loop phase diagram which has been observed 
for some pro ny polymers. These findings suggest that by choosing suitable 
model param  proteins and 
pol
It was shown that the solvent plays a significant role
teins and ma
eters, one can describe or predict the general features of some
ymers without doing time-consuming atomistic-level molecular simulations.  
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Chapter 7.   Concluding Remarks  
We have investigated protein phase behavior using Monte Carlo simulations. To study 
the effects of various factors such as anisotropic interaction, polymer, ionic strength, pH 
of the solution and solvent, a typical non-globular protein, Immunoglobulin (IgG), was 
chosen as the model protein. We have used a coarse-grained four-site model to represent 
the ‘Y’ shape geometry of the IgG molecule. First, the role of anisotropic interaction in 
the phase behavior of non-globular proteins was examined. Applying appropriate 
interaction potentials, further investigations on the effects of added polymer, ionic 
strength and pH were carried out. Finally, the effect of solvent on phase behavior of 
globular proteins was studied using a temperature-dependent potential.    
The anisotropy of a protein molecule arises from two aspects, namely, specific 
interactions and shape anisotropy. For the sake of simplicity, we used a four-site model 
with LJ potential for site-site interactions to study the role of anisotropic interactions in 
protein phase separation. Liquid-liquid equilibria (LLE) and fluid-solid equilibr
7.1  Concluding Remarks  
ia (FSE) 
were calculated using the Gibbs ensemble Monte Carlo (GEMC) technique and the 
Gibbs-Duhem (GDI) integration method, respectively. Absolute Helmholtz energy was 
also calculated in order to get an initial coexisting point as required by GDI.  
¾ To examine the effect of specific interactions on the phase behavior of non-globular 
proteins, we added short-range attractive patches on the terminal sphere of the four-
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site model. We show that when the range ratio of specific interaction and the non-
specific interaction /sp nspR R is of the order 1 or larger, adding attractive patches on 
ke molecules as 
ev istence densities of the linear molecules relative to 
those of the star-like molecules. Although the inter-particle potential we used is a 
Next, we have examined the effect of polymer size, the effect of ionic strength and 
the effect of pH on the phase behavior of the model IgG using the same four-site mdoel, 
but with more realistic potentials. The protein-protein interaction potential consists of a 
protein surface may significantly affect the liquid-liquid phase behavior, while in 
the case of / 1sp nspR R  , the effect of specific interactions is minor. 
¾  We also examined the phase behavior for three types of molecular architecture, 
namely, star-like molecules, linear chains and tetrahedral structure. It was found 
that the tetrahedral structure has the highest critical temperature, while the star-like 
structure the lowest. The difference in the critical temperature for the three 
representations may be attributed to the differences in their higher-order multipolar 
interactions. In addition, the results obtained for the fluid-solid transition indicate 
that the linear chains achieve a much closer packing than the star-li
idenced in the higher coex
simple Lennard-Jones potential, the calculations can be easily extended to other 
more realistic and complicated potentials. The results may also shed some light on 
the understanding the role of molecular anisotropy in the phase behavior of non-
globular proteins. 
Derjaguin-Landau-Verwey-Overbeek (DLVO) potential and an Asakura-Oosawa (AO) 
depletion potential arising from the addition of polymer.  
148 
 
Chapter 7. Concluding Remarks 
¾ It was found that the polymer size has a significant effect on the liquid-liquid phase 
separation. The critical polymer density is found to change non-monotonically with 
the polymer size, because of the inverse relationship between the range and the 
strength of the depletion interaction potential. It was found that at higher ionic 
strengths, low polymer concentrations are sufficient to induce the liquid-liquid 
inimum concentration of polymer needed and the size of 
the polymer as:
phase separation because of the weak electrostatic interaction at higher ionic 
strengths. As precipitants, salt and polymer appear to have similar role since the 
salts decrease the repulsive electrostatic interaction, while the polymer introduces 
an additional attraction. In practice, one usually uses a combination of salt and 
polymer to enhance the likelihood of phase separation. In addition, varying pH can 
also affect the liquid-liquid phase separation. The simulation results also suggested 
that liquid-liquid phase separation is more likely to occur as the pH moves close to 
the pI of the protein.   
¾ We have also developed a simple equation as a guideline for determining the 
minimum polymer concentration needed (i.e., the critical density for the polymer 
concentration) to induce liquid-liquid phase separation. This result shows the 
relationship between the m
( )3* ~ / 1poly q qρ ⎡ ⎤+⎣ ⎦ . This empirical equation seems to be general 
nditions such as polymer size, 
ionic strength or pH of the solution to bring the critical point to a desirable location.  
for both non-globular and globular proteins, although the prefactor depends on the 
molecular architecture. It provides us important information and guidance for 
protein crystallization since the nucleation rate is the highest around the critical 
point. Also it is possible to change the solution co
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¾ Moreover, when the liquid-liquid phase diagrams at different solution conditions 
are represented in terms of the second virial coefficient *22B  (since 
*
22B  is an 
indicator of the crystallization, at least for globular proteins), the result shows that 
the second virial coefficient at the critical point changes monotonically with the 
polymer size for both globular and non-globular proteins.  
liquid-liquid separation
¾ The effect of polymer size and ionic strength on the fluid-solid phase diagram was 
also investigated using Gibbs-Duhem integration technique, and the calculated 
fluid-solid phase diagram was compared with the liquid-liquid separation for the 
same polymer sizes and ionic strengths. It was found that at both high and low ionic 
strengths, the liquid-liquid phase separation is metastable with respect to the fluid-
solid separation for polymer-to-protein size ratio q = 0.2. However, when , the 
 becomes stable with respect to crystallization, indicating 
that polymer additives of small sizes (relative to the size of the protein) promote 
the former situation.  
¾ As the repulsive electrostatic interaction becomes weak at high ionic strengths, a 
combination of salt (at a level that does not induce aggregation of the proteins) and 
low-molecular-weight polymer additives would promote crystallization. The 
theoretical results presented provide quantitative guidelines for the selection of 
polymer size and ionic strength. 
~ 1q
crystallization.  
¾ Results also show that the coexistence pressure at the higher ionic strength is lower 
than that at lower ionic strengths because of the weak electrostatic interactions in 
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Moreover, the role of neutral crowder was investigated using a binary system with 
both proteins and polymers treated explicitly. We performed GEMC using NPT 
ensemble to calculate the liquid-liquid phase diagrams.  
¾ Compared with the case of an effective one-component approach (using the AO 
potential for protein-protein interaction), the two-component approach allows one 
¾ In addition, the liquid-liquid phase diagrams for different values of crowder-to-
These results lead to a better characterization of polymer-
ound the protein. The effect of solvent structuring 
to obtain information on crowder (additive) concentrations explicitly in the liquid 
phases (i.e., protein-rich phase and crowder-rich phases) at various temperatures 
and pressures. In particular, at low temperatures, the two liquid phases become 
predominantly protein-rich and predominantly crowder-rich, respectively, because 
of the differences in the protein-protein and crowder-crowder interactions.  
¾ It was found that as the pressure increases, the phase coexistence curve shifts to 
higher temperatures. The results also show that as the pressures increases, the 
coexistence curve shrinks, implying that low pressure favors phase separation.  
protein size ratio q reveal that the coexistence curve is the broadest at q = 1, 
Smaller (q < 1) and larger (q > 1) values of q narrow the coexistence curve due to 
the crowding effect. 
induced phase separation than the one-component approach based on the AO 
potential. 
Finally, we investigated the effect of solvent on the liquid-liquid phase behavior of 
protein solutions. The solvent plays a very important role in view of the possible 
structuring of the solvent molecules ar
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is inf
¾ We used a temperature-dependent pair-potential to examine the effect of water in 
ent 
f the IgG molecule differs substantially from the four-site model used in 
our sim
luenced strongly by temperature because of the relative stability of hydrogen 
bonding at low temperatures.  
the phase separation of protein solutions. Using Gibbs ensemble Monte Carlo 
simulations, we observe both a lower critical solution temperature (LCST) and an 
upper critical solution temperature (UCST), in agreement with experimental 
observations for some proteins and phenomenological, statistical thermodynamic 
arguments.  
¾ It was found that the effect of solvent is significant at low temperatures as a result 
of the highly structured shell of water molecules around the protein molecules. 
Results for radial distribution functions also indicated that a thick shell of 
structured water exists around the protein molecules due to the formation of strong 
hydrogen bonds at low temperatures. Although this temperature-depend
potential was used only for globular proteins here, it can be easily extended to non-
globular proteins. The findings of this study suggest that a simple model with a 
reasonable physical basis can capture the general features of the phase behavior for 
some proteins or polymers.  
One should note that our results are based on highly coarse-grained models. The 
true geometry o
ulations. Although it has been shown that this approximate model can provide 
some general guidance for crystallizing IgG, the model cannot predict the exact phase 
diagram at specific solution conditions due to its simplicity. It should also be noted that 
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the aim of this research was to predict the phase diagram of protein solutions. Therefore 
we focused only on the equilibrium properties of the solution. The dynamics of 
cused on two key aspects: developing a more 
realistic model for protein molecules (e.g., IgG) and using a more precise and efficient 
method to study the dynamics of IgG solution. Specifically, the following are 
 
e four-site model we have used. This molecular 
information can be obtained from atomistic level simulations using molecular 
mechanics calculations. 
z The nucleation and crystal growth mechanisms of protein solution: This requires 
an appropriate method since it allows large time-step and could be easily 
nucleation and crystal growth need to be investigated as well to obtain a comprehensive 
picture of phase separation of protein solution.  
7.2  Recommendations 
In order to improve our understanding of the phase behavior of IgG, further studies are 
needed. Future investigations should be fo
recommended: 
z Development of mesoscopic models for protein molecules: Due to the complexity 
of a protein molecule, atomistic level molecular simulation is not currently within 
reach. A practical way is to use a mesoscopic model for protein molecule. The
mesoscopic model can be constructed by incorporating additional molecular 
information such as the charge distribution and the specific interaction sites of the 
protein molecule into th
investigating the dynamics of protein crystallization. Brownian dynamics (BD) is 
performed. Another promising method, the dissipative particle dynamics (DPD), 
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is similar to the BD, but has the advantage of spanning larger time scales. Using 
BD or DPD, it is thus possible to elucidate the mechanism of nucleation and 
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refund payable to you.  Notice of such denial will be made using the contact information 
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The following terms and conditions apply to specific license types: 
15. Translation: This permission is granted for non-exclusive world English rights only 
unless your license was granted for translation rights. If you licensed translation rights you 
may only translate this content into the languages you requested. A professional translator 
must perform all translations and reproduce the content word for word preserving the 
integrity of the article. If this license is to re-use 1 or 2 figures then permission is granted 
for non-exclusive world rights in all languages. 
16. Website: The following terms and conditions apply to electronic reserve and author 
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This license was made in connection with a course, 
This permission is granted for 1 year only. You may obtain a license for future website 
posting,  
All content posted to the web site must maintain the copyright information line on the 
bottom of each image,  
A hyper-text must be included to the Homepage of the journal from which you are 
licensing at http://www.sciencedirect.com/science/journal/xxxxx or, for books, to the 
Elsevier homepage at http://www.elsevier.com, 
Central Storage: This license does not include permission for a scanned version of the 
material to be stored in a central repository such as that provided by Heron/XanEdu.  
17. Author website for journals with the following additional clauses:  
All content posted to the web site must maintain the copyright information line on the 
bottom of each image, and 
The permission granted is limited to the personal version of your paper.  You are not 
allowed to download and post the published electronic version of your article (whether PDF 
or HTML, proof or final version), nor may you scan the printed edition to create an 
electronic version,  
A hyper-text must be included to the Homepage of the journal from which you are 
licensing at http://www.sciencedirect.com/science/journal/xxxxx, 
Central Storage: This license does not include permission for a scanned version of the 
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18. Author website for books with the following additional clauses:  
Authors are permitted to place a brief summary of their work online only. 
A hyper-text must be included to the Elsevier homepage at http://www.elsevier.com. 
All content posted to the web site must maintain the copyright information line on the 
bottom of each image 
You are not allowed to download and post the published electronic version of your chapter, 
nor may you scan the printed edition to create an electronic version.  
Central Storage: This license does not include permission for a scanned version of the 
material to be stored in a central repository such as that provided by Heron/XanEdu. 
19. Website (regular and for author): A hyper-text must be included to the Homepage of 
the journal from which you are licensing at 
http://www.sciencedirect.com/science/journal/xxxxx or, for books, to the Elsevier 
homepage at http://www.elsevier.com. 
20. Thesis/Dissertation: If your license is for use in a thesis/dissertation your thesis 
may be submitted to your institution in either print or electronic form. Should your thesis 
be published commercially, please reapply for permission. These requirements include 
permission for the Library and Archives of Canada to supply single copies, on demand, of 
the complete thesis and include permission for UMI to supply single copies, on demand, of 
the complete thesis. Should your thesis be published commercially, please reapply for 
permission.  
21. Other conditions: None 
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sourced to or references non-AAAS sources, you must obtain authorization from that source 
as well before using that material. You agree to hold harmless and indemnify AAAS against 
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permission, and who may or may not charge a fee if permission is granted. See original 
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endorsement by the American Association for the Advancement of Science.  
This permission is not valid for the use of the AAAS and/or Science logos.  
AAAS makes no representations or warranties as to the accuracy of any information 
contained in the AAAS material covered by this permission, including any warranties of 
merchantability or fitness for a particular purpose.  
If permission fees for this use are waived, please note that AAAS reserves the right to charge 
for reproduction of this material in the future.  
Permission is not valid unless payment is received within sixty (60) days of the issuance of 
this permission. If payment is not received within this time period then all rights granted 
herein shall be revoked and this permission will be considered null and void.  
In the event of breach of any of the terms and conditions herein or any of CCC's Billing and 
Payment terms and conditions, all rights granted herein shall be revoked and this permission 
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AAAS reserves the right to terminate this permission and all rights granted herein at its 
discretion, for any purpose, at any time. In the event that AAAS elects to terminate this 
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law, this material may not be further reproduced, distributed, transmitted, modified, adapted, 
performed, displayed, published, or sold in whole or in part, without prior written 
permission from the publisher."  
If your book is an academic textbook, permission covers the following companions to your 
textbook, provided such companions are distributed only in conjunction with your textbook 
at no additional cost to the user:  
- Password-protected website  
- Instructor's image CD/DVD and/or PowerPoint resource  
- Student CD/DVD  
All companions must contain instructions to users that the AAAS material may be used for 
non-commercial, classroom purposes only. Any other uses require the prior written 
permission from AAAS.  
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Rights also extend to copies/files of your Work (as described above) that you are required to 
provide for use by the visually and/or print disabled in compliance with state and federal 
laws.  
This permission only covers a single edition of your work as identified in your request for 
the specific print run identified in your request. If this license is to reuse figures, then 
permission is granted for non-exclusive world rights in all languages.  
FOR NEWSLETTERS: 
Permission covers print and/or electronic versions, provided the AAAS material reproduced 
as permitted herein remains in situ and is not exploited separately (for example, if 
permission covers the use of a full text article, the article may not be offered for access or for 
purchase as a stand-alone unit)  
FOR ANNUAL REPORTS: 
Permission covers print and electronic versions provided the AAAS material reproduced as 
permitted herein remains in situ and is not exploited separately (for example, if permission 
covers the use of a full text article, the article may not be offered for access or for purchase 
as a stand-alone unit)  
FOR PROMOTIONAL/MARKETING USES: 
Permission covers the use of AAAS material in promotional or marketing pieces such as 
information packets, media kits, product slide kits, brochures, or flyers limited to a single 
print run. The AAAS Material may not be used in any manner which implies endorsement or 
promotion by the American Association for the Advancement of Science (AAAS) or 
Science of any product or service. AAAS does not permit the reproduction of its name, logo 
or text on promotional literature.  
If permission to use a full text article is permitted, The Science article covered by this 
permission must not be altered in any way. No additional printing may be set onto an article 
copy other than the copyright credit line required above. Any alterations must be approved 
in advance and in writing by AAAS. This includes, but is not limited to, the placement of 
sponsorship identifiers, trademarks, logos, rubber stamping or self-adhesive stickers onto the 
article copies.  
Additionally, article copies must be a freestanding part of any information package (i.e. 
media kit) into which they are inserted. They may not be physically attached to anything, 
such as an advertising insert, or have anything attached to them, such as a sample product. 
Article copies must be easily removable from any kits or informational packages in which 
they are used. The only exception is that article copies may be inserted into three-ring 
binders.  
FOR CORPORATE INTERNAL USE 
The AAAS material covered by this permission may not be altered in any way. No 
additional printing may be set onto an article copy other than the required credit line. Any 
alterations must be approved in advance and in writing by AAAS. This includes, but is not 
limited to the placement of sponsorship identifiers, trademarks, logos, rubber stamping or 
self-adhesive stickers onto article copies.  
If you are making article copies, copies are restricted to the number indicated in your request 
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and must be distributed only to internal employees for internal use.  
If you are using AAAS Material in Presentation Slides, the required credit line must be 
visible on the slide where the AAAS material will be reprinted  
If you are using AAAS Material on a CD, DVD, Flash Drive, or the World Wide Web, you 
must include the following notice in any electronic versions, either adjacent to the reprinted 
AAAS material or in the terms and conditions for use of your electronic products: "Readers 
may view, browse, and/or download material for temporary copying purposes only, provided 
these uses are for noncommercial personal purposes. Except as provided by law, this 
material may not be further reproduced, distributed, transmitted, modified, adapted, 
performed, displayed, published, or sold in whole or in part, without prior written 
permission from the publisher." Access to any such CD, DVD, Flash Drive or Web page 
must be restricted to your organization's employees only.  
FOR CME COURSE and SCIENTIFIC SOCIETY MEETINGS 
Permission is restricted to the particular Course, Seminar, Conference, or Meeting indicated 
in your request. Access to the reprinted AAAS material must be restricted to attendees of 
your event only (if you have been granted Web rights for use of a full text article, your 
website must be password protected, or access restricted so that only attendees can access 
the content on your site).  
If you are using AAAS Material on a CD, DVD, Flash Drive, or the World Wide Web, you 
must include the following notice in any electronic versions, either adjacent to the reprinted 
AAAS material or in the terms and conditions for use of your electronic products: "Readers 
may view, browse, and/or download material for temporary copying purposes only, provided 
these uses are for noncommercial personal purposes. Except as provided by law, this 
material may not be further reproduced, distributed, transmitted, modified, adapted, 
performed, displayed, published, or sold in whole or in part, without prior written 
permission from the publisher."  
FOR POLICY REPORTS 
These rights are granted only to non-profit government agencies. Permission covers print 
and electronic versions of a report, provided the required credit line appears in both versions 
and provided the AAAS material reproduced as permitted herein remains in situ and is not 
exploited separately.  
FOR CLASSROOM PHOTOCOPIES 
Permission covers distribution in print copy format only.  
Article copies must be freestanding. They may not be physically attached to anything or 
have anything attached to them.  
FOR COURSEPACKS OR COURSE WEBSITES 
These rights cover use of the AAAS material in one class at one institution. Permission is 
valid only for a single semester after which the AAAS material must be removed from the 
Electronic Course website, unless new permission is obtained for an additional semester. If 
the material is to be distributed online, access must be restricted to students and instructors 
enrolled in that particular course by some means of password or access control.  
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FOR WEBSITES 
You must include the following notice in any electronic versions, either adjacent to the 
reprinted AAAS material or in the terms and conditions for use of your electronic products: 
"Readers may view, browse, and/or download material for temporary copying purposes 
only, provided these uses are for noncommercial personal purposes. Except as provided by 
law, this material may not be further reproduced, distributed, transmitted, modified, adapted, 
performed, displayed, published, or sold in whole or in part, without prior written 
permission from the publisher."  
Permissions for the use of Full Text articles on third party websites are granted on a case by 
case basis and only in cases where access to the AAAS Material is restricted by some means 
of password or access control. Alternately, an E-Print may be purchased through our reprints 
department (brocheleau@rockwaterinc.com)  
FOR MOVIES / FILM / TELEVISION 
Permission is granted to use, record, film, photograph, and/or tape the AAAS material in 
connection with your program/film and in any medium your program/film may be shown or 
heard, including but not limited to broadcast and cable television, radio, print, world wide 
web, and videocassette.  
The required credit line should run in the program/film's end credits.  
FOR MUSEUM EXHIBITIONS 
Permission is granted to use the AAAS material as part of a single exhibition for the 
duration of that exhibit. Permission for use of the material in promotional materials for the 
exhibit must be cleared separately with AAAS (please contact us at permissions@aaas.org).  
FOR TRANSLATIONS 
Translation rights apply only to the language identified in your request summary above.  
The following disclaimer must appear with your translation, on the first page of the article, 
after the credit line: "This translation is not an official translation by AAAS staff, nor is it 
endorsed by AAAS as accurate. In crucial matters, please refer to the official English-
language version originally published by AAAS."  
By using the AAAS Material identified in your request, you agree to abide by all the terms 
and conditions herein.  
Questions about these terms can be directed to the AAAS Permissions department. Email us 
at permissions@aaas.org.  
v1.2 
Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable 
license for your reference. No payment is required. 
If you would like to pay for this license now, please remit this license along with your 
payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be 
invoiced within 30 days of the license date. Payment should be in the form of a check or 
money order referencing your account number and this license number 
2196830952378. 
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If you would prefer to pay for this license by credit card, please go to 
http://www.copyright.com/creditcard to download our credit card payment 
authorization form. 
 
Make Payment To: 
Copyright Clearance Center 
Dept 001 
P.O. Box 843006 
Boston, MA 02284-3006 
 
If you find copyrighted material related to this license will not be used and wish to 
cancel, please contact us referencing this license number 2196830952378 and noting 
the reason for cancellation. 
 
Questions? customercare@copyright.com or +1-877-622-5543 (toll free in the US) or 
+1-978-646-2777. 
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