The study of the stability of many stochastic processes as Markov chains needs sometimes to use eigenvalues and eigenvectors of the transition matrix. This paper is an investigation on a methodology which computes fuzzy eigenvalues and fuzzy eigenvectors within the context of a fuzzy Markov chain transition matrix, under max-min composition.
Introduction
The problem of computing eigenvalues and eigenvectors occurs in many applications of almost all branches of science. Even in the physical or engineering systems, the question relating to the stability is often examined through these two parameters. In the context of Markov chains, this problem has a complete solution at least for classical Markov chains. Concerning fuzzy Markov chains, we have not found in the literature a study which solves this problem completely. The few existing studies on this topic provide partial solutions in a very restrictive framework, where the fuzzy matrices considered are subject to several constraints (see Buckley [1] ; Salahshour and al. [2] ). In addition to this, it should be stressed that those papers only treat fuzzy matrices with fuzzy coefficients, and they use the fuzzy arithmetic. Chiao [3] define this problem by the following equation, and resolve it under four constraints formulated around matrices A and B: http://www.ispacs.com/journals/jfsva/2015/jfsva-00209/ International Scientific Publications and Consulting Services A.X = .B.X (1.1) where A and B are square matrices of the same order ; λ and X are respectively a fuzzy eigenvalue and a fuzzy eigenvector of the matrix A. Before Chiao, Buckley [4] addressing this problem by -cuts approach, showed that the eigenvalues and the eigenvectors of fuzzy irreductible non-negative matrices, are fuzzy numbers and fuzzy vectors. Recently, based on the maximal and minimal symmetric solutions of a fully fuzzy linear system studied by Allahviranllo and al. [5] ; Salahshour and al. [2] studied the fuzzy eigenvalue and the fuzzy eigenvector by using the maximal and minimal symmetric spreads. Based on the definition of fuzzy Markov chain introduced by Avrachenkov and Sanchez [6] , we address the same problem, but in a context where the fuzzy matrix has the same form as the one used in [6] . We try to solve this problem by drawing inspiration from the notion called Eigen fuzzy set of the fuzzy relation introduced by Sanchez [7] . This notion enabled us to introduce the new concept: right eigen fuzzy set of fuzzy matrix; which enlightened us in determining the fuzzy eigenvalues and the fuzzy eigenvectors discussed in this work. The rest of the paper is planned as follows: Section 2 recalls some basics on fuzzy sets, fuzzy relations and fuzzy matrices; Section 3 introduces the concept of right eigen fuzzy set. Section 4 discusses the calculation of fuzzy eigenvalues and fuzzy eigenvectors of the fuzzy Markov chain transition matrix by max-min composition. Section 5 shows the applicability of the presented approach by a numerical example. The sixth section gives the conclusion.
Fuzzy set, fuzzy relation and fuzzy matrix
The concepts recalled from subsection 2.1 to 2.5, are in references [8] , [9] , [10] , [11] 
Definition 2.3. Let ̃ and ̃ be two subsets in the same universe E. ̃ is said equal to ̃ (̃ = ̃) if only if:
Fuzzy operations on F(E)
Let Ã and B be two subsets in the same universe E. The intersection, the union, the difference and the complement, are respectively defined by their membership functions, as follows: [8] [9] ) :
Note 2: This max-min composition applies to fuzzy matrices M(R) and M(S) in the place of the conventional multiplication used on ordinary matrices. Readers may refer to [8] , [9] , [10] and [11] for details on fuzzy relations. [13] , [14] , [15] , [16] and [17] ). We denote ̃m x n the family of m x n fuzzy matrices.
Arithmetic Operations
Defined in the previous form, a fuzzy matrix perfectly resembles an ordinary matrix. However, let us mention that despite this similarity, arithmetic operations defined in are not subject to the classical algebra, but rather a special characteristic of fuzzy matrix algebra. These operations have been defined using logical operators min and max in order to maintain the closure. The closure in turn allows defining some algebraic properties and deriving benefits for studies in other areas. Thus, addition, multiplication, powers and multiplication by a scalar are respectively defined by Sidky and Emam [13] 
, …, m} and 1, n ̅̅̅̅̅ = {1, 2, …, n}.
, m and j1, n (2.14)
In the following parts, we will focus our attention on the n x n square fuzzy matrices whose family is designated by ̃n x n . Those matrices were used in [6] given by the following equation
where a ∧ b = min (a, b) and ̃( 0) represents the initial fuzzy distribution.
Defined as such, a fuzzy Markov chain is a system whose transition matrix is the square fuzzy matrix given by M(R) = (r ij ) n x n (2.16) where r ij  [0,1].
Right Eigen Fuzzy Set
As stated above, we are inspired by the notion of eigen fuzzy set of fuzzy relation introduced in [7] , to define this new concept of right eigen fuzzy set of the fuzzy matrix. Note that the details on eigen fuzzy set of fuzzy relation can be found in [6] and [8] . Moreover, as we do not know readily determine all the right eigen fuzzy set of a given fuzzy matrix, this section proposes nevertheless how to find the interval containing those elements, by determining the greatest and the least element among them. Unfortunately, we show that there is only the greatest element. The least element does not always exist for max-min composition. 
where the multiplication    denotes the max-min operation  defined in (2.11). We denote E(K) the family of all right eigen fuzzy sets of a fuzzy matrix K. It is obvious that E(K)  F(Ω).
Proposition 3.1. Assume that all fuzzy distributions belonging to F(Ω) are represented as column
Proof.
-The order  defined in (2.14) is obviously partial because the two fuzzy distributions (1 0 0 … 0) T and (0 1 0 … 0)
T are not comparable.
-Let X = (x 1 x 2 … x n ) T and Ỹ = (y 1 y 2 … y n ) T be two fuzzy distributions in F(Ω). The fuzzy The following sub-section seeks to establish the existence of a least and a greatest element in E(K) with respect to the induced order in (2.14).
Greatest element and least element in (E(K), ) Proposition If the i-th row vector of the transition matrix ̃ is zero, then the i-th component of any right eigen fuzzy set of this matrix is zero.
Suppose that K = (r ij ) is a transition matrix having n states; and Ã = (a 1 a 2 … a n ) T is a right eigen fuzzy set of K. From (3.17), it follows:
where  ∨ and  ∧ denote respectively  max and  min.
is a n x n transition matrix, E(̃) is bounded superiorly by
, where g k is the greatest coefficient of the k-th row vector of ̃.
Since X satisfies (3.17), its coefficients satisfy the following system: 
Among these numbers, it necessarily exists one denoted ∧
Let g k = α k , it appears that g k bounds superiorly the k-th component of X ; and therefore X  G ∎
Greatest right eigen fuzzy set Note 3:
The fuzzy distribution G defined above in Proposition 3.3 is an upper bound of E(K). It gives us an idea about the greatest element of E(K) called greatest right eigen fuzzy set.
-If G  E(K), G is automatically the greatest right eigen fuzzy set of K.
-If G  E(K), we put G = G 1 , and construct the decreasing sequence (G n ) n by the formula The first distribution G n obtained in this way, satisfying G n+1 = G n is a right eigen fuzzy set; and it is the greatest element of E(K). Therefore, it has the following algorithm:
Algorithm of greatest right eigen fuzzy set Begin
Step 1: Determine the fuzzy subset
Step 2: Fix n = 1;
Step 3: Compute by max-min operation : ̃n +1 = ̃  ̃n ; Step 4: ̃n +1 = ̃n ? { , = + 1, 3. , , . End. Through this process, the distributions G i form a decreasing sequence from G 1 to G n , with respect the order in (2.14).
Least right eigen fuzzy set Proposition 3.4. E(̃) does not always have a least element for the order defined in (2.14).

Proof.
It is a question to give a counterexample to prove this proposition. Indeed, consider the transition matrix K of a system having two states given by
By simple computations, the set of all right eigen fuzzy sets of K is:
If there was a least element in E(K), it would be a right eigen fuzzy set X with two components given by:
where b is the nonzero smallest real number belonging to the interval [0,0.4]. However, that such number does not exist. So, E(K) does not have a least element∎ Finally, each transition matrix has a greatest right eigen fuzzy set, but does not have always a least right eigen fuzzy set.
The following section discusses the issue of fuzzy eigenvalues and fuzzy eigenvectors built on the concept of right eigen fuzzy set introduced above.
Fuzzy Eigenvalues and Fuzzy eigenvectors
The eigenvalues and eigenvectors of transition matrices play an important role in the study of systems. In this section, we define the fuzzy eigenvalues and fuzzy eigenvectors of fuzzy Markov chain transition matrix. All combined efforts in this section are intended to determine these two parameters. It is shown that the number of fuzzy eigenvalues of an n x n fuzzy matrix K is not less than or equal to n as in classical case; but it is usually endless. It is also shown that the fuzzy eigenvectors of a transition matrix K are http://www.ispacs.com/journals/jfsva/2015/jfsva-00209/ International Scientific Publications and Consulting Services grouped into two main categories: those which are at the same time the right eigen fuzzy sets of K, and those which are not. 
Definition
where these two multiplications in (4.28) are respectively those defined in (2.11) and (2.13). We denote V(K) the family of all fuzzy eigenvectors of K. It follows that V(K)  F(Ω). Now, let us look for how can we obtain the fuzzy eigenvalues and fuzzy eigenvectors when the transition matrix is given.
Calculation of fuzzy eigenvalues and fuzzy eigenvectors 4.2.1.
Remarks Equation (4.28) leads to the following intuitive observations: (1) The number of fuzzy eigenvalues of n x n fuzzy matrix K is generally infinite unlike the classical case where this number is less than or equal to n. (2) Any right eigen fuzzy set X of n x n fuzzy matrix K is a fuzzy eigenvector associated to the fuzzy eigenvalue λ = 1.
(3) It emerges two categories of fuzzy eigenvectors for any n x n fuzzy matrix K : the first is that for which the second member in (4.28) is the column matrix X ; and the second is that for which the second member in (4.28) is not equal to X. The first consists of fuzzy eigenvectors belonging to E(K), while the second includes all fuzzy eigenvectors not belonging to E(K). (4) It is practically difficult to determine all fuzzy eigenvectors of an n x n fuzzy matrix, because the number of the fuzzy eigenvalues associated to them is infinite. Now we can ask the question whether the fuzzy eigenvectors in the second category mentioned above in (3) exist; and if so, what are they like? The answer is yes. It suffices to consider the 2 x 2 transition matrix K:
and find that the fuzzy subset X = (0.7 0.9) T is a fuzzy eigenvector of K associated to the fuzzy eigenvalue  = 0.4 ; but X = (0.7 0.9) T is not a right eigen fuzzy set of K. A remaining concern is to determine a procedure for generating the fuzzy eigenvectors of this category. This question remains operational for further work. The two following propositions give the fuzzy eigenvalues associated with the right eigen fuzzy set of the first category. 
Propositions
Least and greatest fuzzy eigenvector
In the same way we looked at the remarkable elements of E(K) in paragraphs 3.2.1 and 3.2.3, we also examine whether V(K) has a least and the greatest element for the order in (2.14).
Finding the least fuzzy eigenvector
Since E(K) is included in V(K) and since (E(K), ) does not have a least element for the max-min operation ; then ( V(K), ) does not also have a least element for the same operation.
Finding the greatest fuzzy eigenvector
Referring to the defined matrix in (4.29), maximal fuzzy distribution X = ( 1 1) T is a greatest fuzzy eigenvector associated to the fuzzy eigenvalue  = 0.4. We do not know generalize this result since this greatest element is obtained for a particular fuzzy matrix. A thorough examination is strongly recommended before drawing a final conclusion.
To illustrate the new concepts introduced in sections 3 and 4 above, we present a numerical example in the next section. 3) Find a fuzzy eigenvector X of K associated to the fuzzy eigenvalue  = 0.5. 4) Find a fuzzy eigenvector X of K belonging to the second category. In other words, find a fuzzy eigenvector X of K such that X  V(K) \ E(K).
Resolution
1) According to the above algorithm proposed in the section 3.2, we can compute different vectors of the decreasing sequence (G ) , from G 1 to the greatest right eigen fuzzy set G n ; where Thus, G 1 = (0.9 0.7 0.8 0.5) T is a fuzzy eigenvector belonging to the second category.
Conclusion
With the help of the concept of right eigen fuzzy set defined in this paper, we have introduced a new approach for calculating fuzzy eigenvalues and fuzzy eigenvectors of the fuzzy Markov chain transition matrix under max-min operation. Although appropriate algorithms for calculations are not yet finalized, it is possible to obtain these parameters by performing the resolution of max-min equations. The theory developed around this approach can be summarized in two results: -The fuzzy eigenvalues of fuzzy Markov chain transition matrix, dealt with max-min composition are non-zero real numbers belonging to the real unit interval [0,1]; their number is usually unknown. http://www.ispacs.com/journals/jfsva/2015/jfsva-00209/
International Scientific Publications and Consulting Services -The fuzzy eigenvectors belong to two main categories: those that are the right eigen fuzzy sets of the fuzzy matrix, and those that are not. Also, it is clear that the existence of the least right eigen fuzzy set is not acquired. Should examine their necessary and/or sufficient conditions existence. These results are valid not only for the transition matrix of fuzzy Markov chains, but also for any other fuzzy matrix having the form in [6] . Furthermore, this study can be reconciled with that of fuzzy Markov chains in order to derive interesting properties similar to those obtained in the classical model. Should also consider whether the fuzzy eigenvalues and fuzzy eigenvectors obtained in this approach can help to find a necessary and sufficient condition for the ergodicity of a fuzzy Markov chain; which, in the words of Guu [18] held on the subject in 2013, remains an open problem in Operation Research.
