Since Zellner (Bayesian and Non-Bayesian Estimation Using Balanced Loss Functions, pp. 377-390, 1994) proposed the balanced loss function, many researchers have been attracted to the field concerned. In this paper, under a generalized balanced loss function, we investigate the admissibility of linear estimators of the regression coefficient in general Gauss-Markov model (GGM) with respect to an inequality constraint. The necessary and sufficient conditions that the linear estimators of regression coefficient function are admissible are established, in the class of homogeneous/inhomogeneous linear estimation, respectively. MSC: 62C05; 62F10
Introduction
Throughout this paper, the symbols A , μ(A), A + , A -, rk(A) and tr(A) stand for the transpose, the range, Moore-Penrose inverse, generalized inverse, rank, and trace of matrix A, respectively. Consider the following Gauss-Markov model:
where y is a n ×  observable random vector. X is an n × p known design matrix and rk(X) = p, ε is a n ×  random error vector. β and σ  are unknown parameters.
Since rk(X) = p, β in model (.) is estimable, i.e., there exists an A, such that E(AY ) = β. The classic estimator of regression coefficient is the least square estimatorβ = (X X) - X y, which is the value of d that minimizes the following expression:
(y -Xd) (y -Xd).
It is also the best linear unbiased estimator (BLUE) of β. It indicates some goodness-offit of the model. For any estimator of β, the precision of this estimator is widely used to http://www.journalofinequalitiesandapplications.com/content/2014/1/70 determine it is good or not. That is, under the quadratic loss function
we select the estimate to achieve a minimum of the risk.
[] embraced the two standards above and proposed the concept of balanced loss. The balanced loss function is defined as In model (.), the errors have homogeneity of variance and no correlations. But in most real problems, this condition is not always satisfied. In this case, model (.) is generalized to the following one:
According to Rao's unified theory of least squares, it is the minimum value d of the following expression:
where D = V + XX . We can prove that when V is nonsingular,
is a generalized least square estimate. Therefore, the balanced loss function (.) cannot be applied to this model. Based on [], the idea of balanced loss, we propose a general balanced loss
where  ≤ w ≤ , S is a known matrix. In most cases, we have some prior information in model (.). For example, the parameters are constrained to some subset, such as an inequality and ellipsoidal constraints. In this paper, considering model (.) with the balanced loss (.), we investigate the admissibility of linear estimator of regression coefficient in the linear model with an inequality constraint. The inequality constraint we will discuss is
where r is a known vector. If r =  n , then the constraint condition always holds. This model embraces the unconstraint case. 
We use the following notations in this paper.
where HL is the class of homogeneous linear estimators and L is the class of inhomogeneous linear estimators. The admissibility is the most basic and influential rationality requirement of classical statistical decision theory. When the parameters are unconstrained, comprehensive results have been obtained. 
Admissibility in the class of homogeneous linear estimators
In this section, we study the admissibility in the class of homogeneous linear estimators. Let the quadratic loss in model (.) be 
and the equality holds if and only if
where
and the equality holds if and only if AV = AP X V .
Remark . This lemma indicates the class of estimators {AP X Y :
A is a p × n matrix} is a complete class of HL. That is, for any estimator δ not in {AP X Y : A is a p × n matrix}, there exists an estimator δ in {AP X Y : A is a p × n matrix} such that δ is better than δ.
Consider the following linear model:
We take the loss function 
Proof The lemma can easily be verified from (.). 
Lemma

AX(X D
Proof Since P X V = P X VP X = XWX , we have
Notice that
Therefore, 
Admissibility in the class of inhomogeneous linear estimators
In this section, we study the admissibility in the class of inhomogeneous linear estimators. 
Proof () Let P be an orthogonal projection matrix on μ(B
and the equality holds if and only if B
we have
According to Lemma ., for any λ small enough and any (β, σ  ) ∈ T,
By Lemma ., (.) and (.) hold. Notice that for any β ∈C = {β : -β ∈ C}, (.) still holds and C ∪C = R P , and therefore (.) is equivalent to
We obtain, from (.) and (.), for any (β, σ  ) ∈ T,
That is,
Since AY HL ∼ β(T), thus, the equality in (.) holds if and only if the equality in (.) holds.
Notice that for (β, σ  ) ∈ T and any λ > , we have (λβ, σ  ) ∈ T. Therefore,
It implies that no estimator is better than AY . Thus, AY
HL ∼ β(T).
In fact, the converse part of Theorem . is also true. We present this in the following theorem. 
Proof By the proof of () in Theorem ., we need to prove that there does not exist p × n matrix A  and b ∈ R P such that
Hence,
Notice that for any k > , (β, kσ  ) ∈ T, plug it in (.) and let k go to ∞ and  respectively, we have
Similarly, replacing β with λβ in (.) and let λ go to ∞, we have
Using the same technique, for any (β, σ  ) ∈ T, we have
From (.), (.), and (.), we get, for any (β, σ  ) ∈ T,
Hence, 
Conclusion
In this paper, under a generalized balanced loss function, we study the admissibility of linear estimators of the regression coefficient in general Gauss-Markov model with respect to an inequality constraint. The necessary and sufficient conditions that the linear estimators of regression coefficient function are admissible are obtained, in the class of homogeneous and inhomogeneous linear estimation, respectively.
