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1. Introduction
The solute in the soil is not only the essential condition for the growing of crops, but is also the environmental pollution
factor which grows day by day. Utilization of fertilizers and pesticides and discharging of industrial waste water cause the
salinity and other organic or inorganic pollution matter in the soil to transport and accumulate, which lead to environmental
degradation, resource reduction and degeneration of soil, and seriously affect the sustainable development of agricultural
production and human health. The environment has become a major issue of great concern to the countries in the world.
Therefore, the research of solute transport along with the ﬂuent is closely linked with preventing soil saliﬁcation, fully
utilizing the land resource, improving agricultural production, and protecting the environment (see [31,32]).
There are three changes for solute in the soil, i.e., physical, chemical, and biochemical change, where physical change
is the most important and mainly includes two processes of the convection and diffusion of solute. The physical change
is usually described as convection–diffusion equations including complex hydrodynamic dispersion coeﬃcients, the average
hole velocity of water ﬂow, and source term which are dependent on water ﬂow in the soil and soil types. Generally speak-
ing, it is not easy to ﬁnd their exact solutions for the practical second-order hyperbolic equations, so eﬃcient approaches
are to ﬁnd their numerical solutions (see [9,11,18]). The ﬁnite element (FE) method is one of the most eﬃcient approaches
to ﬁnd the numerical solutions for the solute transport problems. However, a usual FE formulation for the two-dimensional
solute transport equations includes a large number of degrees of freedom. Thus, an important problem is how to alleviate
the computational load, and save time for calculations and resource demands in the computational process in a way that
guarantees a suﬃciently accurate numerical solution.
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with reduced number of degrees of freedom, i.e., with lower dimensional models to alleviate the computational load and
memory requirements (see [10]), which is also known as Karhunen–Loève expansions in signal analysis and pattern recog-
nition (see [7]), or principal component analysis in statistics (see [6]), or the method of empirical orthogonal functions in
geophysical ﬂuid dynamics or meteorology (see [6,12]). The POD method mainly provides a useful tool for eﬃciently ap-
proximating a large amount of data. The method essentially provides an orthogonal basis for representing the given data
in a certain least squares optimal sense, that is, it provides a way to ﬁnd optimal lower dimensional approximations of the
given data. In addition to being optimal in a least squares sense, POD has the property that it uses a model decomposition
that is completely data dependent and does not assume any prior knowledge of the process used to generate the data. This
property is advantageous in situations where a priori knowledge of the underlying process is insuﬃcient to warrant a par-
ticular choice of basis. Combined with the Galerkin projection procedure, POD provides a powerful method for generating
lower dimensional models of dynamical systems that have a very large or even inﬁnite dimensional phase space.
In early times, POD method was mainly used to perform principal component analysis in computations of statistics and
search the main behavior of a dynamic system (e.g., see [3,6,10,12,19,24–29]), until the method of snapshots was introduced
by Sirovich (see [30]) and was then widely applied for reducing the order of the POD eigenvalue problem. Until ten years
ago, some Galerkin POD methods for parabolic problems and a general equation in ﬂuid dynamics haven’t been presented
(see [13,14]), and the singular value decomposition approach combined with POD technique hasn’t been used to treat
the Burgers equation (see [15]) and the cavity ﬂow problem (see [2]). More recently, some reduced order ﬁnite difference
models and mixed FE formulations and error estimates for the upper tropical Paciﬁc Ocean model based on POD method are
presented (see [4,5,21,23]), and a ﬁnite difference scheme based on proper orthogonal decomposition for the non-stationary
Navier–Stokes equations is established (see [22]).
However, to the best of our knowledge, there are no published results addressing the POD approximate solutions of FE
formulation or providing error estimates between the usual FE solutions and reduced FE solutions for the two-dimensional
solute transport problems with real practical applied background. In this paper, we extend the developments in Ly and
Tran [24] and apply the POD technique to studying the usual FE formulation for the two-dimensional solute transport
problems with real practical applied background, establishing a reduced FE formulation with lower dimensions and high
enough accuracy for the two-dimensional solute transport problems, and analyzing the errors between the reduced POD FE
solution and the usual FE solution so as to provide scientiﬁc theoretic basis for service applications. It is shown by numerical
examples that the results of numerical computation are consistent with theoretical conclusions. Moreover, it is also shown
that the POD FE formulation is feasible and eﬃcient for solving the two-dimensional solute transport problems.
The paper is organized as follows. Section 2 is to derive the usual FE formulation for the two-dimensional solute trans-
port problems with real practical applied background and to generate snapshots from transient solutions computed from
the equation system derived by the usual FE formulation. In Section 3, the optimal orthonormal bases are reconstructed
from the elements of the snapshots with POD and a reduced FE formulation with lower dimensional number based on POD
for the two-dimensional solute transport problems is developed. In Section 4, the error estimates between usual FE solu-
tions and POD solutions of the reduced FE formulation are derived. In Section 5, some numerical examples are presented
illustrating that the errors between the reduced FE approximate solutions and the usual FE solutions are consistent with
previously obtained theoretical results, thus validating the feasibility and eﬃciency of POD formulation. Section 6 provides
main conclusions and future tentative ideas.
2. Usual FE formulation for two-dimensional solute transport problems
If the solute of soil water is inﬁltrated from a channel or underground pipeline of discharged pollution and the soil
around the channel or pipeline is homogeneous and isotropic porous medium, the problem is reduced to a two-dimensional
solute transport problem of soil vertical proﬁles, whose horizontal direction (i.e. positive rightward) and vertical direction
(i.e. positive downward) are denoted by the x-axis and the z-axis, respectively.
According to the convection and hydrodynamic dispersion (molecular diffusion and mechanical dispersion), the two-
dimensional solute transport model (see [16]) can be described as follows.
Problem (I). Find c such that⎧⎨
⎩
ct −
(
D1(v, θ)cx
)
x −
(
D2(v, θ)cz
)
z + (q1c)x + (q2c)z = Sm, (x, z) ∈ Ω, t ∈ (0, T ),
c(x, z,0) = c0(x, z), (x, z) ∈ Ω,
c(x, z, t) = cΓ (x, z, t), (x, z) ∈ Γ, t ∈ (0, T ),
(2.1)
where Ω ⊂ R2 represents a bounded, connected and polygonal domain, c(x, z, t) the solute density at point (x, z) in Ω
and time t , θ the soil moisture density, v = qθ−1 (q = (q1,q2)) the average hole velocity of water ﬂow, Sm the solute
producing or evanishing in the unit time and in the unit volume soil, Γ = ∂Ω , q1 and q2 are water ﬂuxes in x-direction
and z-direction, respectively, D1(v, θ) and D2(v, θ) are hydrodynamic dispersion coeﬃcients in x-direction and z-direction,
respectively, c0(x, z) and cΓ (x, z, t) are two given functions. For the sake of convenience, without loss of generality, we may
as well suppose that cΓ (x, z, t) = c0(x, z) = 0 in the following theoretical analysis.
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the variational formulation for Problem (I) can be written as follows.
Problem (II). Find c(t) : [0, T ] → W such that
{
(ct,w) +
(
D1(v, θ)cx,wx
)+ (D2(v, θ)cz,wz)− (c,q∇w) = (Sm,w), ∀w ∈ W ,
c(x, z,0) = 0, (x, z) ∈ Ω, (2.2)
where (·, ·) denotes the inner product in L2(Ω).
In order to ﬁnd the numerical solutions for Problem (II), we introduce a FE approximation for the spatial variable of
Problem (II). Let {h} be a uniformly regular family of triangulation of Ω (see [8,20]). The FE subspace of the space W is
taken as Wh = span{φ1, φ2, . . . , φ}, and the basis functions φi (i = 1,2, . . . , ) are taken as the piecewise polynomials of
degree  k and k 1 is an integer. Then, the semi-discrete FE formulation of Problem (I) may be written as follows.
Problem (III). Find ch ∈ Wh such that{
(cht,wh) +
(
D1(v, θ)chx,whx
)+ (D2(v, θ)chz,whz)− (ch,q∇wh) = (Sm,wh), ∀wh ∈ Wh,
ch(x, z,0) = 0, (x, z) ∈ Ω.
(2.3)
Let N be an integer, τ = T /N be the time step size, tn = nτ (0  n  N), and cnh ∈ Wh be the FE approximation to
c(tn) ≡ cn , then the fully discrete FE formulation of Problem (I) is written as follows.
Problem (IV). Find cnh ∈ Wh (1 n N) such that⎧⎪⎨
⎪⎩
(
cnh,wh
)+ τ (D1(v, θ)ncnhx,whx)+ τ (D2(v, θ)ncnhz,whz)− τ (cnh,qn∇wh)
= (cn−1h ,wh)+ τ (Snm,wh), ∀wh ∈ Wh,
c0h = 0, (x, z) ∈ Ω.
(2.4)
The existence and uniqueness of solutions of the variational problem and the semi-discrete and fully discrete FE formu-
lations are very well known (see [17,33]) and have the following theorem of error estimates.
Theorem 1. If Sm ∈ Hk−1(Ω) and there exist two constants Mi > 0 (i = 1,2) such that D1(v, θ), D2(v, θ), and q satisfy
M1  D1(v, θ), D2(v, θ), |q| M2, (2.5)
then there are the following error estimates between the solution c of Problem (I) and the solution cnh of Problem (IV).∥∥c(tn) − cnh∥∥s  M0hk+1−s, s = 0,1, (2.6)
where M0 is a constant independent of h and τ but dependent on other data and c of Problem (I).
Throughout this paper, M indicates a positive constant, which is possibly different at different occurrences, and is inde-
pendent of the mesh parameters h and the time step increment k, but may depend on Ω and other parameters and some
data introduced in this paper.
If Sm , D1(v, θ), D2(v, θ), q, the triangulation parameter h, the time step increment τ , and the FE space Wh are given, by
solving Problem (IV), we can obtain an ensemble of solutions {cnh}Nn=1 for Problem (IV). And then we choose L (in general,
L 
 N , for example, L = 20, N = 200) instantaneous solutions cnih (x, z) (1 n1 < n2 < · · · < nL  N) (which are useful and
of interest for us) from N solutions instantaneous {cnh(x, z)}Nn=1 for Problem (IV), which are referred to as snapshots.
Remark 1. When one computes actual problems, one may obtain the ensemble of snapshots from physical system trajec-
tories by drawing samples from experiments and interpolation (or data assimilation). For example, for real practical solute
transport forecast, one can use the previous solute transport prediction results to construct the ensemble of snapshots, then
restructure the POD optimal basis for the ensemble of snapshots by using the following POD method, and ﬁnally the FE
space Wh is substituted for the subspace generated with POD basis in order to derive a reduced order dynamical system
with lower dimensions. Thus, the future change of solute transport can be quickly simulated, which is a result of major
importance for real-life applications.
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problems
For cnih (x, z) (1 n1 < n2 < · · · < nL  N) in Section 2, let Ui(x, z) = cnih (x, z) (1 i  L) and
V = span{U1,U2, . . . ,UL}, (3.1)
and refer to V as the space generating by the snapshots {Ui}Li=1 at least one of which is assumed to be non-zero. Let
{ψ j}lj=1 denote an orthonormal basis of V with l = dimV . Then each member of the ensemble can expressed as
Ui =
l∑
j=1
(Ui,ψ j)Wψ j, i = 1,2, . . . , L, (3.2)
where (Ui,ψ j)W = (∇cnih ,∇ψ j).
Deﬁnition 1. The method of POD consists in ﬁnding the orthonormal basis ψ j ( j = 1,2, . . . , l) such that for every d (1 d
l) the mean square error between the elements Ui (1 i  L) and the corresponding d-th partial sum of (3.2) is minimized
on average
min
{ψ j}dj=1
1
L
L∑
i=1
∥∥∥∥∥Ui −
d∑
j=1
(Ui,ψ j)Wψ j
∥∥∥∥∥
2
W
(3.3)
subject to
(ψi,ψ j)W = δi j, 1 i  d, 1 j  i, (3.4)
where ‖Ui‖2W = ‖∇Unih ‖20. A sequence of solution {ψ j}dj=1 of (3.3) and (3.4) is known as a POD basis of rank d.
By (3.2) and orthonormality of ψ j , we can rewrite (3.3) as follows.
1
L
L∑
i=1
∥∥∥∥∥Ui −
d∑
j=1
(Ui,ψ j)Wψ j
∥∥∥∥∥
2
W
= 1
L
L∑
i=1
∥∥∥∥∥
l∑
j=d+1
(Ui,ψ j)Wψ j
∥∥∥∥∥
2
W
=
l∑
j=d+1
[
1
L
L∑
i=1
∣∣(Ui,ψ j)2W ∣∣
]
. (3.5)
Thus, in order to assure (3.5) minimum, it is equivalent to ﬁnd the orthonormal basis ψ j ( j = 1,2, . . . , l) such that
max
{ψ j}dj=1
d∑
j=1
[
1
L
L∑
i=1
∣∣(Ui,ψ j)2W ∣∣
]
(3.6)
subject to
(ψi,ψ j)X = δi j, 1 i  d, 1 j  i. (3.7)
In other words, (3.3) and (3.4) are equivalent to look for a function ψ , or the so-called POD basis element, such that the
most resembles {Ui(x)}Li=1 in mean that it maximizes
1
L
L∑
i=1
∣∣(Ui,ψ)W ∣∣2 (3.8)
subject to
(ψ,ψ)W = ‖∇ψ‖20 = 1.
We choose a special class of trail function for ψ to be of the form:
ψ =
L∑
i=1
aiUi, (3.9)
where the coeﬃcients ai (i = 1,2, . . . , L) are to be determined so that ψ given by the expression (3.9) provides a maximum
for (3.8). To this end, let us deﬁne
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(
(x, z),
(
x′, z′
))= 1
L
L∑
i=1
Ui(x, z)Ui
(
x′, z′
)
(3.10)
and
Rψ =
∫
Ω
∇′K ((x, z), (x′, z′))∇′ψ(x′, z′)dx′ dz′, (3.11)
where R : W → W , ∇′ represents the gradient with respect to (x′, z′). Then straightforward calculation reveals that
(Rψ,ψ)W =
∫
Ω
∇Rψ(x, z) · ∇ψ(x, z)dxdz
=
∫
Ω
∫
Ω
∇′∇K ((x, z), (x′, z′)) · ∇′ψ(x′, z′)dx′ dz′ ∇ψ(x, z)dxdz
= 1
L
L∑
i=1
∫
Ω
∫
Ω
∇Ui(x, z) · ∇′Ui
(
x′, z′
) · ∇′ψ(x′, z′)dx′ dz′ · ∇ψ(x, z)dxdz
= 1
L
L∑
i=1
∫
Ω
∇′Ui
(
x′, z′
) · ∇′ψ(x′, z′)dx′ dz′ ∫
Ω
∇Ui(x, z) · ∇ψ(x, z)dxdz
= 1
L
L∑
i=1
∣∣(Ui,ψ)W ∣∣2. (3.12)
Furthermore, it follows that
(Rφ,ψ)W = (φ, Rψ)W , ∀φ,ψ ∈ W . (3.13)
Thus, R is a nonnegative symmetric operator on W . Consequently, the problem of maximizing the expression (3.8) amounts
to ﬁnding the largest eigenvalue to the eigenvalue problem
Rψ = λ∇ψ subject to ‖∇ψ‖0 = 1, (3.14)
or ∫
Ω
∇′∇K ((x, z), (x′, z′))∇′ψ(x′, z′)dx′ dz′ = λ∇ψ subject to ‖∇ψ‖0 = 1. (3.15)
Substituting expression (3.9) and the deﬁnition of K into Eq. (3.15), we obtain that
L∑
i=1
[
L∑
k=1
(
1
L
∫
Ω
∇′Ui
(
x′, z′
) · ∇′Uk(x′, z′)dx′ dz′
)
ak
]
∇Ui(x, z) =
L∑
i=1
λai∇Ui(x, z), (3.16)
or
L∑
k=1
(
1
L
∫
Ω
∇′Ui
(
x′, z′
) · ∇′Uk(x′, z′)dx′ dz′
)
ak = λai, i = 1,2, . . . , L. (3.17)
This can be rewritten as the eigenvalue problem
Gv = λv, (3.18)
where G = (Gik)L×L and
Gik = 1L
∫
Ω
∇′Ui
(
x′, z′
) · ∇′Uk(x′, z′)dx′ dz′, v = (a1,a2, . . . ,aL)T . (3.19)
Since the matrix G is a nonnegative Hermitian matrix which has rank l, it has a complete set of orthonormal eigenvectors
v1 = (a1,a1, . . . ,a1)T , v2 = (a2,a2, . . . ,a2)T , . . . , vl = (al ,al , . . . ,al )T (3.20)1 2 L 1 2 L 1 2 L
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ψ1 = 1√
Lλ1
L∑
i=1
a1i U i, (3.21)
where a1i (i = 1,2, . . . , L) are the elements of the eigenvector v1 corresponding to the largest eigenvalue λ1. The remaining
POD basis elements ψk (k = 2,3, . . . , l) are obtained by using the elements of other eigenvectors vk (k = 2,3, . . . , l), i.e.,
ψk = 1√
Lλk
L∑
i=1
aki Uk, k = 2,3, . . . , l. (3.22)
Moreover, using the orthonormality of {vk: 1 k l}, i.e.,
vk · vk′ =
L∑
i=1
aki a
k′
i =
{
1, k = k′,
0, k = k′, (3.23)
we obtain that
(ψk,ψk′)W =
∫
Ω
∇ψk(x, z) · ∇ψk′(x, z)dxdz
= 1
L
√
λkλk′
∫
Ω
L∑
i=1
aki ∇Ui(x, z)
L∑
j=1
ak
′
j ∇U j(x, z)dxdz
= 1√
λkλk′
L∑
i=1
aki
L∑
j=1
(
1
L
∫
Ω
∇Ui(x, z) · ∇U j(x, z)dxdz
)
ak
′
j
= 1√
λkλk′
L∑
i=1
aki
L∑
j=1
Gija
k′
j =
1√
λkλk′
vk · Gvk′ = 1√
λkλk′
vk · λk′ vk′
= 1√
λkλk′
λk′ v
k · vk′ =
{
1, k = k′,
0, k = k′. (3.24)
Thus, the POD basis {ψ1,ψ2, . . . ,ψl} forms an orthonormal set, in addition, the following results hold (see [13–15,24] and
so on).
Proposition 2. Let λ1  λ2  · · · λl > 0 denote the positive eigenvalues of G and v1 , v2, . . . , vl the associated orthonormal eigen-
vectors. Then a POD basis of rank d l is given by
ψi = 1√
Lλi
L∑
j=1
(
v i
)
jU j, 1 i  d l, (3.25)
where (v i) j (1 i  d, 1 j  L) denote the j-th component of the eigenvector v i . Furthermore, the following error formula holds
1
L
L∑
i=1
∥∥∥∥∥Ui −
d∑
j=1
(Ui,ψ j)Wψ j
∥∥∥∥∥
2
W
=
l∑
j=d+1
λ j. (3.26)
Proof. The proof of the ﬁrst half results has been given as above-mentioned. It is only necessary to prove the error for-
mula (3.26).
Since ψ1,ψ2, . . . ,ψl satisfy (3.14), we obtain from (3.12) and (3.15) that
1
L
L∑
i=1
∣∣(Ui,ψ j)W ∣∣2 = (Rψ j,ψ j)W = λ j. (3.27)
Thus, if the sum
∑d
j=1 λ j of the ﬁrst d eigenvalues is maximum, the sum
∑l
j=d+1 λ j of the remaining positive eigenvalues
is minimum. Therefore, from (3.5) and (3.27), we obtain that
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L
L∑
i=1
∥∥∥∥Ui −
d∑
j=1
(Ui,ψ j)Wψ j
∥∥∥∥∥
2
X
= 1
L
l∑
j=d+1
L∑
i=1
∣∣(Ui,ψ j)W ∣∣2 = l∑
j=d+1
λ j, (3.28)
which completes the proof of Proposition 2. 
Let Wd = span{ψ1,ψ2, . . . ,ψd}. Deﬁnite the Ritz-projection Ph : W → Wh (if Ph is restricted to the Ritz-projection from
Wh to Wd , it is written as Pd) such that Ph|Wh = Pd : Wh → Wd and Ph : W \Wh → Wh\Wd denoted by(∇ PhU ,∇wh)= (∇U ,∇wh), ∀wh ∈ Wh, (3.29)
where U ∈ W . Due to (3.29) the linear operator Ph is well-deﬁned and bounded
∥∥∇(PhU)∥∥0  ‖∇U‖0, ∀U ∈ W . (3.30)
Lemma 3. For every d (1 d l), the projection operator Pd satisﬁes
1
L
L∑
i=1
∥∥∇(cnih − Pdcnih )∥∥20 
l∑
j=d+1
λ j, (3.31)
1
L
L∑
i=1
∥∥cnih − Pdcnih ∥∥20  Mh2
l∑
j=d+1
λ j, (3.32)
where cnih ∈ V (i = 1,2, . . . , L) are the solutions of Problem (IV).
Proof. For any U ∈ W , using (3.29), we obtain that
∥∥∇(U − PhU)∥∥20 = (∇(U − PhU),∇(U − PhU))= (∇(U − PhU),∇(U − wh))
 ν
∥∥∇(U − PhU)∥∥0∥∥∇(U − wh)∥∥0, ∀wh ∈ Wh. (3.33)
Therefore, we get that
∥∥∇(U − PhU)∥∥0  ∥∥∇(U − wh)∥∥0, ∀wh ∈ Wh. (3.34)
If U = cnih , Ph is restricted to the Ritz-projection from Wh to Wd such that Ph|Wh = Pd : Wh → Wd , i.e., Phcnih = Pdcnih ∈ Wd ,
then taking wh =∑dj=1(cnih ,ψ j)Wψ j ∈ Wd ⊂ Wh in (3.34), from (3.26), we obtain (3.31).
In order to prove (3.32), we consider the following variational problem
(∇w,∇ϕ) = (U − PhU ,ϕ), ∀ϕ ∈ W . (3.35)
Since U − PhU ∈ W , Eq. (3.35) has a unique solution w ∈ [H10(Ω) ∩ H2(Ω)]2 such that ‖w‖2  C‖U − PhU‖0. Taking
ϕ = U − PhU in (3.35) and using (3.34), we get that
∥∥U − PhU∥∥20 = (∇w,∇(U − PhU))= (∇(w − wh),∇(U − PhU))

∥∥∇(w − wh)∥∥0∥∥∇(U − PdU)∥∥0, ∀wh ∈ Wh. (3.36)
Taking wh = πhw as interpolation function of w in Wh and using interpolation theory (see [8,20]) and (3.36), we obtain
that
∥∥U − PhU∥∥20  Mh‖w‖2∥∥∇(U − PhU)∥∥0  Mh∥∥U − PhU∥∥0∥∥∇(U − PhU)∥∥0. (3.37)
Therefore, we get
∥∥U − PhU∥∥0  Mh∥∥∇(U − PhU)∥∥0. (3.38)
Thus, if U = cnih , Ph is restricted to the Ritz-projection from Wh to Wd such that Ph|Wh = Pd : Wh → Wd , i.e., Phcnih =
Pdcni ∈ Wd , then from (3.38) and (3.31) we derive (3.32), which completes the proof of Lemma 3. h
378 Z. Luo et al. / J. Math. Anal. Appl. 385 (2012) 371–383Thus, by using Wd , we can obtain the reduced FE formulation based on POD for Problem (IV) as follows.
Problem (V). Find cnd ∈ Wd (1 n N) such that⎧⎪⎨
⎪⎩
(
cnd,wd
)+ τ (D1(v, θ)ncndx,wdx)+ τ (D2(v, θ)ncndz,wdz)− τ (cnd,qn∇wd)
= (cn−1d ,wd)+ τ (Snm,wd), ∀wd ∈ Wd,
c0d = 0, (x, z) ∈ Ω.
(3.39)
Remark 2. If h is a uniformly regular triangulation and Wh is the space of piecewise linear ﬁnite elements, the total
degrees of freedom for Problem (IV), i.e., the number of unknown quantities is Nh (where Nh is the number of vertices
of triangles in h), while the number of total degrees of freedom for Problem (V) is d (d 
 l  L 
 N). For scientiﬁc
engineering problem, the number of vertices of triangles in h is more than ten of thousands, even more than a hundred
million, while d is only the number of few maximal eigenvalues which is chosen L snapshots from the N snapshots so that
it is very small (for example, in Section 5, d = 6, while Nh = 50×50 = 2500). Thus one can alleviate the computational load
by saving time-consuming calculations in the computational process with Problem (V) to ﬁnd the numerical solutions of
Problem (I). Therefore, Problem (V) is a reduced FE formulation based on POD method for Problem (IV). Moreover, since the
development and change of a large number of future nature phenomena is closely related to existing results (for example,
weather change, biology anagenesis, and so on), using existing results as snapshots in order to structure the POD basis, by
solving reduced FE formulations based on POD method corresponding PDEs one may truly capture laws of change of natural
phenomena. Therefore, the POD method provides useful and important application for real practical engineering services.
4. Error estimates of solution for Problem (V)
In this section, we recur the usual FE method to derive the error estimates for Problem (V). To this end, we ﬁrst introduce
the following discrete Gronwall Lemma (see [8,20]).
Lemma 4 (Discrete Gronwall Lemma). If {an}, {bn}, and {cn} are three positive sequences, and {cn} is monotone, that satisfy
an + bn  cn + λ¯
n−1∑
i=0
ai, λ¯ > 0, a0 + b0  c0,
then an + bn  cn exp(nλ¯), n 0. 
We have the following main results for Problem (V).
Theorem 5. Under hypotheses of Theorem 1, Problem (V) has a unique group of solutions cnd ∈ Xd such that
∥∥cnd∥∥20 + τM1
n∑
i=1
∥∥∇cid∥∥20  4τM−11
n∑
i=1
∥∥Sim∥∥2−1 exp(4nτM−11 M22). (4.1)
And if τ = O (h), L2 = O (N), and snapshots are taken at uniform intervals, then the following error estimates hold
∥∥cnh − cnd∥∥0 + τ
n∑
i=1
∥∥∇(cih − cid)∥∥0  Mτ + M
(
l∑
j=d+1
λ j
)1/2
, 1 n N. (4.2)
Proof. Using the same approach as the proof of the existence and uniqueness of solutions of Problem (IV) (see [17,33]), we
can prove that Problem (V) has a unique group of solutions cnd ∈ Wd .
Taking wd = cnd in Problem (V) yields∥∥cnd∥∥20 + τM1∥∥∇cnd∥∥20  τ∥∥cnd∥∥0∥∥qn∇cnd∥∥0 + ∥∥cn−1d ∥∥0∥∥cnd∥∥0 + τ∥∥Snm∥∥−1∥∥∇cnd∥∥0
 1
2
[∥∥cn−1d ∥∥20 + ∥∥cnd∥∥20 + τM1∥∥∇cnd∥∥20]+ τM−11 ∥∥Snm∥∥2−1 + τM−11 M22∥∥cnd∥∥20, (4.3)
i.e., ∥∥cnd∥∥20 + τM1∥∥∇cnd∥∥20  ∥∥cn−1d ∥∥20 + 2τM−11 ∥∥Snm∥∥2−1 + 2τM−11 M22∥∥cnd∥∥20. (4.4)
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∥∥cnd∥∥20 + 2τM1
n∑
i=1
∥∥∇cid∥∥20  4τM−11
n∑
i=1
∥∥Sim∥∥2−1 + 4τM−11 M22
n−1∑
i=0
∥∥cid∥∥20. (4.5)
Using Lemma 4 (Gronwall Lemma) for (4.5) yields (4.1).
Since Wd ⊂ Wh , subtracting Problem (V) from Problem (IV) taking wh = wd ∈ Wd can yield that(
cnh − cnd,wd
)+ τ (D1(v, θ)n(cnh − cnd)x,wdx)+ τ (D2(v, θ)n(cnh − cnd)z,wdz)− τ (cnh − cnd,qn∇wd)
= (cn−1h − cn−1d ,wd), ∀wd ∈ Wd. (4.6)
Thus, we have from (4.6) that∥∥Pdcnh − cnd∥∥20 + τM1∥∥∇(Pdcnh − cnd)∥∥20

(
Pdcnh − cnh, Pdcnh − cnd
)+ (cnh − cnd, Pdcnh − cnd)
+ τ (D1(v, θ)(Pdcnh − cnh)x, (Pdcnh − cnd)x)+ τ (D1(v, θ)(cnh − cnd)x, (Pdcnh − cnd)x)
+ τ (D2(v, θ)(Pdcnh − cnh)z, (Pdcnh − cnd)z)+ τ (D2(v, θ)(cnh − cnd)z, (Pdcnh − cnd)z)
= τ (D1(v, θ)(Pdcnh − cnh)x, (Pdcnh − cnd)x)+ τ (D2(v, θ)(Pdcnh − cnh)z, (Pdcnh − cnd)z)
+ (Pdcnh − cnh, Pdcnh − cnd)+ τ (cnh − cnd,qn∇(Pdcnh − cnd))+ (cn−1h − cn−1d , Pdcnh − cnd)
= τ (D1(v, θ)(Pdcnh − cnh)x, (Pdcnh − cnd)x)+ τ (D2(v, θ)(Pdcnh − cnh)z, (Pdcnh − cnd)z)
+ (Pdcnh − cnh, Pdcnh − cnd)+ τ (cnh − Pdcnh,qn∇(Pdcnh − cnd))+ (cn−1h − Pdcn−1h , Pdcnh − cnd)
+ τ (Pdcnh − cnd,qn∇(Pdcnh − cnd))+ (Pdcn−1h − cn−1d , Pdcnh − cnd). (4.7)
Noting that we have ‖Pdcnh −cnh‖0  Mh‖∇(Pdcnh −cnh)‖0 from (3.38) and ‖Pdcnh −cnd‖0  M‖∇(Pdcnh −cnd)‖0, thus if τ = O (h),
we obtain from (4.7) and by (2.5) that∥∥Pdcnh − cnd∥∥20 + kM1∥∥∇(Pdcnh − cnd)∥∥20  Mh[∥∥∇(cnh − Pdcnh)∥∥20 + ∥∥∇(cn−1h − Pdcn−1h )∥∥20]
+ τM∥∥Pdcnh − cnd∥∥20 + 12τM1
∥∥∇(Pdcnh − cnd)∥∥20
+ 1
2
[∥∥Pdcnh − cnd∥∥20 + ∥∥Pdcn−1h − cn−1d ∥∥20]. (4.8)
By (4.8), we get that∥∥Pdcnh − cnd∥∥20 + τM1∥∥∇(Pdcnh − cnd)∥∥20  Mh[∥∥∇(cnh − Pdcnh)∥∥20 + ∥∥∇(cn−1h − Pdcn−1h )∥∥20]
+ ∥∥Pdcn−1h − cn−1d ∥∥20 + τM∥∥Pdcnh − cnd∥∥20. (4.9)
Summing (4.9) for 1,2, . . . ,n yields
∥∥Pdcnh − cnd∥∥20 + τM1
n∑
i=1
∥∥∇(Pdcih − cid)∥∥20  M
n∑
i=1
[
h
∥∥∇(cih − Pdcih)∥∥20 + τ∥∥Pdcih − cid∥∥20]. (4.10)
When τ is small enough such that Mτ  1/2, we get that
∥∥Pdcnh − cnd∥∥20 + τM1
n∑
i=1
∥∥∇(Pdcih − cid)∥∥20  Mh
n∑
i=1
∥∥∇(cih − Pdcih)∥∥20 + Mτ
n−1∑
i=0
∥∥Pdcih − cid∥∥20. (4.11)
Using Lemma 4 (discrete Gronwall Lemma) for (4.11), in either case 0< M1  1 or M1 > 1, we have
∥∥Pdcnh − cnd∥∥20 + τ
n∑
i=1
∥∥∇(Pdcih − cid)∥∥20  Mh
n∑
i=1
∥∥∇(cih − Pdcih)∥∥20 exp(Mnτ ). (4.12)
For n satisfying that 1  n  N , we might as well let ni  n  ni+1  N (i = 1,2, . . . , L − 1) and ni  n  (ni + ni+1)/2.
Expanding cnh into Taylor series with respect to tni yields that
cn = cni − iτ cht(ξi), tn  ξi  tn, i = 1,2, . . . , L, (4.13)h h i
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cht is bound, we obtain from (4.12) that
∥∥Pdcnh − cnd∥∥20 + τ
n∑
i=1
∥∥∇(Pdcih − cid)∥∥20  Mτ 2h(N/L)2 + Ch N2L
ni∑
j=n1
∥∥∇(Pdc jh − c jh)∥∥20, 1 n N. (4.14)
Thus, if L2 = O (N) and k = O (h), by using Lemma 3, we obtain from (4.14) that
∥∥Pdcnh − cnd∥∥20 + τ
n∑
i=1
∥∥∇(Pdcih − cid)∥∥20  Mτ 2 + M
l∑
j=d+1
λ j. (4.15)
Using triangular inequality and noting that k = O (h) and L3/2 = O (N) = O (h−1), we can obtain that
∥∥cnh − cnd∥∥0 + τ
n∑
i=1
∥∥∇(cih − cid)∥∥0  Mτ + M
(
l∑
j=d+1
λ j
)1/2
, 1 n N, (4.16)
which completes the proof of Theorem 5. 
Combining Theorem 1 with 5 yields the following result.
Theorem 6. Under hypotheses of Theorem 5, the error estimates between the solutions for Problem (I) and the solutions for the reduced
Problem (V) are
∥∥cn − cnd∥∥0 + τ
n∑
i=1
∥∥∇(ci − cid)∥∥0  Mhk+1 + Mτ + M
(
l∑
j=d+1
λ j
)1/2
, 1 n N. (4.17)
Remark 3. The condition L2 = O (N) in Theorem 5 shows the relation between the number L of snapshots and the number
N of all time instances. Therefore, it is unnecessary to take total transient solutions at all time instances tn as snapshots
(see [13]). Theorems 5 and 6 have presented the error estimates between the solution of the reduced FE formulation
Problem (V) and the solution of the usual FE formulation Problem (IV) and Problem (I), respectively. Our method here
employs some FE solutions cnh (n = 1,2, . . . ,N) for Problem (IV) as assistant analysis. However, when one computes actual
solute transport problems, one may obtain the ensemble of snapshots from physical system trajectories by drawing samples
from experiments and interpolation (or data assimilation) or previous results. Therefore, the assistant cnh (n = 1,2, . . . ,N)
could be replaced with the interpolation functions of experimental and previous results, thus rendering it unnecessary
to solve Problem (IV), and requiring only to solve directly Problem (V) such that Theorem 5 is satisﬁed. And then, time
instances are continuously extrapolated forward and POD basis is ceaselessly renewed, the rules of development and change
of future solute transport would be very well simulated.
5. Some numerical experiments
In this section, we present a numerical example of the two-dimensional solute transport problems to show the advantage
of the reduced POD FE formulation, i.e., Problem (V).
Though the hydrodynamic dispersion coeﬃcients D1(v, θ) in x-direction and D2(v, θ) in z-direction are dependent on
the soil moisture density θ and the average hole velocity of water ﬂow v = (q1,q2)θ−1, they are independent of solute
and usually taken as some given empirical functions. For the sake of convenience, without loss of generality, herein we
consider the simple two-dimensional solute transport model with D1 and D2 being constants as an example, whose ideas
and approaches could directly apply to numerical computations for the two-dimensional solute transport models with real
practical applied background and D1 and D2 being variables, which can be described as follows.
Find c(x, z, t) such that, for any T > 0,⎧⎪⎪⎨
⎪⎪⎩
∂c
∂t
+ q1 ∂c
∂x
+ q2 ∂c
∂z
− D1 ∂
2c
∂x2
− D2 ∂
2c
∂z2
= Sm, (x, z) ∈ Ω, t ∈ (0, T ),
c(x, z,0) = c0(x, z), (x, z) ∈ Ω,
c(x, z, t) = cΓ (x, z, t), (x, z) ∈ Γ, t ∈ (0, T ),
(5.1)
where Γ is the boundary of the domain Ω = (0,2) × (0,2), cΓ (x, z, t) denotes the solute density on the boundary Γ .
Without loss of generality, we might as well take Sm = 0, then the two-dimensional solute transport equations and the
initial condition can be written as follows.
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Parameters of the solute transport problems.
D1 = D2 q1 = q2 Ω τ x = z T
0.01 cm2/s 0.8 cm/s 0 x, z 2 cm 0.05 s 0.04 cm 10 s
Fig. 1. POD solution ﬁgure when t = 200τ . Fig. 2. FE solution ﬁgure when t = 200τ .
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂c
∂t
+ q1 ∂c
∂x
+ q2 ∂c
∂z
− D1 ∂
2c
∂x2
− D2 ∂
2c
∂z
= 0, (x, z) ∈ Ω, t ∈ (0, T ),
c(x, z,0) =
{
0.5, z = x = 2,
0, others,
cΓ (x, z, t) = c(x, z,0).
(5.2)
In numerical simulation, we take the parameters listed in Table 1.
We ﬁrst divide the ﬁeld Ω into 50 × 50 small squares with side length x = z = 0.04, and then link the diagonal of
the square to divide each square into two triangles in the same direction which composes of triangularization h . Thus
h = √2× 0.04. In order to make τ = O (h) satisﬁed, we take time step size as τ = 0.05.
We ﬁrst ﬁnd a group of numerical solutions cnh of the usual FE method (i.e., Problem (IV)) when n = 1,2, . . . ,200, i.e.,
at time t = 1τ ,2τ , . . . ,200τ , constructing 200 numerical solutions. And then, we choose 20 values from 200 values every
10 values to compose of a set of snapshots. Finally, using Matlab software, we ﬁnd 20 eigenvalues which are arranged in a
non-decreasing order, and 20 eigenvectors corresponding to the twenty eigenvalues and using (3.21) and (3.22) we construct
a group of POD bases. Take the ﬁrst 6 POD bases from 20 POD bases to expand into subspace Wd and ﬁnd a numerical
solution at t = 200τ with Problem (V) depicted graphically in Figs. 1 and 3, respectively. The usual FE solution of Eq. (5.2)
at t = 200τ are depicted graphically in Figs. 2 and 4, respectively. Every two ﬁgures in Figs. 1 and 2, as well as Figs. 3 and 4
are exhibiting quasi-identical similarity, respectively, but the POD solution seems better than the usual FE solution (it seems
due to use more initial numerical, i.e., 6 POD bases).
When we take 6 POD bases and τ = 0.05, by computing we obtain that [∑20j=7 λ j]1/2 +τ  0.07. Fig. 5 shows the
errors between the solutions cnd of Problem (V) with 20 different numbers of POD bases and a group of solutions c
n
h of the
usual FE formulation Problem (IV) at t = 200τ (i.e., n = 200), respectively. Comparing the usual FE formulation Problem (IV)
with the reduced FE formulation Problem (V) containing 6 POD bases implementing the numerical simulation computations
when total time t = 200τ , we ﬁnd that for the usual FE formulation Problem (IV) with piecewise linear polynomials for
cnh , which has 50 × 50 = 2500 degrees of freedom, the required computing time is 18 minutes, while for the reduced
FE formulation Problem (V) with 6 POD bases, which has only 6 degrees of freedom, the corresponding time is only 6
seconds, i.e., the required a computing time to solve the usual FE formulation Problem (IV) is as 180 times as that to do the
reduced FE formulation Problem (VI) with 6 POD bases, while the errors between their respective solutions do not exceed
7 × 10−2. Though our examples are in sense recomputing what we have already computed by the usual FE formulation,
when we compute actual problems, we may structure the snapshots and POD basis with interpolation or data assimilation
by drawing samples from experiments, then solve directly the reduced FE formulation, while it is unnecessary to solve
the usual FE formulation such that the computational load could be alleviated and time-consuming of calculations in the
computational process saved. It is also shown that ﬁnding the approximate solutions for two-dimensional solute transport
problems with the reduced FE formulation Problem (V) is computationally very effective. And the results for numerical
examples are consistent with those obtained for the theoretical case.
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Fig. 5. When t = 200τ , the errors between solutions of Problem (V) with different number of POD bases for a group of 20 snapshots and the usual FE
formulation Problem (IV) with piecewise 1-st degree polynomials.
6. Conclusions and perspective
In this paper, we have employed the POD basis to derive a reduced FE formulation for the two-dimensional solute trans-
port problems with real practical applied background, analyzed the errors between the solution of their usual FE formulation
and solution of the POD reduced FE formulation, and discussed theoretically the relation the number of snapshots and the
number of solutions at all time instances, which have shown that our present method has improved and innovated the
existing methods. We have validated the correctness of our theoretical results with numerical examples. Though snapshots
and POD basis of our numerical examples are structured with the solution of the usual FE formulation, when one computes
actual problems, this process can be omitted in actual applications and one may structure the snapshots and POD basis with
interpolation or data assimilation by drawing samples from experiments, then solve Problem (V), while it is unnecessary to
solve Problem (IV) such that the computational load could be alleviated and time-consuming of calculations in the compu-
tational process saved. Therefore, the method in this paper holds a good prospect of extensive applications. Future research
work in this area will aim at extending the reduced FE formulation, applying it to a realistic solute transport operational
forecast system and to a set of more complicated PDEs such as the atmosphere quality forecast system and the ocean ﬂuid
forecast system.
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