We derive a Brunn-Minkowski-type inequality regarding the volume of the Minkowski sum of degenerate sets, namely, line sets. Let A 1 : : : A n be one dimensional sets of unit length, and v 1 : : : v n vectors in R d , d n. Consider the Minkowski sum of the line sets A i v i = fxv i : x 2 A i g i = 1; : : : ; n. We show that the volume of this set sum satis es
(This is in fact the de nition of a zonotope ; see e.g. 6, 8] ).
The Minkowski sum of line sets above may be written as a linear transformation of a product set, a format which turns out to be both useful and inspiring. Let T = (v 1 ; v 2 ; : : : ; v n ) be the d n matrix whose columns are the vectors v 1 ; : : : ; v n , and let A = (A 1 : : : A n ). Then
Our purpose is to estimate the volume of this set. 
where det j (T ); j = 1 : : :
? 
What can we say in the general (d > 1, A i arbitrary set) case?
The problem of estimating the volume of T(A 1 : : : A n ) strongly resembles the question of estimating the di erential entropy of the random vector TX, where X = (X 1 ; : : : ; X n ) t is a vector whose components are statistically independent. Suppose the X i 's have unit entropy powers, i.e., P(X i ) = 2 2h(X i ) =2 e = 1; i = 1 : : : n, where h(X) = ? R f(x) log f(x)dx denotes the di erential entropy of X. If the X i 's are Gaussian, then TX is a Gaussian vector whose entropy is given by 3] h(TX) = d 2 log 2 e det(T T t ) 1=d : (6) On the other hand, for d = 1 and X i arbitrary, the Entropy Power Inequality (EPI) implies, 3],
However, like in the case of the Minkowski sum of line sets, if one tries to apply the EPI to The formal resemblance between cases (6)- (7) and cases (4)- (5) 
Costa and Cover also proposed a form of the EPI which resembles (2) h
where f e X i g are statistically independent Gaussian vectors with proportional covariances (e.g., white
Gaussians), having the same entropies as fX i g, respectively. Dembo et al 5] showed that indeed the BMI and the EPI are two extreme points of the Young inequality.
In 9] the authors derived a matrix version of the EPI, which when applied to the random vector TX above yields the lower bound h(TX) h(T e X) = d 2 log 2 e det(T T t ) 1=d ; (10) where e X = ( e X 1 ; : : : ; e X n ) is a vector of independent Gaussian variables with unit variances ( = entropy powers). This inequality and the analogy discussed above motivate us to prove the following lower bound for the volume of the Minkowski sum of (degenerate) line sets. 
where diag `1 : : :`n] denotes the n n diagonal matrix whose diagonal elements are`1; : : : ;`n. 
i.e., to the regular BMI (1) for one dimensional sets. 
II. Proof of Theorem
We rst state and prove the following lemma which plays a key role in proving the Theorem.
Lemma 1 (BMI for set + line-set) Let 
Then, 
Substituting (22) any (m ? 1) (n ? 1) and m (n ? 1) matrices, then it also holds for any m n matrix. We do the same with respect to (24). This is the induction step. Figure 1 shows a path in the plain N 2 from the boundary lines to an arbitrary point (m; n), which is followed by the induction steps to prove the theorem for any m n matrix. Since m and n are arbitrary, Theorem 1 holds for any matrix provided that the induction step is proved.
2) Preliminaries: To prove the induction step, we need to make some matrix manipulations used in Gaussian elimination on the matrix T = ft i;j g. Suppose the last column of T is not zero. (28) hold with equality for the unit intervals e A 1 ; : : : ; e A n?1 . Note that the only other inequality in the induction step (Step 3 above) occurs in (31), where we used Lemma 1. So in order to assert (24), it is enough to show that intervals satisfy the condition for equality in Lemma 1 when applied to (31). Now, since T is a linear transformation and e A 1 ; : : : ; e A n are convex sets, T( e A 1 : : : e A n )
is also a convex set. Thus, the intersection of T( e A 1 : : : e A n ) with any line is an interval. In particular, for every x 2 S( e A 1 : : : e A n?1 ), the intersection n y : (x; y) 2 T( e A 1 : : : e A n ) o (35) is an interval. Combining with the fact that t m;n e A n is also an interval, we see from Lemma 1 that the condition for equality in (31) is satis ed. This shows (24), and the theorem is proved. 2
III. Discussion
A. Analogies Between the BMI and the EPI
The analogy between the forms (2) and (9) of the BMI and the EPI, and the fact that spheres satisfy the BMI with equality, led Costa and Cover 2] to draw the connection between the role of the Gaussian distribution in the EPI, and the role of the sphere in the BMI. These inequalities and the analogies discussed above were the motivation for the work of this paper. The fact that intervals, i.e., one-dimensional spheres, satisfy the new inequality (11) B. An Inequality for Determinants 
with equality if T 1 and T 2 are proportional. Note that for T 2 = T 1 , both sides of (38) are equal to
(1 + j j) n jT 1 j.
C. A Matrix Generalization of the d-dimensional BMI
In an earlier version of this paper we made the following more general statement of Theorem 1.
Let T = ft i;j g be an m n matrix, and d an integer. De ne the (md) (nd) expanded matrix T e = 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 By the structure of the matrix T 00 , the set T 00 A 00 has a product form T 00 (A 00 1 : : : A 00 n ) = R(A 00 1 : : : A 00 r ) W(A 00 r+1 : : : A 00 n ) :
Thus V d (T A) = V r R(A 00 1 : : : A 00 r ) V d?r W(A 00 r+1 : : : A 00 n ) . Since R is a square matrix, the value of the rst volume is independent of the speci c shape of the sets A 00 1 : : : A 00 r ; see (15). We conclude that it is su cient for equality in Theorem 1 that the sets in the second multiplicand, A 00 r+1 ; : : : ; A 00 n , corresponding to the index set f1 : : : ng n I R (T ), are intervals. 
