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We provide an elementary description of the dynamics of defect centers in crystals in terms of
a quantum optical master equation which includes spontaneous decay and a simplified vibronic
interaction with lattice phonons. We present the general solution of the dynamical equation by
means of the eigensystem of the Liouville operator and exemplify the usage of this damping basis
to calculate the dynamics of the electronic and vibrational degrees of freedom and to provide an
analysis of the spectra of scattered light. The dynamics and spectral features are discussed with
respect to the applicability for color centers, especially for negatively charged nitrogen-vacancy
centers in diamond.
PACS numbers: 42.50.Ct, 03.65.Yz, 42.50.Hz, 61.72.jn,
I. INTRODUCTION
Nowadays quantum optics avails itself not only of
purely atomic sources of quantum light. The demand
for easy-to-handle sources of non-classical light for mod-
ern experiments and quantum technological applications
triggered a wide search for alternatives in several fields of
physics. Among solid state systems, defect centers in dia-
mond, primarily the negatively charged nitrogen-vacancy
(NV−) centers, have experienced an impressively success-
ful development [1] during the last decade. These defect
centers provide optically addressable electronic transi-
tions between discrete quantum states energetically sit-
uated between the valence and conduction band. Anti-
bunching of the emitted light as indicator for a single
photon source was shown [2], Wheeler’s delayed-choice
experiment was realized [3] and coupling to optical micro-
cavities was performed [4] to mention a few of the exper-
imental breakthroughs. Moreover, applicability of the
centers for quantum information technology using cou-
pled electronic and nuclear spins has been shown [5–7],
and the defect centers can serve as high precision mag-
netic sensors [8–10].
In contrast to atoms, solid state quantum emitter do
not need to be laser cooled and trapped, as they are fixed
in their solid state matrix. However, this embedding usu-
ally leads to strong coupling of the electronic degrees of
freedom to lattice vibrations. While single atoms ide-
ally only couple to the free radiation field, resulting in a
damping due to spontaneous decay, their solid state coun-
terparts experience among other effects, additional de-
phasing or non-radiative decay due to the coupling with
crystal phonons. In the atomic case, the damping is typ-
ically described by a Markovian master equation. Solid
state systems lack such a handy theoretical description
based on a simplified physical picture. With the contri-
bution we develop here, we hope to participate in filling
this gap.
One of the first, most elementary and quantitative
model for color centers was developed by Huang and
Rhys [11] based on the Franck-Condon principle applied
to color centers in crystals. It models the vibrational
modes all at the same frequency in a continuum approx-
imation, hence being essentially a single mode concept.
Later developments generalized the approach to an ar-
bitrary vibronic spectrum [12, 13] and afterwards these
ideas were applied to diamond [14], especially for the
calculation of absorption and emission spectra. More
recent models include pragmatic approaches [15], using
somehow artificially but successfully a certain number of
vibrational levels associated with the electronic ground
state, with each transition to the excited state damped
by an individual Markovian bath. A description based
on a non-Markovian master equation is reported in [16]
for general phononic spectral functions.
The numerous applications, especially of NV− centers,
in quantum photonics call for a tractable theoretical de-
scription of the dipole-phonon interaction which renders
the basics of the photon’s spectral properties and is based
on a clear physical picture. In this work we will present
such a model by combining the Franck-Condon principle
with a master equation formalism.
The basic idea is to describe the coupling to the vi-
brational modes by a single harmonic oscillator. Many
defects in lattices are accompanied by the presence of
strongly coupled localized modes, which have a expo-
nentially decaying [13] amplitude away from the defect.
These modes are represented by the single oscillator in
our model. The delocalized phononic modes, in contrast,
play the role of a temperature bath for the oscillator.
We bring this idea into the form of a master equation and
provide its full solution in terms of the damping basis, i.e.
a spectral decomposition of the Liouville operator which
generates the dynamics. In terms of this biorthogonal
basis, we show how the absorption spectrum of a single
defect center can be easily represented and analyzed. In
such a way the basic features in the spectrum of light of
solid state quantum emitters, in particular NV− centers,
can be reproduced by a simple dynamical equation for
the system’s density operator.
This paper has the following structure: In Sec. II
we present the model and set up the master equation.
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FIG. 1. a) The Coulomb interaction of the ground state elec-
tronic orbital (shaded gray) of a defect center lets the sur-
rounding atoms take on a certain lattice position. b) The
excited electronic orbital pushes the adjacent crystal atoms
into a displaced equilibrium configuration. c) Model of the
Franck-Condon like lattice-defect center interaction in single
mode and harmonic approximation including damping: In
the excited state |e〉, the wavepacket of the single vibrational
mode experiences a potential displaced by x0 compared to
the potential in the ground state |g〉. The interaction causes
a renormalized transition frequency between the states |e〉 and
|g〉, shifted by the relaxation frequency ωR. The single vibra-
tional mode is coupled to a temperature bath modeling the
phononic modes of the crystal and thermally relaxes with rate
γ. The electronic two-level system decays with rate Γ due to
spontaneous emission.
Sec. III is devoted to the damping basis as a solution of
the dynamical equation. We derive the left- and right
eigenelements of the Liouville operator together with its
eigenvalues. In Sec. IV we use the damping basis to de-
scribe the time evolution and calculate the absorption
spectrum of a single defect center. We discuss the fea-
tures of the model in Sec. V, and put it into context with
other descriptions. Finally, in Sec. VI we draw the con-
clusions. In the appendix we provide some details and
techniques used for the calculations in the main text.
II. THE MODEL
In this section we develop a simplified theoretical de-
scription of a single color center coupled to a vibrational
mode. This description employs the fact, that among
the vibrational normal modes, often only a few localized
modes strongly couple to the defect center, while delo-
calized phononic modes are considered here to play the
role of a thermal bath causing the singled out localized
mode to thermally relax.
A. Vibronic coupling
We consider two electronic states with transition fre-
quency ω, a stable state |g〉 and an energetically higher
state |e〉. For an NV− center these states can be iden-
tified with the 3A2 and
3E levels [17], respectively. The
common understanding of the defect-vibration interac-
tion assumes electronic-state dependent equilibrium po-
sitions of the atoms around the defect [13], see Fig. 1:
Within the Franck-Condon assumption [18], atoms on
the lattice sites around the defect experience a modified
potential due to the reconfigured electronic orbitals, lead-
ing to an interaction term
V (x) = σgVg(x) + σeVe(x) (1)
in the total HamiltonianH when only a single vibrational
mode with coordinate x is taken into account. Here the
abbreviations σg = |g〉〈g| and σe = |e〉〈e| for the atomic
projectors have been introduced for later convenience.
For diamond, local vibration mode calculations [19] let it
appear reasonable that only a few local modes strongly
couple to the center, justifying the single mode assump-
tion employed here. In the harmonic approximation and
when expanding the potential
Ve(x) = Vg(x) + Fx+ ~ω
= Vg(x+ x0) + ~(ω − ωR) (2)
around its new equilibrium position x0 = F/Mν
2 up to
first order in x, one finds
H = σgHosc + σe[~ω +Hosc + Fx]
= Hosc +Htls +W. (3)
We defined the Hamiltonian
Hosc =
p2
2M
+
1
2
Mν2x2 = ~ν
[
b†b+
1
2
]
(4)
of a harmonic oscillator with frequency ν, momentum
p and effective mass M associated with the local vibra-
tional mode. The annihilation and creation operators b
and b† are connected to the normal coordinate and mo-
mentum operators by
x = ξ(b+ b†), (5)
p =
~
2iξ
(b − b†) (6)
with the ground state length scale ξ =
√
~/2Mν. In
the second line of Eq. (3), we furthermore introduced the
parts
Htls = ~ωσe, (7)
W = ~ησe(b+ b
†) (8)
of the Hamiltonian representing the energy of the uncou-
pled two-level system and the interaction between the
3electronic and the vibrational degree of freedom with a
coupling constant ~η = Fξ. Note that the coupling leads
to an energy relaxation of ~ωR = F
2/2Mν2, what can
already be seen in the form (2) of the interaction. Up
to this point, the model corresponds basically to the de-
scription of Huang and Rhys [1, 11] of defect centers,
describing the phononic degree of freedom by a single
mode whose coordinate corresponds to the displacement
of the surrounding lattice atoms from their equilibrium
position. In this one-parametric model the dimensionless
Huang-Rhys factor S = ωR/ν = (η/ν)
2 measures the
vibronic interaction strength.
B. Spontaneous decay and phononic damping
To complete the description, we take electronic and vi-
brational relaxation processes into account using a mas-
ter equation formalism. The time evolution of the sys-
tem’s density operator ̺, covering the electronic and vi-
brational degree of freedom, reads
∂̺
∂t
= L̺
=
1
i~
[H, ̺] + LΓ̺+ Lγ̺. (9)
The first term on the right-hand side corresponds to
the coherent evolution governed by the Hamiltonian H ,
Eq. (3). Spontaneous decay with the rate Γ is taken into
account by the superoperator
LΓ̺ = Γ
2
D[σ−]̺, (10)
where we defined the lowering operator σ− = |g〉〈e| with
the corresponding raising operator σ+ = |e〉〈g| and used
the abbreviation D[X ]̺ = 2X̺X† − X†X̺ − ̺X†X to
represent a Lindblad-form term. We further assume a fi-
nite lifetime of the vibrational excitation. Imperfections
in the lattice structure or non-harmonic corrections may
lead to a coupling between the vibrational modes and let
the mode b interact with a bath of delocalized phononic
modes with temperature T . In a Markovian approxima-
tion, such a coupling is described by
Lγ̺ = γ
2
(m¯+ 1)D[b]̺+ γ
2
m¯D[b†]̺ (11)
and damps the localized mode irreversibly towards its
stationary state with mean vibrational occupation num-
ber m¯ = [exp(~ν/kBT ) − 1]−1 on a time scale given by
the inverse decay rate 1/γ. Such a picture should be
suitable for materials with few localized modes coupled
strongly to the defect center compared to the delocalized
modes forming the bath. The model also allows for a
temperature dependent decay rate γ(T ), typical for many
solid-state systems [20–22]. We furthermore remark that
in the dissipation we neglected the dressing of the elec-
tronic states with the strongly interacting phonons of the
oscillator, that leads to additional terms [23] in the Li-
ouvillian, Eq. (9). Their influence can approximately be
taken into account by an additional effective dephasing
of the electronic subsystem.
III. SOLUTION OF THE MASTER EQUATION:
DAMPING BASE
An elegant form of providing a solution to the differ-
ential equation (9) is given in terms of the damping ba-
sis [24], namely the spectral decomposition of the Liou-
ville operator L. To this end, we seek for the left and
right eigenelements of the Liouvillian, fulfilling
L ˆ̺λ = λ ˆ̺λ, (12)
ˇ̺†λL = λ ˇ̺†λ. (13)
The eigenelements are orthogonal by construction with
respect to the scalar product Tr[ ˇ̺†λ ˆ̺λ′ ] = δλ,λ′ . If they
form a complete set, the closure relation can be written
as ∑
λ
ˆ̺λ ⊗ ˇ̺λ = 1, (14)
where the outer product is defined by its action (ˆ̺λ ⊗
ˇ̺λ)X = Tr[ˇ̺
†
λX ] ˆ̺λ on an arbitrary operator X . The
time evolution of an initial state ̺(t = 0) can then be
written as
̺(t) =
∑
λ
cλe
λt ˆ̺λ, (15)
where the coefficients are given by cλ = Tr[ˇ̺
†
λ̺(t = 0)].
The remainder of this section is dedicated to the deriva-
tion of the explicit form of the damping basis of the prob-
lem at hand. The reader who is not interested in this
technical part may skip the rest of this section without
loss of coherence. The explicit formulas are summarized
at the end of this section.
For later convenience we reformulate the master equa-
tion, Eq. (9), by introducing the Liouvillians
Ltls̺ = 1
i~
[Htls, ̺] + LΓ̺, (16)
Losc̺ = 1
i~
[Hosc, ̺] + Lγ̺, (17)
describing a two-level system underlying spontaneous de-
cay and a damped harmonic oscillator, respectively. Ad-
ditionally we introduce
Lint̺ = 1
i~
[W,̺] =
η
i
[
σe(b+ b
†), ̺
]
(18)
and write the complete Liouvillian as
L = Ltls + Losc + Lint. (19)
4The superoperators Ltls and Losc exclusively act on the
electronic or vibrational subspace, respectively. Later on
we will hark back to the damping basis of Losc, which was
derived in Ref. [24]. For the sake of completeness, we list
the explicit expressions here: The normalized eigenele-
ments read
µˆnl(b, b
†) =
(−1)n
(m¯+ 1)|l|+1
b†(|l|+l)/2)
: L|l|n
[
b†b
m¯+1
]
exp
[
− b
†b
m¯+1
]
: b(|l|−l)/2, (20)
µˇ†nl(b, b
†) =
[ −m¯
m¯+ 1
]n
n!
(n+ |l|)!b
†(|l|−l)/2)
: L|l|n
[
b†b
m¯
]
: b(|l|+l)/2 (21)
(where colons : ... : denote normal ordering, Lln(x) the as-
sociated Laguerre polynomials) with their corresponding
eigenvalues
λnl = −ilν −
[
n+
|l|
2
]
γ, n = 0, 1, 2, . . . , (22)
l = 0,±1,±2, . . .
These eigenelements fulfill the completeness relation
∞∑
n=0
∞∑
l=−∞
µˆnl ⊗ µˇnl = 1. (23)
In the following, we will express the eigenbasis of the cou-
pled system in terms of these eigenelements of a damped
quantum harmonic oscillator.
A. Right eigenelements
Inspired by the damping basis of a two-level system
with spontaneous decay [25], the form of the Liouvillian,
Eq. (9), suggests the ansatz
ˆ̺
(0)
λ = σg µˆ
(0)
λ , (24)
ˆ̺
(±)
λ = σ± µˆ
(±)
λ , (25)
ˆ̺
( )
λ = σeµˆ
(e)
λ − σgµˆ(g)λ (26)
for the right eigenelements. Here, µ are operators of the
oscillator only and the eigenvalues λ depend on n, l and
the superscript index of Eqs. (24)-(26).
1. Eigenelements connected to the atomic populations
We begin with Eq. (26), since it will also deliver the
result for Eq. (24). Plugging the ansatz into Eq. (12) and
using L in the form (19) yields
[L − λ] ˆ̺( )λ =σe
{
[L(β)osc − Γ− λ]µˆ(e)λ
}
−σg
{
[Losc − λ]µˆ(g)λ − Γµˆ(e)λ
}
= 0, (27)
where we defined the Liouvillian of a displaced harmonic
oscillator
L(β)oscµ =Loscµ− iη
[
(b+ b†), µ
]
=D(β)
[LoscD†(β)µD(β)]D†(β) (28)
with the displacement operator D(β) = exp[βb† − β∗b]
taking
β =
−η
ν − iγ/2 . (29)
This quantity will appear throughout the rest of the
treatment of this problem and is connected to a general-
ization of the Huang-Rhys parameter.
One possibility to fulfill Eq. (27) is to choose µˆ
(e)
λ =
0. Then only a component in the σg-subspace remains,
obeying
Loscµˆ(0)λ = λµˆ(0)λ . (30)
This obviously is the case from Eq. (24), and we conse-
quently relabeled the operator in Eq. (30) correspond-
ingly. The solution is given by Eq. (20) and the eigenval-
ues are the ones from Eq. (22).
We now turn to the case µˆ
(e)
λ 6= 0. From Eqs. (27)
and (28) it follows immediately
µˆ
(e)
λ = D(β)µˆnlD
†(β), (31)
µˆ
(g)
λ =
Γ
Losc − λnl + Γ µˆ
(e)
λ (32)
with the eigenvalues λ = λnl − Γ.
2. Eigenelements connected to the atomic coherences
It remains to deal with the eigenelements associated
with the electronic coherences, Eqs. (25). The action of
L yields
[L−λ]σ±µˆ(±)λ =σ±
{
Losc+L± ∓ iω−Γ
2
−λ
}
µˆ
(±)
λ = 0.
(33)
Here, we introduced L±µ = iη([µ, b+ b†]∓{µ, b+ b†})/2.
To handle the eigenvalue equation, it is helpful to trans-
form the expressions according to
µˆ
(±)
λ = D(α±)
ˆ˜µ
(±)
λ D
†(β±) (34)
and choose the displacement parameters α± and β± such
that L±µ → [b, µ], at the cost of an additional constant
term. This turns out to be possible if one sets
α+ = β(m¯+ 1)− β∗m¯, (35)
β+ = (β − β∗)(m¯+ 1), (36)
α− = (β
∗ − β) m¯, (37)
β− = β
∗(m¯+ 1)− βm¯. (38)
5The condition on the curly bracket of Eq. (33) then trans-
forms into the eigenvalue equation
Losc ˆ˜µ(±)λ ∓ (2m¯+ 1)βγ
[
b, ˆ˜µ
(±)
λ
]
=
(
λ± iω˜ + Γ˜
2
)
ˆ˜µ
(±)
λ
(39)
with the renormalized atomic transition frequency and
linewidth
ω˜ = ω − |β|2ν, (40)
Γ˜ = Γ + |β|2γ(2m¯+ 1). (41)
In App. A it is shown that the lopsided µˆnl(b, b
† ± ς),
with b† shifted by
ς = (β∗ − β)(2m¯+ 1), (42)
are the right eigenelements of the operator on the left-
hand side of Eq. (39) to the eigenvalue λnl, Eq. (22). The
µˆ
(±)
λ are found with the help of the transformation (34)
and the eigenvalues
λ = λnl ∓ iω˜ − Γ˜
2
. (43)
are composed of the harmonic oscillator part and
the renormalized electronic transition frequency and
linewidth.
B. Left eigenelements
The derivation of the left eigenelements of L goes along
the same lines as for their right counterparts. The action
to the left [26] of L is represented by
ˇ̺†λL =
i
~
[
H, ˇ̺†λ
]
+
Γ
2
Dˇ[σ−] ˇ̺†λ
+
γ
2
(m¯+ 1)Dˇ[b] ˇ̺†λ +
γ
2
m¯Dˇ[b†] ˇ̺†λ, (44)
where the short notation Dˇ[b]X = 2b†Xb− b†bX −Xb†b
was introduced. This time
ˇ̺
(0)†
λ = σg µˇ
(g)†
λ + σe µˇ
(e)†
λ , (45)
ˇ̺
(±)†
λ = σ∓ µˇ
(±)†
λ , (46)
ˇ̺
( )†
λ = σeµˇ
( )†
λ (47)
serves as an ansatz. Following an analogous treatment
as in Sec. III A, we start with Eq. (45), as it will again
deliver the solution for Eq. (47) too. One arrives at
µˇ
(g)†
λ = µˇ
†
nl (48)
µˇ
(e)†
λ = D(β)
[
D†(β)µˇ†nlD(β)
Γ
Γ+λnl−Losc
]
D†(β)
(49)
to the eigenvalue λ = λnl and
µˇ
( )†
λ = D(β)µˇ
†
nlD
†(β) (50)
to the eigenvalue λ = λnl − Γ. Also the electronic co-
herence parts can be derived similarly as before, but this
time using the transformation
µˇ
(±)†
λ = D(β±)
ˇ˜µ
(±)†
λ D
†(α±) (51)
with α± and β± from Eqs. (35)-(38). One finally obtains
µˇ
(±)†
λ = D(β±)µˇ
†
nl(b, b
† ± ς)D(α±) (52)
for the left eigenelements.
C. Summary
In the previous subsections we found that the eigenele-
ments of the model Liouvillian L, Eq. (19), are assigned
to the stable electronic subspace σg, the electronic coher-
ences σ± and a subspace which can be associated with
the population decay in the excited state at rate Γ,
ˆ̺
(0)
nl =σg µˆnl(b, b
†), (53)
ˆ̺
(±)
nl =σ±D(α±)µˆnl(b, b
† ± ς)D†(β±), (54)
ˆ̺
( )
nl =
{
σe−σg Γ[Losc−λnl+Γ]−1
}
D(β)µˆnl(b, b
†)D†(β).
(55)
They fulfill the duality relation Tr[ ˇ̺
()†
nl ˆ̺
(′)
n′l′ ] =
δ,′δn,n′δl,l′ (, 
′ ∈ {0,±, }) together with their left-
side counterparts
ˇ̺
(0)†
nl =σg µˇ
†
nl(b, b
†) + σe ΓD(β)
{
D†(β)µˇ†nl(b, b
†)D(β)
×[Γ+λnl−Losc]−1
}
D†(β), (56)
ˇ̺
(±)†
nl =σ∓D(β±)µˇ
†
nl(b, b
† ± ς)D†(α±), (57)
ˇ̺
( )†
nl =σeD(β)µˇ
†
nl(b, b
†)D†(β), (58)
both having the common eigenvalues
λ
(0)
nl = λnl, (59)
λ
(±)
nl = λnl ∓ iω˜ −
Γ˜
2
, (60)
λ
( )
nl = λnl − Γ (61)
for non-negative integers n and arbitrary integers l. The
renormalized frequency ω˜ and linewidth Γ˜ of the two-
level system are given by Eqs. (40) and (41), respec-
tively. Moreover, α±, β± and ς are defined in Eqs. (35)-
(38) and Eq. (42) in terms of the model parameter β,
Eq. (29). The stationary state ̺st = ˆ̺
(0)
00 = σgµth of
the system corresponds to λ = 0 and describes the atom
in the ground state and the vibrational mode in ther-
mal equilibrium, i.e. µth = µˆ00(b, b
†). The correspond-
ing left eigenelement ˇ̺
(0)
00 = 1 is the identity operator.
6We remark that the formal representations (55) and (56)
containing Losc can be made explicit by inserting the
completeness relation of the µˆnl together with the rela-
tion (B21). Additional pure electronic dephasing of the
form Γ∗D[σe]/2 can easily be incorporated with the re-
placement Γ˜→ Γ˜+Γ∗ in Eq. (60), while all the eigenele-
ments remain unchanged.
IV. APPLICATION OF THE DAMPING BASIS:
DYNAMICS AND SPECTRA
A. Time evolution
The dynamics of an arbitrary initial state in terms of
the damping basis is given by Eq. (15). We focus on the
case where the oscillator is initially in thermal equilib-
rium and the two-level system is prepared in an arbitrary
state ρ0: ̺(t = 0) = ρ0µth. For the time evolution of the
reduced density operator ρ(t) = Trosc[̺(t)] describing the
dynamics of the atom, one finds
ρ(t) =
∞∑
n=0
∞∑
l=−∞
Trosc
[
c
(0)
nl ˆ̺
(0)
nl e
λnlt + c
( )
nl ˆ̺
( )
nl e
(−Γ+λnl)t
+
∑
=±
c
()
nl ˆ̺
()
nl e
λ
()
nl
t
]
. (62)
The expansion coefficients c
()
nl = Tr[ˇ̺
()†
nl ̺(t = 0)] are de-
termined by the initial state ̺(t = 0) and are calculated
using the right eigenelements ˇ̺
()†
nl with  ∈ {0,±, }.
The partial trace in Eq. (62) over the oscillator degrees
of freedom yields
Trosc[ ˆ̺
(0)
nl ] = σgδn,0δl,0, (63)
Trosc[ ˆ̺
( )
nl ] = (σe − σg)δn,0δl,0, (64)
according to Eqs. (53) and (55). For the first one this
becomes clear when recalling that the only right oscil-
lator eigenelement with non-vanishing trace is the sta-
tionary state µˆ00(b, b
†). The same argument can be used
to show the second one, after inserting the completeness
relation (23) next to the superoperator in the eigenele-
ment (55). For the two coherences, one finds
Trosc[ ˆ̺
(±)
nl ] = σ±A
±
nl, (65)
where we defined the trace over the oscillator operators
in ˆ̺
(±)
nl as
A±nl = Tr[D(α±)µˆnl(b, b
† ± ς)D†(β±)]. (66)
The evaluation of these traces is conveniently carried
out using phase space distributions, as it is sketched in
App. B1. The resulting functions depend only on β and
m¯ and are presented in formulas (B8)-(B9).
We now turn to the expansion coefficients in Eq. (62).
Because of Eqs. (63)-(64), for the two coefficients in the
first line we only need the n = l = 0 case,
c
(0)
00 = Tr[(σg + σe)ρ0] = 1, (67)
c
( )
00 = Tr[σeρ0] = ρee, (68)
giving unity and the initial excited state population ρee =
〈e|ρ0|e〉. In the second line of Eq. (62), the coefficients
for the coherences
c
(±)
nl = Tr[σ∓ρ0]B
±
nl = ρ±B
±
nl (69)
are required, where we have defined the initial values
ρ± = Tr[σ∓ρ0] and
B±nl = Tr[D(β±)µˇ
†
nl(b, b
† ± ς)D(α±)†µth]. (70)
Again we use phase space representations of the required
eigenelements to evaluate the trace. The details are re-
ported in App. B 2. It is clear from the form of the solu-
tion (62) that
A−nlB
−
nl =exp
[−m¯β2 − (m¯+ 1)β∗2] [m¯(m¯+ 1)|β|4]n
n!(n+ |l|)!
×
{ [
(m¯+ 1)β∗2
]|l|
for l < 0[
m¯β2
]l
for l ≥ 0
(71)
and A+nlB
+
nl = [A
−
n,−lB
−
n,−l]
∗ only appear as products.
As a matter of course, for t = 0 the initial state must be
reproduced by the solution (62) of the master equation.
Hence, if the eigensystem is complete, the remaining sum
over n and l has to fulfill this requirement. For finite
times, the exponentials containing the eigenvalues gener-
ate the dynamics. The form of the eigenvalues is linear
in n and l, such that the time dependency can be easily
incorporated into Eq. (71). The sums can then be per-
formed with the help of the power series representation(x
2
)l ∞∑
n=0
(x/2)2n
n!(n+ l)!
= Il(x) (72)
and the generating function of the modified Bessel func-
tion Il(x) of order l [27]. After performing these steps
one arrives at the solution
ρ(t) =σg + ρee(σe − σg)e−Γt
+
[
ρ−σ−(t) exp
{
m¯β¯2(t) + (m¯+ 1)β¯2∗(t)
}
+H.c.
]
(73)
with the time-dependent quantities
β¯2(t) = β2
(
e−[iν+
γ
2 ]t − 1
)
, (74)
σ±(t) = σ±e
∓iω˜t−Γ˜t. (75)
The expression (73) indeed reproduces the initial elec-
tronic state for t = 0, as expected. For finite times, the
7population in the excited state decays with the natural
rate Γ of the two-level system. It is the coherence be-
tween the ground and excited state which is modified by
the coupled phonon mode. This influence on the tempo-
ral behavior is twofold: First, the operators σ±, Eq. (75),
rotate and decay with the renormalized frequencies from
Eq. (60). Second, the evolution is modulated by the time-
dependency of β¯2(t), Eq. (74). The oscillator hence gen-
erates an effective dephasing of the two-level system.
In many-body systems the vibrational degree of free-
dom can also play a crucial role [28, 29], we therefore
briefly delve into its dynamics in order to provide ad-
ditional insight into the overall temporal behavior. We
focus on the reduced density operator of the oscillator,
µ(t) = Trtls[̺(t)] with the same initial state ̺(t = 0) as
above. The dynamics is described by Eq. (62) with the
trace this time going over the electronic degrees of free-
dom, leaving only the terms in the first line. With the
help of the completeness relation (23) and the overlaps
of displaced harmonic oscillator eigenelements calculated
in App. B 3, the expression for µ(t) can be recast into a
form, where the time-dependent exponential factors can
be incorporated into the displacement parameter
β(t) = βe−[iν+
γ
2 ]t. (76)
Then, the time evolution of the oscillator’s state can be
expressed as
µ(t) = ρggµth + ρeee
−ΓtD(β − β(t))µthD†(β − β(t))
+ρeeΓ
t∫
0
dτ e−ΓτD(β(t − τ)− β(t))
× µthD†(β(t− τ) − β(t)). (77)
The result consists of three contributions: (i) The ther-
mal state corresponding to the |g〉-part of ̺(t = 0) show-
ing no dynamics. (ii) A dynamically displaced ther-
mal state component moving in the |e〉 potential sur-
face, whose population dies off with the electronic decay
rate and (iii) the flow of the decayed population towards
the undisplaced thermal state. In the asymptotic limit
t→∞ the oscillators state µ(t) ends in the thermal state
µth, as expected.
In Fig. 2 we illustrate the dynamics of both the elec-
tronic and the vibrational degree of freedom. The ini-
tial state of the two-level system is ρ0 = |ψ0〉〈ψ0| with
|ψ0〉 = (|g〉 + |e〉)/
√
2 and a thermal state for the oscil-
lator. Subplot a) shows the time evolution of the popu-
lation in the excited state (dashed curve) which decays
exponentially with rate Γ, as in the unperturbed two-
level system. The time evolution of the coherences (black
solid curve) is modified by the oscillator: We show the
absolute value of 〈e|ρ(t)|g〉 which exhibits a faster decay
compared to the pure two-level case, superimposed by
an oscillating modulation with frequency ν as described
by Eq. (73). For larger temperature (gray solid curve)
the coherences are damped away even faster. Fig. 2b)
a)
b)
FIG. 2. (Color online) Part a) shows the time evolution of
the excited state population (dashed line) and the modulus
of the coherences (solid lines) for the initial atomic state (|g〉+
|e〉)/√2 in units of the oscillator period τ = 2pi/ν when the
oscillator is initially in thermal equilibrium. The parameters
are γ = 0.2ν, Γ = 0.1ν and η = 1ν. The black curves show
the case m¯ = 0.05 while the gray one corresponds to m¯ =
1. The density plots b) show the Wigner function of the
oscillator state at the times indicated by the circles in a). The
dashed blue ring represents the variance and location of the
|g〉〈g|-projection of the oscillator state in phase space, whereas
the solid red ring analogously represents the |e〉〈e|-projection
which follows a trajectory along the spiral around β. The
excited state population dies off and the system ultimately
ends up in the stationary state |g〉〈g|µth.
visualizes the temporal behavior of the oscillator’s quan-
tum state, Eq. (77), in phase space with the help of the
Wigner function [30]. We show four snapshots of the
Wigner function within one oscillation period τ = 2π/ν
at the times marked in subfigure a) by empty circles.
Initially, at t = 0, the phase space distribution corre-
sponds to a thermal state, i.e. a Gaussian with variance
proportional to m¯ + 1/2. The portion of the distribu-
tion corresponding to the excited state starts to spirally
circulate around the displaced equilibrium position at
8x/2ξ = Re β and pξ/~ = Imβ and its population de-
cays simultaneously at rate Γ, as described in the second
term of Eq. (77). The black spiral visualizes the trajec-
tory of the center of probability of this part while the
blue (dashed) and red (solid) rings mark the variance of
the Gaussian components moving in the harmonic po-
tential of the ground and excited state, respectively. The
contribution of the last term of Eq. (77) is hardly visible,
but results, for example at t = 2τ/3, in a small asym-
metry with respect to the axis connecting the centers of
the two Gaussians. At t = τ , the components moving
in the ground and excited state potentials strongly over-
lap again, leading to the partial revival of the electronic
coherence in Fig. 2a).
B. Absorption and emission spectrum
The advantage of the eigenvalue decomposition of the
Liouvillian becomes apparent most clearly when calcu-
lating the spectral properties of the system. The method
we use here was already applied for a systematic analysis
of the fluorescence light of laser cooled atoms [31] and
is now carried over to the case of solid state quantum
emitters. For a weak probe laser of frequency ωL illu-
minating the defect center, the spectrum of absorption
under stationary conditions is determined by [32, 33]
A(ωL) = Re
∞∫
0
dt 〈[σ−, σ+(t)]〉ste−iωLt. (78)
In this form the correlation function is evaluated with-
out the probe. The time evolution of the operators is
determined by the Liouvillian L, Eq. (19), and can be
calculated using the quantum regression theorem [34] to
rewrite 〈[σ−, σ+(t)]〉st = Tr[σ+eLt[̺st, σ−]]. The station-
ary state of the undriven system is ̺st = |g〉〈g|µth, and
hence, the second term of the commutator vanishes such
that the spectrum takes on the form
A(ωL) = Re
∞∫
0
dtTr[σ+e
Lt̺stσ−]e
−iωLt (79)
= Re
∑
λ
1
iωL − λTr[σ+ ˆ̺λ]Tr[ ˇ̺
†
λµstσ−]. (80)
In the last step we expanded the spectrum in terms of
the eigensystem of L, Eqs. (53)-(61), and performed the
integration. The traces in Eq. (80) are readily calculated,
we encountered them already in the previous subsection.
They give
Tr[σ+ ˆ̺
(−)
nl ]Tr[ ˇ̺
(−)†
nl µstσ−] = A
−
nlB
−
nl, (81)
with the explicit form of A−nl and B
−
nl specified in App. B
and the product Wnl = A
−
nlB
−
nl shown in Eq. (71). The
decomposed spectrum
A(ωL) = Re
∑
n,l
Wnl
iωL − λ(−)nl
(82)
is a superposition of curves associated with each eigen-
value λ
(−)
nl , weighted by the function Wnl which also de-
termines the shape: For real Wnl the spectral contribu-
tion is a Lorentzian, for purely imaginary weight it is a
Fano-like profile, and in the general case it is a mixture of
both, positioned at ωL = Imλ
(−)
nl with a width given by
Reλ
(−)
nl . From the l dependency it follows that the spec-
trum is built up by a group of peaks separated by the
mechanical frequency ν and situated around the renor-
malized transition frequency ω˜. The peaks are distin-
guishable for Γ, γ ≪ ν and otherwise overlap. Each peak
is a sum of several contributions of increasing width for
rising n, whereby the n > 0 contributions vanish when
m¯→ 0. In this limit the weight factors take on the form
Wnl = δn,0
(β∗2)|l|
|l|! e
−β∗2 (83)
for l ≤ 0 and otherwise zero. It goes over into a Pois-
sonian distribution when β becomes real. For vanishing
thermal occupation of the phonon mode, only phonons
can be created during the absorption process and con-
sequently, the spectral components for l > 0 disappear.
Note that the absorption and excitation spectrum of the
two-level system coincide in the situation discussed here.
We also remark that we had arrived to the same result by
calculating the action of the propagator eLt in Eq. (79)
to the right using the solution (73). The integral repre-
sentation can be advantageous in some cases, for exam-
ple in the high temperature limit, when the expansion,
Eq. (80), converges slowly.
In Fig. 3 we show the absorption spectrum, Eq. (82),
as a function of the probe frequency ωL for a tempera-
ture close to zero. The spectrum is composed by several
resolved peaks. The zero-phonon line corresponding to
a pure electronic transition without creation or annihila-
tion of phononic excitations is shifted by the relaxation
frequency ω˜R = ω˜ − ω from the frequency of the bare
transition |e〉 ↔ |g〉. More peaks are visible at multiple
distances of the oscillator frequency and extend towards
higher frequencies, forming the vibronic sidebands cor-
responding to absorption processes accompanied by the
creation of phonons. Phonons to be annihilated are only
rarely present at low temperatures entailing strongly sup-
pressed signals on the lower frequency side of the zero-
phonon line. The dashed curves show the most rele-
vant terms of the sum in Eq. (82), that is the individual
spectral components associated with a certain eigenvalue
which compose together the total spectrum. Note that
the single contributions can become negative, only the
superposition generally yields a valid spectrum.
We conclude this section by discussing the spectral
properties of a photon emitted from the defect center.
9FIG. 3. The absorption spectrum of the defect center under
weak excitation, according to Eq. (82), for the parameters
γ = 0.2ν, Γ = 0.01ν, η = 1.5ν and m¯ = 0.05. The gray
dotted curves show the main contributions of the eigenvalue
decomposition (82) of the spectrum, namely the terms corre-
sponding to n = 0 and l = −5, ..., 1. ZPL denotes the position
of the zero-phonon line shifted by ω˜R from the bare transition
frequency of the electronic states.
The emission spectrum reads [35]
E(ωp) = Re
∞∫
0
dt
∞∫
0
dτ 〈σ+(t+ τ)σ−(t)〉e−iωpτ (84)
We assume here that the two-level system is initially ex-
cited and the oscillator is in the corresponding equilib-
rium µ0 = D(β)µthD
†(β). This is a reasonable assump-
tion if the lifetime of the excited state Γ−1 is much larger
than the thermalization time scale γ−1 of the phonon
mode. Again the quantum regression theorem and the
completeness relation of the eigenelements are applied to
bring the spectrum into the form
E(ωp) = Re
∑
λ,λ′
Tr[σ+ ˆ̺λ]Tr[ ˇ̺
†
λσ− ˆ̺λ′ ]Tr[ ˇ̺
†
λ′σeµ0]
(λ− iωp)λ′ . (85)
The further evaluation uses
Tr[σ+ ˆ̺λ] = A
−
nl, (86)
Tr[ ˇ̺†λ′σeµ0] = δn′,0δl′,0Tr[ˇ̺
( )†
n′l′ σeµ0], (87)
and thus λ′ = −Γ. The remaining trace in Eq. (85) can
be calculated using the techniques of App. B and yields
(−1)lB+nle−iImβ
2
, viz. Eq. (B17). The spectrum
E(ωp) = 1
Γ
Re
∑
n,l
W ′nl
iωp − λ(−)nl
(88)
contains the weight factors W ′nl = W
∗
n,−l, signifying the
fact that the emission spectrum is a mirrored version of
the absorption spectrum [36] with respect to the modified
transition frequency ω˜.
V. DISCUSSION
We modeled the vibronic interaction of defect centers
in crystals using a single-mode description including the
radiative damping of the electronic degree of freedom as
well as the damping of the vibrational mode by a heat
bath with a temperature corresponding to a mean vibra-
tional quantum number m¯. The model can therefore be
considered as an extension of the artificial but instructive
single-mode Hamiltonian description, sometimes called
the Huang-Rhys model [1] or Einstein model [36], which
is the limiting case of our model when both linewidths,
Γ and γ, tend to zero.
From the temporal behavior treated in Sec. IVA fol-
lows that the vibronic coupling results in an effective
dephasing mechanism for the electronic subsystem: It
leaves the dynamics of the population unaffected but ex-
pedites the decay of the electronic coherences. This decay
of the coherences is superimposed by an oscillatory be-
havior whose origins can be traced back to the motion
of the vibrational degree of freedom in Wigner phase
space. In the spirit of master equations, the dynamics
of the two-level system can be considered as being de-
phased by a structured environment with harmonic time
evolution, when tracing out the vibrational coordinates.
The different types of dynamics concerning the popula-
tions and coherences is formally resembled in the classes
of eigenvalues, Eqs (59)-(61): The excited state simply
decays with the natural rate Γ. In contrast, the elec-
tronic coherences oscillate with a renormalized frequency
ω˜ = ω − ω˜R and decay with the increased, temperature-
dependent rate Γ˜ = Γ + Γ˜R. The relaxation frequency
ω˜R = |β|2ν goes over into ωR = Sν, proportional to
the Huang-Rhys factor S, when the linewidth γ tends
to zero. For finite linewidth, the damping rate γ addi-
tionally modifies the transition frequency of the two-level
system, reflecting the fact that the electronic subsystem
indirectly couples to the Markovian environment which
damps the oscillator. Compared to the uncoupled case,
the decay rate is increased by Γ˜R = |β|2γ(2m¯+ 1).
Concerning the spectra, again a comparison with
the Huang-Rhys model suggests itself. According to
Ref. [37], this single-mode Hamiltonian model in the har-
monic and Franck-Condon approximation, results in an
absorption spectrum consisting of Dirac-δ-shaped spikes
displaced from the renormalized frequency ω − ωR by
multiples of the vibrational frequency ν, whose envelope
(related to the intensities) is described by a Poissonian
distribution Iℓ = e
−SSℓ/ℓ!, when ℓ numbers the vibronic
sidebands. The generalized formulation applied here re-
flects these characteristics formally in Eq. (83), with the
Huang-Rhys parameter replaced by the complex param-
eter β∗2 quantifying the vibronic interaction strength.
For finite temperature, the Poissonian-like distribution
breaks down and the intensity of the l-th vibronic side-
band relative to the total spectral intensity is described
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FIG. 4. a) The temperature dependence of the absorption
spectrum for m¯ = 0 (solid line), m¯ = 0.25 (dashed line) and
m¯ = 1 (dotted line). b) Dependence of the absorption on the
coupling strength for η = 1.5ν (solid line), η = 1.2ν (dashed
line) and η = 0.9ν (dotted line). The vertical lines are drawn
at the corresponding zero-phonon lines, i.e. at the renormal-
ized atomic frequency ω˜. The other parameters are the same
as in Fig. 3.
by
Il = e
−Reβ2 cothx Il
( |β|2
sinhx
)
e−lx cos θl (89)
with θl = Imβ
2 + argβ2l and x = ~ν/2kBT . This
is a meaningful expression when the vibronic sidebands
are resolved, that is for γ,Γ ≪ ν. The dependency
of the absorption spectrum on the temperature is de-
picted in Fig. 4a). For low temperature m¯ ≈ 0 (solid
line), the spectrum consists of the zero phonon line at
ωL = ω−ω˜R with ω˜R ≈ 2ν for the parameters considered
here. towards higher frequencies the vibronic sidebands
are stretched out, starting to mutually overlap due to
the swelling width of increasing orders. For higher tem-
perature, m¯ = 0.25, the individual lines are only hardly
distinguishable and extend also towards lower frequen-
cies on the red side of the zero-phonon line. The position
of the zero phonon line is not temperature dependent, in
contrast to its width given by Reλ
(−)
n0 , Eq. (60). Finally
for m¯ = 1 only a broad spectral shape is present, cen-
tered approximately at the bare transition frequency ω
of the two-level system. For ν ≫ γ,Γ this single peak
approaches a Gaussian form around ωL = ω whose width
is proportional to
√
m¯. Fig. 4b) shows the absorption
spectrum at low temperature for three different vibronic
coupling strengths, η = 0.9ν, 1.2ν and 1.5ν, correspond-
ing to the dotted, dashed and solid curves, respectively.
The peak strength follows the quasi-Poissonian distribu-
tion (83), with more peaks appearing for larger coupling:
then higher order phonon processes become more likely.
The position of the zero-phonon line moves towards lower
frequencies for larger couplings in accordance with the
renormalized frequency ω˜ defined in Eq. (60) and the sim-
plified physical picture of Fig. 1. Moreover, the curves
in Fig. 4b) demonstrate that an increased coupling goes
along with a broadening of the spectral components, as
described by Γ˜, Eq. (60).
The master equation description of this work can also
be related to the independent boson model [36], in which
a linear coupling to essentially a continuum of phononic
modes is taken into account. The phase diffusion in the
temporal evolution of the phononic modes is at the heart
of the dephasing mechanism there, being replaced in the
present description by a Markovian bath. Consequently,
the spectral function describing the frequency depen-
dent coupling strength of the phononic continuum in that
model is replaced here by a single parameter, namely the
damping rate γ of the singled out phononic mode. De-
pending on the intended application, the more detailed
independent boson model or the one-parametric simpli-
fied description presented here can be advantageous.
Finally we comment on the applicability of the model
for NV− centers in diamond. As already mentioned, the
presence of a few localized modes of similar frequencies
suggests to highlight these modes – or ultimately a sin-
gle mode – as it was done here. A temperature bath
damping the mode has clear physical origins in the con-
tinuum of the delocalized phononic modes. The Marko-
vian description, however, is a simplification which works
reasonably well for rendering the basic properties of the
NV− dynamics, but does not include the details of the
temperature dependency of the zero-phonon line, for ex-
ample. This would at least require to replace the flat
spectral function implicitly applied here, if not more in-
volved processes [38] have to be included, depending on
the desired accuracy of the description. A temperature-
dependent damping rate γ(T ) can however be used to
mimic such behaviour. Of course, effects stemming from
the dynamical Jahn-Teller effect are absent. Neverthe-
less, the model renders the basic properties of the spec-
tra of NV− centers, especially in the room temperature
regime and goes beyond simple pure dephasing models
or artificial fitting models. Note that the room temper-
ature spectra still correspond to m¯ ≪ 1 due to the high
Debye-temperature of diamond.
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VI. CONCLUSIONS
We formulated a compact theoretical description for
the dynamics of defect centers in crystals. This mas-
ter equation description is based on a linear vibronic
coupling in the Franck-Condon, single phonon mode
and two-level approximation and includes radiative and
phononic Markovian damping. The overall solution of
the master equation is given in terms of the eigenele-
ments and eigenvalues of the Liouville operator. This
solution covers both, the electronic and phononic degree
of freedom and can be further reduced to a master equa-
tion of the electronic two-level system only by tracing out
the undesired degree of freedom. We demonstrated the
calculation of the absorption and emission spectrum at
different temperatures, which take on a insightful form
and reproduce the basic features of real spectra, for ex-
ample for NV− centers in diamond. The physical picture
at the heart of the presented model was reviewed in de-
tail by means of the dynamics of both involved degrees
of freedom.
In the form presented here, the model can be easily
extended by adding more vibrational modes in order to
increase the accuracy of the theory, if desired. More-
over, such an extension would also be interesting from
the point of view of a systematic approximation of open
quantum dynamics [39]. It is also entirely conceivable to
extend the treatment to include quadratic vibronic cou-
pling or more electronic levels.
We believe that the model, based on an easy but clear
physical picture, will be helpful for investigations of de-
fect centers in quantum optical applications, for example
as single photon sources, when the influence of the vi-
bronic sidebands becomes important. With the analytic
solution provided here it can deliver a basis for the de-
scription of coupled cavity-defect-center systems or sim-
ilar hybrid setups.
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Appendix A: Calculation of eigenelements
In Sec. III A we encountered the eigenvalue equation
of the shifted superoperator
Lshiftµ˜ = Loscµ˜± c [b, µ˜] = λµ˜ (A1)
for which we now derive the right eigenelements and
eigenvalues λ. For this purpose we use the Q-
representation [30] of the eigenelements,
Q(β, β∗) =
1
π
〈β|µ˜|β〉, (A2)
defined as the expectation value of µ˜ in a coherent state
|β〉. In terms of this phase space function, Eq. (A1) is
represented by the partial differential equation[
LFP ± c ∂
∂β∗
]
Q(β, β∗) = λQ(β, β∗). (A3)
with the differential operator
LFP(β, β
∗) =
(
iν +
γ
2
) ∂
∂β
β +
(
−iν + γ
2
) ∂
∂β∗
β∗
+γ(m¯+ 1)
∂2
∂β∂β∗
(A4)
connected to the Fokker-Planck equation of an Ornstein-
Uhlenbeck process [40], describing the motion of a
damped harmonic oscillator in Q-phase space [34]. With
the help of the coordinate transformation β¯∗ = β∗ ± ς
with ς = c/(−iν + γ/2), the extra term can be removed,
and one finds the standard form
LFP(β, β¯
∗)Q¯(β, β¯∗) = λQ¯(β, β¯∗). (A5)
The solution leads – after the substitution β → b,
β¯∗ → b† in normal order – to the eigenelements µˆnl,
Eq. (20) [24]. In our case, first the coordinate transfor-
mation is reversed, and eventually
µˆnl(b, b
† ± ς) (A6)
results as the right eigenelement of Eq. (A1), with eigen-
values given by λnl, Eq. (22). Similarly the corresponding
left eigenelements can be derived using the action to the
left of Lshift.
Appendix B: Overlaps between eigenelements
In Sec. IV we need explicit expressions for the formulas
A±nl = Tr[D(α±)µˆnl(b, b
† ± ς)D†(β±)] , (B1)
B±nl = Tr[D(β±)µˇ
†
nl(b, b
† ± ς)D†(α±)µth] (B2)
following from overlaps of eigenelements of the Liouvil-
lian L, Eq. (19). Moreover,
Cmknl = Tr[µˇ
†
nlD(β)µˆmkD
†(β)] (B3)
is helpful for the application of the damping basis.
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1. The traces A±
nl
To evaluate expression (B1), we use the cyclic property
of the trace and
e∓ςbD†(β±)D(α±)e
±ςb = D(±β∗) exp[∓βς ]eiImα±β∗± .
(B4)
One arrives at
A±nl = e
iImα±β
∗
±e−
1
2 |β|
2
χnl(∓β∗) (B5)
with the characteristic function
χnl(β) = Tr
[
D(β)e
1
2 |β|
2
µˆnl(b, b
†)
]
=
∫
d2α eαβ
∗−α∗βQnl(α) (B6)
of antinormally ordered expectation values [41], being
the Fourier transform of the quasi-probability distribu-
tion Qnl(α) = 〈α|µˆnl(b, b†)|α〉 which is easily obtained
from Eq. (20). The remaining integral can be evaluated
using the generating function
exp[ zxz+1 ]
(z + 1)l+1
=
∞∑
n=0
Lln(x)(−z)n (B7)
of the Laguerre polynomials. After collecting all terms,
one finds
A+nl =
(−1)n
n!
[(m¯+ 1)|β|2]n
{
β∗|l|
(−β)l
}
e−(m¯+1)Reβ
2
e−m¯β
∗2
e(m¯+
1
2 )|β|
2
, (B8)
A−nl =
(−1)n
n!
[(m¯+ 1)|β|2]n
{
(−β∗)|l|
βl
}
e−m¯(Reβ
2+β∗2)e−β
∗2
e(m¯+
1
2 )|β|
2
. (B9)
In this notation, the upper and lower line in the curly
brackets correspond to l < 0 and l ≥ 0, respectively.
2. The traces B±
nl
Equation (B2) has the phase space representation
B±nl = π
∫
d2α Pˇnl(α)Q(α) (B10)
with
Pˇnl(α) =
(−1)n
π
n!
(n+ |l|)!
{
α∗|l|
αl
}
L|l|n
( |α|2
m¯+1
)
,
(B11)
Q(α) =
1
π
〈α|e±ςbD(α±)µthD(β±)e∓ςb|α〉. (B12)
The first line is the P -distribution of the left eigenele-
ments Eq. (21). All the other operators we collected
in the Q-function, Eq. (B12), including the thermal
state µth, where |α〉 denotes a coherent state. The
Q-function can be evaluated explicitly by applying the
Baker-Hausdorff relation and using the properties of co-
herent states. Then, in the function
B˜±l (z) =
∞∑
n=0
(n+ |l|)!
n!
B±nlz
n (B13)
the summation is performed using Eq. (B7), leading to
an integral of the form∫
d2α
{
α∗|l|
αl
}
eαζ
∗−α∗ξe−c|α|
2
=
π
cl+1
{
ζ∗|l|
(−ξ)l
}
e−
ξζ∗
c .
(B14)
For the “−”-case, the coefficients are
ξ = − m¯
m¯+ 1
β, ζ∗ = −β∗, (B15)
c−1 = (z + 1)(m¯+ 1). (B16)
Finally, one obtains
B+nl =
(−1)n
(n+ |l|)! [m¯|β|
2]n
{
[m¯β∗]|l|
[−(m¯+ 1)β]l
}
e−i(m¯+1)Imβ
2
e−(m¯+
1
2 )|β|
2
, (B17)
B−nl =
(−1)n
(n+ |l|)! [m¯|β|
2]n
{
[−(m¯+ 1)β∗]|l|
[m¯β]l
}
e−im¯Imβ
2
e−(m¯+
1
2 )|β|
2
(B18)
from the generating function (B13) by differentiation
with respect to z and setting z → 0 afterwards.
3. Overlap of displaced eigenelements
The evaluation of Eq. (B3) goes along the lines
sketched in App. B2, this time, however, using the dis-
placed right eigenelement, Eq. (20), with the function
Qmk(α) =
1
π
〈α|D(β)µˆmk(b, b†)D†(β)|α〉. (B19)
The generating function, Eq. (B7), is applied twice to ex-
press the Laguerre polynomials in Pˇnl and Qmk in terms
of exponentials. The resulting integrals can be solved
using∫
d2α
{
αν(α∗ + β∗)µ
(α+ β)να∗µ
}
eαζ
∗−α∗ξe−c|α|
2
=
π
c
e−
ξζ∗
c
{
c−ν(−ξ)ν−µµ! Lν−µµ [ξ(β∗ + ζ∗/c)]
c−µζ∗µ−νν! Lµ−νν [−ζ∗(β − ξ/c)]
}
.
(B20)
13
From differentiating the generating function then follows
Cmknl =
(
n
m
)[ |β|2
m¯+ 1
]n−m
×
1
(n−m+ |l| − |k|)!β
|l|−|k| for l ≥ 0, k ≥ 0
(n−m)!
(n−m− |k|)!(n−m+ |l|)!
β∗|l|
β|k|
for l < 0, k ≥ 0
(B21)
with the complex conjugate expressions when both l and
k change sign.
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