Abstract-The gradual active load penetration in lowvoltage distribution grids is expected to challenge their network capacity in the near future. Distribution system operators should for this reason resort to either costly grid reinforcements, use of low-voltage boosters, or demand response (DR) mechanisms. Since DR implementation is usually more cost effective, it is the favorable solution to avoid or delay the need for grid reinforcement. To this end, this paper presents a framework for handling grid limit violations, both voltage and current, to ensure a secure and qualitative operation of the distribution grid. This framework consists of two steps, namely a proactive centralized, and subsequently, a reactive decentralized control scheme. The former is employed to balance the 1-h-ahead load, while the latter aims at regulating the consumption in real time. In both schemes, fairness in terms of utilization of demand flexibility among the customers is incorporated. It is demonstrated that the proposed methodology aids in keeping the grid status within preset limits while utilizing flexibility from all flexibility participants.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TII.2017.2688464 distribution system operator (DSO) perspective, dealing with voltage and current limit violations, hereafter, called limit violations, is of uttermost importance. On the one hand, overloading reduces the lifetime of transformers and/or lines. On the other hand, voltage limit violations are prohibited and/or restricted by legislation.
Considering the steadily increasing demand and the technical constraints mentioned before, the DSO has mainly two options. The first option, is to reinforce the grid. This option is simple and effective, yet it suffers from three main drawbacks. First, upgrading the distribution grid requires considerable time. Second, although the DSO has the know-how of planning grid reinforcements, any decisions for system changes should accommodate a long-term grid operation. As such, this planning requires exhaustive research, that is to say considerable time and effort. Finally and most importantly, grid reinforcement can be extremely costly.
An alternative for coping with the grid limit violation problems is to proceed to smart grid investments and rely on demand response (DR). This alternative necessitates the need of grid upgrades in terms of metering and communication infrastructure. This investment will postpone the growing demand complications and will broaden the capabilities of the network. For example, the load distribution observability-both offline and online-will be improved while the implementation of several control mechanisms will be facilitated.
As described previously, DR can be employed to confront with grid load problems. Unlike load shedding that compromises consumer satisfaction, DR aims at marginally altering the users' consumption by compensating them for their services while maintaining their satisfaction within preset preference limits. This compensation might be incentivized by operational and/or financial interests. In principal, DR is based on load control frameworks which can, for instance, be realized by centralized approaches. Centralized approaches mostly refer to optimization problems utilizing all information of the system under study. To this end, [1] - [4] use linear models to schedule electric vehicle charging while respecting grid constraints. On the other hand, nonlinear and quadratic models are used in [5] and [6] , respectively. Furthermore, financial incentives are taken into account when solving the grid congestion problem in [7] - [10] .
Another possibility of applying DR is by utilizing decentralized control schemes. Unlike the centralized control framework, the decentralized control mechanisms do only exploit local information at the customer's point of connection (POC). However, this limitation is offset by their operation speed and scalability to large systems. Some examples of decentralized control are given in [11] - [15] . Moreover, in [16] and [17] , centralized approaches are compared to decentralized ones and their benefits and/or implications are identified. Finally, some manuscripts combine centralized with decentralized controls in order to benefit from the characteristics of both [18] - [23] . However, those control schemes do not considers fair utilization of flexibilities from consumers, which is a key to consumer acceptance of DR programs.
Although different fairness schemes (e.g., min-max, proportional) are well-implemented in communication networks [24] , [25] , it is not frequently considered in the existing power system literature. The fairness can potentially be of great significance in the networks, which have a few weak spots. For instance, considering a scenario in which flexibility is reserved for grid constraint management and assuming that a violation occurs in the grid, particular consumers would be requested to offer flexibility. Technically, the consumer whose flexibility would more effectively contribute in alleviating the problem would be selected. However, assuming that the same problem happens repeatedly, the same consumers will always be asked to provide their flexibility services. This scenario is not unlikely to occur, taking into account that every low voltage distribution network has its weak spots. Such repeated requests on flexibility to the same consumer will result in the flexible consumer to be reluctant in participating in flexibility provision and in providing a wide range of flexibility. As consumer acceptance is the prime concern for practical deployment of DR schemes, it is very unlikely that the same consumers will willingly compromise their comfort levels when flexibility is needed on behalf of the DSO [18] . A potential remedy to the afore described issue is to shift some flexibility requests from consumers located at weak grid spots to consumers in the rest of the network. Even though the fair activation of flexibility may not be the economically best alternative in short run, it will have both financial and operational benefits in the long run as it eventually encourages consumers at weak grid points to increase their flexibility provision, thus further delaying costly grid reinforcements.
Consumer fairness is a very recent research topic and has very limited published literature, such as [26] and [27] . The authors in [26] present a mechanism to utilize flexibility from aggregated loads for improving frequency stability. In doing so, pinner (leader) load aggregator generates regulation signals and shares them with the required number of follower load aggregators. Similarly, the authors in [27] treat consumer fairness in a simple manner by asking flexibility from each electric vehicle according to their size. These references consider neither memory effect nor dynamic constraints of the flexible loads. That is to say, same size of flexible load may have different flexibility at different time periods depending on consumer preference, operating point, and anticipated trips, which is not fully acknowledged by these literature.
Unlike the existing literature, this paper proposes a two-stage control framework for a DSO to manage limit violations in low-voltage grids with simultaneous consideration of consumer fairness. In particular, a combination of centralized and decentralized framework is proposed to take advantages of both control philosophies. First, a centralized approach aims at proactively modifying, namely reducing, the 1-h-ahead load for balancing purposes. The 1-h-ahead selection is justified on the grounds that flexibility uncertainty will be relatively small compared to 24 hour scheduling/prediction, whereas the technical and economic value of flexibility will be remarkably high in this time frame. Subsequently, a decentralized control scheme is implemented in real time to reactively regulate the load based on a "power-voltage" droop concept. This second control mechanism caters for any intrahour limit violations that cannot be satisfied by the central controller. The fair utilization of consumer flexibility is handled as a part of optimization procedure in the centralized control and is handled by properly tuning droop settings in the decentralized control. Key contributions of this manuscript are listed as follows.
1) A combination of centralized and decentralized control framework is designed such that the centralized control proactively solves grid limit violations by means of hourahead flexible demand and backing it up with the decentralized control which reactively caters for the intrahour violations. 2) Concept of fairness is incorporated in both centralized and decentralized control frameworks to fairly activate consumer flexibilities in solving grid limit violations. The remainder of this paper is structured as follows. First, Section II presents an overview of the proposed framework. Next, a detailed implementation of the centralized and decentralized controls are presented in Sections III and IV, respectively. Simulation configuration and results are shown in Section VI and discussions are presented in Section VII. Finally, Section VIII concludes this paper.
II. PROPOSED CONTROL FRAMEWORK
This section presents an overview of implementation of the proposed control framework for solving voltage and current limits violations. A combination of centralized and decentralized control schemes is proposed to benefit from both control philosophies. In particular, the centralized control has the following characteristics:
1) global optimum solution can be reached; 2) handles fairness matter globally; 3) solve voltage and current limit violations of whole grid. On the other hand, the decentralized control is specified by 1) fast response; 2) suitable for real-time applications; 3) increased scalability; 4) low information and communication requirements. Thus, a rational approach is to combine these two methods in order to better utilize the available flexibility in solving grid limit violations. In the proposed scheme, the central controller acquires information from the smart meter data of all participating consumers, estimates their flexibility, and finally, makes a forecast for the next hour. Suggestions on how to estimate and/or forecast flexible consumption are given in [28] - [30] . If any grid limit violations are to be expected, the central controller prepares an optimum flexibility schedule. This procedure might be rather "slow," for real-time operation of large distribution systems. However, it can effectively be utilized for balancing purposes, i.e., hourly operation, in distribution systems.
The outcome of the central controller, namely the flexibility schedule, is then passed on to the decentralized controller. As illustrated in Fig. 1 , the central controller calculates the remaining flexibility in hourly basis for the decentralized controller to solve voltage violations in real time, which may occur due to forecast errors. It is worth mentioning that the centralized controller addresses voltage and overload violations, whereas the decentralized controller only deals with the local voltage issues. This is due to the fact that overload problems cannot be inferred only by local measurements at POC. In addition to the remaining flexibility, the centralized controller dispatches droop settings (e.g., threshold voltages) for decentralized controller on the basis of which the decentralized controller activates flexibility to solve voltage problems. As such, intrahour variations, stemming from forecast errors or from errors due to the hourly value sampling of the centralized controller are catered for with the decentralized control. Thus, problems are dealt with both on an hour-ahead and on a real-time basis in compliance with contemporary grid operation. The detailed formulation and implementation of both centralized and decentralized control schemes are presented in the following sections.
III. CENTRALIZED CONTROL
The DSO executes central control every hour for balancing the hour-ahead load distribution so as to relieve any upcoming grid limit violations. Thus, the controller utilizes the expected load consumption and/or generation at every node by modifying these values according to an optimization procedure. The outcome of this optimization are flexibility requests, which will alleviate the upcoming grid problems. Particularly, given the consumers' forecasted load/generation values, a load flow calculation is conducted to identify any current and/or voltage problems. In case such problems are to be expected, the first constraint of the optimization process is
where ΔV describes the change of voltage magnitude in every node-excluding the slack node-in proportion to ΔP and ΔQ. The proportions, namely
∂ Q , are sensitivities obtained from the inverse Jacobian matrix of the last load flow iteration. Moreover, ΔP and ΔQ are defined as
where k is the total number of consumers providing flexibility, while ΔP i and ΔQ i refer to load changes, that is to say the total amount of flexibility at ith node. Since the focus of this paper is to model control frameworks leading to a fair activation of flexibility services, potential flexibility sources have not been modeled explicitly. Flexibility is restricted by
where ΔP are maximum and minimum limits of preset flexibilities. Those limits are defined based on technical restrictions, available flexibility, and flexibility contracts with the customers. Moreover, consumer willingness and incentives in return to their flexibility should be embedded in those limits. To resolve any voltage limit violations, the following constraint is applied:
where V min and V max are voltage limits as defined by grid codes, whereas δ 1 , and δ 2 are relaxation variables. These variables are useful in case the available flexibility does not suffice to restrict the expected voltage within V min and V max , thereby relaxing those limits. Finally, ΔV i is the voltage change at node i. Comparably, considering the radial structure of most distribution grids, any overcurrent problems are mitigated by
where P j and Q j represent the load entering the jth node (positive values for consumption) and j is the number of consumers who contribute with their flexibility to that node. The voltage of the jth node is depicted as V j , whereas I max j and φ j refer to the maximum current magnitude and the voltage-to-current angle of the load entering the node, respectively. Finally, δ 3 and δ 4 are relaxation variables. It is apparent, that the right-hand side of (5) can be substituted by P max i
and Q max i in case prefixed power constraints are desired (e.g., transformer power limit).
It is worth mentioning that this study considered three-phase balanced loading due to lack of phase-wise data. It is a reasonable assumption for the Danish case where all the consumers are supplied through three-phase connections [31] . Nonetheless, phase unbalance can be incorporated by performing an unbalanced load flow and including phase-wise constraints. Having defined all the required constraints, the objective function to be minimized is
where M is a relatively big positive number chosen to force relaxation as the last option and α i and β i are precalculated coefficients of ΔP i and ΔQ i , respectively. If financial incentives are of interest, then α i and β i may refer to flexibility costs. On the other hand, if technical restrictions are of interest, then α i , β i = 1. The latter will give the minimum amount of flexibility requests, which would result in solving grid issues. Nevertheless, in this paper, these coefficients are linked with the concept of fairness. To do so, the following formulas are employed:
where ω is a value within (0,1), t represents the time, t h refers to the present time point, and is a very small positive number. The ω is a forgetting factor which is chosen based on DSO's preferences to weight different observations. In fact, the higher value of ω will weigh the recent observations more, whereas its lower value will weigh the recent observation less. As can be seen, both numerators and denominators of (7) relate to an exponential smoothing formula. In the numerator, the flexibility that every participant contributes is accounted for in addition with his/her past flexibility offers. This value is compared to the total flexibility request, current and past, as imposed by the denominator. Finally, prevents zero division in the denominator, while its use in the numerator aids in maintaining the values of α i and β i constant in periods of no flexibility requests, i.e., no grid limit violations. Note that (7) is run after obtaining the optimum scheduling from the centralized control and the amount of flexibility utilized from the decentralized control. Therefore, α i and β i are derived from the past optimization and serve as constant optimization coefficients for the next optimization. It is also noteworthy to mention that the proposed centralized control can achieve the fairness among the consumers connected to the same node as well. This can easily be realized by computing α i and β i per consumer instead of per node.
The presented methodology exploits sensitivity indices as in (1) . This means that the closer the provided solution is to the operating point, the more accurate the solution will be. This is a reasonable approximation considering that the requested flexibility will only be a small fraction of the total loading. However, to accommodate higher flexibility requests, the optimization procedure can be iteratively applied. Thus, at each hour, the hour-ahead load flow is conducted. If any of the grid constraints are to be violated, the optimization procedure (without relaxation variables) is employed. After solving the optimization procedure, the load values are updated depending on the activated flexibility and the load flow is run again. In case violations are not fully resolved, the optimization is performed as part of the iterative process. The iterations stop when no constraints are violated. This iterative approach will also mitigate the errors of the approximations in (5). It is worth mentioning that, to reduce the computational effort, subsequent load flows are initialized according to the result of the optimization. Finally, if all the available flexibility is activated, yet the violations still persist, the optimization using relaxation variables is conducted to provide the final result. When reaching the final flexibility provision result for the upcoming hour, the weights in (7) are also updated. As the sample results for the centralized control scheme are hourly based, the weights are also computed hourly, that is to say once for every optimization. Any violations that may appear due to forecast errors in smaller time intervals (i.e., minutes, seconds) are taken care of by the decentralized control.
IV. DECENTRALIZED CONTROL
Since the centralized control is executed periodically to exploit the average hourly flexibility, it does not facilitate intrahour controllability. As such, any intrahour power volatility stemming from forecast errors and/or variations in demand/generation might lead to network constraints violations during actual operation. Therefore, a decentralized control is implemented as a means to provide a real-time voltage support to the network. In particular, the decentralized control is implemented at every flexible consumer to adaptively adjusts their power consumption whenever the voltage at the POC deviates beyond the predefined limits.
A. Formulation
The decentralized control is designed as a linear powervoltage droop to adjust the active power consumption of the flexible consumers. In fact, the power consumption of ith consumer gets adjusted per its POC voltage (V i ) as
where P C i is the adjusted power per droop, P sch i is the remaining flexibility after the central control realization, V i th is the voltage threshold to initiate the droop operation, and V min i is the minimum allowed voltage. As long as the voltage is greater than the threshold, the droop remains nonoperational. However, it . The graphical illustration of the proposed droop functionality is depicted in Fig. 2 . It can be observed from Fig. 2(a) even though the measured voltage equals V in both cases. Thus, the droop aids in flexibility contribution proportional to the available flexibility.
One of the potential challenges in designing the droop is to enable every consumer to participate in voltage support. Considering the substation as the network's root node, constant V th and V min settings will always force far end consumers to use their flexibility. To address this issue, different nodes in the network are designed with different V th and V min settings. Fig. 2(b) depicts the impact of different voltage settings on the effectiveness of the controller performance. If every node has a constant droop setting, i.e., red line in Fig. 2(b) , upstream nodes in the network whose voltage is higher than V th 1 will never provide flexibility. This results in exploitation of flexibility deriving only from far end consumers. However, if the droop of upstream nodes is designed with higher voltage settings, e.g., droop with blue line in Fig. 2(b) , upper nodes also provide flexibility. Thus, unlike the case where only consumers at the far end nodes participate with ΔP 1 during constant voltage settings, all consumers contribute with their respective flexibilities, i.e., ΔP 1 and ΔP 2 .
B. Computation of Droop Parameters
As mentioned in the preceding section, the droop of the decentralized control is specified by V th , V min , and P sch i . Particularly, P sch i is the remaining flexibility after the centralized control is conducted, whereas V th and V min are the parameters to be set to ensure a fair participation of every consumer to the flexibility contribution. In order to compute V min , the centralized control performs a time series power flow for a given time period considering relatively high amount of flexibility so that the voltage can be sustained over 0.95 pu. The minimum recorded voltage of every node for the given time period is regarded as its V min i input. Similarly, the V th settings for every node are computed by exploiting V min . First, the V th for the farthest end node and the slack bus are manually set to rational values. In particular, the voltage threshold is set to 1 pu for the root node, since its voltage remains constant, while 0.9535 pu is selected for the farthest end node. It is worth mentioning that 0.9535 pu is chosen as a compromise between droop sensitivity and unwanted exploitation of the flexibility as demonstrated by simulation results in Section VI-B. The V th i for the rest of the nodes is computed according to a second order polynomial as
with γ being
where V (9) and (10) . Note that there is no direct mathematically proven procedure for selecting the parameters of the droop control. The procedure is rather empirical and should be chosen on the basis of grid characteristics and DSO preferences. Nevertheless, this study provides an empirical formulation for the threshold computation with insights on how the selection of threshold impacts the fair activation of flexibility.
Detailed investigation on impacts of different voltage settings on the effectiveness of the decentralized control is demonstrated with simulation results in Section VI-B. As long as load characteristics do not impose constraints, V th is computed based on the aforementioned procedure. However, if the droop slope is restricted due to ramping up/down requirements of specific loads, a new V th is computed to meet this ramping requirement. Since this study does not considers specific load types, the former approach is used.
V. IMPLEMENTATION
This section describes test network and all the assumptions made for the simulation studies.
A. Grid Modeling
The topology of a low-voltage distribution grid in the area of Støvring, Denmark, was used for this study. Fig. 3 displays the topology of the corresponding test grid, which is supplied by 20/0.4-kV, 315-kVA transformer and operates at 0.4 kV. One notable attribute is that the test grid is a part of a real-world distribution network, which is owned by a Danish DSO. Table I presents parameters of the test network, the details of the which can be found in [32] . Note that every node of the test network is enumerated as a reference for further analysis. The same index is used for the consumer load at the corresponding POC. 
TABLE I TECHNICAL DETAILS OF THE PROPOSED TEST NETWORK
0.208 0.068
The network supplies electricity to 23 consumers whose hourly active power values were acquired for January, 2012. To create violations in the grid, the consumption of each consumer was increased by 150%. On top of that, a fixed amount of 5 kW was added.
B. Assumptions
The following are the assumptions made in this study. 1) Loads are assumed to be three phase balanced. However, phase unbalance could be straightforwardly dealt with by performing an unbalanced load flow and including the respective phase-wise voltage and overload constraints in the centralized control. 2) This study is performed by considering flexibility of loads. However, (1)- (7) are generic and can easily be modified to incorporate both load and generation. 3) The simulation is performed without consideration of specific load types. Nevertheless, the presented methodology is applicable to both continuous and discrete operating devices. ON-OFF types of flexible loads can be dealt with by incorporating binary variables in the form of b
in (2). 4) This study considers control of active power flexibility only. Reactive power control was not taken into account as it has much lower impact on regulating voltage of the highly resistive LV networks. Nevertheless, the reactive power control is incorporated in the centralized control formulation. 5) The flexibility limits of each consumer were set to 20% of the load. This might be a somewhat big number for contemporary grids, but it is a realistic number in the near future when flexible device penetration will increase [31] . 6) The centralized control is designed to solve both voltage and current constraints, whereas any voltage limit violations that might have resulted from forecast errors will be solved by the decentralized control. The decentralized control cannot directly alleviate overloading since information only at the POC is utilized. Nevertheless, overloads are expected to be mitigated by the voltage support from the decentralized control. This is due to the fact that undervoltage and overloading are interrelated, thereby, addressing one can support other and vice versa.
VI. SIMULATION RESULTS
This section demonstrates the application of the proposed methodology.
A. Centralized Control
As explained, the grid capacity was questioned by increasing the load. Considering the expected load values as granted (forecasting errors were regarded in the decentralized control section), the centralized controller was utilized to resolve any upcoming problems by creating flexibility requests. Since only active load values were available, any equations in Section III including reactive power were disregarded. This is realistic, as low-voltage distribution grids are mainly resistive, and thus, reactive voltage support is of limited benefit [31] . However, these equations could be alternatively considered when analyzing less resistive radial medium-voltage networks where the impact of reactive power is more appreciable. Finally, the flexibility limits of each consumer were set to ±20% of the load. This might be a somewhat big number for contemporary grids, but it is a realistic number in the near future when flexible device penetration will increase [31] .
Sample results of the central control are displayed in Fig. 4 from the 22nd to the 31st of January. In this figure, blue corresponds to the grid behavior without control, whereas black refers to results obtained after applying the centralized control. Judging from Fig. 4(a) , it is apparent that the grid was heavily loaded, that is to say voltages up to 0.93 pu are recorded. As can be seen from the red line, a minimum voltage of 0.95 pu was set as a threshold. By implementing the centralized control scheme, this threshold was respected most of the times. Nevertheless, there were some incidences where the available flexibility did not suffice to sustain the voltage at 0.95 pu, that is to say the voltage limit experienced relaxation. This is depicted by the gray spikes, which can be observed in the black area. Fig. 4(b) displays the maximum recorded overcurrent before control. In all occasions, the relevant current problem was resolved. Then, Fig. 4(c) depicts the total load at the transformer connection before and after implementing the control. In this figure, it is evident that the proposed framework resulted in cutting the peak. Finally, the total available (i.e., blue) versus the total activated (i.e., black) flexibility is presented in Fig. 4(d) . As can be seen, only a percentage of the available flexibility was employed to solve most grid issues, except for the instances where voltage relaxation was introduced. This is also rational, as relaxation should be resorted only when no more flexibility is available in the network.
The analysis so far has concentrated on demonstrating the capability of the algorithm to alleviate grid limit violations. Nonetheless, one major issue was to alleviate these violations in a fair way. To exhibit this feature, a problematic time point, namely 8 PM January 28th, was chosen and the relevant problem was repetitively resolved by the centralized control. The weights α i , β i were initialized with 1, whereas three different ω values were used, i.e., 0.1, 0.4, and 0.9. The choice of ω is very significant since it is translated as a "forgetting" factor in exponential smoothing procedures like the ones in (7). Hence, a higher value of ω will weight recent observations more than old observations and vice versa.
The results of the simulations are depicted in Fig. 5 . In those figures, flexibility offered by upstream consumers is colored red, which gradually changes to yellow for flexibility deriving from the middle of the feeder. Finally flexibility activated from consumers closer to the end of the feeder is indicated with blue. As expected, after an initial transient period, the activation of flexibility for the three ω values was really distinct. Particularly, the high "forgetting" factor of Fig. 5 (c) resulted in a volatile graph. This means that once a problem occurred, flexibility at the bottom of the feeder was activated. In the next iteration, flexibility at the middle and at the top of the feeder was activated. As presumed, the amount of that flexibility was much higher than the one in the first iteration, that is to say more flexibility was needed from upstream consumers to solve the same grid problem. In the third iteration, however, the contribution of consumers in the first iteration was "forgotten," and thus, their flexibility was reactivated. Although consumers at the end of the feeder did not steadily contribute with their flexibility, this approach was problematic, since there may have been consumers without any flexibility contribution during the first two iterations.
In Fig. 5(a) , the opposite extreme is presented. In that figure, which is considerably less volatile compared to Fig. 5(c) , consumers at the end of the feeder participated with less flexibility compared to the case of α i = β i = 1. Nonetheless they offered flexibility most of the time. This occurred due to the low value of ω, which resulted in memorizing a bigger flexibility activation history. This memory effect was expressed by very slow changing rates of α i and β i . The two extremes could be compromised by selecting a moderate ω value, as shown in Fig. 5(b) . This value resulted in less volatility than Fig. 5(c) , and at the same time, faster response of α i and β i to new flexibility offers. Table II illustrates the average flexibility activated from consumers located at different locations in the network (i.e., end, middle, and top) for different values of ω. It is worth mentioning that higher ω activates increased amount of flexibility from the upstream consumers. For instance, as demonstrated in Table II , the total flexibility requested from the top and the middle consumers for ω = 0.9 is higher than their flexibility request for ω = 0.1 and ω = 0.4. This is realized by shifting some of the flexibility requests from the bottom of the consumers towards the upstream consumers.
However, one notable attribute is that increase in ω lead to increase in required flexibility for solving the same grid issue. The amount of total flexibility request for ω = 0.4 is higher than that the flexibility requested for ω = 0.1, and the average flexibility requested for ω = 0.9 is higher than the flexibility requested for ω = 0.1 and ω = 0.4. Furthermore, as demonstrated in Fig. 5 , higher ω leads to frequent oscillations on flexibility requests. These oscillations are interpreted in that a great amount of flexibility is requested from consumers at the top of the feeder. However, in order to solve grid issues with the flexibility of these consumers, a considerably higher amount of flexibility is needed. This leads to higher costs on behalf of the DSO. Thus, ω = 0.4 is selected as a good compromise between shifting flexibility from the downstream to upstream consumers (i.e., consumer perspective) and keeping the total amount of requested flexibility in reasonable levels (i.e., DSO perspective). At ω = 0.4, the increase in flexibility amount is not significantly high compared to ω = 0.1, but help substantially to shift the flexibility from the bottom of the consumers toward the middle and top consumers. Fig. 6 shows the 30 first iterations of Fig. 5(b) in detail. Flexibility deriving from the top of the feeder is colored light gray, whereas flexibility from the middle of the network is colored dark gray. The rest of the colors refer to flexibility offers from nodes 20-27. As displayed, the first iteration (i.e., α i = β i = 1) resulted in the minimum amount of activated flexibility to solve the given grid constraint. Other instances of the same problematic situation would lead to different locational and quantitative flexibility requests. Furthermore, the higher the requested flexibility from upstream consumers, the higher the total flexibility request. It is important to signify that flexibility offers were recorded and, to a certain extent, same consumers were not requested to recontribute with flexibility, unless all other consumers had aided in relieving constraint violations.
B. Decentralized Control
The performance of the decentralized control is demonstrated by a 48-h time-sweep simulation with a time resolution of 0.1 s in the grid. Particularly, a period from 28th to 30th January (2012) was taken for simulation. In addition, V min i was computed by performing time-series power flow for a period from 1st through 28th January. Moreover, V th = 0.9535 pu was set for the farthest end node, and the V th for all other nodes is calculated using (9) and (10) . V min and V th for the nodes of the test network are depicted in Fig. 7 . Three cases, to be described, were investigated to illustrate the effectiveness of the proposed algorithm.
1) Case I:
This case demonstrates the performance of the decentralized control without considering variations of load during the actual operation. In this case, the centralized control was capable of solving the constraint violations perfectly. Fig. 8 illustrates simulation results of Case I for representative consumers (14 and 26) in two scenarios, namely with and without decentralized control. Consumer 14 is connected at a middle node of the grid while consumer 26 is connected at the farthest end node. Fig. 8(a) and (c) depicts with and without control scenarios for consumers 14 and 26, respectively. In particular, the "without" control plot indicates the total available flexibility that can be utilized by the decentralized controller, whereas the plot with control indicates the remaining flexibility after being utilized by the decentralized control. As such, the utilized flexibility by the decentralized control is illustrated as the difference between without and with control plots. Similarly, Fig. 8(b) and (d) depicts the voltage profiles at the POC of the corresponding consumers. In all figures, green represents simulation with control, whereas pink refers to simulation without control. Moreover, a voltage band defined by the red horizontal lines in Fig. 8(b) and (d) represents the droop operating regions. In particular, the lower line corresponds to V min and the upper to V th . Note that V min and V th vary for different nodes. It is observed that voltages at POC of both the consumers were within V min limit even without control. The implementation of the decentralized control facilitated the consumers to use extra flexibility, thereby raising the voltage. It can be seen that consumer 26 used relatively higher flexibility for longer duration and contributed positively to increase the voltage. Nevertheless, upstream consumers were also contributing to voltage support as can be seen from consumer 14. This is illustrated by the fact that the voltage of node 26 was higher even for periods when it had no available flexibility. Similarly, the voltage of consumer 14 also increased even though its flexibility had been used for relatively short periods. Indeed, this was due to the exploitation of flexibility from other consumers in the network. The extra flexibility utilized by the decentralized control increased the voltage, thereby providing a safe operational margin to compensate any unexpected real-time variations of the load.
2) Case II: This case demonstrates the performance of the decentralized control considering real-time operational variations of the load. In particular, random noise amounting ±20% of the load was introduced on top of the one in Case I to emulate real-time operational and/or forecasting uncertainties. Fig. 9 illustrates the simulation results for consumers 14 and 26 both including and excluding the decentralized control. Every subfigure depicts exactly the same setup as in Case I, nevertheless superimposing random noise.
It can be observed that introducing noise impacts the voltage profile significantly . Without decentralized control, the random noise resulted in deviations of voltages below V min for both consumers. When decentralized control was implemented, every consumer provided their flexibility based on availability to improve the voltage quality. It is observed that the voltage improved significantly compared to the case without control. In particular, consumer 26 used a significant amount of flexibility in an effort to support the voltage. Nevertheless, upstream consumers were also contributing toward voltage support. This fact is observed in Fig. 9 (a) and (b) as consumer 14 activated his/her flexibility whenever the voltage became less than V th . The contribution of upstream consumers to voltage support is clearly seen by the increase in voltage of consumer 26 when it has no available flexibility.
It should be noted that the decentralized control may not fully address the voltage issues. If the voltage deviations are very large, the decentralized control improves the voltage with its available flexibility, but may not be able to fully solve the problem. This fact is depicted by small deviations of voltage at node 26 even after using the decentralized control. Since the voltage support capability of the decentralized control is contingent to the available flexibility, higher flexibility might have been required to fully resolve the voltage issue. 3) Case III: Here, the efficacy of the decentralized control with different V th settings is demonstrated, since this setting essentially impacts the voltage support capability. In particular, three settings, namely high, low, and medium V th were investigated. Fig. 10 illustrates simulation results for consumer 26 and 14 according to the aforementioned V th settings. In addition, a scenario without control is also presented to facilitate a performance comparison with various V th . The blue curve represents the case without control, whereas the violet, green, and gray curves represent the results with high, medium, and low V th settings, respectively. Moreover, pink, green, and gray lines in Fig. 10(b) and (d) represent the threshold values for the corresponding V th settings. As observed in Fig. 10 , implementing high V th settings leads to higher flexibility usage despite the voltage being above V min . Both consumers needlessly utilized significant amount of flexibility for most of the time. However, activating a lot of flexibility when not needed is undesirable. On the contrary, low V th settings activated a very low amount of flexibility, thus slightly increasing the voltage above V min . This condition restricted the use of extra flexibility when needed. Moreover, it also limited the total amount of deployable flexibility of upstream consumers due to their small droop operating band and their reduced sensitivity to problems located downstream. Hence, the network becomes more susceptible to voltage violations due to load variations. Therefore, DSO should properly configure V th as a part of operational planning, and can adjusts those settings to meet daily and seasonal variations. To avoid excess or limited activation of available flexibility, moderate V th settings were chosen for Cases I and II.
VII. DISCUSSION
This section discusses key implications of the result and major consideration/assumptions made in this study. As for the centralized control, it is worthy to mention that additional constraints can easily be incorporated. For instance, in the examined case, only the positive sequence of the load flow has been regarded. However, phase unbalance could be straightforwardly dealt with by performing an unbalanced load flow and including the respective voltage constraints. As such, the proposed methodology can be implemented to utilize flexibility from both single-phase as well as three-phase loads. The centralized control is formulated such that the flexibility is treated as an equivalent to generation (i.e., decrease in load). Nonetheless, it can easily be implemented to generation flexibility when congestion is caused by high amount of distributed generations. This can be realized by adjusting (3) to two separate sets: one for load and the other for generation. Moreover, the decentralized control also needs to be adjusted to solve the congestion due to high generation in real time. To do so, the droop control defined in (10) needs to be modified such that voltage thresholds and cut-off limits are computed for both undervoltage as well as overvoltage violations.
The droop settings (e.g., V min and V th ) of different nodes are computed by the centralized controller and dispatched to respective decentralized controller for enabling fair utilization of flexibility from all consumers for solving local voltage problems. Those settings can also be recomputed on a regular basis to accommodate daily, seasonal and/or other behavioral variations throughout the year. It is worth mentioning that, as discussed in Section III, load types have not been thoroughly examined. Nonetheless, this is also not the primary scope of this paper. The ultimate goal of this manuscript would be to make the first step to optimally and fairly activate flexibility from distributed consumers. ON-OFF types of flexible loads can be dealt by incorporating binary variables in the form of b in (2) . Moreover, tap changing has not been investigated in this study since many distribution transformers are currently operated with a fixed tap setting [31] . Tap changing can be regarded either by including the respective sensitivity equations or by handling it in the load flow of the iterative optimization approach as described in Section III.
In the short run, extra costs due to activation of flexibility in the middle and beginning of feeder might be difficult to justify. However, considering the repeated requests on flexibility to the same consumer will result in the flexible consumer to be reluctant in providing a wide range of flexibility. This occurs on the grounds that consumers are not willing to compromise their comfort and operational flexibility all the time. Since consumer acceptance is one of the biggest issues to practically deploy DR, fair activation of flexibility will eventually lead to long-term economic benefits by delaying grid reinforcements even more than what would be expected in conventional control schemes without considering fairness.
Similarly, the described methodology might raise question in regards to the communication cost versus the benefits of the proposed flexibility utilization. It is true that small amounts of flexibility might incur considerable communication cost and might be hard to justify given the current market structure. However, communication will be an inherent part of the future smart grids for facilitating multiple functionalities, including meter reading, dispatch of electricity price, and demand control. Therefore, the cost associated with the communication will be justified from the benefits, which small flexibilities bring to the future grids in multiple ways. Moreover, when penetration of intermittent renewables increases, the values of demand flexibility will increase significantly and energy/power markets will be more favorable for trading flexibilities from small scale consumers. In fact, there are already some European projects, i.e., Totalflex.dk (http://www.totalflex.dk/), which are researching the aggregation mechanism of smaller flexibilities to supply reasonable reserves to energy markets. Such a scenario will merit consumers financially, while bringing significant economic and technical benefits to the grid operators and balancing authorities by reducing the need of expensive reserves.
VIII. CONCLUSION
This study proposed a two-stage centralized and decentralized control scheme, which is capable of fairly utilizing flexibilities from all consumers in a network. Assuming grid limit constraints are breached, the centralized control is employed to resolve these problems on an hour-ahead basis. Then, the decentralized controller solves any remaining voltage issues in real time utilizing the remaining flexibility. A fairness concept is incorporated in both centralized and decentralized control schemes to ensure the fair participation of consumers in solving voltage and current limit violations. Particularly, the fairness is handled by incorporating a historic participation factor in the optimization procedure of the centralized control and by properly setting/tuning droop parameters in the decentralized control. Even through the proposed method might not be the economically best choice in the short run, the concept of fairness is expected to enhance the willingness of flexible consumers to participate with their flexibility in the long run while increasing the flexibility reserves. Thus, this scheme offers long-term financial benefits as costly grid reinforcements can be substantially delayed even further than what could be achieved with traditional schemes, which do not take fairness into account.
Future work will consider augmenting the model with a 24-h schedule of flexibility to cater for the less predictable day-ahead flexibility. The scope of this manuscript will be further expanded in the future by considering specific load types, phase unbalance, and tap changing transformers.
