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Lectures on Chow-Witt groups
Jean Fasel
Abstract
We provide a toolkit to work with Chow-Witt groups, and more generally with the homology
and cohomology of the Rost-Schmid complex associated to Milnor-WittK-theory.
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Introduction
The purpose of these lectures (given in Essen in June 2018) is to give a quick introduction to Chow-Witt
groups not involving prior knowledge in either Chow groups or the theory of symmetric bilinear forms.
The goal is to stay as elementary as possible, avoiding altogether complicated proofs and focusing on
explicit expressions allowing to perform computations. The lectures are based on the construction of
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the Rost-Schmid complex in [23] and on a primer on Milnor-Witt cohomology in preparation (jointly
with Baptiste Calme`s). The reader will eventually be able to refer to the latter for complete details, and
in particular for exhaustive proofs of the results stated here. The program of the lectures is roughly
the following. In the first part, Milnor-Witt K-theory of a field F is introduced, following the original
presentation of [23, §3]. We state a few elementary results aimed at understanding the nature of this
K-theory, mixing up MilnorK-theory and symmetric bilinear forms. Then, we pass to the fundamental
construction of the residue homomorphism associated to a discrete valuation field. The subtle point of
the construction is that this homomorphism doesn’t depend only on the chosen valuation, but also on
the choice of a uniformizing parameter. This fact parallels the situation of Witt groups, and there is a
well known procedure to transform it in a homomorphism independent of the choice of the parameter.
This requires the introduction of Milnor-Witt K-theory twisted by some extra information and leads
to interesting but sometimes technically involved constructions. The major novelty here (with respect
to [23] or [12]) is the notion of Milnor-Witt K-theory twisted by a graded line bundle following the
original idea of [10]. Having the twisted residue homomorphisms at hand, we introduce in the second
lecture the Rost-Schmid complexes, which are our main object of study. These complexes are defined
for schemes essentially of finite type over a field k, but have some special properties when the scheme
is essentially smooth. This leads to the notions of homological Rost-Schmid complex and cohomo-
logical Rost-Schmid complex, the latter being defined only for essentially smooth schemes. We then
pass to the study of the functoriality properties of the complexes, the main result being that the ho-
mological complex is covariantly functorial for proper morphisms and contravariantly functorial for
smooth morphisms, while the cohomological complex is contravariantly functorial for flat morphisms.
In both cases, the (co-)homology of the complex is homotopy invariant allowing the definition of an
Euler class associated to a vector bundle over a scheme X essentially of finite type over k. This Euler
class is one of the main motivations for the introduction of Chow-Witt groups by Barge and Morel, but
we only spend a few lines on these classes stating only the definition. More properties of these classes
can be found in Levine’s lectures in the same volume. In the third lecture, we construct a pull-back
for morphisms between smooth schemes, and more generally for l.c.i. morphisms between finite type
schemes. This pull-back is defined at the level of the (co-)homology and uses homotopy invariance and
the deformation to the normal cone construction. This is the only point in these notes where we loose
track of what happens at the level of (co-)cycles, mainly because of our use of homotopy invariance.
This pull-back allows to define a ring structure at the level of the cohomology of the Rost-Schmid com-
plex. We further study functoriality in this section, stating results on cdh and Nisnevich descent before
passing to the base change and projection formulas. At this point, it must be said that our constructions
are all based on the theory of cycle modules as studied in [27], consisting mostly of a refinement of
these techniques as in [23].
To conclude this introduction, let us say a few words about the history of Chow-Witt groups. They
were originally introduced by Barge-Morel ([4]) with the idea to define an Euler class able to tell when
a rank d vector bundle E over a smooth affine scheme X actually splits a free bundle of rank one. This
program was later fulfilled by Morel in [23]. The definition of the Chow-Witt groups was based on
the one hand on the complex in Milnor K-theory and on the other hand on a Gersten-Witt complex
defined in the PhD thesis of Schmid ([30]). Unfortunately, the proof that this complex was indeed a
complex was missing at that time. Part of my PhD thesis ([12]) was to use another complex to define the
Chow-Witt groups, namely the Gersten-Witt complex of Balmer-Walter ([3]). This complex involved
the machinery of derived Witt groups as developed by Balmer, which allowed to give a definition
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of the Chow-Witt groups and obtain their basic functorial properties (all based on the corresponding
functoriality of Witt groups). It was also the occasion to rename the Chow groups of oriented cycles
of Barge-Morel to Chow-Witt groups. Indeed, the reference to an orientation seemed confusing at that
time, simply because Chow-Witt groups are not oriented in the classical sense.
Acknowledgements
I wish to thank the editors, especially Federico Binda, for motivating me to write down these notes. I’m
grateful to Peng Du for carefully reading preliminary versions of this text. This led to the elimination
of countless typos and contributed to make the exposition better.
Conventions
We work over a field k, assumed to be perfect. The schemes are all k-schemes which are of finite type
and separated. The fields we consider are all finitely generated field extensions of k.
1 Preliminaries
1.1 Milnor-WittK-theory
Let F be a finitely generated field extension of k. Let A(F ) be the free (associative, unital) Z-graded
ring generated in degree 1 by symbols [a], for a ∈ F×, and η in degree −1. The Milnor-Witt K-theory
ring KMW∗ (F ) is the quotient of A(F ) generated by the following relations:
1. [a] · [1− a] = 0 for a 6= 0, 1.
2. [ab] = [a] + [b] + η · [a] · [b] for a, b ∈ F×.
3. η · [a] = [a] · η for a ∈ F×.
4. η · (η · [−1] + 2) = 0.
In the sequel, we will simply denote by [a1, . . . , an] the product of the [ai] (for i = 1, . . . , n) and
by η[a] the product η · [a]. By construction, the association
F 7→ KMW∗ (F )
is functorial in F . Before stating elementary properties of Milnor-Witt K-theory, we first spend a few
lines explaining its links with other objects in mathematics. First, note that the ideal generated by η is
two-sided and that
KMW∗ (F )/(η) = K
M
∗ (F )
where the right-hand side is the Milnor K-theory ring as defined in [20]. The image of [a1, . . . , an]
is usually denoted by {a1, . . . , an}. Let now GW(F ) be the Grothendieck-Witt ring of symmetric
bilinear forms on F ([21]). For any a ∈ F×, we denote by 〈a〉 the class of the symmetric bilinear form
on F defined by (X,Y ) 7→ aXY . The following result is fundamental ([23, Lemma 3.10]).
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Lemma 1.1. The map
GW(F )→ KMW0 (F )
given by 〈a〉 7→ 1 + η[a] passes to a well-defined isomorphism.
In view of this result, we will denote by 〈a〉 the symbol 1 + η[a] of degree 0. The second relation
defining Milnor-Witt K-theory then becomes
[ab] = [a] + 〈a〉[b] = [b] + 〈b〉[a]
for any a, b ∈ F×. In particular, the fact that 〈b2〉 = 〈1〉 yields [ab2] = [a] + [b2].
Observe also that the symbol η · [−1] + 2 appearing in the fourth relation becomes η[−1] + 2 =
〈−1〉+1 = 〈−1, 1〉. This is the so-called hyperbolic form on F 2. Following the usual conventions, we
set h := 〈−1, 1〉 and we then see that the fourth relation becomes ηh = 0.
For i ≥ 1, we can consider the composite homomorphism
GW(F )→ KMW0 (F )
ηi
→ KMW−i (F ).
Using Lemma 1.1 above, it is not hard to see that this is surjective. By definition, we have ηh = 0 and
therefore we obtain a surjective homomorphism
W(F ) = GW(F )/(h) → KMW−i (F )
which is in fact an isomorphism ([23, Lemma 3.10]). The left-hand side is the Witt ring and is the basic
object of study when dealing with symmetric bilinear forms on F . We have a homomorphism
r : GW(F )→ Z
which associate to a symmetric bilinear form its rank. The kernel of this homomorphism is the fun-
damental ideal I(F ) ⊂ GW(F ). Since h is of rank 2, we may also consider the homomorphism
W(F ) → Z/2 induced by r and observe that the kernel is also I(F ). It is additively generated by the
classes of 〈−1, a〉 inW(F ) (or 〈−1, a〉−h in GW(F )). It follows that its powers In(F ) ⊂W(F ) (for
n ≥ 1) are generated by elements of the form
〈〈a1, . . . , an〉〉 := 〈−1, a1〉 · . . . · 〈−1, an〉
It is convenient to set In(F ) = W(F ) for n ≤ 0. We may also consider the quotient groups
I
n
(F ) := In(F )/In+1(F )
for any n ∈ Z (by definition, I
n
(F ) = 0 for n ≤ −1).
Lemma 1.2. For any n ∈ Z, there is a unique (surjective) homomorphism of KMW0 (F )-modules
jn : K
MW
n (F )→ I
n(F )
satisfying [a1, . . . , an] 7→ 〈〈a1, . . . , an〉〉.
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Proof. If n ≤ 0, the definition of jn is obvious. We then suppose that n ≥ 1. We may use an
alternative presentation of KMWn (F ) ([23, Definition 3.3, Lemma 2.4]). Its generators are of the form
ηm[a1, . . . , ar] with r −m = n and r,m ∈ N, and the relations are as follows:
1. ηm[a1, . . . , ar] = 0 if ai + ai+1 = 1 for some i = 1, . . . , r − 1.
2. ηm[a1, . . . , xy, . . . , ar] = η
m[a1, . . . , x, . . . , ar] + η
m[a1, . . . , y, . . . , ar] +
ηm+1[a1, . . . , x, y, . . . , ar] for any x, y ∈ F×.
3. ηm+2[a1, . . . , ai−1,−1, ai+1, . . . , ar] + 2η
m+1[a1, . . . , ai−1, ai+1, . . . , ar] = 0.
We set jn(η
m[a1, . . . , ar]) = 〈〈a1, . . . , ar〉〉 ∈ I
r(F ) ⊂ In(F ), and we check that the three above
relations are satisfied. If F is of characteristic different from 2, this is essentially [22, Lemma 2.3]. In
characteristic 2, the proof is the same but we spell it out for the convenience of the reader. We may use
the presentation of GW(F ) given in [21, Chapter IV, Lemma 1.1]. One of the relation reads as
〈u〉+ 〈v〉 = 〈u+ v〉+ 〈(u+ v)uv〉
for any u, v ∈ F× with u+ v 6= 0. Applying to a, 1− a, we obtain 〈a〉+ 〈1− a〉 = 〈1〉+ 〈a(1− a)〉
showing that 〈〈a, 1 − a〉〉 = h2 in GW(F ). Consequently, the first relation holds in In(F ). The third
relation holds by definition, and we are left with the second one. It suffices to prove that
〈〈ab〉〉 = 〈〈a〉〉 + 〈〈b〉〉 + 〈〈a, b〉〉 ∈ I(F ).
Using 〈u〉+ 〈−u〉 = h for any u ∈ F×, we get
〈−1, a〉 + 〈−1, b〉+ 〈−1, a〉 · 〈−1, b〉 = 〈−1, ab〉+ 3h
whence 〈〈a〉〉 + 〈〈b〉〉 + 〈〈a, b〉〉 = 〈〈ab〉〉. Finally, it is easy to check that jn is K
MW
0 (F )-linear.
The proof of the lemma also yields the following easy corollary that we state for further reference.
Corollary 1.3. For any n ≥ 1, the diagram
KMWn+1(F )
jn+1 //
η

In+1(F )

KMWn (F ) jn
// In(F ),
in which the right-hand vertical map is the inclusion, is commutative.
If F is of characteristic different from 2, recall from [20, Theorem 4.1] that for any n ∈ Z there is
a unique homomorphism
sn : K
M
n (F )→ I
n
(F )
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such that sn({a1, . . . , an}) = 〈〈a1, . . . , an〉〉 (mod I
n+1(F )). In characteristic 2, essentially the same
proof as in Lemma 1.2 shows that this homomorphism is well-defined and surjective. By definition, we
obtain a commutative square (of KMW0 (F )-modules)
(1.1) KMWn (F )
jn //

In(F )

KMn (F ) sn
// I
n
(F ).
It turns out that this square is actually cartesian (at least in characteristic different from 2), but this
is a highly non trivial fact. To explain this, let us first observe that the homomorphism jn induces a
surjective homomorphism
jn : K
MW
n (F )/(h) → I
n(F )
by KMW0 (F )-linearity.
Theorem 1.4. Suppose that F is of characteristic different from 2. Then, the diagram (1.1) is Cartesian.
Proof. We have a commutative diagram of exact sequences
KMWn+1(F )
η //
jn+1

KMWn (F ) //
jn

KMn (F ) //
sn

0
In+1(F ) // In(F ) // I
n
(F ) // 0.
On the other hand, we know from [22, Theorem 2.4] that jn is an isomorphism (this is a consequence
of Voevodsky’s affirmation of Milnor conjecture) for each n ∈ Z. It follows that the map
KMWn+1(F )/(h)
η
→ KMWn (F )/(h)
is injective. Consequently (h)∩(η) = (ηh) = 0 and I
n
(F ) = KMWn (F )/(η, h). The claim follows.
Remark 1.5. I don’t know if the statement is true if F is of characteristic 2 (see however [23, Remark
2.12]).
To conclude our elementary explorations of the properties of Milnor-Witt K-theory, let us observe
that the multiplication by h induces a homomorphism
hn : K
M
n (F )→ K
MW
n (F )
since ηh = 0. This homomorphism can also be described by
hn({a1, . . . , an}) = [a
2
1, a2, . . . , an].
We conclude this section with some basic properties of Milnor-Witt K-theory that we’ll use in the
sequel ([23, Lemma 3.7, Corollary 3.8, Lemma 3.14]).
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Lemma 1.6. Let ǫ := −〈−1〉 ∈ KMW0 (F ). For any n ∈ Z, let
nǫ =

∑n
i=1〈(−1)
i−1〉 if n > 0.
0 if n = 0.
ǫ
∑−n
i=1〈(−1)
i−1〉 if n < 0.
Then, the following properties are satisfied.
1. For any a ∈ F×, we have [a, a] = [−1, a] = [a,−1] and [a,−a] = 0.
2. For any α ∈ KMWn (F ) and β ∈ K
MW
m (F ), we have αβ = ǫ
mnβα.
3. For any n ∈ Z and a ∈ F×, we have [an] = nǫ[a].
1.2 Residue homomorphisms
Let us now describe the fundamental tool used to define a Gersten-type complex with coefficients in
Milnor-Witt K-theory: the residue homomorphism. We follow again closely [23, §3]. Let then F be a
field and v : F → Z∪{−∞} be a discrete valuation with residue field κ(v) and valuation ring Ov. We
choose a uniformizing parameter π = πv of v.
Theorem 1.7. There is a unique homomorphism of graded abelian groups
∂πv : K
MW
∗ (F )→ K
MW
∗−1 (κ(v))
of degree −1 such that ∂πv commutes with the multiplication by η and
1. ∂πv ([π, u1, . . . , un]) = [u1, . . . , un],
2. ∂πv ([u1, . . . , un]) = 0,
for any u1, . . . , un ∈ O
×
v . We call it the residue homomorphism.
Proof. See [23, Theorem 3.15].
Remark 1.8. Granted the existence of ∂πv , the unicity is easy. Indeed, let [a1, . . . , an] be a symbol.
Writing ai = uiπ
ni with ui ∈ O
×
v and ni ∈ Z for each i and using [π
ni ] = (ni)ǫ[π], [π, π] =
[π,−1] and the graded commutativity of Milnor-Witt K-theory, we can express [a1, . . . , an] as a sum
of symbols of the form ηm[π, u1, . . . , un+m−1] and η
m[u1, . . . , un+m] for some (non constant)m ∈ N.
The images of these symbols are determined by properties 1. and 2. above, yielding unicity.
Remark 1.9. The homomorphism ∂πv depends not only on the valuation v, but also on the choice of
the uniformizing parameter π. Indeed, suppose that π′ = uπ for some u ∈ O×v . We then have
∂πv ([π,−1]) = [−1] by construction, while
∂π
′
v ([π,−1]) = ∂
π′
v ([u
−1π′,−1])
= ∂π
′
v ([u
−1,−1] + [π′,−1] + η[u−1, π′,−1])
= ∂π
′
v ([u
−1,−1] + [π′,−1] + η[π′, u−1,−1])
= [−1] + η[u−1,−1]
= 〈u−1〉[−1].
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In general, [−1] 6= 〈u−1〉[−1]. For instance, taking κ(v) = R and using the homomorphismKMW1 (R)→
I(R) we see that [−1] 6= 〈−1〉[−1].
The fact that ∂πv depends on the choice of the uniformizing parameter is the reason for introducing
twisted Milnor-Witt K-theory in Section 1.5 and the motivation for considering graded line bundles in
the next section. To conclude the present section, we state a few fundamental results on the residue
homomorphism ([23, Proposition 3.17, Theorem 3.24]) and introduce the geometric transfer.
Lemma 1.10. Let α ∈ KMW∗ (F ) and let u ∈ O
×
v . Then
∂πv (〈u〉α) = 〈u〉∂
π
v (α).
Theorem 1.11. For any n ∈ Z, there is a split short exact sequence
0→ KMWn (F )→ K
MW
n (F (t))
∑
∂pp
−−−→
⊕
p
KMWn−1(F (p))→ 0
where p runs through the set of monic irreducible polynomials of F [t] and F (p) = F [t]/(p). The left-
hand homomorphism is induced by the field extension F ⊂ F (t) and the right-hand homomorphism
is the sum of the residues homomorphisms associated to the p-adic valuation and the uniformizing
parameter p.
Remark 1.12. There is an obvious retraction of KMWn (F ) → K
MW
n (F (t)). Indeed, for any α ∈
KMWn (F (t)), we can consider [t]α ∈ K
MW
n+1(F (t)) and then use the residue homomorphism ∂
t
t .
There is yet another valuation on F (t) that we haven’t used so far: the valuation at ∞. For any
polynomials f, g ∈ (F [t] \ 0)2, we set v∞(f/g) = deg(g) − deg(f). We can choose −
1
t as a uni-
formizing parameter (we’ll come back later on the reasons of this choice) and we obtain a residue
homomorphism
∂
− 1
t
∞ : K
MW
n (F (t))→ K
MW
n−1(F )
for any n ∈ Z. Following [23, §4.2], we set the following definition.
Definition 1.13. Let p be a monic irreducible polynomial in F [t], the composite
τ
F (p)
F : K
MW
n−1(F (p)) ⊂
⊕
p
KMWn−1(F (p))
s
→ KMWn (F (t))
−∂
−
1
t
∞−−−−→ KMWn−1(F ),
where s is any section of
∑
∂pp , is called the geometric transfer (in weight n − 1) associated to the
extension F ⊂ F (p).
Remark 1.14. As the composite KMWn (F ) → K
MW
n (F (t))
−∂
−
1
t
∞−−−−→ KMWn−1(F ) is trivial, the geometric
transfer is independent of the choice of the section s.
As a consequence, we obtain a useful unicity property, that is a consequence of the definition of a
cokernel.
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Lemma 1.15. The geometric transfers τ
F (p)
F are the unique homomorphisms which make the diagram
0 // KMWn (F ) // K
MW
n (F (t))
∑
∂pp //
−∂
−
1
t
∞

⊕
pK
MW
n−1(F (p))
//
∑
τ
F (p)
F
vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
0
KMWn−1(F )
commutative. In other words, there are the unique homomorphisms fp : K
MW
n−1(F (p)) → K
MW
n−1(F )
with
∑
(fp ◦ ∂
p
p) + ∂
− 1
t
∞ = 0.
Remark 1.16. This unicity property is useful when trying to identify the geometric transfers in the
context of symmetric bilinear forms. Indeed, if n ≤ −1, the geometric transfers give transfer maps
W(F (p))→W(F )
at the level of Witt groups. Now, transfers for Witt groups are usually obtained via the so-called
Scharlau transfer map. For any nontrivial homomorphism of F -vector spaces fp : F (p) → F , one
obtains a transfer homomorphism (fp)∗ : W(F (p))→W(F ) by considering the composite
V × V → F (p)
fp
→ F
for any symmetric bilinear map V × V → F (p). In our case, F (p) is a monogeneous field extension,
with basis {1, t, . . . , td−1} where d = deg(p) and we can consider the homomorphism fp : F (p)→ F
defined by f(ti) = 0 for i = 0, . . . , d− 2 and f(td−1) = 1. In characteristic different from 2, we may
use [28, Theorem 4.1] to see that the geometric transfers are the ones obtained using the homomor-
phisms fp we just defined. The reader can adapt the proof of loc. cit. to the case of characteristic 2 as
well.
Remark 1.17. The main problem with the geometric transfers is that they actually depend on choices.
This is one of the main reasons for introducing a slightly different (and more subtle) transfer in Section
1.5.
1.3 Graded line bundles
LetX be a connected scheme, and letP(X) be the category of invertibleOX -modules (or, equivalently,
the category of line bundles over X). The category P(X) is a symmetric monoidal category (in the
sense of [19, Chapter VII, §7]), where the operation is the tensor product of invertible OX-modules
(L,N) 7→ L⊗OX N,
the unit is the moduleOX and the associativity and commutativity constraints are the usual ones. We’ll
drop the subscript on the tensor product in the sequel. We have three useful isomorphisms, namely the
switch isomorphisms s : L⊗N → N ⊗L (which satisfies s⊗ t 7→ t⊗s on sections), the isomorphism
u : L⊗ L∨ ≃ OX given on sections by l ⊗ ϕ 7→ ϕ(l) and the isomorphism us : L
∨ ⊗ L ≃ OX . The
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category G(X) of graded line bundles on X is the category whose objects are pairs (L, a) where L is
an object of P(X) and a ∈ Z and whose morphisms are of the form
homG(X)((L, a), (L
′, a′)) =
{
∅ if a 6= a′.
IsomP(X)(L,L
′) if a = a′.
In particular, all morphisms in this category are isomorphisms. We may enrich G(X) with a symmetric
monoidal structure whose tensor product is defined by
(L, a) ⊗ (L′, a′) := (L⊗ L′, a+ a′).
The associativity relation is induced by the associativity relation in P(X). The unit is the pair (OX , 0)
with isomorphisms (L, a) ⊗ (OX , 0) ≃ (L, a) and (OX , 0) ⊗ (L, a) ≃ (L, a) induced by the iso-
morphisms L ⊗ OX ≃ L given on sections by l ⊗ a 7→ al (and a ⊗ l 7→ al for the other isomor-
phism). Finally, the symmetry isomorphism (L, a) ⊗ (L′, a′) ≃ (L′, a′) ⊗ (L, a) is (−1)aa
′
s (where
s is the switch isomorphism defined above). In G(X), each object is invertible. Indeed, we note that
(L, a)⊗ (L∨,−a) = (L⊗ L∨, 0)
u
→ (OX , 0). By symmetry, we see that
(L∨,−a)⊗ (L, a) ≃ (L, a)⊗ (L∨,−a)
u
≃ (OX , 0)
showing that (L, a) has also a right inverse. Note that the above isomorphism is not induced by us, but
by (−1)aus. All in all, G(X) is a Picard category in the sense of [10, §4].
The main purpose of G(X) is to understand the properties of the determinant of a vector bundle over
X. Indeed, let V(X) be the category of vector bundles on X (with only isomorphisms as morphisms).
there is a functor
D : V(X)→ G(X)
given on objects by V 7→ (detV, rk(V )) and on morphisms by f 7→ det f . For each exact sequence
(V ) of the form
0→ V1
i
→ V2
p
→ V3 → 0
with rk(Vi) = ai, we have an isomorphism
ϕ(V ) : detV1 ⊗ detV3 → detV2
defined as follows. Locally, the sequence splits, i.e. there exists a monomorphism s : V3 → V2 such
that ps = id. We may then define locally ϕ(V ) by
(v1 ∧ . . . ∧ va1)⊗ (w1 ∧ . . . ∧wa3) 7→ v1 ∧ . . . ∧ va1 ∧ s(w1) ∧ . . . ∧ s(wa3).
It is straightforward to check that this definition doesn’t depend on the choice of the section s and thus
that one can glue the local definitions to get a global version. The isomorphism ϕ(V ) readily gives an
isomorphism D(V1)⊗D(V3) ≃ D(V2) that we still denote by ϕ(V ). This isomorphism is functorial in
the sense that if we have a commutative diagram
0 // V1 //

V2 //

V3 //

0
0 //W1 //W2 //W3 // 0
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of exact sequences in which the vertical arrows are isomorphisms, then the diagram
D(V1)⊗D(V3)
ϕ(V ) //

D(V2)

D(W1)⊗D(W3) ϕ(W )
// D(W2)
in which the vertical arrows are the isomorphisms induced by the vertical arrows above, is also com-
mutative. Moreover, we canonically have that D(0) = (OX , 0). This datum satisfies the conditions of
[10, §4.3]. In particular, suppose that we have a sequence of (admissible) monomorphisms of vector
bundles
0 ⊂W ⊂ V ⊂ E.
Then, the following diagram
D(W )⊗D(V/W )⊗D(E/V ) //

D(V )⊗D(E/V )

D(W )⊗D(E/W ) // D(E)
is commutative. Finally, let us mention that the isomorphism ϕ(V ) is compatible with the commutativity
of G(X) in the sense that if we can write V2 = V1 ⊕ V3 then the two exact sequences
(V ) 0 // V1 // V2 // V3 // 0
and
(V ′) 0 // V3 // V2 // V1 // 0
give a commutative diagram
D(V1)⊗D(V3) //
ϕ(V ) ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
D(V3)⊗D(V1)
ϕ(V ′)ww♦♦♦
♦♦
♦♦
♦♦
♦♦
D(V2)
in which the horizontal arrow is the commutativity isomorphism in G(X).
As a result of this general formalism, it is in principle possible to understand (sometimes at the cost
of cumbersome computations) the isomorphisms of determinant bundles associated to various exact
sequences of vector bundles. This will be particularly useful when dealing with twisted Milnor-Witt
K-theory. Before spending a section introducing the exact sequences we will use in this work, we
conclude this section by mentioning various additional properties of G(X). First, we supposed at
the beginning of this section that X was connected. When dealing with non-connected schemes, it
is convenient to replace the integer appearing in the definition of a graded line bundle with a locally
constant integer. The theory and constructions are evidently the same in this slightly more general
context. Second, suppose that we have two (connected) schemesX and Y together with a morphism of
schemes f : X → Y . Given a graded line bundle (L, a) on Y , we may consider the graded line bundle
(f∗L, a) on X. This defines a functor f∗ : G(Y ) → G(X) that we will use frequently in the rest of
these notes.
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1.4 Useful exact sequences
For any scheme X, we denote by ΩX/k the sheaf of differentials of X over k. In case X is smooth and
connected, then ΩX/k is a vector bundle of rank dX := dim(X). We may then consider the graded
line bundle D(ΩX/k) = (ωX/k, dX) in G(X) (where ωX/k = detΩX/k). In case X is not connected,
then the rank of ΩX/k is a locally constant integer and we may still consider D(ΩX/k) in G(X) in
the slightly more general sense we discussed above. We always assume that the schemes we use are
connected and let the reader make the necessary changes in the general situation.
Let now f : X → Y be a smooth morphism of smooth schemes. Then, we have an exact sequence
([16, II.8])
f∗ΩY/k → ΩX/k → ΩX/Y → 0
which is also exact on the left as f is smooth. Consequently, we obtain an isomorphism of graded line
bundles
D(f∗ΩY/k)⊗D(ΩX/Y ) ≃ D(ΩX/k)
Using the functor G(Y )→ G(X) defined in the previous section, we may write the isomorphism as an
isomorphism
(1.2) f∗D(ΩY/k)⊗D(ΩX/Y ) ≃ D(ΩX/k).
We will frequently use this isomorphism, or the isomorphisms associated to it after performing
elementary operations involving taking inverses and permutations. For instance, we can transform
(1.2) into an isomorphism
(ωX/Y , dX − dY ) ≃ (ωX/k, dX)⊗ (ω
∨
Y/k,−dY )
multiplying first on the left by (ω∨Y/k,−dY ) and then permuting the latter with (ωX/k, dX).
Suppose now that we have a Cartesian square of smooth schemes
X ′
v //
g

X
f

Y ′ u
// Y
with u (and thus also v) smooth. We then have a canonical isomorphism ([18, Corollary 4.3])
(1.3) g∗D(ΩY ′/Y ) = D(g
∗ΩY ′/Y ) ≃ D(ΩX′/X)
Finally, let us consider the situation where i : X → Y is a regular embedding of smooth schemes.
Let CXY be the conormal bundle toX in Y and letNXY be the normal cone toX in Y . We then have
an exact sequence
CXY → i
∗ΩY/k → ΩX/k → 0
which is in fact exact on the left. Therefore, we obtain a canonical isomorphism
(1.4) D(CXY )⊗D(ΩX/k) ≃ i
∗D(ΩY/k)
As above, we may modify this isomorphism into an isomorphism
D(ΩX/k) ≃ (detNXY, dX − dY )⊗ i
∗D(ΩY/k)
by tensoring on the left by (detNXY, dX − dY ).
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1.5 Twisted Milnor-WittK-theory
Let F be a field (which is a finitely generated field extension of k) and let (L, a) ∈ G(F ) be a graded
line bundle. We set L0 for the set of nonzero elements of L and we observe that F× acts on L0
in an obvious way. It follows that the free abelian group Z[L0] on the set L0 is endowed with an
action of the group algebra Z[F×]. On the other hand, we know that KMW∗ (F ) is a K
MW
0 (F )-algebra.
Besides, we have a map F× → KMW0 (F ) given by u 7→ 〈u〉. This induces a ring homomorphism
Z[F×] → KMW0 (F ) and it follows that K
MW
∗ (F ) is a Z[F
×]-algebra. The following definition is due
to Morel.
Definition 1.18. Let (L, a) ∈ G(F ). We define
KMW∗ (F,L, a) := K
MW
∗ (F )⊗Z[F×] Z[L
0]
which we call the Milnor-Witt K-theory of F twisted by (L, a).
Even though a doesn’t appear in the above definition, it is important to keep track of it. Indeed,
we’ll sometimes have to compare Milnor-Witt K-theory twisted by (L, a) ⊗ (L, a′) with Milnor-Witt
K-theory twisted by (L, a′)⊗ (L, a). We’ll then use the commutativity isomorphism in G(X), which
makes use of both a and a′. Another important thing to note is thatKMW∗ (F,L, a) is not a ring anymore,
but a priori merely a graded abelian group. In fact, it has the structure of a KMW∗ (F )-module as we
will shortly see. Before, let us observe that the action of F× on L0 is simply transitive. It follows that
the choice of any non trivial element l ∈ L0 yields an isomorphism
KMW∗ (F ) ≃ K
MW
∗ (F,L, a)
given by α 7→ α ⊗ l. In view of this fact, we will often denote an element of KMW∗ (F,L, a) by α ⊗ l
with α ∈ KMW∗ (F ) and l ∈ L
0. Using this notation, we may write the KMW∗ (F )-module structure of
KMW∗ (F,L, a) as
KMW∗ (F )×K
MW
∗ (F,L, a)→ K
MW
∗ (F,L, a)
mapping (β, α⊗ l) to (βα)⊗ l. More generally, let (L, a) and (L′, a′) be two graded line bundles over
F . Then, we define a pairing
KMW∗ (F,L, a)×K
MW
∗ (F,L
′, a′)→ KMW∗ (F, (L, a) ⊗ (L
′, a′))
given by (α⊗ l, β ⊗ l′) 7→ (αβ) ⊗ (l ⊗ l′). We let the reader check that the diagram
KMWn (F,L, a) ⊗K
MW
m (F,L
′, a′) //

KMWm+n(F, (L, a) ⊗ (L
′, a′))

KMWm (F,L
′, a′)⊗KMWn (F,L, a) // K
MW
m+n(F, (L
′, a′)⊗ (L, a)),
in which the left vertical map is the switch homomorphism and the right vertical map is the isomorphism
induced by the commutativity rule in G(F ), is 〈(−1)aa
′
〉ǫmn-commutative.
The main idea behind considering twisted Milnor-Witt K-theory is the definition of a residue ho-
momorphism as in Theorem 1.7 which is independent of the choice of the uniformizing parameter. Let
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then F be a field with a discrete valuation v : F → Z∪{−∞}. LetOv be the associated valuation ring
with maximal ideal mv and residue field κ(v), and let (L, a) be a graded line bundle on Ov. We define
the twisted residue map
(1.5) ∂v : K
MW
∗ (F,LF , a)→ K
MW
∗−1 (κ(v), ((mv/m
2
v)
∗,−1)⊗ (Lκ(v), a))
by ∂v(α ⊗ l) = ∂
π
v (α) ⊗ π
∗ ⊗ l. Here, (mv/m
2
v)
∗ is the dual (as κ(v)-vector spaces) of mv/m
2
v, LF
and Lκv are the respective restrictions of L to F and κ(v), π is a uniformizing parameter and π
∗ is the
dual of the class π of π in mv/m
2
v.
Lemma 1.19. The homomorphism ∂v is well-defined and doesn’t depend on the choice of a uniformiz-
ing parameter.
Proof. We prove the result for (L, a) = (Ov, 0) for simplicity. The general case is similar. We are
then left to show that the association α 7→ ∂πv (α) ⊗ π
∗ is well-defined and independent of π. The first
assertion is clear as ∂πv is well-defined. Let now π
′ be another uniformizing parameter. There exists
then u ∈ O×v such that uπ = π
′. Arguing as in Remark 1.9, we see that ∂πv = 〈u〉∂
π′
v . It follows thus
from π∗ = u−1(π′)∗ that
∂πv (α)⊗ π
∗ = 〈u〉∂π
′
v (α)⊗ π
∗ = 〈u〉∂π
′
v (α) ⊗ u
−1(π′)∗ = ∂π
′
v (α) ⊗ (π
′)∗.
Having this twisted residue homomorphism in the pocket, we now turn to the task to define the
transfer morphisms for twisted groups. Let then F/k be a finitely generated field extension. We
consider the F [t]-module ΩF [t]/k (which is free of rank equal to tr.deg(F/k) + 1 as k is perfect).
For any monic irreducible polynomial p ∈ F [t], we can consider the p-adic valuation and we obtain a
twisted residue homomorphism
∂p : K
MW
∗ (F (t),D(ΩF (t)/k))→ K
MW
∗−1 (F (p), ((mp/m
2
p)
∗,−1)⊗F [t] D(ΩF [t]/k)).
Now, the canonical isomorphism (1.4) reads in this case as
(mp/m
2
p, 1)⊗D(ΩF (p)/k) ≃ F (p)⊗D(ΩF [t]/k)
and we get a canonical isomorphism D(ΩF (p)/k) ≃ ((mp/m
2
p)
∗,−1) ⊗F [t] D(ΩF [t]/k). The above
residue map can then be written
∂p : K
MW
∗ (F (t),D(ΩF (t)/k))→ K
MW
∗−1 (F (p),D(ΩF (p)/k)).
It follows that we get a total residue homomorphism
d : KMW∗ (F (t),D(ΩF (t)/k))→
⊕
p
KMW∗−1 (F (p),D(ΩF (p)/k))
where the index set on the right-hand side runs through the set of monic irreducible polynomials in
F [t]. On the other hand, the sequence k ⊂ F ⊂ F [t] gives a version of the canonical isomorphism
(1.2) of the form
D(ΩF/k)⊗D(ΩF [t]/F ) ≃ D(ΩF [t]/k).
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Using the pairing with 〈1〉 ⊗ dt ∈ KMW0 (F [t],D(ΩF [t]/F )) and the field extension F ⊂ F (t), we then
obtain a homomorphism
KMW∗ (F,D(ΩF/k))→ K
MW
∗ (F (t),D(ΩF (t)/k)).
Proposition 1.20. The sequence
0→ KMW∗ (F,D(ΩF/k))→ K
MW
∗ (F (t),D(ΩF (t)/k))
d
→
⊕
p
KMW∗−1 (F (p),D(ΩF (p)/k))→ 0
is split exact.
Proof. Any choice of a generator l of ωF/k (which is the determinant ofΩF/k and thus a F -vector space
of dimension 1) will give a generator l∧dt of ωF [t]/k (by the isomorphism (1.2)). Using these generators
together with the generators p∗ of (mp/m
2
p)
∗, we obtain an isomorphism of sequences between the
sequence of the statement and the sequence of Theorem 1.11. The claim follows then immediately.
Remark 1.21. Of course, one may further twist this sequence with a graded line bundle (L, a) over F
and obtain the same result.
This exact sequence allows us to define transfers as in Definition 1.13.
Definition 1.22. Let p be a monic irreducible polynomial in F [t], we denote by
Tr
F (p)
F : K
MW
n−1(F (p),D(ΩF (p)/k))→ K
MW
n−1(F,D(ΩF/k))
obtained mimicking the procedure of Definition 1.13. We call canonical transfer this homomorphism.
The canonical transfers satisfy the same universal property as the one for geometric transfers stated
in Lemma 1.15. Moreover, they coincide with Morel’s absolute transfers as defined in [23, §5.1] (in
any characteristic) as evidenced by the following example which treats the separable case.
Example 1.23. Suppose that the extension F (p)/F is separable. Then, an instructing calculation
shows that the transfer map Tr
F (p)
F can be described as follows. Let l be a generator of ωF/k. In view
of the isomorphism ΩF (p)/k ≃ ΩF/k ⊗ F (p), we may consider l as a generator of ωF (p)/k as well. For
any α ∈ KMW∗ (F (p)), we then find the formula
Tr
F (p)
F (α⊗ l) = τ
F (p)
F (〈p
′〉α)⊗ l.
As in the case of geometric transfers, we may have a look at the transfers onWitt groupsW(F (p), ωF (p)/k)→
W(F, ωF/k) induced by the canonical transfers. In the separable case, the above example, Remark 1.16
and [31, III,§6, Lemme 2] show that this transfer coincides with the one obtained using the trace form.
Moreover, the universal property shows that the canonical transfers actually coincide with the ones
defined by M. Schmid in his thesis in characteristic different from 2 ([30, §2]).
Suppose now that k ⊂ F ⊂ L are field extensions such that L/F is finite. We can find a filtration
F = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ Fn = L
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such that Fi/Fi−1 is monogeneous for i = 1, . . . , n. In that case, we define a transfer homomorphism
TrLF : K
MW
∗ (L,D(ΩL/k))→ K
MW
∗ (F,D(ΩF/k))
as the composite TrLF = Tr
F1
F ◦ . . . ◦ Tr
Fn−1
Fn−2
◦ TrLFn−1 . It is a priori far from clear that this transfer
homomorphism is well-defined (i.e. that it doesn’t depend on the choice of the filtration above). This is
proved by F. Morel in [23, Theorem 4.27, §5] in full generality. Note however that in case the extension
is separable one may use the above discussion (i.e. the fact that canonical transfers are actually induced
by the trace form) to deduce that the transfer is well defined. In characteristic different from 2, we may
also deduce the result using [30, Proposition 2.2.5]. In any case, we can write the following definition.
Definition 1.24. Let k ⊂ F ⊂ L be field extensions such that L/F is finite. We call the homomorphism
TrLF : K
MW
∗ (L,D(ΩL/k))→ K
MW
∗ (F,D(ΩF/k))
the canonical transfer.
As observed above, it’s also possible to further twist TrLF by a graded line bundle (L, a) in G(F ).
We leave the details to the reader. As a consequence of [23, Theorem 4.27, §5], we also note that the
canonical transfers are functorial in the field extensions of k.
2 The Rost-Schmid complex and Chow-Witt groups
In the first lecture, we introduced canonical transfers for finite field extensions F ⊂ L (both field
extensions of k). These transfers, together with the twisted residue homomorphism (1.5) are the two
main ingredients in the construction of the Rost-Schmid complex(es) that we now introduce (always
following Morel).
2.1 The complexes
LetX be a (finite type, separated) scheme over k and let (L, a) be a graded line bundle overX. For any
j ∈ Z, the Rost-Schmid complex C˜(X, j, L, a) in weight j is the complex (in homological dimension)
whose term in degree i is
C˜i(X, j, L, a) :=
⊕
x∈X(i)
KMWj+i (k(x),D(Ωk(x)/k)⊗ (L, a)).
Let x ∈ X(i) and y ∈ X(i−1). The differential
dxy : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i−1(k(y),D(Ωk(y)/k)⊗ (L, a))
is defined as follows. If y 6∈ {x}, then we set dxy = 0. In the other case, let Z be the normalization of
{x}. We have a finite morphism f : Z → X. Removing if necessary points of codimension ≥ 2 in Z
and their images in X, we may assume that we have a finite morphism Z → X and that Z is smooth.
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In particular, we can consider its module of differentials ΩZ/k (which is locally free of rank i). For any
z ∈ Z(i−1) we then have a residue homomorphism (1.5)
dxz : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i−1(k(z), ((mz/m
2
z)
∗,−1)⊗D(ΩZ/k)⊗ (L, a))
Using the canonical isomorphism (1.4)
((mz/m
2
z)
∗,−1)⊗D(ΩZ/k) ≃ D(Ωk(z)/k)
we obtain a homomorphism
dxz : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i−1(k(z),D(Ωk(z)/k)⊗ (L, a))
If z 7→ y under the map f : Z → X, the field extension k(y) ⊂ k(z) is finite and there is a canonical
transfer homomorphism
KMWj+i−1(k(z),D(Ωk(z)/k)⊗ (L, a))→ K
MW
j+i−1(k(y),D(Ωk(y)/k)⊗ (L, a)).
Summing the composite maps over all z ∈ Z mapping to y, we finally obtain a homomorphism
dxy : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i−1(k(y),D(Ωk(y)/k)⊗ (L, a))
as required. For a given x and a given α ∈ KMWj+i (k(x),D(Ωk(x)/k) ⊗ (L, a)), there are only finitely
many y ∈ X(i−1) such that d
x
y(α) 6= 0 and we then obtain a well defined homomorphism
di : C˜i(X, j, L, a) → C˜i−1(X, j, L, a).
In short, we have a graded abelian group C˜(X, j, L, a) together with a homomorphism d of degree −1,
i.e. a pair (C˜(X, j, L, a), d). It is not clear at all that di−1di = 0. We will shortly state the theorem
summarizing the situation, but before we focus on the Rost-Schmid complex in the special situation
where X is smooth (and connected). In this case, we can consider the graded line bundle D(ΩX/k) on
X and the pair (C˜(X, j,D(ΩX/k)
−1), d) whereD(ΩX/k)
−1 is the inverse ofD(ΩX/k) in G(X) (more
explicitly, D(ΩX/k)
−1 = (ω∨X/k,−dim(X))). Using the canonical isomorphism (1.4), we see that the
graded components are of the form
C˜i(X, j,D(ΩX/k)
−1) =
⊕
x∈X(i)
KMWj+i (k(x),D(mx/m
2
x)
−1).
Setting dim(X) := dX , we may rewrite the above term as
C˜i(X, j,D(ΩX/k)
−1) =
⊕
x∈X(dX−i)
KMWj+i (k(x),D(mx/m
2
x)
−1).
Now, we can consider the graded abelian group C(X, j) whose component of degree i is of the form
C(X, j)i :=
⊕
x∈X(i)
KMWj−i (k(x),D(mx/m
2
x)
−1)
and we have C˜i(X, j,D(ΩX/k)
−1) = C(X, j + dX)
dX−i. It follows that we obtain a homomorphism
d : C(X, j)→ C(X, j) of degree +1.
17
Remark 2.1. Of course, we may also consider the complex C(X, j, L, a) for any graded line bundle
(L, a) over X.
Theorem 2.2. LetX be a finite type k-scheme, j ∈ Z be an integer and (L, a) ∈ G(X) be a graded line
bundle over X. Then, (C˜(X, j, L, a), d) is a (chain) complex provided k is of characteristic different
from 2. If X is smooth, (C(X, j, L, a), d) is a (cochain) complex for k of any characteristic.
Proof. If X is smooth, this is [23, Theorem 5.31]. In the general case, the proof can be found in [9,
§4.2.8].
Remark 2.3. The assumption that k is of characteristic different from 2 in the proof that (C˜(X, j, L, a), d)
is a complex is artificial, and will be removed in [8]. Further, one can relax the assumption on X by
only supposing that X is essentially of finite type.
Definition 2.4. Let X be a finite type scheme over k. We call C˜(X, j, L, a) the homological Rost-
Schmid complex twisted by (L, a). We write Hi(X, j, L, a) for the homology groups of C˜(X, j, L, a).
In case X is smooth, we call C(X, j, L, a) the cohomological Rost-Schmid complex twisted by (L, a)
and write Hi(X, j, L, a) for its cohomology groups. If Y ⊂ X is a closed subset, we can also consider
the subcomplexes of both complexes formed by points on Y . We respectively denote by C˜Y (X, j, L, a)
and CY (X, j, L, a) these complexes.
If Xred denotes the reduction of X, then we can observe that C˜(X, j, L, a) = C˜(Xred, j, L, a) by
very definition. Further, we can also observe that if i : Y ⊂ X is a closed subscheme, then we also
have an identification
C˜(Y, j, i∗(L, a)) = C˜Y (X, j, L, a).
We finally come to the definition of Chow-Witt groups.
Definition 2.5. LetX be a scheme (essentially of finite type over k, separated). For any i ∈ N and any
graded line bundle (L, a) over X, we set
C˜Hi(X,L, a) = Hi(X,−i, L, a).
We call this homology group the homological Chow-Witt group of i-dimensional cycles twisted by
(L, a). For simplicity, we also sometimes simply say homological i-th Chow-Witt group or Chow-Witt
group. If (L, a) is trivial, we omit it from the notation.
Definition 2.6. Let X be an essentially smooth k-scheme. For any i ∈ N and any graded line bundle
(L, a) over X, we set
C˜H
i
(X,L, a) = Hi(X, i, L, a).
We call this cohomology group the cohomological Chow-Witt group of i-codimension cycles twisted
by (L, a). As above, we also sometimes simply say cohomological i-th Chow-Witt group or Chow-Witt
group and we omit (L, a) from the notation in case it is trivial. If Y ⊂ X is a closed subset, we may
also consider the group
C˜H
i
Y (X,L, a) = H
i(CY (X, i, L, a)).
and call it the cohomological Chow-Witt group of i-codimension cycles supported on Y and twisted by
(L, a), or simply Chow-Witt group supported on Y .
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2.2 Basic properties
We now state some basic properties of the Chow-Witt groups. First note that C˜Hi(X,L, a) = 0 and
C˜H
i
(X,L, a) = 0 for i > dim(X) or i < 0. If X is smooth of (constant) dimension dX , the above
identification of complexes yields an isomorphism
C˜Hi(X,D(ΩX/k)
−1 ⊗ (L, a)) ≃ C˜H
dX−i
(X,L, a).
Next, observe that we may replace Milnor-Witt K-theory by Milnor K-theory in the definition of the
Rost-Schmid complex. In a precise manner, this amounts to consider the quotient of each term by
η. Since the differential maps commute with η, it follows that we get a differential at the level of
the quotient complex. By definition, it coincides with the differential defined in [27, §2, (2.1.0)] and
consequently we obtain homomorphisms
C˜Hi(X,L, a)→ CHi(X)
for any i ∈ N (the same applies for the cohomological versions). In general, this map is neither in-
jective, nor surjective as shown by [13, Corollary 11.8]. Next, suppose that ι : Y ⊂ X is a closed
subset. We may see Y as a scheme by endowing it with its reduced structure and we know that
C˜(Y, j, ι∗(L, a)) = C˜Y (X, j, L, a). Let U ⊂ X be the complement of Y in X with embedding
u : U → X. It is an easy exercise to show that we have an exact sequence of complexes
0→ C˜(Y, j, ι∗(L, a))→ C˜(X, j, L, a) → C˜(U, j, u∗(L, a))→ 0
and consequently a long exact sequence
. . .→ C˜Hi(Y, ι
∗(L, a))→ C˜Hi(X,L, a)→ C˜Hi(U, u
∗(L, a))→ . . .
in homology. In contrast with the situation in the case of Chow groups, the right-hand arrow C˜Hi(X,L, a)→
C˜Hi(U, u
∗(L, a)) is in general not surjective ([13]). In case the scheme X is smooth, and ι : Y ⊂ X
is closed, we obtain the same sequence, with the distinction that C˜Hi(Y, ι
∗(L, a)) can be compared to
the relevant cohomological group only if Y is also smooth. Letting r = dX − dY be the (constant)
codimension of Y in X and considering the subcomplex CY (X, j, L, a) ⊂ C(X, j, L, a) of points
supported on Y , we have identifications
CY (X, j, L, a) = C˜Y (X, j − dX ,D(ΩX/k)
−1 ⊗ (L, a))
= C˜(Y, j − dX , ι
∗D(ΩX/k)
−1 ⊗ ι∗(L, a))
= C(Y, j + dY − dX ,D(ΩY/k)⊗ ι
∗D(ΩX/k)
−1 ⊗ ι∗(L, a))
Thus, the above exact sequence reads
. . .→ C˜H
i−r
(Y,D(ΩY/k)⊗ ι
∗D(ΩX/k)
−1 ⊗ ι∗(L, a))→ C˜H
i
(X,L, a)→ C˜H
i
(U, u∗(L, a))→ . . .
in this case. One maymoreover use the canonical isomorphism (1.2) to identifyD(ΩY/k)⊗ι
∗D(ΩX/k)
−1
withD(ΩX/Y ).
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2.3 Push-forwards
The purpose of this section is to show that given a proper morphism f : X → Y of finite type schemes
over k there exists a morphism of complexes
f∗ : C˜(X, j, f
∗(L, a))→ C˜(Y, j, L, a)
for any j ∈ Z and any graded line bundle (L, a) on Y . The association f 7→ f∗ is functorial (i.e.
respects compositions and identities) and therefore homological Chow-Witt groups define a covariant
functor from the category of finite type k-schemes (with projective morphisms) to the category of
abelian groups. The definition of f∗ is quite straightforward, given the existence of transfer maps.
Indeed, let x ∈ X and let y = f(x) ∈ Y be such that x ∈ X(i) and y ∈ Y(i′). If the field extension
k(y) ⊂ k(x) is infinite, then we define
(f∗)
x
y : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i′ (k(y),D(Ωk(y)/k)⊗ (L, a))
to be trivial. If the extension k(y) ⊂ k(x) is finite, then i = i′ and we define
(f∗)
x
y : K
MW
j+i (k(x),D(Ωk(x)/k)⊗ (L, a))→ K
MW
j+i (k(y),D(Ωk(y)/k)⊗ (L, a))
to be the canonical transfer Tr
k(x)
k(y) of Definition 1.24. Summing up these maps, we obtain a morphism
of graded abelian groups
f∗ : C˜(X, j, f
∗(L, a))→ C˜(Y, j, L, a)
this is evidently functorial since transfer maps are functorial.
Theorem 2.7. Let f : X → Y be a morphism of k-schemes essentially of finite type. Then,
f∗ : C˜(X, j, f
∗(L, a))→ C˜(Y, j, L, a)
is a morphism of complexes provided one of the following conditions hold:
1. f is finite and both X and Y are essentially smooth.
2. f is proper and k is of characteristic different from 2.
Proof. The result under the first assumption is proved in [23, Corollary 5.30]. For the proof of the
statement under the second assumption, we refer to [9, §4.2.5, Theorem 4.2.7].
Remark 2.8. As in Remark 2.3, the assumption that k is of characteristic different from 2 should be
superfluous. We hope to lift it in [8].
As an obvious consequence, we see that for any i ∈ N, the homological Chow group C˜Hi is a
functor from the category of finite-type schemes (with only projective morphisms as morphisms) to the
category of abelian groups. Moreover, this allows to define a refinement of the usual degree map on
Chow groups. Suppose thatX is a projective k-scheme with structural morphism p : X → Spec k. We
then have a push-forward map
p∗ : C˜H0(X)→ C˜H0(k) = K
MW
0 (k).
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and a commutative diagram
C˜H0(X)
p∗ //

KMW0 (k)

CH0(X)
deg
// Z
in which the vertical homomorphisms are the ones from Chow-Witt groups to Chow groups and the
bottom horizontal one is the degree map. Both vertical homomorphisms are surjective and we see that
p∗ is a refinement of the degree map. We denote it d˜eg below and call it the Milnor-Witt degree of X.
Virtually, all the questions that are interesting for deg are also interesting for d˜eg. For instance, it is
clear (by functoriality) that if X has a rational point, then d˜eg is surjective. The converse statement
is also interesting: Suppose that d˜eg is surjective, then does X have a rational point? Funnily, the
answer is that d˜eg is no better than deg in this respect, i.e. it doesn’t detect rational points. For more
information on this story, we refer to [2]. This question set apart, we may observe that the image of
d˜eg is harder to compute than the image of the degree. Indeed, KMW0 (k) is not a PID and the only a
priori structure of the image is that it is a KMW0 (k)-submodule of K
MW
0 (k). We refer to [5] for some
computations in this direction, and we note that it would be interesting to compute some Milnor-Witt
degrees of hypersurfaces in Pn.
Finally, let’s state the cohomological version of Theorem 2.7 which is obtained via identification
of the cohomological and homological complexes.
Theorem 2.9. Let f : X → Y be a morphism of smooth k-schemes, and let d = dim(Y ) − dim(X).
Then the morphism of degree d
f∗ : C(X, j,D(ωX/k)⊗ f
∗(L, a))→ C(Y, j + d,D(ΩY/k)⊗ (L, a))
is a morphism of complexes provided one of the following conditions hold:
1. f is finite.
2. f is proper and k is of characteristic different from 2.
2.4 Flat pull-backs
We now pass to the notion of pull-back for Chow-Witt groups. As in the case of Chow groups, the
construction of the pull-backs is more delicate than the one for push-forwards. The subtle point here is
that we need a notion of a “quadratic” (or more precisely “symmetric bilinear”) length in order to define
explicitly the pull-back for flat morphisms. Our aim is then to construct a morphism of complexes
f∗ : C(X, j, L, a) → C(Y, j, f∗(L, a))
for any flat morphism f : Y → X between (essentially) smooth schemes and any graded line bundle
(L, a) over X. We start by observing that the basic bricks of the complex C(X, j, L, a) are of the
form KMWj (k(x),D(mx/m
2
x)
−1 ⊗ (L, a)). We omit (L, a) in the sequel, letting the reader making the
necessary changes to keep track of this graded line bundle. The idea behind what follows is that the
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Milnor-Witt K-theory of k(x) is deeply linked with Hermitian K-theory (aka higher Grothendieck-
Witt groups) of the regular local ring OX,x.
Let then x ∈ X(i) and consider the category OflX,x of finite length OX,x-modules, which is an
abelian category. To any finite length module M , we can associate a finite length module M ♯ :=
ExtiOX,x(M,OX,x), obtaining an exact functor
♯ : (OflX,x)
op → OflX,x
Moreover, there is a canonical isomorphism ̟ : id →♯♯ ([3, §6]) turning OflX,x into an exact cat-
egory with duality in the sense of [29, Definition 2.1]. To this category, we may then associate its
Grothendieck-Witt group GWfl(OX,x) in the sense of [29, §2.2]. Roughly speaking, this group is the
Grothendieck group of the set of isometry classes of pairs (M,ϕ) (where M is a finite length module
and ϕ : M → M ♯ is a symmetric isomorphism) endowed with the orthogonal sum as operation, mod-
ulo an extra relation identifying a pair (M,ϕ) with a totally isotropic submodule with an hyperbolic
module. We now explain how to compute GWfl(OX,x). Let O
0
X,x ⊂ O
fl
X,x be the subcategory of
semi-simple objects. It inherits the duality ♯ from the latter and is in turn an exact category with duality.
The induced homomorphism between Grothendieck-Witt groups
GW(O0X,x)→ GW
fl(OX,x)
is actually an isomorphism by [26, Theorem 6.10]. We now identify the left-hand side with a more fa-
miliar object. Let V be a (finite dimensional) k(x)-vector space. We claim that there is an isomorphism
of k(x)-vector spaces
homk(x)(V,Ext
i
OX,x
(k(x),OX,x))→ Ext
i
OX,x
(V,OX,x).
Indeed, one can choose a projective OX,x-resolution of k(x)
0→ Pi → . . .→ P1 → P0 → k(x)→ 0
Dualizing (and setting P∨j = homOX,x(P,OX,x)), we obtain a projective resolution
0→ P∨0 → P
∨
1 → . . .→ P
∨
i → Ext
i
OX,x(k(x),OX,x)→ 0
We can pull-back this exact sequence along any homomorphism ofOX,x-modules V → Ext
i
OX,x
(k(x),OX,x)
and get a projective resolution of V as an OX,x-module, which is nothing else than an extension of V
by P∨0 . Now, it is clear that we can choose P0 = OX,x and we obtain a map
homk(x)(V,Ext
i
OX,x(k(x),OX,x))→ Ext
i
OX,x(V,OX,x).
as required. We let the reader check that it is k(x)-linear, functorial in V and that it respects direct
sums of k(x)-vector spaces. Since it is obviously an isomorphism for V = k(x), it is an isomor-
phism. In more sophisticated terms, the above homomorphism defines a duality preserving functor be-
tween the category of k(x)-vector spaces, endowed with the duality homk(x)( ,Ext
i
OX,x
(k(x),OX,x))
and the category O0X,x. This functor is an equivalence, and therefore we obtain an isomorphism of
Grothendieck-Witt groups
GW(k(x),ExtiOX,x(k(x),OX,x)) ≃ GW(O
0
X,x).
Finally, we can state the following proposition, which is the basis of the definition of flat pull-backs.
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Proposition 2.10. LetX be an essentially smooth scheme and let x ∈ X(i). Then, we have a canonical
isomorphism
KMW0 (k(x),D(mx/m
2
x)
−1)→ GWfl(OX,x).
Proof. First, we know from Lemma 1.1 that we have an isomorphism
KMW0 (k(x))→ GW(k(x))
such that 〈u〉 7→ 〈u〉 for any u ∈ k(x)×. For any k(x)-vector space L of dimension 1, we define a map
KMW0 (k(x)) ⊗Z[k(x)×] Z[L
0]→ GW(k(x), L)
by 〈u〉 ⊗ l 7→ ϕul, where ϕl : k(x)× k(x)→ L is defined by ϕl(x, y) = xyl. We let the reader check
(for instance, using the isomorphisms between untwisted and twisted groups induced by the choice of
l) that this map is in fact an isomorphism of abelian groups. Consequently, we have a sequence of
isomorphisms
KMW0 (k(x), a,Ext
i
OX,x(k(x),OX,x)) ≃ GW(k(x),Ext
i
OX,x(k(x),OX,x)) ≃ GW
fl(OX,x)
for any integer a ∈ Z. The claim then follows using the canonical isomorphism (mx/m
2
x)
∗ ≃
ExtiOX,x(k(x),OX,x) deduced from [6, A X.165, Proposition 9] and setting a = −1.
One of the interesting features about Grothendieck-Witt groups of finite length modules is that
they are functorial for flat morphisms between rings of the same Krull dimension. Indeed, let A,B be
regular local rings of the same Krull dimension d, and let f : A→ B be a flat homomorphism of local
rings. We have a functor f∗ : Afl → Bfl between the respective categories of finite length modules
given byM 7→ B ⊗A M . For any projective A-module P , we have isomorphisms
B ⊗HomA(P,A) ≃ HomB(B ⊗ P,B)
and it follows that we have an isomorphism B ⊗A Ext
d
A(M,A) ≃ Ext
d
B(B ⊗A M,B) which is
functorial inM . Consequently, we obtain a homomorphism
f∗ : GWfl(A)→ GWfl(B)
which is actually functorial.
Let now X and Y be essentially smooth schemes and let f : Y → X be a flat morphism. Let
x ∈ X(i) and let y ∈ Y (i) be such that f(y) = x (in fact, y is a minimal point of the fiber of x). The
induced homomorphism
f : OX,x → OY,y
is then a flat homomorphism of regular local rings and we get an induced homomorphism f∗ on the
respective Grothendieck-Witt groups of finite length modules. In view of Proposition 2.10, we obtain
a homomorphism m(x, y, f) of the form
KMW0 (k(x),D(mx/m
2
x)
−1) ≃ GWfl(OX,x)
f∗
→ GWfl(OY,y) ≃ K
MW
0 (k(y),D(my/m
2
y)
−1)
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which we call local multiplicity along f . This terminology can be justified as follows. If R is a
(noetherian) regular local ring with maximal ideal m, then one can consider its completion Rˆ with
respect to the m-adic valuation. This is still a regular local ring with the same residue field κ(m) as R
and the extension R→ Rˆ is flat. As a consequence of Proposition 2.10, we see that the induced map
GWfl(R)→ GWfl(Rˆ)
is an isomorphism. Wemay use the Cohen structure theorem to find a presentation Rˆ = κ(x)[[x1, . . . , xd]]
and finally we see that what we are looking at is in fact the group GWfl(κ(x)[[t1, . . . , td]]). A flat ho-
momorphism as above then induces a homomorphism of the form
GWfl(k(x)[[t1, . . . , ti]])→ GW
fl(k(y)[[t1, . . . , ti]])
which is in some sense the multiplication by the (motivic) Brouwer degree of the homomorphism
k(x)[[t1, . . . , ti]]→ k(y)[[t1, . . . , ti]].
The local multiplicity along f allows us to define homomorphisms
(f∗)yx : K
MW
j−i (k(x),D(mx/m
2
x)
−1)→ KMWj−i (k(y),D(my/m
2
y)
−1)
for any j ∈ Z as follows. Let ι : KMWj−i (k(x)) → K
MW
j−i (k(y)) be the homomorphism induced by the
field extension. We set
(f∗)yx(α⊗ x
∗
1 ∧ . . . ∧ x
∗
i ) = ι(α) ·m(x, y, f)(〈1〉 ⊗ x
∗
1 ∧ . . . ∧ x
∗
i )
for any generators x1, . . . , xi of mx/m
2
x. Of course, we may further twist by any graded line bundle
(L, a) and we leave as usual the details to the reader.
Example 2.11. Suppose that f : Y → X is smooth and that x ∈ X(i) and y ∈ Y (i) are such that
f(y) = x. In that case, f induces an isomorphism f : (mx/m
2
x) ⊗ k(y) → my/m
2
y and the local
multiplicity m(x, y, f) is easily seen to satisfy
m(x, y, f)(〈1〉 ⊗ x∗1 ∧ . . . ∧ x
∗
i ) = 〈1〉 ⊗ f(x1)
∗ ∧ . . . ∧ f(xi)
∗
showing that in that case (f∗)yx is essentially determined by ι : KMWj−i (k(x))→ K
MW
j−i (k(y)).
All in all, we see that if f : Y → X is a flat morphism, we can define a pull-back homomorphism
f∗ : C(X, j, L, a) → C(Y, j, f∗(L, a))
by summing up the homomorphisms (f∗)yx. The association f 7→ f∗ is functorial.
Theorem 2.12. Let f : Y → X be a flat morphism of essentially smooth k-schemes and let (L, a) be
a graded line bundle over X. Then,
f∗ : C(X, j, L, a) → C(Y, j, f∗(L, a))
is a morphism of complexes provided one of the following conditions hold:
1. f is smooth.
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2. k is of characteristic different from 2.
Proof. If f is smooth, then this is [23, Lemma 5.16]. If f is flat, then the proof goes back to [12,
Corollaire 10.4.2].
Remark 2.13. As for push-forwards, the assumption on the base field is irrelevant and should be
dropped in the near future.
As a consequence, we see that the association X 7→ C˜H
i
(X) induces a functor from the category
of (essentially) smooth k-schemes with flat morphisms to the category of abelian groups. Interestingly,
we can also define pull-backs for homological Chow-Witt groups, provided the morphisms are smooth.
Let then f : Y → X be a smooth morphism between schemes which are essentially of finite type.
For simplicity, we suppose that the relative dimension d := dY − dX is constant (for instance X,Y
are connected). Let x ∈ X(i) and let y ∈ Y(d+i) be such that f(x) = y. In that case, we have a
commutative diagram of exact sequences
0 // (mx/m
2
x)⊗ k(y) //

ΩX/k ⊗ k(y) //

Ωk(x)/k ⊗ k(y) //

0
0 // my/m
2
y
// ΩY/k ⊗ k(y) // Ωk(y)/k // 0
in which the vertical arrows are induced by f . Since f is smooth, the left-hand vertical arrow is an
isomorphism and the other two arrows are injective. The cokernel of the middle arrow is ΩY/X ⊗ k(y)
and we obtain an exact sequence
0→ Ωk(x)/k ⊗ k(y)→ Ωk(y)/k → ΩY/X ⊗ k(y)→ 0
and a canonical isomorphism D(Ωk(y)/k) ≃ D(Ωk(x)/k ⊗ k(y))⊗D(ΩY/X ⊗ k(y)). Using the homo-
morphism ι : KMWj+i (k(x))→ K
MW
j+i (k(y)), we can then define
KMWj+i (k(x),D(Ωk(x)/k))→ K
MW
j+i (k(y),D(Ωk(y)/k)⊗D(ΩY/X ⊗ k(y))
−1).
Summing up these homomorphisms, we obtain a homomorphism (of degree d)
f∗ : C˜(X, j, L, a) → C˜(Y, j − d,D(ΩY/X)
−1 ⊗ f∗(L, a))
which coincides with the pull-back for cohomological Chow-Witt groups in case X and Y are smooth.
We then have the following result (with the usual remark about the characteristic of the base field).
Theorem 2.14. Let f : Y → X be a smooth morphism of k-schemes essentially of finite type over
k, and let (L, a) be a graded line bundle over X. Then, the pull-back homomorphism (of degree
d = dY − dX)
f∗ : C˜(X, j, L, a) → C˜(Y, j − d,D(ΩY/X)
−1 ⊗ f∗(L, a))
is a morphism of complexes if either of the following two conditions holds:
1. both schemes are essentially smooth.
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2. k is of characteristic different from 2.
Proof. The first case is an immediate consequence of the previous theorem. For the second case, see
[9, §4.2.4].
Theorem 2.15 (Homotopy invariance). LetX be a scheme which is essentially of finite type over k and
let p : X × A1 → X be the projection. Suppose that either k is of characteristic different from 2 or
that X is smooth. Then, the homomorphism
p∗ : C˜(X, j, L, a) → C˜(X × A1, j − 1,D(ΩX×A1/X)
−1 ⊗ p∗(L, a))
is a quasi-isomorphism for any graded line bundle (L, a) over X.
Proof. We observe that in the first case the extra assumption is only to make sure that the Rost-Schmid
complexes are indeed complexes (which we know without extra conditions if X is smooth). In any
case, the proof is a verbatim of [30, Satz 6.1.1] with input the exact sequences of Proposition 1.20.
As a corollary of this theorem and of the existence of exact sequences of localization discussed in
Section 2.2, we obtain the following result.
Corollary 2.16. Let p : Y → X be an affine bundle over a scheme X essentially of finite type over k
and let r = dY − dX . Then the pull-back homomorphism
p∗ : C˜(X, j, L, a) → C˜(Y, j − r,D(ΩY/X)
−1 ⊗ p∗(L, a))
is a quasi-isomorphism for any graded line bundle (L, a) over X.
2.5 Euler classes
Let X be a scheme (essentially) of finite type over k, and let p : E → X be a vector bundle of rank
r. Let s : X → E be the zero section of E. For any graded line bundle (L, a) over X, we have two
morphisms of complexes (the latter being of degree r)
s∗ : C˜(X, j, s
∗(D(ΩE/X)
−1)⊗ (L, a))→ C˜(E, j,D(ΩE/X )
−1 ⊗ p∗(L, a))
and
p∗ : C˜(X, j + r, L, a)→ C˜(E, j,D(ΩE/X )
−1 ⊗ p∗(L, a))
with ΩE/X ≃ p
∗E∨. This induces a homomorphism for any i ∈ N
e(E) : Hi(X, j,D(E) ⊗ (L, a))→ Hi−r(X, j + r, L, a)
that we call the (homological) Euler homomorphism. Supposing that X is smooth, we may replace
(L, a) by the graded line bundle D(E∨)⊗D(ΩX/k)
−1 ⊗ (L, a) to get a homomorphism
e(E) : Hi(X, j,D(ΩX/k)
−1 ⊗ (L, a))→ Hi−r(X, j + r,D(E
∨)⊗D(ΩX/k)
−1 ⊗ (L, a))
In view of the identification C˜i(X, j,D(ΩX/k)
−1) = C(X, j + dX)
dX−i, this translates into a homo-
morphism
e(E) : Hi(X, j, L, a) → Hi+r(X, j + r,D(E∨)⊗ (L, a)).
called the (cohomological) Euler homomorphism. Taking i = j = 0, we can consider e(E)(〈1〉) ∈
Hr(X, r,D(E∨)) = C˜H
r
(X,D(E∨)). This is the Euler class ofE. As a consequence of the projection
formula we’ll see later, the cohomological Euler homomorphism is the multiplication by the Euler class.
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3 Products and general pull-backs
3.1 Exterior product
In this section, we show that the cohomological Chow-Witt groups admit exterior products and pull-
backs with respect to arbitrary morphisms of (essentially) smooth schemes. Let then X,Y be es-
sentially smooth schemes and let x ∈ X(i) and y ∈ Y (i
′). The base field being perfect, the prod-
uct k(x) ⊗k k(y) is actually a product of fields, say k(x) ⊗k k(y) = k(u1) × . . . × k(un) for
u1, . . . , un ∈ (X × Y )
(i+i′). Writing Xx := Spec(OX,x) and Yy := Spec(OY,y), we get a Carte-
sian square
Spec(k(x)⊗ k(y)) //

Xx × Spec(k(y))

Spec(k(x)) × Yy // Xx × Yy
The morphisms in the diagram are all complete intersection, and we then obtain a decomposition ([15,
Appendix B.7.4]) (
(mx/m
2
x)
∗ ⊗ k(u)
)
⊕
(
(my/m
2
y)
∗ ⊗ k(u)
)
= (mu/m
2
u)
∗
for each u = u1, . . . , un. Writing ix,u : k(x) → k(u) and iy,u : k(y) → k(u) for the field extensions,
we then obtain a canonical isomorphism
(3.1) i∗x,uD(mx/m
2
x)
−1 ⊗ i∗y,uD(my/m
2
y)
−1 ≃ D(mu/m
2
u)
−1.
Definition 3.1. Let x ∈ X(i), y ∈ Y (i
′) and u ∈ (X × Y )(i+i
′) be as above. We write µ(x, y;u) :
KMW∗ (k(x),D(mx/m
2
x)
−1)×KMW∗ (k(y),D(my/m
2
y)
−1)→ KMW∗ (k(u),D(mu/m
2
u)
−1)
for the composite of the product of twisted Milnor-WittK-theory groups and the isomorphism induced
by (3.1).
Explicitly, let α ∈ KMW∗ (k(x)), x1, . . . , xi be generators ofmx/m
2
x, β ∈ K
MW
∗ (k(y)) and y1, . . . , yi′
be generators of my/m
2
y , then
µ(x, y;u)(α ⊗ x∗1 ∧ . . . ∧ x
∗
i , β ⊗ y
∗
1 ∧ . . . ∧ y
∗
i′) = α · β ⊗ x
∗
1 ∧ . . . ∧ x
∗
i ∧ y
∗
1 ∧ . . . ∧ y
∗
i′ .
We let the reader prove the following result, which will imply the graded commutativity of the
exterior product on Chow-Witt groups.
Lemma 3.2. Let r, s ∈ Z. The following diagram, in which the left-hand map is the switch,
KMWr (k(x),D(mx/m
2
x)
−1)⊗KMWs (k(y),D(my/m
2
y)
−1)
µ(x,y;u)//

KMWr+s (k(u),D(mu/m
2
u)
−1)
ǫrs〈(−1)ii
′
〉

KMWs (k(y),D(my/m
2
y)
−1)⊗KMWr (k(x),D(mx/m
2
x)
−1)
µ(y,x;u)
// KMWr+s (k(u),D(mu/m
2
u)
−1)
is commutative.
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We may assemble the homomorphisms µ(x, y;u) to obtain a homomorphism of graded abelian
groups
µ : C(X, j, L, a) × C(Y, j′, L′, a′)→ C(X × Y, j + j′, (L, a) ⊗ (L′, a′)).
We also often denote µ by ×. Note also the extra subtlety induced by the presence of graded line
bundles. Indeed, in that case, one has to use the canonical isomorphism of graded line bundles over
k(u)
D(mx/m
2
x)
−1⊗(L, a)⊗D(my/m
2
y)
−1⊗(L′, a′)→ D(mx/m
2
x)
−1⊗D(my/m
2
y)
−1⊗(L, a)⊗(L′, a′)
and proceed as above. This being said, we have the following result (written as for now only in charac-
teristic different from 2) whose proof can be found in [11, Corollary 4.12].
Proposition 3.3. LetX and Y be essentially smooth schemes over k. Then, the homomorphism
µ : C(X, j, L, a) × C(Y, j′, L′, a′)→ C(X × Y, j + j′, (L, a) ⊗ (L′, a′)).
induces a well-defined product on cohomology provided the base field is of characteristic different from
2.
The above proposition is the result of putting together two Leibniz-type formulas (one for Witt
groups, the other for KM-cohomology). We refer the reader to [8] for the following more precise result
(without any extra assumption on the base field).
Proposition 3.4 (Leibniz formula). Let α ∈ Ci(X, j, L, a) and β ∈ Ci
′
(Y, j′, L′, a′). Then
di+i
′
X×Y (α× β) = (d
i
X(α) × β) + (−1)
iǫj〈(−1)a〉(α× di
′
Y (β)).
3.2 Cartier divisors
In this section, we explain how to pull-back along a (principal) Cartier divisor, starting with a few
definitions and basic facts on the latter following [15, Appendix B.4]. LetX be an integral scheme and
let C = {Ui, fi} be a Cartier divisor on X. Here Ui ⊂ X is an open subscheme, and the functions
fi ∈ k(Ui) = k(X) are such that for each i, j we have fi/fj ∈ O
×
Ui∩Uj
. The support |C| of C is the
closed subset of X for which a local equation of C is not invertible. To C , we can associate a line
bundle O(C) which is defined as the subsheaf of k(X) generated on Ui by f
−1
i . Recall finally that C
is said to be effective if local equations are regular. An effective Cartier divisor always has a canonical
section sC , which corresponds to 1 ∈ k(X). The vanishing locus of the canonical section is precisely
|C|.
Our first goal is to associate to a Cartier divisor an explicit canonical class in the group C˜H
1
|C|(X,D(O(C))
−1).
We require here X to be smooth (and integral). Let x ∈ X(1). There exists i such that x ∈ Ui and we
can consider the residue homomorphism
∂x : K
MW
1 (k(X),D(O(C))
−1)→ KMW0 (k(x),D(mx/m
2
x)
−1 ⊗D(O(C))−1).
We set o˜rdx(C) := ∂x([fi] ⊗ fi) and observe that this definition depends a priori on the choice of i
such that x ∈ Ui (we have identified k(X) with k(Ui) on the left-hand side). However, the following
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computation shows that o˜rdx(C) is actually independent of such a choice. Indeed, suppose that x ∈
Ui ∩ Uj . Then
[fi]⊗fi = [(fi/fj) ·fj]⊗ (fi/fj) ·fj = ([fi/fj ] + 〈fi/fj〉[fj ])⊗ (fi/fj) ·fj = [fi/fj]⊗fi+[fj]⊗fj
and we can use the fact that fi/fj is invertible to see that the residue of both [fi] ⊗ fi and fj ⊗ fj are
the same. This leads to the following definition.
Definition 3.5. We set
o˜rd(C) =
∑
x∈X(1)∩|C|
o˜rdx(C) ∈ C(X, 1,D(O(C))
−1).
A simple computation shows that in fact o˜rd(C) is a cocycle as could be seen by repeating the
proof of [14, Lemma 2.1.3] (and noting that the assumption on the characteristic of k is not used
there). If now α ∈ C(X, j, L, a)i , the question is to know if one can define an element C · α ∈
C|C|(X, j,D(O(C))
−1 ⊗ (L, a))i+1 which coincides with o˜rd(C) in case α = 〈1〉 ∈ C(X, 0)0. It is
possible to do it in fairly general situations, but only for cocycles as explained in [8].
We now pass to the definition of a partial pull-back which will be needed in the sequel. For f ∈
O(X), we denote by V (f) the zero locus of f , by U(f) its complement and by ι : U(f) → X the
inclusion. We sometimes simply write U and V when the context is clear. We can also observe that the
codomain of the differential
di : C(U(f), j, ι∗(L, a))i → C(X, j, L, a)i+1
can be split into C(X, j, L, a)i+1 = C(U(f), j, ι∗(L, a))i+1 ⊕ CV (f)(X, j, L, a)
i+1. Consequently,
we can write di = diU +d(f)
i, where diU is the differential in the Rost-Schmid complex of U and d(f)
i
is the component supported on V (f). We define a homomorphism
µif : C(U(f), j, ι
∗(L, a))i → CV (f)(X, j + 1,D(f)
−1 ⊗ (L, a))i+1
as follows, where D(f) is the Cartier divisor associated to f .
Let x ∈ U(f)(i) and let α′ = α⊗ (x∗1 ∧ . . . ∧ x
∗
i )⊗ l ∈ K
MW
j−i (k(x),D(mx/m
2
x)
−1 ⊗ (L, a)). We
set
µif (α
′) = d(f)i(〈(−1)i〉[f ]α⊗ (x∗1 ∧ . . . ∧ x
∗
i )⊗ f ⊗ l).
Lemma 3.6. The homomorphisms
µif : C(U(f), j, ι
∗(L, a))i → CV (f)(X, j + 1,D(f)
−1 ⊗ (L, a))i+1
induce a morphism of complexes (of degree 1)
µf : C(U(f), j, ι
∗(L, a))→ CV (f)(X, j + 1,D(f)
−1 ⊗ (L, a)).
Proof. See [1, §2.3.1].
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In case V (f) is smooth, we may use the identification of Section 2.2 to see µf as a homomorphism
(of degree 0)
C(U(f), j, ι∗(L, a))→ C(V (f), j, (L, a)|V (f))
that we still denote by µf .
Remark 3.7. Let f ∈ O(X) be a global section as above, and let λ ∈ O(X)× be an invertible global
section. In general, the homomorphisms µf and µλf are different, even for cocycles onU(f) = U(λf).
However, they coincide for cocycles on X and form a special case of the pull-back along a Cartier
divisor hinted at above. To see that µf and µλf are in general different, one may consider X = A
1,
f = t and λ = −1. For α = [t] ∈ C(A1, 1)0, we find
µt([t]) = [−1]⊗ t
∗
⊗ t ∈ CV (t)(A
1, 2,D(t)−1)1
On the other hand, µ−t([t]) = 0 as [−t, t] = 0. More generally, we have µλt([t]) = ǫ[−λ]⊗ t
∗
⊗ t for
λ ∈ k×.
3.3 General pull-backs
In this section, we construct pull-backs for arbitrary morphisms following [27] and [11]. We start by
briefly recalling the deformation to the normal cone construction (as explained for instance in [27,
§10]). This is a fundamental object in the definition of the pull-back for Chow-Witt groups (and more
generally a fundamental object for any reasonable cohomology theory). Let i : Y ⊂ X be an embed-
ding of smooth schemes (say of constant relative dimension r = dX−dY ) with normal (vector) bundle
π : NYX → Y . The deformation to the normal cone is a commutative diagram
Y × A1
ι //
i×1 %%▲▲
▲▲
▲▲
▲▲
▲▲
D(Y,X)
p

X × A1
such that:
1. D(Y,X) is smooth.
2. The restriction of p toX × (A1 \ {0}) is an isomorphism.
3. The restriction of p toX × {0} is the composite NYX
π
→ Y
i
→ X and ι(0) : Y → NYX is the
zero section.
If t denotes a coordinate of A1, we then have a global section t ∈ O(D(Y,X)) whose zero locus
is NYX (which is a vector bundle over Y ). Any graded line bundle (L, a) on X yields a graded line
bundle on D(Y,X) whose restriction to U := D(Y,X) \ NYX is isomorphic via p to the pull-back
(via the projection) of (L, a) to X × (A1 \ {0}). Besides, the restriction to NYX of this graded line
bundle is π∗(L, a)|Y ([24, §3.1]). We then have morphisms of complexes (of degree 0)
C(X, j, L, a) → C(X × (A1 \ {0}), j, L, a)
µt
→ C(NYX, j, π
∗(L, a)|Y )
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where the first map is the pull-back along the projection X × (A1 \ {0}) → X. Let us note that this
morphism is very explicit. However, we would like to replace the right-hand term with the Rost-Schmid
complex of Y . This requires to pass to cohomology and use the homotopy invariance property described
in Corollary 2.16. Unfortunately, it is in general very hard to compute the inverse (in cohomology) of
π∗, making pull-backs usually hard to compute. Note however that in case NYX ≃ A
n
Y , then there is
a canonical homotopy using iterations of the method described in [23, proof of Theorem 5.38]. In any
case, we may now define the pull-back along i : Y → X as follows.
Definition 3.8. Let i : Y → X be a closed embedding of smooth schemes. Let further r, j ∈ Z and
(L, a) be a graded line bundle on X. We define
i∗ : Hr(X, j, L, a) → Hr(Y, j, (L, a)|Y )
as i∗(α) = (π∗)−1(µt(α)).
This pull-back allows us to define the pull-back along any morphism f : Y → X. Indeed, we can
factorize f using its graph
Y
Γf //
f ##●
●●
●●
●●
●●
Y ×X
p

X
and observe that p is smooth and Γf is an embedding of smooth schemes.
Definition 3.9. For any r, j ∈ Z and (L, a) ∈ G(X), we define
f∗ : Hr(X, j, L, a) → Hr(Y, j, f∗(L, a))
as f∗ := Γ∗p∗ and call f∗ the pull-back along f .
Theorem 3.10. The association f 7→ f∗ is well-defined and functorial in case the base field k is of
characteristic different from 2.
Proof. This is [1, Theorem 2.3].
Remark 3.11. As usual, the assumption on k will be dropped in [8].
Remark 3.12. The reader may have observed that the method above also allows us to define pull-backs
along regular embeddings f : Y → X for which X and Y are not smooth. This induces a (partial)
pull-back at the level of the homology of the Rost-Schmid complexes. More precisely, we obtain
pull-backs
f∗ : Hi(X, j, L, a) → Hi−r(Y, j + r,D(NYX)
−1 ⊗ (L, a))
where r = dX − dY . We’ll come back to this in [8].
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3.4 The ring structure
The general pull-back map introduced in the previous section allows to define a product on the coho-
mology of a smooth scheme X. Indeed, we have an exterior product (well-defined on cohomology
groups)
µ : C(X, j, L, a) × C(X, j′, L′, a′)→ C(X ×X, j + j′, (L, a)⊗ (L′, a′)).
that we can compose with the pull-back map associated to the diagonal ∆ : X → X ×X. This yields
a well-defined product
Hi(X, j, L, a) ⊗Hi
′
(X, j′, L′, a′)→ Hi+i
′
(X, j + j′, (L, a)⊗ (L′, a′))
which is associative ([11, Proposition 6.6]). The unit is given by the class of 〈1〉 ∈ KMW0 (k) (or rather
its pull-back toX). More precisely, the product defined above yields a structure of a graded KMW0 (k)-
algebra. The graded commutativity is essentially given by Lemma 3.2. We find that the diagram
Hi(X, j, L, a) ⊗Hi
′
(X, j′, L′, a′) //

Hi+i
′
(X, j + j′, (L, a) ⊗ (L′, a′))
〈(−1)(a+i)(a
′+i′)〉ǫ(j−i)(j
′
−i′)

Hi
′
(X, j′, L′, a′)⊗Hi(X, j, L, a) // Hi+i
′
(X, j + j′, (L, a) ⊗ (L′, a′))
is commutative. In particular, the product
C˜H
i
(X,L, a) ⊗ C˜H
i′
(X,L′, a′)→ C˜H
i+i′
(X, (L, a) ⊗ (L′, a′))
is 〈(−1)(a+i)(a
′+i′)〉-commutative.
Proposition 3.13. Let f : X → Y be a morphism of smooth schemes. Then the pull-back map f∗
constructed in the previous section is a ring homomorphism.
Proof. See [11, Proposition 7.2].
3.5 Important properties
In this section, we finally list the important properties of the (co-)homology of the Rost-Schmid com-
plexes, starting with the homological story. We assume that k is of characteristic different from 2 for
simplicity, with the usual remark about this assumption. We refer to [8] for the first result (alternatively,
this follows from the smooth base change of [9, §1.1.7]).
Theorem 3.14 (Homological base change). Let
X ′
f ′ //
p′

Y ′
p

X
f
// Y
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be a Cartesian square of schemes (essentially) of finite type over k and let d = dim(Y ′) − dim(Y ).
Suppose that f is proper and that p is smooth. Then, the diagram
C˜(X ′, j − d,D(ΩX′/X)
−1 ⊗ (p′)∗f∗(L, a))
(f ′)∗can // C˜(Y ′, j − d,D(ΩY ′/Y )
−1 ⊗ p∗(L, a))
C˜(X, j, f∗(L, a))
f∗
//
(p′)∗
OO
C˜(Y, j, L, a)
p∗
OO
is commutative. Here, can is the isomorphism induced by the canonical isomorphism ΩX′/X ≃
(f ′)∗ΩY ′/Y of [18, Corollary 4.3].
Theorem 3.15 (cdh descent). Let
W
s //
g

V
f

Y r
// X
be a Cartesian square of schemes. Assume that r is a closed immersion, f is proper and the induced
morphism (V \W )→ (X \ Y ) is an isomorphism. Then, we have a long exact sequence
. . .→ Hi(W, j, (ig)
∗(L, a))
s∗−g∗
−−−−→ Hi(V, j, f
∗(L, a)) ⊕Hi(Y, j, r
∗(L, a))
f∗+r∗
−−−−→
f∗+r∗
−−−−→ Hi(X, j, L, a)
δ
→ Hi−1(W, j, (ig)
∗(L, a))→ . . .
Proof. The proof relies on the exact triangle [9, 1.1.12.c] specialized to the case of the spectrum rep-
resenting Borel-Moore motivic MW-cohomology ([9, §4.2.2]). The coniveau spectral sequence associ-
ated to this homology theory is preserved by proper push-forwards and one of the lines at page 2 in the
spectral sequence coincides with the Rost-Schmid complex ([9, §4.2.8]).
Alternatively, one may use the localization sequences associated to the open embeddings (V \W ) ⊂
V and (X \Y ) ⊂ X and prove by hand that the Cartesian square of schemes induces a Cartesian square
of Rost-Schmid complexes.
Theorem 3.16 (Nisnevich descent). Let
W
s //
g

V
f

Y r
// X
be a Cartesian square of schemes. Assume that r is an open immersion, that f is e´tale and that the
induced morphism (of reduced schemes) (V \W ) → (X \ Y ) is an isomorphism. Then, we have a
long exact sequence
. . .→ Hi(X, j, L, a)
r∗+f∗
−−−−→ Hi(Y, j, r
∗(L, a))⊕Hi(V, j, f
∗(L, a))
s∗−g∗
−−−−→
s∗−g∗
−−−−→ Hi(W, j, (fs)
∗(L, a))
δ
→ Hi−1(X, j, L, a) → . . .
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Proof. This is an easy consequence of the localization sequences of Section 2.2 associated to the open
embeddings Y → X and W → V , together with the fact that the Rost-Schmid complex of a scheme
coincides with the Rost-Schmid complex of its associated reduced scheme.
Let’s now pass to the properties of the cohomology of the Rost-Schmid complex. We first note that
both cohomological Nisnevich descent and cohomological cdh descent are special cases of the theorems
above, taking only smooth schemes. The only difference with the homological situation is that we have
more general pull-backs and that the base change formula is therefore more general. Before stating the
result, we start with a few considerations on virtual relative bundles. Let f : X → Y be a morphism of
schemes of finite type. We say that f is an l.c.i. morphism if it admits a factorization
X
i
→ Z
p
→ Y
such that p is smooth and i is a regular embedding. For instance, any morphism of smooth schemes is
l.c.i. (taking the factorization given by the graph). Then, we have two vector bundles on X, namely
i∗ΩZ/Y and CXZ . We can define the virtual vector bundle τpi := CXZ− i
∗ΩZ/Y (in the sense of [10,
§4.2]), which is called the relative bundle (to f ) with respect to the factorization f = pi. Suppose next
that we have a commutative diagram
Z
p
  ❆
❆❆
❆❆
❆❆
❆
q

X
i
>>⑥⑥⑥⑥⑥⑥⑥⑥
i′   ❆
❆❆
❆❆
❆❆
❆ Y
Z ′
p′
>>⑥⑥⑥⑥⑥⑥⑥
where pi = p′i′ = f and q is smooth. In that case, we have exact sequences (e.g. [15, Appendix B.7.5])
0→ q∗ΩZ′/Y → ΩZ/Y → ΩZ/Z′ → 0
and
0→ CXZ
′ → CXZ → i
∗ΩZ/Z′ → 0.
Therefore, we obtain isomorphisms
CXZ − i
∗ΩZ/Y → CXZ
′ + i∗ΩZ/Z′ − i
∗ΩZ/Z′ − (i
′)∗ΩZ′/Y
→ CXZ
′ − (i′)∗ΩZ′/Y ,
i.e. a canonical isomorphism τpi → τp′i′ . If now we only have a diagram
Z
p
  ❆
❆❆
❆❆
❆❆
❆
X
i
>>⑥⑥⑥⑥⑥⑥⑥⑥
i′   ❆
❆❆
❆❆
❆❆
❆ Y
Z ′
p′
>>⑥⑥⑥⑥⑥⑥⑥
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with pi = p′i′ = f , then we can consider the factorization
X
i×i′
−−→ Z ×Y Z
′ π−→ Y
where π is the obvious projection from the fiber product to Y . It is again a factorization of f , and the
respective projections to Z and Z ′ induce morphisms of factorizations as above. We then get a diagram
τpi
τπ(i×i′)
::✉✉✉✉✉✉✉✉✉✉
$$■
■■
■■
■■
■■
τp′i′
in the category of virtual vector bundles (or the same in the category of graded line bundles). This
construction allows to define τf as the limit (over all factorizations) of τpi and obtain a well-defined
D(τf ) ∈ G(X).
In case both schemesX and Y are essentially smooth, we can use the canonical isomorphisms (1.2)
p∗D(ΩY/k) ≃ D(ΩZ/k)⊗D(ΩZ/Y )
−1
and (1.4)
D(CXZ)⊗D(ΩX/k) ≃ i
∗D(ΩZ/k)
for any factorization f = pi to find a canonical isomorphism
D(τpi) = D(CXZ)⊗ i
∗D(ΩZ/Y )
−1 ≃ i∗D(ΩZ/k)⊗D(ΩX/k)
−1 ⊗ i∗D(ΩZ/k)
−1 ⊗ f∗D(ΩY/k)
Switching the two middle factors and cancelling, we find an isomorphism
α(X,Y ) : D(τpi) ≃ D(ΩX/k)
−1 ⊗ f∗D(ΩY/k).
We let the reader check that this induces an isomorphism D(τf ) ≃ D(ΩX/k)
−1 ⊗ f∗D(ΩY/k) that we
still denote by α(X,Y ).
Recall next that a Cartesian square of schemes (of finite type)
X ′
f ′ //
g′

Y ′
g

X
f
// Y
is tor-independent if for any x ∈ X and y′ ∈ Y with y = f(x) = g(y′) we have
Tor
OY,y
i (OX,x,OY ′,y′) = 0
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for any i > 0. If g is l.c.i., we can form the following diagram in which all squares are Cartesian
X ′
f ′ //
i′

Y ′
i

X ′′
f ′′ //
p′

Y ′′
p

X
f
// Y
and p, p′ are smooth, while i is a regular embedding.
Lemma 3.17. The Cartesian square
X ′
f ′ //
i′

Y ′
i

X ′′
f ′′
// Y ′′
is tor-independent. Consequently, i′ is a regular embedding and the homomorphism
(f ′)∗CY ′Y
′′ → CX′X
′′
is an isomorphism.
Proof. The property of being tor-independent being local, we may restrict to the affine case and more-
over suppose that i is complete intersection. We have a commutative diagram of rings
B′ A′oo
B′′
OO
A′′oo
OO
B
OO
Aoo
OO
in which the squares are cocartesian, A′′ (resp. B′′) is a smooth A-algebra (resp. smooth B-algebra)
and A′ = A′′/I where I is a complete intersection ideal. Let P• → B be a projective resolution of B
as an A-module. We have a commutative square of complexes of A′-modules
((P•)⊗A A
′′)⊗A′′ A
′ //

(B ⊗A A
′′)⊗A′′ A
′

(P•)⊗A A
′ // B ⊗A A
′
in which the vertical arrows are isomorphisms. Since TorAi (B,A
′) = 0 for i > 0, the bottom arrow
is a quasi-isomorphism and it follows that the top arrow is also a quasi-isomorphism. Since A′′ is in
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particular flat over A, (P•)⊗A A
′′ → B ⊗A A
′′ = B′′ is a projective resolution and we conclude that
TorA
′′
i (B
′′, A′) = 0 for i > 0, i.e. that the top square is tor-independent. Since A′ = A′′/I is defined
by a regular sequence, we see that the Koszul complex K associated to I is a free resolution of A′ as
A′′-module. Since TorA
′′
i (B
′′, A′) = 0 for i > 0, we see that K ⊗A′′ B
′′ → A′ ⊗A′′ B
′′ = B′ is a
quasi-isomorphism. It follows that B′ is also defined by a regular sequence and that
B′′ ⊗A′′ (I/I
2) ≃ IB′′/(IB′′)2.
As a result, a tor-independent Cartesian square
X ′
f ′ //
g′

Y ′
g

X
f
// Y
in which g is l.c.i. comes equipped with a morphism of virtual vector bundles (f ′)∗(τg) → τg′ , which
is also independent of the choice of the factorization of g. This yields a well-defined isomorphism
can : (f ′)∗D(τg) ≃ D(τg′)
which is the one needed in the base change formula that we can finally state.
Theorem 3.18 (Cohomological base change). Let
X ′
f ′ //
g′

Y ′
g

X
f
// Y
be a tor-independent Cartesian square of smooth schemes over a field of characteristic different from
2. Suppose that f is proper of relative dimension d = dim(Y )−dim(X). Then, the following diagram
commutes
Hi(X ′, j,D(τg′)
−1 ⊗D(ΩX′/k)⊗ (fg
′)∗(L, a))
f ′
∗
can // Hi+d(Y ′, j + d,D(τg)
−1 ⊗D(ΩY ′/k)⊗ g
∗(L, a))
Hi(X ′, j, (g′)∗D(ΩX/k)⊗ (fg
′)∗(L, a))
α(X′,X)
OO
Hi+d(Y ′, j, g∗D(ΩY/k)⊗ g
∗(L, a))
α(Y ′,Y )
OO
Hi(X, j,D(ΩX/k)⊗ f
∗(L, a))
f∗
//
(g′)∗
OO
Hi+d(Y, j + d,D(ΩY/k)⊗ (L, a))
g∗
OO
for any i, j ∈ Z and any graded line bundle (L, a) over Y .
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We refer the reader to [8] for a (characteristic free) proof. In fact, the result holds more generally if
we assume that the schemes are of finite type over a field, and that the vertical map are l.c.i.
One of the main consequences of the base change theorem is a projection formula for the cohomol-
ogy of the Rost-Schmid complex.
Theorem 3.19 (Projection formula). Let f : X → Y be a proper morphism of essentially smooth
schemes over k. Let d = dim(Y )− dim(Y ) and let (L, a) and (L′, a′) be graded line bundles over Y .
For any α ∈ Hi(Y, j, L, a) and β ∈ Hi
′
(X, j′,D(ΩX/k)⊗ f
∗(L′, a′)) we have
f∗(f
∗(α) · β) = α · f∗(β) ∈ H
i+i′+d(Y, j + j′ + d,D(ΩY/k)⊗ (L, a) ⊗ (L
′, a′))
and
f∗(β · f
∗(α)) = f∗(β) · α ∈ H
i+i′+d(Y, j + j′ + d,D(ΩY/k)⊗ (L
′, a′)⊗ (L, a)).
Proof. We can consider the Cartesian square
X
Γf //
f

X × Y
f×id

Y
∆Y
// Y × Y
where ∆Y is the diagonal morphism and Γf is the graph of f . If ∆X is the diagonal morphism of X,
we have by definition Γf = (id × f) ◦ ∆X . By base change, we have (using the relevant canonical
isomorphisms)
∆∗Y (f × id)∗ = f∗Γ
∗
f = f∗∆
∗
X(id × f)
∗.
We let the reader check that (f × id)∗ = f∗ × id, which gives immediately the second formula. The
same argument switching X and Y on the right yields the other statement (see also [7, Remark 3.6] for
an alternative argument).
4 Some computations
The theory of Chow-Witt groups and more generally of the (co-)homology of the Rost-Schmid complex
being relatively new, there are few computations available in the literature, especially compared to the
amount of computations involving Chow groups. One primary difficulty is already to compute the
Chow-Witt group of the base field, i.e. its Grothendieck-Witt group GW(k). For a general field, this is
a very interesting but quite difficult question, that we completely avoid here. So, all the computations
below will be in term of GW(k), not bothering about its actual shape.
Perhaps the most basic computation of the Chow ring is the one of the projective space Pnk . It is a
truncated polynomial algebra generated by the first Chern class of the tautological line bundle. If one
can define the Euler class of the tautological bundle, it doesn’t live in the regular Chow-Witt group,
but rather on its version twisted by the graded line bundle D(O(−1)). This apparently innocuous
difference leads to a completely different result as the ordinary one ([13, Corollary 11.8]).
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Theorem 4.1. We have
C˜H
i
(Pnk) =

GW(k) if i = 0 or i = n with n odd.
Z if i is even and i 6= 0.
2Z if i is odd and i 6= n.
C˜H
i
(Pnk ,D(O(−1))) =

2Z if i is even and i 6= n.
Z if i is odd.
GW(k) if i = n and n is even.
In the statement, both the factors Z and 2Z indicate that the relevant group is Z, but that its image
under the projection C˜H
i
(Pnk)→ CH
i(Pnk) = Z is either everything or of index 2. More generally, one
can compute the whole cohomology of the Rost-Schmid complex of Pnk ([13, Theorem 11.7]). As an
interesting byproduct, we can compute the Chow-Witt group (or actually also the ring structure) of the
classifying space BGm. To define the latter, consider for n ∈ N the embedding k
n+1 → kn+2 as the
first n+ 1 factors. It induces a closed immersion bn : P
n → Pn+1 and we obtain a sequence
Spec k
b0→ P1 → . . .→ Pn
bn→ Pn+1 → . . .
For any i ∈ N, this yields a sequence
C˜H
i
(Speck) C˜H
i
(P1)
b∗1oo . . .oo C˜H
i
(Pn)oo C˜H
i
(Pn+1)
b∗noo . . .oo
This sequence eventually stabilizes ([1, Theorem 3.3]), giving a ”concrete” model for the limit, which
is by definition the group C˜H
i
(BGm). In short, we have C˜H
i
(BGm) = C˜H
i
(Pn) for n large enough.
We can define the group C˜H
i
(BGm,D(O(−1))) in a similar fashion ([1, Theorem 3.3]). As a straight-
forward consequence of the previous theorem, we obtain the following result.
Theorem 4.2. We have
C˜H
i
((BGm) =

GW(k) if i = 0.
Z if i 6= 0 is even.
2Z if i is odd.
while
C˜H
i
((BGm,D(O(−1))) =
{
Z if i is odd.
2Z if i is even.
In terms of characteristic classes, the total ring
C˜H
tot
(BGm) := C˜H
∗
(BGm)⊕ C˜H
∗
((BGm,D(O(−1)))
is generated in degree 1 by the class e := e(O(1)) ∈ C˜H
1
((BGm,D(O(−1))) and by another class
that we now describe. Recall from Section 1 that we have a homomorphism
hn : K
M
n (F )→ K
MW
n (F )
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defined by {a1, . . . , an} 7→ [a
2
1, a2, . . . , an]. This induces a homomorphism
Hi : CH
i(X)→ C˜H
i
(X)
for any smooth scheme X. In particular, we can consider for any i ∈ N the class
c := H1(c1(O(1))) ∈ C˜H
1
(BGm).
It turns out that
C˜H
tot
(BGm) = GW(k)[e, c]/J
where J is the ideal generated by the relations:
1. I(k)e = 0 = I(k)c.
2. ec = ce.
3. c2 = 2he2.
The interest of computing the total Chow-Witt ring of BGm lies in the fact that the latter gives a
complete set of characteristic classes attached to line bundles ([32, Theorem 1.3] and [17, Proposition
3.3]). Thus, the outcome of our computation is that there are essentially two characteristic classes
attached to a line bundle: the Euler class (which lives in a twisted group) and a class which is the image
of the first Chern class.
Actually, the situation we just described can be generalized to more general (reasonable) group
schemes G over k. Hornbostel-Wendt computed recently the total Chow-Witt ring of both BSLn and
BSp2n (no twist by a line bundle is needed here). We refer the reader to their paper ([17]) for a precise
formulation, the essential fact being that there is essentially one new kind of characteristic class: the
Borel classes of Panin-Walter ([25]); the other classes that appear are roughly defined through Chow
groups and Chow groups modulo 2. Their computation was later extended to BGLn by Wendt in [33].
The reader can compare with our computation above in case n = 1. The obvious question is now to
understand the classifying spaces of orthogonal groups. It is not clear to me what can be expected.
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