Abstract. We study the L p -spectrum of the Dirac operator on complete manifolds. One of the main questions in this context is whether this spectrum depends on p. As a first example where p-independence fails we compute explicitly the L p -spectrum for the hyperbolic space and its product with compact spaces.
Introduction
The L p -spectrum of the Laplacian and its p-(in)dependence was and still is studied by many authors, e.g. in [15] , [16] , [19] . On closed manifolds one easily sees that the spectrum is independent of p ∈ [1, ∞] . For open manifolds, independence only holds under additional geometric conditions. Hempel and Voigt [19] , [20] proved such results for Schrödinger operators in R n with potentials admitting certain singularities. Then Kordyukov [23] generalized this result to uniformly elliptic operators with uniformly bounded smooth coefficients on a manifold of bounded geometry with subexponential volume growth. Independently, Sturm [28] showed the independence of the L p -spectrum for a class of uniformly elliptic operators in divergence form on manifolds with uniformly subexponential volume growth and Ricci curvature bounded from below. Both results include the Laplacian acting on functions. Later the Hodge-Laplacian acting on k-forms was considered. E.g. under the assumptions of the result by Sturm from above, Charalambous proved the L p -independence for the Hodge-Laplacian in [12, Proposition 9] . The machinery used to obtain these independence results uses estimates for the heat kernel as in [27] . In contrast, the L p -spectrum of the Laplacian on the hyperbolic space does depend on p [14, Theorem 5.7.1]. Its L p -spectrum is the convex hull of a parabola in the complex plane, and this spectrum degenerates only for p = 2 to a ray on the real axis, cf. Remark 10.1. In addition to the intrinsic interest of the p-independence of the L p -spectrum, such results were used to get information on the L 2 -spectrum by considering the L 1 -spectrum, as in particular examples the L 1 -spectrum can be easier to control. The result of Sturm was used for example by Wang [30, Theorem 3] to prove that the spectrum of the Laplacian acting on functions on complete manifolds with asymptotically non-negative Ricci curvature is [0, ∞). Explicit calculations for the Laplace-Beltrami operator on locally symmetric spaces were carried out recently by Ji and Weber, see e.g. [22] , [31] . About the L p -spectrum of the Dirac operator much less is known. As before, on closed manifold the spectrum is independent on p ∈ [0, ∞]. Kordyukov's methods [23] do not apply directly to the Dirac operator D, but following a remark of [23, Page 224] his methods generalize to suitable systems, and thus also to the square D 2 . Unfortunately, the system case is not completely worked out, but it seems to us, that the case of systems is completely analogous to the case of operators on functions. Assuming this, Kordyukov has shown that the spectrum of D 2 is p-independent for 1 ≤ p < ∞ on manifolds with bounded geometry and subexponential volume growth. For many such manifolds (e.g. for all such manifolds of even dimension or all manifolds of dimension 4k + 1), this already implies the p-independence of the L p -spectrum of D, see our Lemma B.8 together with the following symmetry considerations. Many of the results and techniques that were constructed up for Laplace operators are not yet developed for Dirac operators. For the Dirac operator such independence results would not only be of interest on their own, e.g., for (classical) Dirac operators certain L p -spaces and L p -spectral gaps naturally occur when considering a spinorial Yamabe-type problem which was our motivation to enter into this subject, see [4] .
In this paper we determine explicitly the L p -spectrum for a special class of complete manifolds -products of compact spaces with hyperbolic spaces. More precisely, we study the following manifolds: Let (N n , g N ) be a closed Riemannian spin manifold. Let M = M c be the product manifold .
The paper is structured as follows: Notations and preliminaries are collected in Section 2.
Results on the Green function of the Dirac operator acting on L 2 -spinors can be found in Section 3. General remarks and results for the Dirac operator acting on L p -sections are given in Appendix B. is studied. This is used in Section 5 to prove a certain symmetry property of the Green function on M m,k c and in Section 6 to study its decay. After all these preparations we are ready to prove the main theorem:
Structure of the proof of Theorem 1.1 Section 7: We decompose the Green function into a singular part and a smoothing operator. Using the homogeneity of the hyperbolic space we show in Proposition 7.1 that the singular part gives rise to a bounded operator from L p to itself for all p ∈ [1, ∞]. In Proposition 7.2 we show that under certain assumptions on the decay of the Green function also the smoothing part gives rise to a bounded operator from L p to L p for certain p. Section 8: Using the decay estimate obtained in Section 6 we then see that the L p -spectrum of M m,k c is contained in the set σ p given in Theorem 1.1. Thus, it only remains to show that each element of σ p is already in the L p -spectrum of M m,k c . For that we construct test spinors on H k+1 c in Section 9 and finish the proof for product spaces in Section 10.
Preliminaries

Notations and conventions.
In the article we will use the convention that a spin manifold is a manifold which admits a spin structure together with a fixed choice of spin structure. Let (M, g) be a spin manifold and Σ M the corresponding spinor bundle, see Section 2.3.
Γ(Σ M ) denotes the space of spinors, i.e., sections of Σ M . The space of smooth compactly supported sections is denoted by
The hermitian metric on fibers of Σ M is denoted by ., . , the corresponding norm by |.|. 
denotes the space of i-times continuously differentiable functions on M . B ε (x) ⊂ M is the ball around x ∈ M of radius ε w.r.t. the metric given on M . A Riemannian manifold is of bounded geometry, if its injectivity radius is positive and the curvature tensor and all derivatives are bounded. The metric on the k-dimensional sphere S k with constant sectional curvature 1 will be denoted by σ k . For S k with metric r 2 σ k we write S to the proof that the usual Dirac operator is formally self-adjoint, one proves that for
2.5. Spinors on product manifolds. In this subsection our notation is close to [7] . Let
be a product of Riemannian spin manifolds (M, g M ) and (N, g N ). We have
where ξ : Spin(m) × Spin(n) → Spin(m + n) is the Lie group homomorphism lifting the standard embedding SO(m) × SO(n) → SO(m + n). Note that ξ is not an embedding, its kernel is (−1, −1), where −1 denotes the non-trivial element in the kernel of Spin(m) → SO(m) resp. Spin(n) → SO(n). The spinor bundle can be identified with
and the Levi-Civita connection acts as
This identification can be chosen such that for X ∈ T M , Y ∈ T N , ϕ ∈ Γ(Σ M ), and ψ = (ψ 1 , ψ 2 ) ∈ Σ N ⊕ Σ N for both n and m odd and ψ ∈ Γ(Σ N ) otherwise, we have
where for both n and m odd we set
The Dirac operator is then given by
2.6. A covering lemma.
Lemma 2.1 (Covering lemma). Let (M, g) be a Riemannian manifold of bounded geometry, and let R > 0. Then there are points (x i ) i∈I ⊂ M where I is a countable index set such that (i) the balls B R (x i ) are pairwise disjoint and (ii) (B 2R (x i )) i∈I and (B 3R (x i )) i∈I are both uniformly locally finite covers of M .
Proof. Choose a maximal family of points
(y) and, thus,
where ⊔ denotes disjoint union. Comparing the volumes of both sides and using the bounded geometry of M we see that there exists a number L R such that |L(y)| ≤ L R for all y ∈ M . Thus, the covering by sets B 3R (x i ), and hence the one by B 2R (x i ), is uniformly locally finite. 
for all z ∈ S with the following properties (i) z → A z f, g is uniformly bounded and continuous on S and analytic in the interior
The Green function
In this section, we collect results on existence and properties of the Green function of the Dirac operator D and its shifts D − µ, µ ∈ C. They are obvious applications of standard methods, but a suitable reference does not exist yet. Unless otherwise stated we only assume in this section that the Riemannian spin manifold (M, g) is complete.
in the sense of distributions, i.e., for any y ∈ M , ψ 0 ∈ Σ M | y , and
In case that the operator D − µ is clear from the context, we shortly write 
follows using the symbol calculus from the fact that D is an elliptic operator. An efficient and very readable overview over how to construct a right parametrix for an elliptic differential operator on a compact manifold can be found e.g. in [24, III. §4 ], although the reader should pay attention to the fact that it is not so obvious that the different notions of infinitely smoothing operators used in there are in fact all equivalent. The latter fact follows from standard techniques used in the theory of pseudo differential operators, see e.g. [1] or [29] for textbooks on this subject.
Proof of Proposition 3.2. From the last Lemma we have the existence of a parametrix P D−µ (x, y). We will use the notations of that Lemma. Since D − µ is assumed to be invertible, there is a section
is smooth on M \B r (y)) for any r > 0 and, hence, the same is true for G D−µ (., y) . Proof. Using the definitions and discussions from above and Lemma B.3(ii) we have G *
Moreover, we have Lemma 3.5. In the situation of Lemma 3.4 we have (D
Proof.
where the last step uses that G D−µ is also the left inverse of D − µ. Now, M has no longer to be closed, but we assume bounded geometry. 
Then there exists a unique Green function.
Proof. We choose R > 0 such that 3R is smaller than the injectivity radius. Let (x i ) i∈I be as in the Covering Lemma 2.1. We define
We embed each ball B 3R (x i ) isometrically into a closed connected manifold M xi , which is diffeomorphic to a sphere and D Mx i − µ is invertible. This can always be achieved by local metric deformation on M xi \ B 3R (x i ), see Proposition C.1. Thus, by Proposition 3.2 the operator
By abuse of notation we will view G xi (x, y) for x, y ∈ B 3R (x i ) also as a partially defined section of
) for all r > 0 since this is true for each summand. Our next goal is to prove that
, but they will not coincide in general. On the other hand their defining property and the locality of the differential operator D (cp. Lemma 3.5) imply that
Since P is an elliptic operator, elliptic regularity implies that
and we conclude that
This follows for each y from the assumption that D − µ is invertible. As D − µ is a linear operator with continuous inverse and by elliptic regularity H ′ is smooth in x and y. We set G(x, y) = H(x, y) − H ′ (x, y), and this gives a Green function for D − µ. Assume that G andG are two Green functions for D, then (D x − µ)((G −G)(., y)) = 0. By the invertibility, G =G follows. Smoothness follows by smoothness of all G xi , and smoothness of F and H ′ .
Note that due to the last Proposition Lemmata 3.4 and 3.5 also hold true for manifolds M of bounded geometry.
We finish this section by stating another property of the Green function:
) be a Riemannian spin manifold of bounded geometry, and let D − µ be invertible. Then the Green function also decays in L 2 in the second entry, i.e., 
Putting all these bundles together for various b we obtain the following bundles over Z × B:
Again as bundles with scalar products we have F * T M = T Z B ⊕ ν B but both sides carry different metric connections. The pullback of Levi-Civita connection on T M to F * T M is denoted by ∇ M whereas the sum connection on the right hand side is denoted by ∇ int where
These two connection define connection 1-forms on the pullbacks of the frame bundle of M and the spin structure of M . So we finally obtain connections, again denoted by
where (e i ) i is a local orthonormal frame on F * Σ M , cp. [7, around (9) ].
Remark 4.1. In [7] a slightly different notation is used, as can be seen in the following dictionary of notations
Furthermore, in [7] only the case that B is a point is formally studied but the calculations in there immediately generalize to our setting.
Also be aware that in [8] a further notation is used which has several advantages if the submanifold is a hypersurface which is not the case in our article. In [8] the Clifford multiplication of the ambient manifold coincides with the Clifford multiplication on the submanifold only up to Clifford multiplication with the normal vector field. In contrast to this in our notation the Clifford multiplication of the ambient space M coincides with the one on the submanifold Z. 
where H Z = tr II Z is the unnormalised mean curvature vector field of Z in M , see [7, Lemma 2.1].
We now come to our specific situation M = M m,k c : We express the hyperbolic metric in polar normal coordinates centered in a fixed point p 0 which will be sometimes identified with 0. In these polar coordinates M m,k c . In the following we will address these families of submanifolds shortly by R + , S k and N . The corresponding spaces B are then S k × N , R + × N and R + × S k , respectively. On an open set we choose an orthonormal frame e 1 , . . . , e m , m = n + k + 1 = dim M , such that e k+2 , . . . , e m is an orthonormal frame for the submanifolds N , and e 2 , . . . , e k+1 is an orthonormal frame for S k and where e 1 := ∂ r . The notation should be read such that ∇ dr and ∂ r denote essentially the same (radial) vector, but ∂ r is viewed as a vector which acts via Clifford multiplication whereas ∇ dr acts as a covariant derivative. The Dirac operator D on (r 0 , ∞) × S k × N is the sum of partial Dirac operators
where the partial Dirac operators along N and S k are locally defined as
The intrinsic Dirac operators along N and S k are given by
We denote the second fundamental form of
as II S k and set H S k := tr II S k . Then II S k and H S k do not depend on whether they represent the second fundamental form and the mean curvature field of
× N . Using H N = 0 and f (r) = sinh c (r), cp. Section 2.2,
int which is on each spherical submanifold up to multiplicity the standard Dirac operator on S k and obtain 
) and P Spin (N ) → P SO (N ) be the fixed spin structures on H k+1 c and N . Then we write as in Subsection 2.5
where ζ is the composition
The bundle P carries the Levi-Civita connection-1-form α
LC
Mc and another connection-1-form α int as explained before. We obtain a connection preserving bundle homomorphism I c , which is fiberwise an isometric isomorphism, and
commutes. Note that I c is also compatible with the Clifford multiplication in the sense that for X ∈ T Z we have
Then the lemma follows immediately by the corresponding statements for Σ R + ×S k ×N .
We will also use the mapÎ c := I −1
with R k+1 . The left action a 1 of the spin group Spin(k + 1) on R k+1 obtained by composing the double covering Spin(k + 1) → SO(k + 1) with the tautological representation yields a left action on H k+1 c via the exponential map exp p0 :
which is a diffeomorphism. As this action is isometric it yields a left action on
Since a 1 and the principal Spin(k + 1)-action which acts from the right commute, theâ 1 -action descends to a Spin(k + 1)-action from the left -denoted by a 2 -on the spinor bundle × N . Hence, the diagram above can be restricted to this submanifold. In particular, a 1 acts transitively on S k r,y . Furthermore, (p 0 , y) is a fixed point of a 1 × id for all y ∈ N . Thus, the a 2 -action can be restricted to an action that maps Σ H k+1 c ×N | (p0,y) to itself.
Spinors on S
k ⊂ R k+1 . We will now analyse the special case N = {y} and c = 0, thus H k+1 c = R k+1 . This well-known case is not only important as an example, but will also be used to derive consequences for the general case. We obtain immediately from (3) 
In particular, we have
Using Lemma 4.2 and ∇ int X ∂ r = 0 this implies
Modes of Spin(k + 1)-equivariant maps
We now have a
To simplify notations we mostly write S k for {r} × S k . We now have to classify
with value ψ 0 at 0 be denoted by Ψ 0 . For k odd, the positive and negative parts of Ψ 0 are denoted by Ψ
and for k odd F has the form
Proof. First, we note that the maps F described above are actually Spin(k + 1)-equivariant since ∂ r is a Spin(k + 1)-equivariant vector field. Let A : Σ (δ) k+1 ֒→ Σ R k+1 | 0 be the inclusion map, δ ∈ {+, −}. By composition we obtain for fixed δ, ε ∈ {+, −} a Spin(k + 1)-equivariant map
where in the last step we projected Σ k+1 to Σ (ε)
k+1 . If we compose this map with evaluation at the north pole of the sphere, then we obtain a Spin(k)-equivariant map σ : Σ
Because of the Spin(k + 1)-equivariance of (7) and since Spin(k + 1) acts transitively on S k , this map uniquely determines the map Σ
∼ = Σ k as Spin(k)-representations, and Schur's Lemma tells us that there is up to scaling a unique such map σ. Using the fact that e k+1 · : Σ
k+1 , σ can be written as
for suitable a δ,ε ∈ C. As ∂ r is the Spin(k + 1)-equivariant extension of e k+1 we obtain the lemma for k odd. If k is even, then
as Spin(k)-representations. In this case e k+1 · commutes with Spin(k + 1) and preserves the splitting. Using Schur's Lemma, e 2 k+1 = −1 and because e k+1 · is tracefree we know that e k+1 · acts as ±diag(i, −i). For ε = δ we can again apply Schur's Lemma. As Σ
We say that ϕ is in the spherical mode 
Proof. Note that the compositionÎ c := I −1 0
• I c where I c is defined as in (6) maps the spinor bundle over (H k+1 c \ {p 0 }) × N to the spinor bundle over (R k+1 \ {0}) × N . This map preserves the intrinsic connection ∇ int and uniquely extends into p 0 ∼ = 0. Via pullback we then obtain a Spin(k + 1)-equivariant vector space isomorphism
Moreover, we can write in the sense of
) is a vector space which is independent of x ∈ R k+1 .
Let now k be odd. Then any
×N | (p0,y0) be a Spin(k+1)-equivariant map. By composition we obtain for fixed A, α and δ, ε ∈ {+, −} a Spin(k + 1)-equivariant map
). Let now k be even. Then the argumentation is analogous to the one above when replacing V (ε) by V and Σ be the polar coordinates when using p 0 as the origin, r > 0. Let
Proof. Now we consider the Green function of the shifted Dirac operator
×N \{(p0,y0)} ). It follows from the definition of G, in particular from its uniqueness, and from the equivariance of D under Spin(k + 1) that G( · , (p 0 , y 0 )) is Spin(k + 1)-equivariant as well. In particular, G( · , (p 0 , y 0 ))| S k ×{y} is a Spin(k + 1)-equivariant map as considered in Lemma 5.3. Thus, together with Lemma 5.3 the corollary follows.
Decay estimates for a fixed mode
Let µ ∈ Spec . Before starting to estimate the decay we give the following Remark:
Remark 6.1. The L 2 -spectrum of the square of the Dirac operator on the product space M 1 × M 2 is given by the set theoretic sum {λ
2 )}. This is seen immediately by (1) and the spectral theorem. The L 2 -spectrum of the Dirac operator on the hyperbolic space, and thus also on H k+1 c
, is the whole real line, cf. [10] . Let λ of the form ψ, ∂ r · ψ, P ψ, and ∂ r · P ψ, where ψ satisfies
All these operations commute with parallel transport in r-direction, so by applying parallel transport in r-direction we obtain spinors ψ, ∂ r · ψ, P ψ, and ∂ r · P ψ on R + × S k × N with similar relations, and the space of all spinors of the form
is preserved under the Dirac operator D on M m,k c because of (4). Then the operators discussed above restricted to such a minimal subspace are represented by the matrices, cp. 
where C is a constant that only depends on c, k, r 1 , λ 0 , µ and ρ but not on λ. For c = 0 an analogous estimate holds when replacing e −(ck/2)d(x1,p0) by r −k/2 where r = d(x 1 , p 0 ).
Proof. By assumption ϕ can be written as in (8) . We view the components of ϕ as a vector in C 4 , i.e., Φ(r) := (ϕ 1 (r), ϕ 2 (r), ϕ 3 (r), ϕ 4 (r)). So by (4) the following equation is equivalent to Dϕ = µϕ: 
Thus using ½ for the identity matrix and setting
we obtain
We start with the case c = 0: We now substitute t = e −cr , Φ(t) = Φ(−c −1 log t). Then
Such singular ordinary differential equations are well understood, see [13, Chap. 4, . In particular, t = 0 is a singular point of first kind, and [13, Chap. 4 Thm 2,1] yields that t = 0 is a so-called "regular singular point", and the associated theory applies. However, in our situation it is more efficient to analyse the equation directly. We set h(t) := log t − log(t + 1)
2(t−t 3 ) . We define
and we calculate
As B anticommutes with A, we have t A/c Bt −A/c = t 2A/c B, and as B is an isometry of C 4 , we see that
where . denotes the operator norm and where
are the (complex) eigenvalues of A. It follows that for 0 < t < 1/2
Thus the solution extends to t = 0, and
This estimate yields explicit asymptotic control for Φ(t), and thus for ϕ. Namely, assume cr 0 ≥ 1 > log 2, there are two fundamental solutions ϕ ± of Dϕ ± = µϕ ± such that Φ ± (0) is an eigenvector of A to the eigenvalue κ ± and such that e −3ρe
−2|Re κ + |r e Re κ±r e h(e
Re κ±r e h(e −cr )
This implies that for every δ ∈ (0, 1) there isr 0 such that
vol(S k )vol(N ) and the left inequality of (9) we see that ϕ ± is in L 2 ((M m,k c ) >r0 ) if and only of Re κ ± < 0. In the following we call this κ ± just κ λ and also replace the ± index by λ in all other occurrences. We note that |Re κ λ | is increasing in |λ|. Thus, δ andr 0 from above can be chosen independent on λ. Next, we multiply the first inequality of (9) by | Φ λ (0)| and then integrate its square:
Hence, we obtain an upper bound
where C 1 is a constant independent on λ.
Using this again with the right inequality of (9) we get for all x with r = dist(x, p 0 ) >r 0 that
For r >r 0 we see that (−2Re κ λ )e 2Re κ λ (r−r0) is monotonically decreasing in |Re κ λ |, and we obtain from (10)
for all x with r = d(x 1 , p 0 ) >r 0 . Here, C can be chosen such that it only depends on c, k, r 0 , λ 0 , µ and ρ but not on λ. Note that the κ in the claim is simply −κ λ0 . It remains the case c = 0:
SetΦ(r) = r | y at infinity we will decompose ϕ into its modes in S k and N direction, respectively. Lemma 6.2 provides an estimate of the decay of each mode which is independent of the mode in direction of N . Moreover, from Corollary 5.4 we know that ϕ has spherical mode k 2 4 . Thus, we obtain a decay estimate for ϕ: . Thus,
. Together with Proposition 6.2 we obtain for c = 0
.
The case c = 0 follows analogously.
Decomposition of the Green function
We decompose the Green function G of the shifted Dirac operator
into a singular part and a smoothing operator. Both operators will be shown to be bounded operators from L p to L p for all p ∈ [1, ∞]. At first we choose a smooth cut-off function χ :
Then G 2 is zero on a neighbourhood of the diagonal, and thus smooth everywhere. The singular part is only contained in G 1 .
and G 1 be as defined above. Then, for all 1 ≤ p ≤ ∞ the map
Proof. We start with a smooth spinor ϕ compactly supported in
For p < ∞ we estimate
as in Lemma 2.1. Then (B 2R (x i ) × N ) i∈I and (B 3R (x i ) × N ) i∈I both cover M m,k c uniformly locally finite. We denote the multiplicity of the second cover by L and choose a partition of unity
that maps x i to p 0 . We choose a lift off i to an isometry on the spinor bundle. Due to the homogeneity of H k+1 c we have
Then, by triangle inequality and Hölder inequality and since for fixed x the value P 1 ϕ i (x) is nonzero for at most L spinors ϕ i , we have
Thus, we obtain
. It remains the case p = ∞. Let η i as above, and let ϕ ∈ L ∞ . We decompose again ϕ = ϕ i where ϕ i = η i ϕ is compactly supported. Then, we obtain as above that
We now turn to the off-diagonal part G 2 .
Note that H . We set M y (r) :
is independent of y. We will subsequently leave out the y in the notation and write vol(M (r)). Proposition 7.2. Using the notations from above, assume that there are constants C, ρ > 0 with
for all r > 0.
Proof. We start with p = 1 and estimate for ϕ ∈ C
My(r)
wherex is the angular part and r the radial part of x.
Next, we consider the other case
where for ρ > ck 2 the last inequality follows as above. Thus,
In this section we prove one direction of Theorem 1.1. is a subset of
Proof. We will show that
For p = 2, the lemma follows from Remark 6.1. Let now p ∈ {1, ∞} and µ ∈ σ 1 = σ ∞ . Then µ ∈ σ 2 and (D − µ) :
) has a bounded inverse given by P µ : ϕ → Mc G µ (x, y)ϕ(y)dy. By Proposition 7.1, 7.2 and
has to be contained in σ 1 = σ ∞ . First we deal with the case that Im κ > 0. For p ∈ [1, 2] we use the Stein Interpolation Theorem 2.3: Fix ε > 0 and y 0 ∈ R. We set h(z) := µ(z)
. By Remark 6.1 the operators
is bounded from L 1 to L 1 as seen above. Thus -as required to apply the Stein interpolation theorem -A iy and A 1+iy are bounded operators from
We define b ϕ,ψ (z) = A z ϕ, ψ . The map b ϕ,ψ is analytic in the interior of S, since the resolvent is, see Lemma B.5.
is uniformly bounded and continuous on S := {z ∈ C | 0 ≤ Re z ≤ 1}. Thus, we can apply Theorem 2.3 and obtain for t ∈ (0, 1)
We use µ and ϕ n = b(x)c n (log y)y α ψ 0 of the last proposition with b, α, c n and ψ 0 as therein. For c n we require additionally |c
and by analogous estimates as in Proposition 9.1 we have (
Remark 9.3. Note that while the L 2 -spectrum of the hyperbolic space only consists of continuous spectrum, this is no longer true for the L p -spectrum for p = 2 as can be seen by considering 0 ∈ σ Appendix B. General notes on the L p -spectrum
In this section we collect general facts on the L p -spectrum of the Dirac operator. Unless stated otherwise, we only assume that (M, g) is complete. 
is in general no longer a core for this operator. Note that in contrast to that, in the standard literature for L p -theory of the Laplacian, e.g. [16] , the operator for s = ∞ is directly defined to be as the adjoint operator for s = 1. For s < ∞ one can define D s distributional as well and the resulting operator coincides with the definition given above as will be seen in Lemma B. 
this is true for all ϕ ∈ C Moreover, a closed operator P : dom P ⊂ V 1 → V 2 between Banach spaces V i , and with dense domain dom P , will be called invertible if there exists a bounded inverse P −1 : V 2 → V 1 . We will use the phrase "P has a bounded inverse" synonymously.
Proof. We prove this for µ = 0. For arbitrary µ this is done analogously. Assume that 0 is not in the L s -spectrum of D, i.e., it has a bounded inverse
is a bounded functional and, thus, f is in the dual space of L s , i.e., there is ψ ∈ L s * with
Together with the corresponding statement from above this gives that (
This proves (i) and the first claim of (ii). The operator norm of an operator and its adjoint coincide, see [25, Thm VI.2] . Thus, the equality of the operator norms follows.
q has a bounded inverse for some q ∈ (1, ∞). Then as an operator from H s 1 → L s it has a bounded inverse for all s ∈ [q 1 , q 2 ] where q 1 = min{q, q * }, q 2 = max{q, q * }, and (q * )
Proof. This Lemma follows directly from the Riesz-Thorin Interpolation Theorem 2.2 (using
is analytic, i.e., the map is locally given by a convergent power series with coefficients in B(L s ). Here, B(L s ) denotes the set of bounded operators from L s to itself. 
For rounding up our presentation we will next add a lemma not needed in our context but maybe helpful to other applications. Remark B.9. In the case 1 < s < ∞ and M of bounded geometry, one can also prove that Spec 
