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ABSTRACT
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by Sam A. Berry
Scanning near-ﬁeld optical microscopy (SNOM) is a system that can image beyond
the conventional diffraction limit. It does this by collecting the information contained
within evanescent ﬁelds. This unique ability to image using evanescent ﬁelds also en-
ables SNOM to directly measure the electric ﬁeld distribution in waveguides, where
light is guided by total internal reﬂection.
When SNOM is used with a spectrally resolving detector, local temporal phenomena
can be detected by analysing spectral interference in the spectra collected by the probe.
This spectrally resolving conﬁguration was used to directly measure inter-modal group
velocity difference in a multimode ridge waveguide and, using the modes’ spatial pro-
ﬁles to experimentally determine the mode amplitude coefﬁcient ratio. Such an ability
to provide measurements on the local dispersion characteristics and relative modal am-
plitudes of guided light establishes SNOM as a route for investigating the conversion
of current single mode photonic devices into multimode devices.
The spectrally resolving SNOM system was also used to investigate the sources of
temporal delays created by a quasi disordered scattering sample, which was based on
John H. Conway’s pinwheel tiling. Whilst the measurements do not create a com-
plete picture of the scattering phenomena in this work, suggestions for improvement
are offered with the aim establishing spectrally resolving SNOM systems as tools for
mapping localised temporal phenomena in disordered scattering systems.DECLARATION OF AUTHORSHIP
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- CHAPTER 1 -
INTRODUCTION
This chapter gives background knowledge on microscopy and its history with details of
milestones in scanning near-ﬁeld optical microscopy (SNOM). It then contains details
of previous experiments in which SNOM was applied to study waveguides of the type
studied in this thesis. This chapter is then concluded with brief descriptions of the
chapter contents.
1.1 FIELD OF RESEARCH
1.1.1 THE DIFFRACTION LIMIT
The scope of SNOM applications extend wide due to its nature as a characterisation
tool for the nano-world. Conventional systems used to characterise optical devices
depend on the collection of light after free-space propagation (usually from, but not
limited to, an illuminating source). Typical examples of this are cells studied under a
conventional microscope; the cells perturb the light from the illuminating source, the
scattered waves propagate in free space and are collected by a detector. The limitation
of such free-space propagation imaging systems is diffraction.
Propagating light cannot be conﬁned to linear dimensions much smaller than l
2n
insideamedium (wheren istherefractive indexofthemediumand l isthewavelength
ofthepropagatinglightinavacuum). ThediffractionlimitwasﬁrstdeﬁnedbyE.Abbe
in 1873[1]. It was then later re-arranged by Lord Rayleigh[2, 3] to the form
dx 
1:22l
2nsin q
2
(1.1)
where q is the full collection angle of light. Since this equation does not include a2 INTRODUCTION
factor for the “quality of components” of the imaging system, systems that use propa-
gating light are fundamentally limited to this resolution. Diffraction limits the highest
attainable resolution using a free-space optical microscope to between 200 - 300 nm.
The resolution of images beyond that of a conventional optical microscope requires
a system that either uses an illumination source with shorter wavelengths or a propa-
gating medium with a refractive index much larger than unity. Such systems exist
(X-ray microscopy, electron microscopy & oil-immersion microscopy to name a few),
but they do not enhance the resolution whilst accurately reﬂecting materials’ electric-
ﬁeld responses at optical frequencies. There are some systems that use other physical
principles to construct a super-resolution image of the sample, which will be discussed
in chapter 2.
Since many objects in nature and nanotechnology are of the nanometre scale, imag-
ing tools that use free-space propagating light are not appropriate for spatially resolv-
ing how these objects respond to light at optical and near infrared (NIR) frequencies.
Abbe himself is reported to have suggested this limit would eventually be overcome
[4].
1.1.2 THE WORLD OF MICROSCOPY
To understand where SNOM ﬁts in the world of microscopy, we can consider the dif-
ferent techniques used to probe the microscopic world. The most famous (and oldest)
device used to view the microscopic samples is the conventional microscope. The
ﬁrst published work of images from the microscopic world was Robert Hooke’s Mi-
crographia. In this publication, detail never witnessed before was presented in illus-
trations of everyday objects observed under a microscope. This desire to see a more
detailed world resulted in new discoveries; most notably the existence of cells in bi-
ology. The microscope enhanced the resolving power of the eye by focussing light,
scattered by an object, from a large numerical aperture (or acceptance angle). In pur-
suit of higher resolutions, the microscope drove the technology and science behind it;
resulting in high-quality optics and the discovery of the diffraction limit.
Unable to defy the diffraction limit, technologies were created that either used a
shorter (than visible light) illumination wavelength or did not rely on the propaga-
tion of light to resolve features. Two such examples are x-ray diffraction and scanning
tunelling microscopy (STM). X-ray diffraction uses a small illumination wavelength to
increase the maximum imaging resolution, whereas STM uses a probe-sample contact
method to scan and generate topographic information to create an image; the absenceField of research 3
of propagating light here makes the probe the factor that determines the maximum
resolution attainable. Scanning electron microscopy (SEM) uses both a shorter illumi-
nation wavelength and a scanning method. In a SEM, a beam of electrons is focussed
to a small spot using magnetic lenses and the resultant scattered light depends on the
local properties of the area where the beam hits the sample. By scanning the elec-
tron beam focus across the sample, an image can be created using the magnitude of
scattered electrons detected and the position of the focussed beam. SEM images are
the most common high-resolution images used to date because of its high resolution,
ease of use, and well-understood technology. SEM had previously only been able to
image metallic samples, since charge would build-up on non-conducting samples and
affect the incoming electron beam, and consequently, the resulting image. However,
recent developments in the technology has introduced a variable pressure SEM where
charge can be channelled through the atmosphere in the SEM chamber, thus enabling
insulating materials to be imaged, albeit with slightly reduced resolution.
Whilst these microscopy techniques are useful for observing topographical fea-
tures of samples that are just a few atoms in size, the response of the sample to the
light is lost; thus spectroscopy cannot reveal interesting localised properties. This
makes analysing the local electric-ﬁeld responses of nanometre-sized objects outside
of simulations difﬁcult. As the ﬁeld of photonics follows examples from nature and
looks towards nano structuring of materials to engineer optical properties, there is a
necessity to measure and characterise such structures at optical frequencies beyond the
resolution limited by diffraction.
1.1.3 BRIEF HISTORY OF SNOM
In 1928, E. Synge proposed a method for imaging beyond the diffraction limit[5];
this method involved the collection of the non-propagating evanescent wave, which
contains high-resolution spatial information not contained in propagating light. By
scanning a sub-wavelength aperture between a sample and illumination source, the
evanescent wave at the aperture can be scattered into a propagating wave, providing
the aperture is in range of the evanescent wave. This propagating wave can then be
detected in the far-ﬁeld region. Due to the technological constraints in Synge’s time,
positioning an aperture in the region of the evanscent ﬁeld of readily attainable wave-
length was not possible, consequently his idea was not implemented for over 40 years.
The ﬁrst example of imaging beyond the diffraction limit was achieved by Ash and
Nichols using microwaves[6]. Ash and Nichols scanned a sub-wavelength aperture4 INTRODUCTION
across the sample and obtained images beyond the diffraction limit; features down to
l=60 were resolved where the wavelength used was l = 3cm. This result demon-
strated the validity of Synge’s sub-wavelength resolution imaging technique and so
the application of this technique at optical frequencies was the next challenge. The
evanescent wave at optical frequencies, as will be discussed in chapter 2, only extends
a few tens of nanometres from a sample’s surface. The technology to maintain such
sample-probe distances was not available until ten years later.
In 1982, Gerd Binnig’s Nobel Prize winning scanning tunnelling microscope pre-
sented technologies to maintain a sample-probe contact distance of a few nano-metres
usingpiezoelectrictranslationstagesandacurrentfeedbackloop[7]. Thenano-positio-
ning technology was quickly adapted by Pohl et al. to create a SNOM probe, which
obtained the ﬁrst sub-wavelength resolution image at an optical frequency[8]. Pohl’s
work and later works have almost exclusively used a sharp probe, which allows the
probe to come into contact with the surface and then scanned across it.
Evanescent waves are not exclusive to scattering phenomena, they are also present
at the boundaries of total internal reﬂections. Probing the evanescent ﬁeld, the ability
of SNOM to measure guided light using photon tunnelling phenomena was quickly
discovered[9] and thus a sub-ﬁeld of SNOM called Photon Scanning Tunnelling Mi-
croscopy (PSTM) was born. This meant that measurements, including spectroscopy,
on guided light could be achieved[10]; making SNOM a useful tool for observing phe-
nomena in integrated optics.
1.2 SNOM ON WAVEGUIDE PHENOMENA
In integrated optics, characterising waveguides is important for classifying perfor-
mance, limitations, and searching for new potential uses. PSTM provides a means
of investigating various properties of integrated devices, one such is determining the
dispersion properties of waveguides over millimetre distances. Conventional methods
for measuring the propagation constants require measuring the inter-modal delay over
long distances. These methods are not sufﬁciently sensitive for measuring the proper-
ties of integrated devices. PSTM is a well-suited method for analysing the properties
of waveguides in integrated optics and can spectrally resolve the local electric ﬁeld
intensities when used with a spectrally resolving detector, providing a method to in-
vestigate temporal phenomena. This ability to resolve beyond the diffraction limit with
femtosecond time resolution (when used with a spectrally broad illumination source)
enables PSTM to determine many properties of waveguides and has already played anThesis outline 5
active role in characterising their guiding properties[11–21]. Thus as the number of
different photonic devices increases, so does the applications of PSTM.
The ability of SNOM to image beyond the diffraction limit also makes it useful for
analysis on the spatial proﬁle of propagating modes, which have proﬁles with dimen-
sions comparable to half the wavelength of light inside the medium (which is usually
smaller than when propagating in air). Measurements on modal proﬁles can be used
to determine the numerical aperture of the waveguide for particular modes. Recent
studies on inter-modal delays and the spatial dependence of such delays have enabled
the complete modal decomposition of multimode ﬁbre outputs[22]. Since SNOM can
collect local spectra on a waveguide surface, these techniques can be directly trans-
fered to SNOM experiments to obtain local information of inter-modal interactions in
certain photonic devices; this spatial beating proﬁle was originally discussed in a paper
by Mills et al.[21] where SNOM was used to track delays between pulses propagating
in a waveguide.
1.2.1 MEASURING THE GROUP VELOCITIES OF MODES
The work by Mills et al. looked at the ability of a spectrally resolving SNOM to inves-
tigate temporal phenomena. The individual group velocities of the modes in a highly
multi-mode waveguide, excited by a mode-locked pulsed laser, were measured rela-
tive to the fundamental mode by collecting spectra along the waveguide and applying
a Fourier transform to the spectra to identify temporal delays[21]. This experiment
determined the group velocity differences between propagating modes over millime-
tre distances. By tracking spectral interferences in an ultra-fast coherent broadband
source, femtosecond group-delay differences were measured. An extension to this
project is to use the spectral interference caused by modal dispersion with an inco-
herent source to determine the relative group velocities of the modes; this is the work
presented in chapter 4 of this thesis. This provides a convenient tool for the charac-
terisation of waveguides without the nonlinear effects seen from using a mode-locked
laser source.
1.3 THESIS OUTLINE
Chapter 2 presents the physics used to describe how high spatial resolution images are
collected by using near-ﬁeld microscopy. The angular spectrum model of diffraction is
presented to demonstrate how the spatial proﬁle of an electromagnetic (EM) wave with6 INTRODUCTION
sub-wavelength detail changes with propagation distance due to diffraction. This is
followed by a short discussion on resolution and a few methods that different imaging
systems employ to attain images beyond the diffraction limit.
Chapter 3 deals with the construction of a spectral SNOM system. The various
components of a SNOM setup are discussed in some detail. The performance limita-
tions due to the different systems utilised in a SNOM setup are also discussed along
with potential sources of artefacts in data when one of the systems do not perform as
desired.
Chapter 4 presents the data collected for the measurement of the relative group ve-
locity of modes to the fundamental using spectral interference measurements with an
incoherent source of light. The signiﬁcance of using an incoherent source is discussed,
followed by the ability to discriminate the higher-order modes from one another. The
chapter ends with a suggested extension of the method to measure higher-order propa-
gation constants from the propagation constant Taylor expansion.
Chapter 5 presents data from a quasi-isotropic photonic bandgap device where the
structure causes random walks of photons. With the ability to temporally resolve local
delays in the structure, the setup is used to investigate whether a temporally discrim-
inating SNOM setup can identify areas of localisation or provide evidence of other
optical phenomena.
Chapter 6 summarises the major contributions of the work presented in this thesis
with some suggestions on future work.REFERENCES 7
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- CHAPTER 2 -
IMAGING PHYSICS
The ability of SNOM to image at resolutions beyond the diffraction limit (equation 1.1)
is achieved by converting the evanescent non-propagating wave into a propagating one.
The evanescent ﬁeld contains high-spatial frequency image information and also exists
at boundaries of total internal reﬂection. In this chapter, the theory of light propagation
is presented, including light with spatial frequencies beyond the diffraction limit. Also
presented is a short discussion on resolution and resolvability and an explanation on
how some recent imaging systems are able to attain images beyond the diffraction
limit.
2.1 THE ANGULAR SPECTRUM MODEL
The angular spectrum model provides an insight into the information contained within
the evanescent ﬁeld. In the model, we can consider a 2D spatial distribution of an elec-
tric ﬁeld at a single wavelength as a superposition of plane waves at different angles
of incidence. This angular spectrum of plane waves can be used to decompose the
spatial variation of electric ﬁelds and reveals the nature of the diffraction limit. The
proof starts with the fundamental equations that describe electromagnetic ﬁelds; elec-
tromagnetic phenomena obey Maxwell’s equations and take the following form in the12 IMAGING PHYSICS
absence of free charges (SI units):
Ñ:D = 0; (2.1)
Ñ:B = 0; (2.2)
ÑE =  
¶
¶t
B; (2.3)
ÑH = +
¶
¶t
D; (2.4)
where E;D;H; and B are the electric ﬁeld, electric displacement, magnetic ﬁeld, and
magnetic ﬂux respectively. By taking the curl of equation 2.3 and then substituting in
equation 2.4, the wave equation for light propagation in a homogeneous amorphous
medium can be expressed as
Ñ2E =
n2
c2
¶2
¶t2E; (2.5)
where n =
p
ermr is the refractive index of the medium and c  3108 m s 1 is the
speed of light. For the angular spectrum model, the idealised case of monochromatic
illumination can be used. In such a case, an electric ﬁeld solution to equation 2.5 can
take the following form
E = E0exp[ik:r]exp[ iwt]; (2.6)
which is the equation for a plane wave with k=nw=c where w is the angular frequency
of the ﬁeld. When this expression is substituted into equation 2.5, the result is the
Helmholtz wave equation for an electric ﬁeld. The Helmholtz equation describes the
spatial evolution of an electric ﬁeld disturbance in a homogeneous medium and is
described by the following
Ñ2E+k2E = 0; (2.7)
where k is the scalar wavenumber of the wave. Because this equation describes the spa-
tial evolution in a homogeneous medium (e.g. air), it can be used to identify the source
of the diffraction limit. The impact the Helmholtz equation has on an image, which is
described by an electric ﬁeld with varying amplitude and phase across an image plane,
whilst it propagates orthogonally from the image plane can be investigated.
If a sample is illuminated with a plane wave at normal angle of incidence, then the
reﬂected wave at the surface will have an electric-ﬁeld amplitude proﬁle proportional
tothecomplexreﬂectivityproﬁler(x;y)ofthesample’ssurface(inthiscasethesurfaceThe angular spectrum model 13
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Figure 2.1: (top) The extent at which spatial frequency components exist from the
surface due to diffraction for a wavelength of 633 nm, as determined by the exponential
inequation2.14. (bottom) Theresultingimageoftwo100nmaperturesspaced260nm
apart at different distances from the apertures using an illumination wavelength of 633
nm, calculated using the spatial frequency restrictions imposed by equation 2.14. By
observing how, after just propagating 80 nm away from the surface, the two apertures
are no longer resolvable, the short distance over which loss of image detail occurs can
be appreciated.
is in the xy plane). Since the Helmholtz equation describes how an electric ﬁeld varies
in terms of the wave vector, it is useful to describe the surface reﬂectivity proﬁle in
terms of spatial frequency
˜ r(u;v) =
1
2p
ZZ +¥
 ¥
dxdy r(x;y;0)exp
h
 i2p(ux+vy)
i
; (2.8)
where u & v are the spatial frequencies in the x & y directions respectively. The re-
ﬂected electric ﬁeld in the spatial domain can now be written as a function of ˜ r
E(x;y;0) = 2pE0
ZZ +¥
 ¥
dudv F(u;v)exp

i
2p
l
(lux+lvy)

(2.9)
= E0
ZZ +¥
 ¥
dudv F

a
l
;
b
l

exp
h
ik(ax+by)
i
; (2.10)
where l is the wavelength and F (Fourier amplitudes) is the relative amplitudes of the
plane wave with spatial frequencies u & v and is known as the scalar wave solution. a14 IMAGING PHYSICS
and b represent direction cosines such that
F(u;v;) µ ˜ r(u;v);
a =lu and b = lv: (2.11)
Equation 2.10 is the angular spectrum model that states mathematically that any spa-
tial distribution of the electric ﬁeld can be written as a superposition of plane waves
with different directions cosines. Thus far, the direction normal to the plane of the
surface/image (the z-axis in this case) has been ignored. It is introduced by adding a z
axis dependency in the F term
E(x;y;z) = E0
ZZ +¥
 ¥
F

a
l
;
b
l
;z

exp
h
ik(ax+by)
i
du dv; (2.12)
which now describes the electric ﬁeld in 3D space by describing the electric ﬁeld at a
distance z from the surface as a sum of plane waves with different spatial frequencies
in the surface plane. The relationship between F

a
l ;
b
l;z

and F

a
l ;
b
l

can be found
using the Helmholtz equation (equation 2.7). For equation 2.12 to obey the Helmholtz
equation, the following must be upheld
d2
dz2F

a
l
;
b
l
;z

+k2(1 a2 b2)F

a
l
;
b
l
;z

= 0; (2.13)
which dictates that
F

a
l
;
b
l
;z

= F

a
l
;
b
l

exp

 ikz
q
1 a2 b2

: (2.14)
This solution determines the how far, and to what extent, waves of various spatial
frequencies

a
l ;
b
l

can exist away from the surface at a particular wavelength. This
solution is plotted numerically in ﬁgure 2.1 (top) as a tranmission mask for a spa-
tial frequency propagating a distance away from the sample. The x axis the spatial
frequency proﬁle of the sample and the y axis represents the distance at which the
corresponding spatial frequencies can propagate (or not) according to the restriction
imposed by the exponential function in equation 2.14 (i.e. the diffraction limit); white
represents a 100% tranmission and black represents 0 transmission. The central white
column represents the spatial frequencies within the diffraction limit, thus they suc-
cessfully propagate away from the surface. Spatial frequencies that represent image
detail beyond the diffraction limit are attenuated and do have an electric ﬁeld presenceThe angular spectrum model 15
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Figure 2.2: The image intensity plots of two 100 nm wide apertures spaced 260 nm
apart in a dielectric medium at the aperture surface and a distance of 80 nm for a
wavelength of 633 nm. On the left is the numerically simulated image which takes
into account all the spatial frequencies required to create an image unrestricted by the
diffraction limit, the right shows the image with the high spatial frequencies limited by
diffraction; even with a log scale, the two peaks cannot be resolved.
further than 80 nm from the sample surface. It can be seen in this plot, that to achieve
resolutions corresponding to just l=10 (15106 m 1), the image collection device
need to be accessing the scattered light at just 10 nanometres away from the surface.
The bottom plot in ﬁgure 2.1 is a numerical simulation of the highest resolution
image (across x axis) attainable by collecting the light a distance away from the sample
surface (y axis). The image is two 100 nm slits spaced 260 nm, using an illumination
wavelength of 633 nm. After a propagation of a few tens of nanometres away from the
sample surface, the sharp edges of the slits disappear and the two slits begin to blur
into one intensity maximum, which causes the two slits to become unresolvable after
propagating 80 nm. Also demonstrated in this ﬁgure is the appearance of diffraction
fringes caused by the clipping of the spatial frequencies available to reconstruct the
image after propagation.
Recalling equation 2.11, which describes how an electric ﬁeld propagates away
from the surface (z-axis) in terms of the electric ﬁeld’s spatial frequencies in the x-y
plane. If the spatial frequency of the ﬁeld in the plane of the surface is less than the
spatial frequency of the illuminating wave (i.e. u2+v2 < 1
l2 or a2+b2 < 1), then
the square-root term is real and so equation 2.14, oscillates in the z direction. However,
if the spatial frequency of the electric ﬁeld in the plane of the surface is greater than
the spatial frequency of the illuminating wave, then the square root is imaginary and so
the exponential term attenuates the electric ﬁeld with increasing z; as shown in ﬁgure
2.1.
The resulting effect of this attenuation of high spatial frequencies can be observed16 IMAGING PHYSICS
numerically in ﬁgure 2.2. In this ﬁgure a hypothetical slit structure, with dimensions
smaller than the diffraction limit, is decomposed into its spatial frequency components
and then combined with the solution from equation 2.14 using an illumination wave-
length of 633 nm. Using the remaining spatial frequencies, the image is reconstructed
and loss of resolvability of the two slits is clearly evident at just 80 nm away from the
sample’s surface.
2.2 RESOLUTION AND RESOLVABILITY
It is important in microscopy to differentiate between resolution and resolvability. This
section aims to discuss the difference between the two with an aim for providing a
deﬁnition for the resolution of an imaging solution, which is yet to receive a rigorous
formal deﬁnition. The explanation of resolution and resolvability is written to assist
the interpretation of resolution for typical sample types scanned using SNOM, where
no features of the sample can be assumed.
The deﬁnition of resolution varies amongst the research community and is usually
quoted as the value that gives the best resolution. Unfortunately, most often this is
giving the value of the dimensions at which a known sample can be resolved. This
often uses a priori knowledge of the sample to eliminate alternative interpretations of
the results. The Oxford English dictionary (OED) deﬁnes resolution as “The smallest
interval measurable by a telescope or other scientiﬁc instrument”1, whereas the def-
inition of resolve when applied to optical or photographic equipment is “separate or
distinguish between (closely spaced objects)”1. Clearly the major difference between
the deﬁnitions is the use of the word “objects”. If one knows something about the
object under study, the smallest interval measurable can be smaller than the smallest
interval of the electric ﬁeld oscillation.
This is best explained by considering ﬁgure 2.3, where numerical simulations of
the diffraction limited image of two narrow slits with width w and separation d (from
the edges) are presented. In (a), two slits much wider than the diffraction limit are
spaced relatively far apart. They are clearly resolvable despite the interference fringes
caused by diffraction. In (b), two slits with the same width as (a) are presented with
their separation at the Rayleigh criterion. With this separation, the intensity is able to
drop to zero and thus the fact that two separate slits are present is clear. In (c) however,
two sub-wavelength slits (< 6l) are separated at the Rayleigh criterion. It is clear now
that the two slits are resolvable (the two slits can be separated), but are now beyond
1Oxford English dictionary 2012Resolution and resolvability 17
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Figure2.3: Thenumericalsimulationofapreparedimageatthediffractionlimit(right)
for different slit widths (w) and separations (d), alongside their Fourier spectra (left).18 IMAGING PHYSICS
the resolution of the system; if the sample cannot be relied upon, we can no longer
say with any certainty that there is a gap between the two slits since the intensity does
not go to zero between the two peaks. This would prevent the detection of a failure
during fabrication of such a hypothetical structure, since what is imaged is not a true
reﬂection of the absorption proﬁle at the required distance scale. Similarly in (d),
the intensity proﬁle no longer has two peaks and so it is not clear whether the image
recorded is a true reﬂection of the object imaged since there are intervals smaller than
the limit imposed by diffraction. A more precise deﬁnition of resolution must consider
contrast and signal to noise ratio. A comprehensive review of resolution has been done
previously[1].
To summarise the key issue, if a sample is known to consist of features much
smaller than the diffraction limit, then using a priori knowledge about the sample un-
der study will lead to the ability to resolve features. In such a case, the resolvability
lies in there being features in its Fourier spatial frequency map. Using this technique,
Astronomers are able to separate stars that are above the Sparrow limit (where the
mathematical concept of resolvability lies in there being sufﬁcient contrast in interfer-
ence fringes in the image’s spatial frequency map.
In microscopy however, it is more common that nothing about the sample can be
assumed and so a result like the one presented in ﬁgure 2.3(c) could be interpreted as
one larger slit with a slightly opaque centre. The only way of being sure that what is
being measured is a true reﬂection of the sample is if the dimensions of the sample fall
within the resolution of the imaging system; in other words, if the smallest interval of
measurable contrast change occurs at the Rayleigh criterion.
Since the fundamental limit on resolution exists because of a restriction of spatial
frequencies, it seems natural that a deﬁnition of resolution should depend on the spatial
frequencies detected by the imaging system. Thus, the author believes that a standard
deﬁnition of resolution should be based on the ability to measure a spatial frequency
with a threshold above noise. As shall be seen in chapter 3, the ability of SNOM to im-
age beyond the diffraction limit is demonstrated by displaying the spatial frequencies
it has imaged.
2.3 SUB-WAVELENGTH IMAGING TECHNIQUES
The ﬁnal section in this chapter provides a brief discussion of the current imaging
techniques used to obtain images beyond the diffraction limit. The methods described,
including SNOM, here employ scanning or ﬁtting techniques to determine the spatialSub-wavelength imaging techniques 19
dependence of intensity of light, which in certain circumstances means that the res-
olution of the device is not affected by the range of spatial frequencies detected (i.e.
not affected by the diffraction limit). SNOM was, until recently, the only microscopic
method available to obtain images beyond the diffraction limit. In the past decade other
techniques including stochastic optical reconstruction microscopy (STORM), ﬂuores-
cent microscopy with one nanometre accuracy (FIONA), stimulated emission deple-
tion microscopy (STED), and superoscillation microscopy. These techniques have
evolved from physical principles, known for some time, for going beyond the diffrac-
tion limit which are discussed in the following sections. However, these systems do
not interact with the evanescent wave and thus are unsuitable for the characterisation
of waveguides or samples that require the detection of evanescent waves, this limits
their application in the ﬁeld of photonic device characterisation.
2.3.1 STOCHASTIC OPTICAL RECONSTRUCTION MICROSCOPY
It has been demonstrated that small light emitting structures can be located to an ar-
bitarily high precision by considering the cross-correlation of an image with an image
‘kernel’[2]. This interesting method does not enhance resolvability of two features, but
can accurately locate the position of emitters with separations much greater than the
diffraction limit. A single molecule will emit its ﬂuorescent such that it can be imaged
as a diffraction limited sinc function whose central feature, or point spread function
(PSF) has width of 1:22l
NA . This PSF function can be ﬁtted to a Gaussian function
whose central position and respective uncertainty provide the location and accuracy of
the location. This technique has been called ﬂuorescent imaging with one nanometre
accuracy (FIONA, more affectionately)[3].
This ability to locate light emitters with arbitrary precision is used in a new form of
microscopycalledstochasticopticalreconstructionmicroscopy(STORM).Inthisform
of microscopy, photo-switchable ﬂuorophores are located using the method described
above with FIONA. What gives STORM the ability to image beyond the diffraction
limit is the controllable way the ﬂuorophores can be turned off and on. Starting with
all the ﬂuorophores turned off, a low intensity pulse is used to activate a small fraction
of the ﬂuorophores. Ideally all the activated ﬂurophores are a signiﬁcant distance,
in regards to the diffraction limit, away from one another. Once all the ﬂuorophore
locations are determined from their controlled ﬂuorescence they are switched off. This
process is repeated until as many ﬂuorophores are possible are located[4].
Since the propagation of light can be described by Maxwell’s equations, we can20 IMAGING PHYSICS
use Gaussian beam optics to describe the behaviour of the light detected in three di-
mensions. By collecting spatial dependence of light with the collection optics position,
the axial position of the ﬂuorescent molecule can be detected. The advantage of this
technique is that a 3 dimensional map of ﬂuorescent molecule positions can be de-
termined with an accuracy that is limited by the signal-to-noise ratio (SNR) instead
of the diffraction limit[5]. The only limitation that restricts this imaging technique is
molecules that ﬂuoresce with the same wavelength must be separated by a distance
greater than the diffraction limit.
The most obvious limitation with this technique, is that is requires the sample to be
prepared with photo-switchable ﬂurophores. Thus STORM’s greatest ﬁeld of applica-
tion is in biochemistry where organic matter can be tagged with various ﬂuorophores.
Other ﬂuorescent microscopy methods
Other ﬂuorescent microscopy techniques have demonstrated the ability to image be-
yond the diffraction limit. Most notably two photon absorption[6] and stimulated
emission depletion (STED) microscopy[7]. These two techniques beat the diffrac-
tion limit by measuring the emission of ﬂuorescence from a small excitation PSF and
scanning. In two photon absorption, the PSF function of ﬂuorescence is reduced by
carefully overlapping the two pump wavelength PSFs. In such a case, excitation of the
ﬂuorescent sample only occurs where the two pump PSFs overlap. In STED an excita-
tion beam, with a diffraction limited PSF, excites the ﬂuorescent sample and then two
“STED” pulses are used to stimulate emission at the outer extents of the original exci-
tation PSF; the resulting spontaneous emission from the sample is recorded at various
locations to construct an image.
2.3.2 SUPEROSCILLATIONS
Of the various methods used to obtain images with resolution greater than the diffrac-
tion, the superoscillation method is the most intriguing. In this system, an illumination
spot of linear dimensions smaller than the diffraction is carefully prepared using a
delicate balance of spatial frequencies; the study of such phenomena where a ﬁeld os-
cillates faster than its highest Fourier component, yet still obeys the bandwidth and
baud rate limits for information exchange, has attracted interest in signal processing
and quantum ﬁeld theory[8–11]. This spot is used to illuminate a sample and the re-
ﬂected light recorded as the spot is scanned across the surface, in technique similar to
STORM where the resolution now depends on the width of the spot and the precisionSub-wavelength imaging techniques 21
of the scanning optics.
This spot is created from a super-lens (a phase mask used to create the conditions
necessary for a sub-wavelength spot) from the far-ﬁeld region and the reﬂected light
is collected from the far ﬁeld region, this use of propagating light appears to violate
the diffraction limit. The preparation of this sub-wavelength feature spot has been
theoretically predicted since 1949[12].
What at ﬁrst may appear to be an exception to the diffraction limit, can actually
be explained using the concept of resolvability discussed in the previous section. This
“nanoscope”, as described by its implementers, is a scanning technique. As such,
the retrieve image is a convolution of the small feature and the reﬂectivity/absorptivity
(dependingonmodeofoperation)ofthesample. Thereasonthistechniquecanretrieve
information beyond the diffraction limit is because the diffraction limit does not affect
the positional knowledge of the source spot. The size of the spot is one of two limiting
factors, although it is undoubtedly at present the main factor; the remaining factor
being the ability to precisely position the created spot.
A group at the University of Southampton has successfully used this technique to
resolve features beyond the diffraction limit[13]; this has been conﬁrmed by analysing
the spatial frequencies present in their retrieved imaged.
The main drawback of this technique is that super-oscillations require huge dy-
namic range in intensity; the generated spot contains only a small fraction of the inci-
dent optical power. For a diffraction limited feature that oscillates at l=10, side lobe
intensities of 25 orders of magnitude greater are generated close to the oscillation for
the class of superoscillation functions under study at the University of Southampton.
The other drawback is that the preparation of a sub-wavelength, diffraction-limited
feature requires a delicate balance of spatial frequencies, the ability to image surfaces
with comparable topography is, at present, beyond the scope of this technique; this
severely limits the samples and geometries that can be imaged.
2.3.3 IMAGING WITH THE EVANESCENT WAVE
It is not surprising that the interaction between a SNOM probe and evanescent waves
has been studied to some detail [14–18]; it is this interaction that enables SNOM to
image beyond Abbe’s diffraction limit. There are different ways a SNOM probe can
interact with the evanescent ﬁeld, this deﬁnes its type of probe. The different types of
SNOM probe can be generalised into two categories: scattering probes and aperture
probes[19].22 IMAGING PHYSICS
Scattering probes, or apertureless probes, are probes which aim at detecting non
propagating waves by the use of an optical antenna. The ﬁrst reported use of such a
probe was from [20]. More commonly aperture probes consist of a transparent tip with
a small (ideally spherical) metal particle at the apex[21]. Under certain illumination,
the presence of a small metallic particle acts as a dipole that can interact with the
sample.
The other, and more common, type of probe used for SNOM is the aperture probe.
This is usually an optical ﬁbre pulled down to a tip with dimensions of a few tens
of nanometres; in this form, the numerical aperture of the ﬁbre is the aperture of the
probe. This ﬁbre tip can be coated in a metal to form a smaller (than uncoated) aperture
at the apex. This coating is not required in situations where only the non-propagating,
evanescent, ﬁelds exist; which is usually the case in photon scanning tunnelling mi-
croscopy. Without an aperture, scattered propagating light can reduce the resolution of
the system since the detected signal is a convolution of the tip’s PSF and the sample’s
light intensity.REFERENCES 23
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- CHAPTER 3 -
A PRACTICAL SNOM PROBE
This chapter discusses the construction and use of the SNOM setup used to collect the
data in this thesis. The contents of this chapter present the methods used to realise a
SNOM system and details the various roles of the different components and how they
are used to probe the near-ﬁeld region.
3.1 THE SNOM SETUP
Obtaining electric ﬁeld data in the near-ﬁeld region of a sample requires three main
components: a sub-wavelength aperture/probe, a surface detection feedback loop, and
nanometre-precision positioning. The following sections deal with the realisation and
characterisation of each of these components, each component is critical for obtaining
a near-ﬁeld, sub-wavelength image. This is because of the non-propagating nature of
the evanescent ﬁeld; scanning a probe within the evanescent ﬁeld region is the ultimate
goal of a SNOM setup. An overview of the SNOM setup used in this thesis is presented
in ﬁgure 3.1. The pink boxes represent the surface detection feedback system, the
green boxes represent the positioning system, and the blue boxes represent the probe
(and data collection) part of the SNOM.
The following sections will discuss the various methods used to realise the compo-
nents of a SNOM probe, highlighting their advantages and disadvantages. Section 3.2
will present two methods used to create near ﬁeld probes out of commercially available
optical ﬁbre.26 A PRACTICAL SNOM PROBE
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Figure 3.1: A schematic diagram of a typical spectral SNOM setup. The pink boxes
and lines represent the force-feedback loop; the blue box and lines represent the spec-
tral data collected by the SNOM tip; and the green boxes and lines represent the posi-
tion controllers for the SNOM tip.
3.2 SNOM PROBES
A sub-wavelength aperture is required for obtaining images beyond the diffraction
limit. Synge’s original idea invovled sending light through a sub-wavelength hole and
scanning this hole across the sample under investigation[1], collecting the scattered
light in the far-ﬁeld region. The ﬁrst realised interpretation of this sub-wavelength
hold was achieved by Pohl et al.[2] by using a quartz crystal tip coated in gold with a
sub-wavelength aperture at the apex. Near ﬁeld probes are more commonly made from
optical ﬁbre, which enables easy guidance to a detector and an intrinsic aperture from
the guidance condition imposed by the core-cladding boundary. There are two com-
mon methods used today for creating near ﬁeld probes out commercial ﬁbre optics.
The ﬁrst involves a chemical etching process and the second is heating and mechani-
cally pulling a ﬁbre optic apart. The following sections detail the these processes and
how they can be coated to create an aperture probe.SNOM probes 27
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Figure 3.2: An exaggerated diagram of the wet etching method for creating near ﬁeld
probes out of optical ﬁbres. From left to right depicts how, over time, the etching
process forms a tip. A schematic of the resulting ﬁbre is showed at the end. Note
that the core’s radius remains constant while the cladding is etched. Toluene was the
organic solvent protective layer used for creating ﬁbres in this work.
3.2.1 ETCHING FIBRES
The chemical etching method, as patented by Turner[3], is achieved by leaving a
cleaved ﬁbre in an etching solution. An organic solvent ﬂoats on top of the etching
solution (Hydroﬂuoric acid) to prevent vapours from etching the ﬁbre that is outside
the solution and for controlling the depth of the meniscus at the ﬁbre-acid boundary[4].
The meniscus that is created by the presence of the ﬁbre in the etching solution causes
a taper to be created. This meniscus method for creating a taper is shown diagrammat-
ically in ﬁgure 3.2.
Using this method, the core remains a constant diameter until the tapered region
reaches the core. A large core enhances the transmission of the tapered ﬁbre, which
is an advantage since SNR is usually the limiting factor in SNOM scans. Another
advantage with this method is that several probes can be etched at the same time and
the results are repeatable. By introducing extra etching steps, the proﬁle of the apex
can be controlled[5]. The doping ratio of the ﬁbre core and cladding can also affect the
taper angle, adding an extra route to modify the etching result[6].
The main disadvantage is the acid used to etch silica is HF, which is highly toxic,
as are the waste products. The precautions necessary for this type of fabrication make
the turnaround for this method lengthy, compared with the alternative. Another dis-
advantage is that the etched surfaces are rough and this can reduce throughput due to
scattering out of the probe.
It has been demonstrated that this etching process can be enhanced by performing28 A PRACTICAL SNOM PROBE
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Figure 3.3: A diagram of the mechanical pull process. A CO2 laser is focussed and
scanned across a ﬁbre, which is kept under a constant tension by the ﬁbre clamps.
When the ﬁbre melts, the constant tension causes movement of the ﬁbre. The puller
monitors this velocity and once a certain velocity is reached, a hard pull is used to
pull the ﬁbre into two parts. The resulting ﬁbre is a near ﬁeld probe that has a slowly
decreasing core size.
thisetchingprocesswithoutremovingtheﬁbre’sacrylatejacket[7,8]. Theresultofthis
“tube etching” method generatessmoother etchedsurfaces, enhancing thetransmission
and quality of any metallic coating used for an aperture. The acrylate jacket covering
the ﬁbre can be removed by dissolving after the etching processes.
3.2.2 PULLING NEAR FIELD PROBES
The most convenient method for creating near ﬁeld probes, and the method used to
createprobesforallthedatapresentedinthisthesis, isthemechanicallydrawnmethod.
The way this methods works is depicted in ﬁgure 3.3. A ﬁbre is held into position and
put under a constant tension by some clamps. Then a CO2 laser with a controllable
power output is focussed onto the ﬁbre by a concave mirror, whilst being scanned in a
pattern determined by the operator. When the ﬁbre starts to melt, the clamps applying
the tension begin to drift apart. When the clamps start to move at a speciﬁed velocity, a
trip point is triggered and either a hard pull will be activated or the laser will be turned
off (depending on the delay value). The delay represent the time delay between the
laser switching off and the hard pull. A delay value less that 128 causes the trip point
to start the hard pull with the laser running for a certain time, a delay greater than 128
causes the trip point to switch the laser off and wait a certain time before initiating a
hard pull. Such ﬁne control over the mechanical pulling process enables the fabricationSNOM probes 29
HEAT 320
FILAMENT 0
VELOCITY 18
DELAY 126
PULL 150
Table 3.1: The parameters used to created near ﬁeld probes using the Sutter P-2000
commercial micro-pipette machine.
of tailored near ﬁeld probes, where a trade off between aperture size and transmission
efﬁciency can be chosen.
Theresultingnearﬁeldprobesarehighlycustomisablewiththepullingparameters:
HEAT, FILAMENT, VELOCITY, DELAY, and PULL[9]. HEAT speciﬁes the output
power of the laser. The FILAMENT parameter controls the scanning pattern of the
laser beam on the ﬁbre. The VELOCITY parameter sets the trip speed for the ﬁbre
clamps. The DELAY parameter sets the delay between the laser off and hard pull. The
PULL parameter sets the force of the hard pull which is achieved by a solenoid with a
controllable current supplied. The resulting effect of these parameters on the near ﬁeld
probe created has been studied[10] and the values used to create near ﬁeld probes in
this work is presented in table 3.1.
The main advantage of this method, over wet etching, is that it is very quick and
easy. All the safety precautions necessary are achieved by design of the puller instru-
ment. The results are highly repeatable and result in smooth tapers. The difference
between near ﬁeld probes created using this method and wet etching, is that the ﬁbre’s
core radius reduces along the taper region. This results in reduced transmission down
the ﬁbre.
The primary reason for using the mechanical pulling method for creating near ﬁeld
probes in this thesis is because of the fast turnaround; a probe can be created in less
than ﬁve minutes. Both methods have been praised for producing probes suitable for
SNOM[11].
3.2.3 CREATING APERTURE PROBES
Thus far, the near ﬁeld probes discussed have exclusively been bare ﬁbres. These
kind of near ﬁeld probes are known as apertureless probes. In such probes, the best
attainable resolution is based on the size of the mode that propagates down the taper
region (which can be bigger than the tip itself) and the amount of scattered light that
can be coupled into the ﬁbre at a location away from the apex. A metallic coating30 A PRACTICAL SNOM PROBE
The near ﬁeld probe is rotated at an 
angle in a metal evaporation 
chamber. The apex of the probe is 
shadowed from the metal vapour.
Aluminium
vapor
Figure 3.4: A diagram of the coating method for near ﬁeld probes. The near ﬁeld
probe is rotated in a metal evaporation chamber so that an even coating is deposited
on the ﬁbre. The near ﬁeld probe is rotated at an angle such that the apex of the probe
is shadowed from the metal vapour. The resulting probe has an aperture at the apex,
through which light can propagate and be guided.
can be deposited to restrict the size of the PSF of the near ﬁeld probe and prevent any
coupling of light at a location other than the aperture, which enhances the resolution
attainable.
The method used to coat the near ﬁeld probes in this work was a shadow evapo-
ration method. The probe is placed inside a vacuum chamber on a mount that rotates
the probe at a constant rotation speed. Once a vacuum is created, a tungsten heating
element melts an aluminium sample creating a vapour. The vacuum is sufﬁciently high
to create a large mean free path, which prevent random walks. The probe is angled so
that the apex of the probe is shadowed from the aluminium vapour. The result is that an
even amount of aluminium is deposited on the probe whilst the apex is left uncoated,
providing an aperture down which light can propagate.
The result of coating the near ﬁeld probes can be seen in ﬁgure 3.5 where the spatial
frequencies detected in preliminary data, of a photonic quasi-crystal structure, are pre-
sented. In (a) the data was collected using an uncoated probe, whereas, in (b), the data
was collected using a probe that was coated in Aluminium using the aforementioned
shadow evaporation technique. The spatial frequencies that are allowed to propagate
according to the diffraction limit are those within the green circle, which is on both
plots.
In ﬁgure 3.5, preliminary data from scanning a disordered scattering structure em-
bedded in a silicon nitride planar waveguide demonstrates that both coated and un-
coatednearﬁeldprobesarecapableofretrievingimageinformationbeyondthediffrac-SNOM probes 31
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Figure 3.5: A log plot of the spatial frequency intensities detected for a sample with
scatterers with spacing less than the diffraction limit for an uncoated probe (a) and
a coated probe (b) at an illumination wavelength of l = 790 nm. The green circle
represents the spatial frequency cutoff of the Abbe limit l=2. It can be seen that
sub-wavelength imaging is possible with the uncoated probe, this can be seen at y =
4106 m 1 in (a) where features beyond the diffraction limit are detected.
tion limit, since both plots reveal signals above noise outside the green circle. On both
plots there are spatial frequencies outside the diffraction limit circle that create a series
of vertical and horizontal lines just above the noise limit. These lines are artefacts and
appear because of windowing of the data; the resulting response of windowing and
applying a fast Fourier transform on the image produces artefact spatial frequencies.
Different windowing choices of sample scans can enhance or diminish these artefacts
and thus, even though they appear as give an indication of the highest spatial frequency
present in the image at the extents, they are not useful for describing the resolution of
the image.
The highest spatial frequencies, highlighted by the yellow regions, observed in
both plots in ﬁgure 3.5 is just under 4106 m 1, which is the spatial frequency of
standing wave interference effects for the illumination wavelength in a material with
refractive index n  2 (which is a good approximation for silicon nitride), suggesting
that the features are caused by interferences of the illuminating source rather than
topographical features. In (a), the uncoated probe was only reliable at detecting the 4
106 m 1 spatial frequencies along the y axis, which is most likely because it can only
detect sub-wavelength resolution in the absence of scattered light. In which case, the
spatial frequencies can be attributed to back reﬂected light in the guiding region of the
waveguide where guided light dominates scattered light. These disordered scattering32 A PRACTICAL SNOM PROBE
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Figure 3.6: Digrams of the three main methods for near-ﬁeld probe positioning used
by Binnig; Pohl; and Karrai and Grober.
structures are revisited in chapter 5 (a diagram of the structure, from which these scans
were taken, is presented in ﬁgure 5.4).
The ability to image beyond the diffraction limit using near ﬁeld probes, both
coated and uncoated, has been demonstrated. However, the method used to hold these
probes in close proximity to the sample (within the evanescent ﬁeld region has not been
discussed). The following section deals with the method for maintaining a tip-sample
distance at the nanometre scale.
3.3 SHEAR-FORCE FEEDBACK LOOPS
Nanopositioning with a feedback loop was the missing component that halted the prac-
tical realisation of Synge’s idea of scanning a sub-wavelength aperture close to the sur-
face of a sample. When Binnig presented his scanning tunnelling microscope, the tech-
nologies for nanopositioning and feedback loops became apparent. In 1984, Pohl et al.
became the ﬁrst group to adapt the STM technology to create a SNOM microscope[2].
This was done by using the conductive coating of the aperture (on a sharp quartz glass
point), as a method of determining electrical contact between the probe and the sample.
The construction of such a probe requires anisotropic etching of quartz in hydroﬂuoric
acid, followed by a coating of chromium and gold, and then a formation of the aper-
ture (traditionally by contact with a standard microscope slide); the aperture is, more
recently, etched using a focussed ion-beam because of its high controllability.
Pohl’s technique, similar to Binnig’s original, requires that the sample under study
is conductive. This is a problem since most materials that are transparent are dielectric.
Fortunately, Khaled Karrai and Robert Grober developed a near-ﬁeld positioning sys-
tem that did not require a conducting sample[12]. Instead, their atomic-force feedbackShear-force feedback loops 33
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Figure 3.7: The resonance response of a piezo tuning fork with a near ﬁeld probe
mounted onto one of the prongs, detected using a lock-in detector. The reference phase
was adjusted so that the X output (blue line) is zero at the resonant frequency. The Y
output (green line), in this case, yields a large value at the resonance and is used as the
input for the PID feedback loop.
loop monitored changes to the probe’s resonance conditions while moving it closer to
the sample surface. Measurement of the probe’s resonance was achieved by mounting
the probe on a piezo-electric tuning fork, dithering the setup and detecting the reso-
nance response by monitoring the signal across the piezo-electric tuning fork.
The SNOM setup is dithered by connecting a signal generator to the piezo-electric
disc mounted in the SNOM head. The electric signal generated by the tuning fork
owing to the dithering is ampliﬁed and sent to a lock-in ampliﬁer (LIA) which uses
the driving signal from the signal generator as the reference signal. As the dither-
ing frequency is raised, the amplitude response of the system detected by the LIA is
recorded; the result of which can be seen in ﬁgure 3.7. In ﬁgure 3.7, the reference
phase is changed to produce a small voltage at the X output (blue line) at resonance,
thus producing a large voltage at the Y output (green). The Y output is then used as the
input for the proportional integration differentiation (PID) controller, since its voltage
changes the most for changes in resonance amplitude. The Y output is preferred over
an electronic calculation of the amplitude to ensure the fastest electronic response to
amplitude changes is sent to the PID controller.
The system is driven at a frequency just below resonance (usually 12 Hz below
resonance), so that an increase in either the dampening factor or resonant frequency34 A PRACTICAL SNOM PROBE
would cause a reduction in amplitude of the system. This is critical for the feedback
loop, since proximity to the surface must cause a predictable (in terms of increase or
decrease) voltage change from the LIA so that the PID controller can respond accord-
ingly. The rationale for expecting an increase in the resonant frequency upon close
proximity to the sample is that it is effectively ﬁxing the free end of the oscillations
making the system more rigid. With the system oscillating below resonance, the PID
controller is set to search for the position of the probe that gives a certain amplitude
decrease.
The PID controller outputs the voltage that controls the height of the near ﬁeld
probe. Its output ranges from 0 to 10 V which, once connected to the probe’s piezo
controller, corresponds to fully retracted to fully extended respectively with a 20 mm
range. The output of the PID controller depends on the input, setpoint, PID constants,
and the time searching for the setpoint. If the difference between the input and setpoint
(target) voltages is described as e(t)Vtarget Vin(t) and is called the error signal, then
the output voltage is described by
Vout(t) = P

e(t)+I
Z t
t0
dt e(t)+D
d
dt
e(t)

; (3.1)
where P, I, and D are the PID constants for the controller. It is not necessary to
utilise the differentiation term in samples with small changes in topography since only
small corrections are needed by the PID controller. By observing the error signal trace
responding to step changes in height, the P and I constant can be tuned to give a quick
response without heavy oscillations. The limiting factor in this response speed is the
tuning fork’s Q factor; with a bandwidth usually around 70 Hz, the time constant for
amplitude changes is 14 ms. The LIA’s time constant was set at a similar value to
get sufﬁcient accuracy vs. response time. Typical values used for the PID coefﬁcients
were P =  2:3, I = 21 s 1, and D = 0. However the constants were tuned by scanning
a test grating and observing the response of the error signal after all near ﬁeld probe
replacements.
Most atomic-force microscopes (AFM) use a similar technique for measuring the
topographicalfeaturesofsamples. Whiletheresonancesetupandprobecanbetweaked
to achieve atomic resolution[13], the resolution of a SNOM probe is related to the size
of the probe’s aperture and since this is typically 10s of nanometres in diameter, it is
not usually necessary to have such precision for samples studied with a SNOM setup.
UsingthisPIDfeedbackloop, changesinheightencounteredastheprobeisscanned
across the surface of a sample can result in quick adjustments to the probe’s height.Nanopositioning 35
Figure 3.8: AFM topographic data taken whilst scanning a tantala rib-waveguide. De-
bris on the surface of the guide affect the propagation of modes; debris can be easily
detected by analysing the topographic data.
This not only prevents damage to the near ﬁeld probe, but can provide topographi-
cal information about the sample under study. This is most useful when searching
for waveguides that have topographical features or explaining why the electric ﬁeld is
not as expected for a certain structure. Figure 3.8 is an AFM trace of a tantala ridge
waveguide and demonstrates a good example of how the AFM can identify issues with
intensity. The local intensity mapped for this structure the local electric ﬁeld was at-
tenuated greatly between 10 mm < y < 15 mm. Upon examining the AFM trace, it was
apparent that debris on the surface of the guide was responsible for the attenuation; the
debris are the small pieces of dust on and around the ridge that runs down the y axis.
This ﬁgure also demonstrates how the AFM trace can provide information about the
location of the guiding area for a guide, with topographic features.
3.4 NANOPOSITIONING
The SNOM head was positioned using a Thorlabs 3-axis NanoMax translation stage,
which consists of stepper motors for coarse control with 4 mm travel and piezoelec-
tric actuators providing ﬁne control with a range of 20 mm at a resolution of 5 nm.
The stepper motors and the piezoelectric acuators for the x and y axes on the ﬂexure36 A PRACTICAL SNOM PROBE
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Figure 3.9: (top) An AFM scan of a TGX01 test grating. Edge-to-edge features are
fabricated to be 3 mm and the changes in height are 1 mm. (bottom) Fourier analysis
of the AFM data. Amplitude peak at u = 0:325 mm 1, which corresponds to a period
of 3:08 mm.Spectrally resolving SNOM 37
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Figure 3.10: (a) A spectrum collected through the SNOM probe with interference
caused by a signal time delay. (b) The FFT of the spectrum (the autocorrelation),
showing the delays as satellite features away from the central feature.
stage were controlled using a software interface provided with the stepper motor and
piezo controllers. The piezoelectric actuator for the z axis was controlled by an ana-
logue piezo controller whose input signal was the output of the PID controller for rapid
response to probe resonance conditions.
Piezo actuators are prone to hysteresis, this affects the ability to reliably measure
distances when scanning in both directions while raster scanning. The voltage to dis-
placement conversion by the piezo stage is also nonlinear. So that the piezo stage can
be used to measure distances realiably, a strain-gauge loop was utilized for the x and
y axis actuators. This feedback loop monitors the strain the piezo actuators exert on a
strain sensor and use a PID feedback loop to determine the voltage to apply to achieve
a target displacement. To test the reliability of the strain-gauge loop, a test grating with
known dimensions was scanned. This scan of a TGX01 test grating is presented in ﬁg-
ure 3.9 along with the Fourier transform of the height data to identify the periodicity
of the test structure, which has a period of 3 mm. The spatial frequency plot has an
amplitude peak at u = 0:325 mm 1, which corresponds to a period of 3:08 mm which
is in good agreement with the speciﬁcations of the test grating, which declare a period
of 3 mm. This demonstrates that the strain gauge is well calibrated.
3.5 SPECTRALLY RESOLVING SNOM
The detector used for collecting the data presented in this thesis was an Ocean Optics
QE65k spectrometer. At the wavelengths under study, the spectrometer has a wave-38 A PRACTICAL SNOM PROBE
length resolution of 0:75 nm, which corresponds to a frequency resolution of 362 GHz.
This enables the detection of time shifts of up to 1.3 picoseconds. The broadband light
source used in the experiments had a bandwidth of 25 nm, which provide a resolu-
tion of approximately 40 fs for detecting time delay phenomena. Figure 3.10 shows
a spectrum with interference features alongside its Fourier transform. The features in
this spectrum are caused by a time delay in the signal detected and the time delays are
easily seen in the Fourier transform plot which, from the Weiner-Khintchine theorem,
is the autocorrelation of the signal. When collecting spectra to analyse in this way, it
is important to ensure that the SNOM probe does not affect the spectrum collected.
The spectrum can be normalised using software if this is the case and the inherent low
powers involved with near ﬁeld detection inhibits unwanted nonlinear interaction with
the SNOM probe itself.
3.6 PRACTICAL CONSIDERATIONS
Maintaining a sample-probe distance of just a few nanometres makes the setup sen-
sitive to environmental factors. More speciﬁcally, the setup is sensitive to thermal
drifts, air currents, and vibrations. Air currents can vary the amplitude response of the
feedback loop such that the PID controller, trying to maintain a set amplitude, can in-
correctly interpret the amplitude response as the probe drifting away from the sample;
this would cause the PID controller to crash the probe into the sample. To avoid air
currents affecting the setup in this way, the SNOM was enclosed in a polystyrene box
during scans.
Acoustic vibrations can also damage the near ﬁeld probe as they can signiﬁcantly
affect the probe-sample separation at a speed to which the feedback loop cannot re-
spond. To minimise vibration of the SNOM setup, the setup was built on a large
optical breadboard which was placed on inﬂated wheelbarrow tyre inner tubes. For
scans which were performed during high-risk exposure to vibrations, the entire setup
was also placed on vibrationally isolated “ﬂoating” optical table.
Thermal drifts are usually relatively slow, such that the force-feedback loop can re-
spond to subsequent changes in probe-sample distance much faster than thermal ﬂuc-
tuations can alter it. Large temperature variations, however, can alter the amplitude
response of the force-feedback loop, which can cause system to crash the probe into
the sample. Owing to this temperature stability dependence, long scans were timed to
run overnight when the building’s temperature was most stable.
The preparation of the shear-force detection probe resonance condition and bringChapter conclusion 39
the sample into and out of contact with the sample was all managed by software devel-
oped by the author. This software monitored and maintained the resonance condition
for the feedback loop during scans so that scans for many hours could be performed
even in changing environment conditions, without fear of critically damaging the near
ﬁeld probe. The software also managed the tessellation of SNOM scans, which ex-
tends the working area of the SNOM’s 20 x 20 mm piezo-stage scanning range to, in
principle, the 4 x 4 mm range of the stepper motors used.
3.7 CHAPTER CONCLUSION
The component parts of a SNOM system have been described and their role in enabling
one to access the information contained within the evanescent ﬁeld. The two most
commonmethodsforcreatingnear-ﬁeldprobeswasdiscussedalongwithacomparison
of the spatial frequencies detected by a coated and uncoated probe. The shear-force
feedback loop method of detecting proximity to the sample surface using a tuning fork
was described.
The equipment used to position the near ﬁeld probe was detailed and the test grat-
ing scan used to ensure the stage was calibrated was presented. The inﬂuence of en-
vironmental factors on the SNOM setup was also described, including the effects: air
currents, temperature drifts, and vibrations. The software developed to utilise the full
potential of the hardware used was also discussed.40 A PRACTICAL SNOM PROBEREFERENCES 41
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- CHAPTER 4 -
SPATIO-TEMPORAL DISCRIMINATION
The ability of SNOM/PSTM to obtain information beyond the diffraction limit has
been discussed and demonstrated in the preceeding chapters. The focus of this chap-
ter is on the temporal information one can obtain by using spectral information from
a SNOM scan. This chapter ﬁrstly focusses on the motivations for exploring multi-
mode waveguide phenomena and dispersion measurements, and then presents waveg-
uide theory to explain the sources of the temporal delays in a waveguide; including one
method used to model the guiding behaviour of the waveguides under study. Details
on how a spectrally resolving SNOM can be used to identify different modes by their
delays are then discussed.
4.1 MULTIMODE WAVEGUIDES
Waveguides provide the means to a create photonic lightwave circuit (PLC). PLCs are
used in telecoms for sorting and processing certain information carried by infrared
light. However, these systems are limited to single-mode operation and multimode
components limit the performance of such PLCs. With the ability to reliably inﬂuence
the propagation through multimode devices, a route to extending the performance of
existing PLCs is realised. Such extension of a single mode system has already been
demonstrated[1] in optical frequency mixers used for signal processing. Using asym-
metric Y junctions, TM00 and TM10 were sorted after frequency mixing where it is not
trivial to separate the input from the output. When operated in reverse, the Y junction
provided a method of converting a single mode input into a higher order mode.
The ability to measure or predict the multimodal behaviour of PLCs is essential
for developing practical multimode devices. Different propagating modes, as shall be
presented later in this chapter, have different dispersion curves. This results spectral44 SPATIO-TEMPORAL DISCRIMINATION
features on the spectra collected after propagating through a multimode device. Anal-
ysis of these spectral features can identify the group delay between different modes[2].
The ability of SNOM to take spectra using a non-destructive method has enabled the
measurement of the local group delay inside a waveguide by analysing spectral inter-
ferences along and across a waveguide[3–5].
Other research has demonstrated an ability to measure absolute propagation con-
stants of single mode devices by analysis of the spatial frequencies present in inter-
ference fringes visible in SNOM scans of photonic crystal waveguides[6, 7]. Such a
wealth of information available about a waveguide highlights suitability of SNOM to
study integrated optics phenomena.
4.2 GROUP DELAYS IN WAVEGUIDES
To understand the causes of group delays in a multimode waveguide, the guidance
condition for a waveguide must be solved. This can be done using a variety of meth-
ods including ﬁnite element modelling (FEM) and ﬁlm mode matching (FIMM). Since
the actual values are not important to investigate the source of group delays and how
they can be measured, we can use a method that uses large approximation. One such
approximate method is the effective index method. In this method, the guidance con-
dition of the waveguide is determined by considering the guidance condition of four
planar waveguide approximations based on the waveguide geometry.
The waveguides under study were tantalum pentoxide (tantala) ridge waveguides;
application of the effective index method will be demonstrated on this type of waveg-
uide.
4.2.1 EFFECTIVE INDEX METHOD
The effective index method (EIM) enables one to create approximate expressions for
the guiding characteristics of waveguide structures by decomposing a waveguide into
a set of 1 dimensional refractive index based on its geometry. This simpliﬁes the math-
ematical treatment, as 1 dimensional refractive index proﬁles can be treated as a planar
waveguide geometry. The EIM is restricted to ﬁnding only transverse electric (TE)
or transverse magnetic (TM) modes, partial TE/TM modes cannot be found using this
method as it uses the scalar wave equation to solve the guidance characteristics. The
tantala waveguides studied in this work, had no partial TE/TM modes when analysed
using commercial FIMM software and so the EIM is suitable for obtaining suitableGroup delays in waveguides 45
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Figure 4.1: The application of the effective index method to a generic ridge waveguide
is shown here. First, the structure is broken down into three sections to produce three
planar waveguide structures to use for the ﬁrst stage of the calculation, demonstrated
in (a). Using the effective indices from these three planar waveguides, a fourth pla-
nar waveguide is constructed, demonstrated in (b). The solution of this ﬁnal planar
waveguide is an approximation for the guiding solution of the waveguide.
expressions for the expected guiding properties of the waveguides under study.
The ﬁrst stage of the EIM involves breaking down the waveguide into three planar
waveguides. This is illustrated in ﬁgure 4.1(a), where three vertical planar waveguids
are constructed. For this waveguide geometry, the vertical direction must be sepa-
rated ﬁrst since there are no refractive index changes in the horizontal direction for
the three sections of the waveguide as can be seen in ﬁgure 4.1. For each of the planar
waveguides structures, an “effective index” is determined based on the geometry of the
equivalent planar layer. For a simple case, the outer planar structures should be single
mode for the wavelength used (the central region can be multimode, however this is
not essential). With the effective indices from the three planar structures, a fourth pla-
nar waveguide can be created, this is illustrated in ﬁgure 4.1(b). The guiding properties
from this fourth neff(x) planar waveguide yields the approximate guiding properties for
the waveguide under study.
4.2.2 THE GUIDANCE CONDITION
The guidance condition is the condition that the electric and magnetic ﬁelds must sat-
isfy to be guided down the waveguide. As shall be shown, a discrete number of waveg-46 SPATIO-TEMPORAL DISCRIMINATION
uide modes travel down the guide whose total number and spatial proﬁle depend on the
geometry of the waveguide. Since the EIM method is used to determine the approx-
imate guiding properties of the waveguides under study, the relatively simple case of
solving planar guiding geometries can be used to determine the guidance condition of
more complex structures. To ﬁnd the guidance condition of a planar waveguide struc-
ture, fundamental electrodynamics can be used. The relationship between electric and
magnetic ﬁelds can be described by recalling Maxwell’s equations
ÑE =  m0
¶
¶t
H; (4.1)
ÑH =  e0n2 ¶
¶t
E; (4.2)
where w is the angular frequency of the electric ﬁeld and b is the propagation constant
for the electric ﬁeld. Assuming that the proﬁle of the waveguide does not vary signif-
icantly along the propagation axis, the propagation axis (typically z) can be separated
from the solution. This will yield solutions of the following form
E(x;y;z;w) = E(x;y)exp[i(wt  bz)] (4.3)
H(x;y;z;w) = H(x;y)exp[i(wt  bz)]; (4.4)
which can be substitued into equations 4.1 and 4.2 to obtain the relationship between
the electric and magnetic ﬁelds across (xy plane) and down the waveguide
8
> > > > > > <
> > > > > > :
¶
¶y
Ez+ibEy =  iwm0Hx
ibEx 
¶
¶x
Ez =  iwm0Hy
¶
¶x
Ey 
¶
¶y
Ex = iwm0Hz
;
8
> > > > > > <
> > > > > > :
¶
¶y
Hz+ibHy =  iwe0n2Ex
ibHx 
¶
¶x
Hz =  iwe0n2Ey
¶
¶x
Hy 
¶
¶y
Hx = iwe0n2Ez
; (4.5)
where the E and H vectors have been separated into their Cartesian components. Since
planar waveguide structures are being considered, electric ﬁeld variation along one of
theaxiscanbeassumedtobezero; asolutionalongagivenaxis(x axisinthisexample)
will be constant over an iniﬁnite distance. Thus ¶
¶xE = 0 & ¶
¶xH = 0. Using this
restriction, we can take the equations from 4.5 and obtain an equation that describes
the variation of Ex with the y axis
¶2
¶y2Ex+(n2k2
0 b2)Ex = 0; Ey = Ez = Hx = 0: (4.6)Group delays in waveguides 47
This equation is one of two polarisation states that the waveguide can support. Since
the electric ﬁeld has a non-zero value in only the x axis in equation 4.6, it describes
the variation of the transverse electric (TE) mode. A similar equation exists for the
transverse magnetic (TM) mode, with the distinction that the y-dependant refractive
index n is present:
¶
¶y
1
n2(y)
¶
¶y
Hx+

k2
0 
b2
n2

Hx = 0; Ex = Hy = Hz = 0: (4.7)
The fact that the TE and TM modes of the waveguide are described by different equa-
tions is also the reason they have different propagation constants for their respective
modes. The propagation of these two polarisations is another source of inter-modal
delay in a waveguide (including a single mode waveguide).
By recognising that the boundary conditions for a planar waveguide are essentially
two reﬂecting surfaces above and below the core region, a transverse standing wave
solution can be expected in the core of the planar waveguide structures, with attenuat-
ing ﬁelds in the cladding regions. This results in a solution for the electric ﬁeld inside
the planar waveguide that takes the following form
Ex = A0
8
> > > > > > > <
> > > > > > > :
exp[ a1y]

y >
d
2
;
h
2

cos[ky+f]

 
d
2
; 
h
2
<= y <=
d
2
;
h
2

exp[a2y]

y <  
d
2
; 
h
2

;
(4.8)
where a1 & a2 represent the attenuation coefﬁcients, k represents the wavenumber of
the standing wave core solution, and a phase factor to allow asymmetric waveguide
solutions. These equations, when substituted into equation 4.6, show the relationship
between the attenuation coefﬁcients and the transverse standing-wave wavenumber
with the propagation constant and the wavelength (k0)
k =
q
n2
0k2
0 b2 a1 =
q
b2 n2
1k2
0 a2 =
q
b2 n2
sk2
0: (4.9)
For a real solution, the magnetic ﬁeld must be continuous across the refractive index
boundaries. Expressions for the magnetic ﬁeld can be obtained by using one of the48 SPATIO-TEMPORAL DISCRIMINATION
equations from 4.5 with the planar waveguide approximation

¶
¶xE = 0

m0wHz = i
¶
¶y
Ex; (4.10)
resulting in the following equations for the magnetic ﬁeld
Hz = A0
 i
m0w
8
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(4.11)
Fortheelectricﬁeldtobecontinuous, equation4.8dictatesthatexp[ay]=cos[ky+
f]. This gives the following restrictions on which electric ﬁeld solutions may propa-
gate down the waveguide
k
h
2
+f +mp = arctan
a1
k

(4.12)
k
h
2
 f +np = arctan
a2
k

; (4.13)
where the integers m and n have been introduced to explicitly include the periodicity of
the tan function. These boundary conditions combine to create the guidance condition
of the respective planar waveguide structure
kh arctan
a1
k

 arctan
a2
k

= mp (4.14)
2f  arctan
a1
k

+arctan
a2
k

= mp; (4.15)
where the integers have been merged to become the mode number m of the waveguide.
The discrete standing-wave solutions form a discrete set of modes that the waveguide
can support. These equations demonstrate that only certain values of a1;a2; and k can
exist inside the waveguide; these are the values that determine the spatial proﬁles of
the guided modes and three such spatial proﬁles are plotted in ﬁgure 4.2. In this ﬁgure,
it can be seen that the intensity proﬁle can identify the mode; this will be considered
later when identifying the modes responsible for group delays in the waveguide.Group delays in waveguides 49
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Figure 4.2: The intensity map for the ﬁrst three guided TE modes for the tantala ridge
waveguide structure have been plotted for a wavelength which allows multiple modes
to be supported by a waveguide of such dimensions. (a) is the fundamental mode, (b)
is the ﬁrst-order mode and (c) is the second order mode.
4.2.3 WAVEGUIDE MODES AND GROUP DELAYS
The conditions required for waveguiding have now been discussed, it is now necessary
to discuss the implications of them. Each mode travels down the waveguide with its
own effective index and this results in inter-modal dispersion. The delays that accumu-
late between each mode can, as will be discussed, result in spectral features that enable
one to directly decompose a waveguide’s mode structure by taking localised spectra.
The presence of the free-space wavenumber k0 with the solution wavenumber and
amplitude coefﬁcients (equation 4.9) mean that the solution to the guidance condition
of a waveguide (equations 4.14 and 4.15) is wavelength dependant even in the ab-
sence of material dispersion. This is shown in ﬁgure 4.3 where two plots present the
solution to the guidance condition with and without material dispersion included. The
inclusion of material dispersion slightly perturbs the results that are obtained without.
This suggests that the main factor in determining a waveguide’s guiding characteristics
is its geometry. Because of this, it is evident that an experimental method of measuring
waveguide dispersion phenomena is useful for investigating waveguide geometries as
a practical solution for multimode photonic devices is sought.50 SPATIO-TEMPORAL DISCRIMINATION
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Figure 4.3: The core effective indices (TE modes: red lines, TM modes: blue lines) as
solvedusingtheEIMwithandwithoutincludingmaterialdispersioninthemodel. This
shows that, even without material dispersion, the modes have frequency dependence.
A green and red circle highlights identical groups of modes in each plot, identifying
the role of material dispersion on the modes. The inclusion of material dispersion in
the model manifests as a small offset to the modes’ effective indices.
4.3 SPECTRAL INTERFERENCE
The ﬁrst section in this chapter discussed the sources of delays in the waveguide. This
section will describe how SNOM can be used to measure these delays and how this
method can lead to measurements on the individual modes propagating inside the
waveguide.
The ability to take direct measurements on the guiding properties of multimode
photonic lightwave circuits, is the likely route to extending the bandwidth of current
single mode systems. The spectral region used in telecommunications has received
much attention, thus the properties and production of materials for this spectral region
are well known. To extend the bandwidth of devices already in use for telecoms, it
would be desirable to make current devices use multimode effects; this would reduce
the need to study new sources of light and would be compatible with existing telecoms
devices.
4.3.1 BROADBAND PROPAGATION
The ﬁrst section dealt with the physics of mode propagation for a single frequency; but
propagation, as discussed earlier, depends on the frequency of light. By considering
the spectral variation of the propagation constant b, the effects of temporal delays canSpectral interference 51
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Figure 4.4: Experimental data of the intensity map of a narrow wavelength range prop-
agating down a tantala ridge waveguide with the input coupling optimized for the ﬁrst
order mode propagation. The green lines represent the guiding region of the waveg-
uide. The beat length of this interference is approximately 163 mm which corresponds
to a refractive index difference of about Dn = 0:005. The apparent bend is a 2 mm
drift over 800 mm and could be a thermal drift over the scan or dimensions within the
acceptable fabrication precision.
be determined.
The propagation constant of a mode j can be written as a Taylor expansion around
a central frequency w0 such that
bj(w) = nj(w)k0 = bj+b0
jDw +
1
2
b00
j Dw2+ ; (4.16)
where Dw = w  w0. The ﬁrst order Taylor expansion term has physical signiﬁcance
since b0 is the inverse of the group velocity vg which is the speed at which signals
propagate down the waveguide. It has been discussed earlier that a waveguide supports
discrete modes with different spatial proﬁles that have different propagation constants;
further, these propagation constants have their own spectral response too as visible in
ﬁgure 4.5. A simple two-mode TE waveguide will now be considered to investigate
how inter-modal dispersion affects the spectral output. Such a two-mode system can
be described by the following
˜ E(w;x;z) = A(w) å
j=0;1
mjMj(x)exp

ibj z+ib0
jDw z

; (4.17)
where mj and Mj are the jth mode’s amplitude coefﬁcient and normalised mode proﬁle52 SPATIO-TEMPORAL DISCRIMINATION
respectively. Measuring electric ﬁeld requires an interferometric setup, and has been
demonstrated on SNOM setups [8]. However, most spectrometers measure spectral
intensity, thus the spectral intensity of this propagation is of greater interest and can be
determined by considering the Hermitian inner product of the electric ﬁeld
˜ I(w;z) = m2
0 ˜ A2 
M2
0 +r2M2
1 +2rM0M1 cos[Db z+Db0Dw z]

; (4.18)
where Db = b1 b0 and a ratio of the mode amplitude coefﬁcients has been deﬁned
r = m1=m0. The cosine in equation in 4.18 shows that spectral cosine fringes will
become evident in the local spectra as a result of two modes travelling with differ-
ent group indices (vg = b0 1). Equation 4.18 predicts the existence of mode beating
along the propagation length from the ﬁrst term of the cosine function. This is ex-
perimentally observed in ﬁgure 4.4 where the coupling was deliberately optimized to
guide a large fraction of the input power in the ﬁrst order mode. The resulting SNOM
scan over 800 mm shows an alternating spatial beating pattern with a beat length of
approximately 163 mm which corresponds to a refractive index difference of
Dn =
l
Dz
=
780 nm
163 mm
= 0:0048; (4.19)
whereDzisthebeatlengthoftheinterference. Thisresultisingoodagreementwiththe
refractive index difference between the two corresponding TE modes predicted from
the numerical solution of Dn = 0:006 presented in ﬁgure 4.5. This also demonstrates
the ability of the SNOM setup to use the piezo actuators and stepper drivers to obtain
scans over large scan areas.
The relationship between the ﬁrst order propagation constant term b0 (group index
term) and the time delay between the modes can the following
Dt =
z
v0
 
z
v1
=
z
c
Dng (4.20)
= z Db0: (4.21)
Time delays, as their name suggests, are better observed in the time domain. Equation
4.18 can be converted to the time domain by using a Fourier transform. Since the equa-
tion represents a power spectrum, the Fourier transform will yield the autocorrelation
as dictated by the Weiner-Khintchine theorem
I(t;z) = (M2
0 +r2M2
1) A2(t)+rM0M1eiDb zA2(t Db0z); (4.22)Spectral interference 53
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Figure 4.5: (a) The effective indices of the propagating modes inside the waveguide.
The red and blue represent TE and TM solutions respectively. The lowest order mode
has the greatest effective index, with higher order modes decreasing in effective index.
(b) Simlar to the effective index, this plot represent the group index of each mode. This
is the index that will determine how pulses (or spectra) of light will propagate down
the waveguide.
where the mode amplitude coefﬁcient for the fundamental mode m0 has been com-
bined with the spectrum envelope function ˜ A(w) for clarity. This shows how the auto-
correlation displays time delays as displaced features from the central maximum with
a time delay equal to Dt = Db0 z; clearly easier to measure than counting spectral
fringes. Equation 4.22 also demonstrates the effects of phase velocity dispersion be-
tween modes on the autocorrelation. It shows that a phase angle rotates as the light
travels along the waveguide according to the refractive index difference between the
modes.
The effects of inter-modal dispersion on the spectrum of a broadband source of
light has been discussed, along with a method of determining the time delay between
two corresponding modes using Fourier analysis. Modes also have spatial proﬁles
inside the guides and SNOM enables localised spectra to be obtained. Using localised
spectra, mode proﬁles can be observed by discriminating the waveguide mode proﬁle
temporally.
4.3.2 TEMPORAL DISCRIMINATION
In the previous section, the spectral features due to inter-modal dispersion was dis-
cussed with little mention of the modes’ spatial proﬁles. Spectral fringes only occur54 SPATIO-TEMPORAL DISCRIMINATION
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Figure 4.6: Numerical simulation of the intensity spatial overlap of various modes with
the fundamental (indicated at the top left of each plot). Interference features caused by
overlap with the fundamental mode are expected to be particularly prominent, owing
to the fundamental mode’s typically high relative power. Any features caused by the
interference of modes in the waveguide will have a spatial dependence of the intensity
overlap between the relevant modes across the waveguide.
between two modes in areas where their respective intensity spatial proﬁles overlap.
This was shown in equation 4.22, where autocorrelation features away from the central
max only occur if the M0M1 term is non-zero; the ﬁrst-order mode proﬁle is zero at the
guide centre, so a delay feature would not be expected at the centre of the waveguide
for any delay incurred with the ﬁrst order mode. This is best understood by consid-
ering ﬁgure 4.6 where the absolute power overlap between different modes is plotted.
At the top of ﬁgure 4.6 plot (a) shows the intensity overlap between the fundamental
and ﬁrst order modes and the absence of overlap at the centre of the guide is shown.
The overlap between two higher order modes with the fundamental are also presented
in ﬁgure 4.6 where one can observe that the number of intensity lobes can be used to
identify the modes.
The spatial overlaps of higher order modes are presented in ﬁgure 4.7 where iden-
tifying the spatial overlap of higher order modes becomes more challenging with the
increased number of lobes. Since the autocorrelation presents a ﬁeld, features in close
proximity (which occur in waveguides from modes with similar group delay differ-
ences) can interfere on the resulting autocorrelation plot. This is another factor thatSpectral interference 55
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Figure 4.7: Numerical simulation of the intensity spatial overlap of various modes
(indicatedatthetopleftofeachplot). Anyfeaturescausedbytheinterferenceofmodes
in the waveguide will have a spatial dependence of the intensity overlap between the
relevant modes across the waveguide.
can make analysis of waveguide with a large number of modes complicated. To avoid
detecting modes with similar group delay differences, the coupled light was polarised
to excite only TE modes, as their TM counterparts are expected to produce similar
group delay differences. Another way to avoid interference between similar group de-
lays would be to use a spectrally broad source. Using more bandwidth of light would
increase the temporal resolution of the system; similar group delays could then be
resolved from each other, rather than overlap and interfere.
The technique of plotting the spatial dependence of spectral interference has been
applied to the output of ﬁbres to analyse the modal content of ﬁbres[9] where the term
spatio-spectral (S2) imaging was coined. An earlier work mentions that this spatial de-
pendence of spectral interference could by used to separate modes with known spatial
proﬁles[1]. This techniques has also been called cross-correlated (C2) imaging[10].
The ability of SNOM to make non-destructive measurements and its ability to measure
localised spectra was also discussed in previous SNOM work where the aim was to
ﬁnd a location with the greatest intensity overlap between all modes[11].
Atheoreticalpredictionoftheautocorrelation(xaxis)againstlateralpositionacross
the waveguide (y axis) can be seen in ﬁgure 4.8 for the waveguide under study. There is56 SPATIO-TEMPORAL DISCRIMINATION
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Figure 4.8: Numerical simulation of the theoretical autocorrelation vs. position of
a tantala ridge waveguide for a TE illumination wavelength of 790 nm with 25 nm
bandwidth using the EIM. The delays between the fundamental, ﬁrst, and second order
modescanbeclearlyseenontheautocorrelation. Thephaseproﬁlesofthehigherorder
modes are also distinguishable. This is because the fundamental mode’s ﬁeld does not
go negative; thus, along with for a typical coupling it is usually the mode with the
greatest power, it can be used as a reference mode inside the guide.
an autocorrelation feature resulting from a delay between fundamental and ﬁrst-order
modes at t  180 fs; this can be identiﬁed by its spatial proﬁle. The group delay from
the ﬁrst-order and fundamental modes is also visible at time delay t ' 510 fs, again
identiﬁable by its spatial dependence. This plot is actually at a unique position where
the phase angle introduced by the ﬁrst Taylor term of the group delay difference has
little, or no, imaginary part. The advantage of this position, is that the real part of the
autocorrelation can be plotted to provide insight into the relative phase between mode
lobes. In ﬁgure 4.8, the different colours represent positive (red) and negative (blue)
ﬁeldvalues. Thefundamentalmodehasonlyonelobeand, thus, nopolaritydifferences
across its proﬁle. This means that, provided it can be assumed that the fundamental
mode is the mode with the greatest intensity in the waveguide, the positive-negative
switches are caused by the higher order modes.
Figure4.9presentstwoplotsfromexperimentaldata, showinghowcollectingspec-
tra at different locations affects the autocorrelation measured. By changing which half
of the waveguide (laterally speaking) to scan, the autocorrelation presents oppositely
signed ﬁelds. This corresponds to a p phase shift in the spectra interference features
which are due to the relative ﬁeld overlap caused by the ﬁrst-order mode. Using the
fundamental mode as a reference, the spatial proﬁles of the higher order modes (over-
lapped with the fundamental proﬁle) become visible in the autocorrelation at speciﬁedSpectral interference 57
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Figure 4.9: (left) Two spectra collected while scanning the the tantala waveguide ex-
cited by 790 nm with a bandwidth of 25 nm (coupling optimised to excite higher
order modes with fundamental) at different sides from the centre of the guide. (Right)
the Fourier transform of the spectrum, which by the Weiner-Khinchtine theorem is the
autocorrelation of the signal.
time delays (in this particular case 180 fs), usually with an arbitrary phase angle at-
tributed to their linear group delay difference which varies as a function of propagation
distance down the waveguide. These time delays are simply the delay, at the particular
location of where the spectra was collected, from the point of coupling of the waveg-
uide modes. This enables one to make measurements on different modes locally in
a waveguide, a highly desirable ability for characterising multimode photonic light-
wave circuits for their use, or investigating their potential use, as multimode devices.
In summary, this temporal discrimination technique separates a mode (and its spatial
proﬁle) from the incoherent sum of mode intensities by discriminating modes by the
time delay they accrue with the fundamental mode.
Figure 4.10 shows the autocorrelation of spectra as a function of position across
the waveguide collected by the SNOM system by scanning a probe in the near-ﬁeld
region across a Ta2O5 (tantala) ridge waveguide at approximately 8 mm from the point
of coupling. The delay that has accumulated between the fundamental and ﬁrst-order
modes whilst propagating this distance can be seen clearly at a delay near 180 fs.58 SPATIO-TEMPORAL DISCRIMINATION
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Figure 4.10: The autocorrelation of the local spectra collected by the SNOM of light
propagating in the waveguide as a function of position across the guide. The delay
between the fundamental and ﬁrst order modes can be seen clearly at approximately
180 fs. At this delay, the mode overlap is observed. One can extract, since the overlap
is with the fundamental mode, the ﬁrst order mode’s phase proﬁle.
The resulting feature at this delay is in good agreement with the theory discussed,
conﬁrming that the delay can be attributed to the identiﬁed modes. The out-of-phase
lobe feature, visible across the y axis in the ﬁgure, is expected from a ﬁrst-order mode
and also conﬁrms that the identiﬁed modes are responsible for this particular group
delay. As discussed previously, the phase angle between the lobes of the ﬁrst-order
mode and the fundamental mode changes as a function of position down the guide
based on their phase velocity difference. It is by chance, that the spectra collected
at the location of the scan resulted in phase angles of 0 or p, causing the real part
of the autocorrelation to show the phase proﬁle of the mode without any phase angle
modiﬁcation.
Unfortunately the delay between the fundamental and second-order cannot be seen
in ﬁgure 4.10. This is owing to the limited signal-to-noise ratio available from the
scan. Features from higher-order mode overlaps are predicted to exist but, owing to
time limit of scans, was not attainable in the experimental setup used to collect this
data. Further to interrogating the spectral interference across the waveguide proﬁle,
the group velocity difference between the modes can be directly observed by taking
these autocorrelation measurements at different locations along the waveguide; this
has been done previously[3]. If the propagation characteristics of the fundamental
mode are known, or can be easily determined, then this method provides a way of
obtaining the absolute propagation constants for each mode in the waveguide. This,
combined with its non-destructive measurement nature, makes PSTM a practical routeSpectral interference 59
for direct characterisation of multimode devices.
4.3.3 DIRECT MODE AMPLITUDE MEASUREMENTS
The most useful part of this localised temporal discrimination, is that it can separate a
mode from an incoherent intensity sum of modes based on the temporal delay of the
waveguide. Once separated from the other modes in the waveguide, one can start to
determine, not just modal dispersion characteristics, but the relative power between
modes.
To provide some insight into how a separated mode, or more accurately mode over-
lap, can provide relative mode powers, when localised spectral interferences depend on
the overlap between two modes at the particular location collected, we return to equa-
tion 4.22 and compare the terms with the features in ﬁgure 4.10
I(t;z) = (M2
0 +r2M2
1) A2(t)
| {z }
Central max.
+rM0M1eiDb zA2(t Db0z)
| {z }
Autocorrelation features
: (4.23)
With the data, it is trivial to calculate the ratio between the central maxima and the
features. The ratio between the central maxima and the corresponding autocorrelation
features is represented by the following
a(t = Db0z)
a(t = 0)
=
rM0M1eiDb z
(M2
0 +r2M2
1)
; (4.24)
where we can correct for the phase angle term from the phase velocity difference if
necessary. Now a function based on the normalised mode proﬁles and the mode am-
plitude ratio coefﬁcient R(x) is created and substituted into equation 4.24 such that
a(t = Db0z;x)
a(t = 0;x)
=
R(x)
R2(x)+1
; R(x) = r
M1(x)
M0(x)
; (4.25)
)
a(t = Db0z;x)
a(t = 0;x)
 
R2(x)+1

 R(x) = 0: (4.26)
The term R(x) can be called the relative autocorrelation ratio function since the ratio
between two modes, which both have unique proﬁles, varies as a function of position
across the waveguide. With equation 4.25, the relative autocorrelation ratio function
can be determined for the data. In order to determine the relative mode amplitude co-
efﬁcient, the normalised mode proﬁles M0(x) & M1(x) must be known or determined.
In this work the mode proﬁles were solved numerically and substituted into R(x) so60 SPATIO-TEMPORAL DISCRIMINATION
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Figure 4.11: The relative autocorrelation ratio R(x) as a function of position across the
waveguide. The datapoints are the mode proﬁle ratios as determined from the autocor-
relation max/feature ratio and equation 4.25. The solid line is the ﬁtted function using
the mode amplitude coefﬁcient ratio r. The fundamental mode outside x = 1:5 mm
drops signiﬁcantly, this causes the accuracy of the measurement in this region to suffer.
that it can be ﬁtted to the data, with the only ﬁtting parameter being r, the mode ampli-
tude coefﬁcient. It is prudent to mention that the data depends on the inverse intensity
of the fundamental mode, which drops near the noise level at the outer extent of the
scans. This causes the precision of the relative autocorrelation ratio to suffer at these
locations.
Figure 4.11 shows the relative autocorrelation ratio (the local ﬁeld ratio between
the modes) as a function of position across the waveguide proﬁle. The data points were
determined using equation 4.25 with the autocorrelation data, presented in ﬁgure 4.10,
at a time delay of 180 fs. Using the normalised mode proﬁles M0 and M1 obtained
from the EIM, the data was ﬁtted to equation 4.25 using r as the ﬁtting parameter, the
result of which is displayed as a solid line. Typical experiments using this technique
have considered such a value and called it the modal power index (MPI). MPI values
are calculated with the assumption that most of the power exists in the fudamental
mode (such that, using the equations presented in this work, R(x)2+1  1). By using
equation 4.26, this assumption of the power in the fundamental mode is not necessary
and the ratio between modes with comparable power is possible.
Strictly speaking, the relative autocorrelation ratio R(x) has three unknown param-
eters: r, M0, and M1; thus, if any two are known, the third can be determined using
spectrally-resolving PSTM. It is unlikely that the normalised mode proﬁles cannot be
determined, since modes can be determined using a variety of numerical methods for
various waveguide geometries. Because of this, the only use of this interrogation of the
spatial dependence of the spectral autocorrelations in this thesis, is for calculating theSpectral interference 61
relative mode amplitude coefﬁcients since this is not trivial to predict in real systems.
In summary, the information that has been extracted in this work using localised
spectralinterferencesistherelativegroupdelaybetweentwomodes, thecorresponding
modes’ amplitude overlap, and the relative power between them. This demonstrates
how SNOM provides a useful tool for probing the inter-modal phenomena that occurs
in a multimode waveguide of arbitrary geometries.
4.3.4 GVD AND SPECTRAL INTERFERENCE
Thus far, only the ﬁrst two Taylor terms of dispersion have been discussed in terms of
spectral interference. However, higher order dispersion can be obtained in principle
using similar techniques. Traditionally, the group velocity dispersion (GVD) param-
eter, is determined by observing how the group velocity changed with wavelength.
This can be done by observing spectral interference in the Fourier domain, over known
distances. It is potentially viable however, to determine the GVD parameter without
ﬁtting a curve to the group velocity response of a waveguide, using the autocorrela-
tion of the spectrum. This is useful for determining the local guiding characteristics of
devices over a broad band of wavelengths. The precision of such non-destructive mea-
surements using SNOM can be enhanced using linear regression over the propagation
axis.
To understand how spectral interference can reveal the GVD parameter, we must
return to equation 4.18. Previously, it was assumed that the propagation constant
Db00(w), responsible for GVD, was negligible. Now the case where this is not a rea-
sonable assumption will be discussed (i.e. for a broader spectrum or highly dispersive
medium). The autocorrelation, using the convolution theorem, contains terms which
are not delta functions; as such, analytical expressions are no longer trivial to express
I(t;x) = A2(t)

(M2
0 +r2M2
1)d(t)
+rM0M1F

cos

Db z+Db0Dw z+
1
2
b00Dw2 z

; (4.27)
where F denotes the Fourier transform operator. The Fourier transform term has been
left in its given form to keep the equations simple. It is not impossible, however, to
breakdown the result of this equation since we know that a linear frequency depen-
dence, Db0 for example, results in a time shift in the Fourier domain. If one of the
autocorrelations features is considered on its own and it is then centred (time-shifted)62 SPATIO-TEMPORAL DISCRIMINATION
Figure 4.12: The pictorial effect of time-shifting an autocorrelation feature from inter-
modal dispersion on the spectral interference equation. The term that depends linearly
on frequency is removed, leaving only the group velocity dispersion term.
on the time axis, then the result in the frequency domain will be the original spec-
trum with the fringes due to the group velocity difference removed. This effect on the
intensity spectrum is demonstrated pictorially in ﬁgure 4.12.
The resulting intensity spectrum from a time-shifted autocorrelation feature has the
same spectrum envelope, since we have not considered powers that result in nonlinear
effects in this thesis. The interference fringes will now follow a w2 dependence and
can go negative (mathematically, the DC (central) feature on the autocorrelation was
the feature preventing the intensity spectrum function going negative). This result-
ing feature can be ﬁtted to a cos(w2) function, and repeated with spectra collected at
different locations along the guide, to take advantage of regression statistics and ob-
tain an accurate value of the inter-modal GVD parameter. Such as a ﬁt is presented
in ﬁgure 4.13 where a numerically generated spectrum with spectral fringes from a
deﬁned GVD parameter was plotted with the time-shifted, back-Fourier-transformed
autocorrelation feature. There is a slight discrepancy in the ﬁt which can be attributed
to the numerical sampling of time delays in the autocorrelation; when time shifting
autocorrelation features numerically, one is conﬁned by the discrete nature of time in
the autocorrelation due to sampling in the frequency domain.
The numerically generated cos(w2) function) presented in ﬁgure 4.13 was gener-
ated using a GVD parameter of b2 =  23 ps2 km 1 which is a typical value for bulk
silica at optical frequencies[12]. The reconstructed power spectrum after time-shifting
the relevant autocorrelation for an interference between spectra that has propagated
through silica and free space for 3 cm, gives a value of b2 =  24:85 ps2 km 1. ThisChapter summary 63
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Figure 4.13: The plot of the cosine with the known propagation value at a particular lo-
cation, with the time-shifted, back-Fourier-transformed autocorrelation feature. They
show the expected results with a slight deviation from the actual cosine plot owing to
the discreet time nature of the numerical data.
demonstrates that this method can, in principle, retrieve relative GVD parameters with
8% accuracy using similar spectral interference methods detailed in earlier sections of
this chapter.
The ability to retrieve the relative GVD parameter from time-shifting autocorrela-
tion features has been demonstrated on numerically generated data. The application
of this technique requires a broadband light source and a multimode device. This
would be a well-suited technique for measuring inter-modal GVD effects in integrated
telecommunication devices and how they might be used for multimode processing.
4.4 CHAPTER SUMMARY
The sources of intermodal delays in a waveguide have been discussed by considering
the solution of Maxwell’s equations for a ridge waveguide structure. Waveguide dis-
persion was shown to exist even when material dispersion as absent and multimode
waveguide structures were shown to have different dispersion characteristics for each
of their guided modes.
The ability to make direct measurements on inter-modal effects using a spectrally-
resolving PSTM device has been demonstrated. The group delay, accumulated be-
tween two propagating modes, has been directly observed in the temporal domain and
the modes responsible were identiﬁed by their amplitude overlap proﬁle. The group64 SPATIO-TEMPORAL DISCRIMINATION
delay difference between the ﬁrst order and fundamental modes was determined con-
sistent with the result obtained using numerical methods.
The relative mode amplitude coefﬁcient between two waveguide modes was also
determined by analysis of the autocorrelation central max and feature ratios.
A method of obtaining higher-order Taylor expansion terms for the propagation
constant difference between two modes has been discussed. A test of this method
was carried out on numerically generated test-data. The ability to observe delays via
spectral interference and the local measurements of a SNOM probe has shown that
PSTM is useful tool for mapping local delays in waveguide structures.
Future work may include using this localised spectral interference with a time-of-
ﬂight technique[13] or electrical spectrum measurements[14] to determine the absolute
dispersion coefﬁcients for modes in a waveguide.REFERENCES 65
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- CHAPTER 5 -
TRACKING LIGHT IN A
QUASI-RANDOM SCATTERER
Disorder based localisation has received much interest over the past 50 years. Yet,
owing to its complex nature, it is not easily modelled and thus not fully understood.
This type of localisation appears with impurities or imperfections that would usually
cause diffusive transport, which is a type of transport where a wide range of propaga-
tion angles can be found at any location due to multiple scattering events. A number
of objects that can undergo diffusive transport can be localised by disorder, including:
electrons, magnetic spins, phonons, and photons. The cause of this localisation is co-
herence between multiple scattering paths. Since photons are easy to detect and, to a
ﬁrst order approximation, do not interact with each other, they are a good candidate
for probing the nature of localisation in disordered media. Photonic bandgap struc-
tures with quasi inﬁnite rotational symmetry are studied with PSTM, as they provide
an environment in which the photonic bandgap phenomena should be identiﬁable, thus
separablefromtheirrandomscatteringphenomena. Thischaptergivesabriefoverview
of the ﬁeld of localisation and rotationally symmetric photonic bandgap materials then
presents data obtained from such a rotationally symmetric photonic bandgap material:
a pinwheel tile pattern which is suggested to have localisation properties owing to its
quasi-random structure[1].
5.1 RANDOM SCATTERING THEORY
To allow effective interpretation of the results obtained with SNOM, it is prudent to
spend some time on the basic theory of scattering and its background. This section68 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
provides the motivation and theory necessary to understand the signiﬁcance of the data
collected for this project; a comprehensive review on the scattering of light by small
particles is not necessary.
5.1.1 RANDOM SCATTERING OF LIGHT
Thestudyoflightpropagationthroughavolumeofdisorderedscatterershasitsrootsin
astronomy where astronomers wished to understand how light from stars was affected
by propagation through interstellar clouds. A comprehensive mathematical treatment
of the macroscopic effects of light propagation through a scattering medium was pub-
lished by Chandrasekhar in 1960[2]. In this publication, the effects of different scatter-
ing mechanisms were considered with some detail. However, the interference effects
between different scattered paths was not considered; it is fair to assume that this is
because any cumulative phase effects after propagating astronomical propagation dis-
tances between scattering sites would average to zero.
It was not until the 1985, when interference phenomena in highly-diffusive propa-
gation of light were considered, that studies on how wave interference affects propaga-
tion were performed[3]. These studies were based on Nobel-prize research by Ander-
son where the transport of electron spin was inhibited by the interference of quantum
states, published 27 years earlier.
This idea of highly diffusive propagation of light leads one to consider a deﬁnition
of diffusive light. Diffuse light is light that, over a speciﬁed area, has its intensity
uniformlydistributedacrossallpropagationdirections. Thisisincontrasttomostother
types of light where the source can be located by studying the positional dependence
of the spread of propagation angles present in the light.
5.1.2 ANDERSON LOCALISATION
Anderson ﬁrst published work on localisation in 1958 where he gave a mathematical
treatment of the diffusion of electron spin states between random “lattice” sites[4]. In
this work, diffusion was halted owing to interferences of quantum wavefunctions’ ran-
domwalk pathswhenthemean freepathwason orderofthewavelength. Inlaterwork,
it was proposed that this “localisation” could be applied to classical waves; including
light[3, 5, 6]. This phenomenon, whether applied to electrons or light, is now known
as Anderson localisation or, sometimes, strong localisation. This condition where the
mean free path is on order of the wavelength is known as the Ioffe-Regal regime andRandom scattering theory 69
is described as
kl  1; (5.1)
where k = 2p
l is the wavevector and l is the mean free path between scattering events.
When diffuse light propagates in an non-absorbing diffusive (high density of elastic
scatterers at random locations) medium, the transmission of intensity should follow an
optical-equivalent Ohm’s law[3] and decrease linearly with thickness providing that
the thickness is greater than a few mean free paths of light. This diffusive propagation
happens in sugars, white paint, clouds, and fog. A complete mathematical treatment of
Anderson localisation is yet to be realised, and this is because a microscopic approach
to tackling a system that cannot be broken down into unit cells is too complex[7].
However, light provides a framework to study its properties experimentally as photons
donotinteractwitheachothertoaﬁrstorderapproximation, suchthatonlyphenomena
caused by interference effects are observed; SNOM provides an experimental method
of observing the microscopic behaviour of localisation.
5.1.3 WEAK LOCALISATION
Similar to Anderson localisation, weak localisation is the term used to describe lo-
calisation effects that reduce transmission in random transparent medium (rather than
inhibit it completely). Weak localisation occurs if paths traversed in a random medium
can interfere, causing an increased probability that photons will return to their point
of origin. As this probability increases, the chance that a photon will be returned back
towards its source increases and thus the angular distribution of backscattered light
decreases.
A consequence of this enhanced return probability is an enhancement of back-
scattered light in non-absorptive media. Measurements on this back-scattered cone
of light can reveal the mean free path of the light in the medium[8]. However, since
the backscattered light does not penetrate the medium beyond a few mean free-path
lengths, it does not contain detailed information about the localisation process or the
role of absorption[9]. Weak localisation is considered the precursor to strong localisa-
tion (Anderson localisation)[10, 11].
5.1.4 DIFFUSE LIGHT PROPAGATION
Whilst macroscopic observations lack the rigour to explain the underlying causes of
localisation, they can provide a way of quantifying localisation. Classical diffusion is70 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
one such observation that can describe propagation through a random medium. The
transmitted intensity from a source through a diffusive medium can be described by
the Lambert-Beer law
Isource(z) = I0exp[ z=lcosq]; (5.2)
where Isource(z) is the intensity of light direct from the source after propagating dis-
tance z though the diffusive medium, I0 is the source intensity, l is the mean free path
length and q is the angle of incidence of the source. This equation is effective at de-
scribing the transmission of sunlight through clouds and car headlights through fog
where, after a few mean free-path lengths, the source is invisible (its position is indis-
cernible) and only diffuse light reaches an observer. This should be the case for the
samples studied in this project, which consist of an area containing scattering sites at
“random” locations. For a non-absorptive medium, the intensity that does not get back-
scattered eventually gets converted into diffuse light. Diffuse light, unlike directional
light, propagates through the medium obeying a diffusion equation
¶
¶t
Idiffuse(r;t) = D Ñ2Idiffuse(r;t); (5.3)
where Idiffuse is the diffuse light intensity at position r at time t and D is the diffusion
coefﬁcient. Since only the relationship between diffuse light intensity and distance is
relevant in the context of SNOM system, whose scanning times result in the observa-
tion of steady state solutions, the time dependence is ignored; however, this equation
is the ﬁrst hint that diffuse propagation leads to effects in the temporal domain. For
a planar geometry, and assuming that the system can be macroscopically regarded
as isotropic perpendicular to the propagation axis, the diffusion equation reduces to
I00(z) = 0 such that
Idiffuse(z) = I0
L+z0 z
L+2z0
; (5.4)
where a phenomenological constant z0  l which describes the offset of the trapping
plane boundaries that provide the conditions I( z0) = I0 and I(L+z0) = 0, used as
valid assumptions for the boundary conditions[7]. These boundaries exist outside the
diffusive medium and represent the effective planes from where diffuse light enters the
medium and the plane where the intensity would become zero. The total transmitted
intensity can now be determined using the following
T =
Idiffuse(z = L)
I0
=
z0
L+2z0
'
z0
L
; (5.5)Random scattering theory 71
where the thickness L of the medium is assumed to be much greater than the mean free
path l (hence also z0) and no light from the source travels directly through the medium.
As discussed earlier, diffuse light propagation follows an optical equivalent of Ohm’s
law for conductors. Anderson localisation causes a deviation from this diffusion solu-
tion and causes rapid exponential attenuation with increasing thickness.
In this simple case treatment, absorption effects have been neglected and such ef-
fects are beyond the scope of this investigation. It is possible to account for small
absorption losses and, in the work described in this thesis, out of plane scattering using
a scattering cross-section sloss. Thus far, the source intensity and diffuse intensity of
propagating light have been treated separately. There is no trivial method of separating
these two intensities when measuring the local intensity in a waveguide. This neces-
sitates a theory that considers the propagation, and conversion from one to another,
of these two types of intensities. Now, assuming homogeneous illumination of the
scattering sample, we can express the intensity that is lost due to scattering and weak
absorption as
dI =  nsloss dz; (5.6)
where n is the density of scatterers such that the scattering mean free-path is l =
(nsloss)
 1. An expression for the loss of intensity can now be described as the differ-
ence between the intensity of light from the illumination source I(z) and the in-plane
scattered light J(z) (which becomes the source of diffuse light in the system)
 
1
nsloss
d
dz
I(z) = I(z) J(z): (5.7)
The two intensity terms have a dependence on the propagation angles with respect to
the propagation axis. In this work, the launching mechanism prevents control of the
source’s launch angle and we scan areas far from the boundaries so we can assume that
angular dependencies will be reduced for the macroscopic interpretation, thus intensity
should decrease with z alone. An expression for the total intensity Itotal as a function
of propagation distance z can be described by the radiative transfer equation[7]
Itotal(z)
I0
= exp
h
 
z
l
i
+
Z L+z0
 z0
dz0
Z 1
0
dm
exp[ jz0 zj=ml]
2m
J(z0); (5.8)
where we have introduced m = cosq such that for a propagating wave q is the angle
between propagation and the propagation axis z. This equation describes the total
intensity at a given location by summing the contribution of scattered light from each
scatter site. Figure 5.1 shows a plot of this equation using numerical results from72 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
0 1 2 3 4
0
1
2
3
4
Optical depth z/l
D
i
f
f
u
s
e
 
i
n
t
e
n
s
i
t
y
 
(
a
.
u
.
)
Figure 5.1: The diffuse intensity of light as a function of optical depth z=l, plotted
using numerical data in Table 17 from Van de Hulst[12]. This plot shows the expected
relationship between intensity of light and propagation for a system containing of a
high density of isotropic scatterers in a slab geometry.
Table 17 in Van de Hulst[12] and this describes the expected form of the intensity vs.
propagation distance relationship.
This section is concluded by summarising the effects of random scatterers. When
random scatterers interact with light, they can convert a source with a known proﬁle
into diffuse light whose intensity proﬁle as a function of propagation distance dif-
fers from that of a regular light source. This difference should enable one to identify
whether diffuse or the incident light is being detected in the context of a SNOM scan
where the intensity as a function of propagation distance is easily determined. If the
mean free-path length of photons in the medium approaches its wavelength, the prop-
agation of diffuse light will deviate from the expected linear case to exponentially
attenuating; this reveals the onset of strong (Anderson) localisation. Since SNOM pro-
vides a non-destructive method to map the light intensity inside the waveguide, both
the macroscopic and microscopic effects of random scatterers should be visible.
5.2 INTENSITY MAPPING IN PINWHEEL TILES
The scattering samples provided for this study, were not truly random as they were
fabricated using computer code that provided a well-deﬁned relationship between each
scatter site, however they have a quasi-random structure owing to the fact that the
region was a clipped region of a pinwheel tiling that is constructed using a seed tile
rotated by irrational fractions of p. The results in the tiling pattern never appearing
in the same rotational orientation and providing many different distances and anglesIntensity mapping in pinwheel tiles 73
a.) Seed tile b.) First iteration c.) Second iteration - wth generated PQC
Figure 5.2: The construction of the pinwheel structure is depicted here. On each itera-
tion, the seed tile is rotated by some irrational fraction of p. Due to this rotation, whilst
there is a pattern that governs the position of the scatter sites, the structure cannot be
decomposed into a unit cell and does not repeat itself and it does not contain any lines
of symmetry.
between scattering sites like that of a random medium and a quasi-isotropic structure.
This section will focus on the structure of the sample and then present the results
obtained by a spectrally-resolving SNOM setup.
5.2.1 THE PINWHEEL SAMPLE
It is highly desirable to have a photonic bandgap material with a high degree of rota-
tional symmetry, since it offers more freedom in the angles that photonic crystal (PC)
wavegudies can guide light efﬁciently. PC waveguides can only guide light efﬁciently
down an axis of symmetry, because in other areas the effective spacing of the scatterers
changes depending on projection angle.
Arbitrary bend angles are not efﬁcient at guiding light and this is a cause of loss at
junctions and bends; a typical bend angle would be 60 with a radius of curvature of
one photonic crystal period. To create a less lossy PC waveguide, a greater selection
of efﬁcient guiding angles must be available; in other words, structures that possess
rotational symmetry. Quasi-crystals, with their quasi-inﬁnite rotationally symmetric
photonic bandgap, have been studied as a potential route for photonic crystal waveg-
uides with arbitrary bend angles[13, 14] and have also been shown to enhance the
efﬁciency of transmission through 90 sharp bend angles[15]. Structures that posses
such a photonic bandgap at any launch angle are known as complete photonic bandgap
structures[16] and before photonic quasi-periodic structures only existed in periodic74 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.3: The fabrication process for creating the pinwheel tiling structure in silicon
nitride. The chrome evaporation, e-beam write, and reactive ion etching of chrome was
carried out by QUDOS Technology ltd. The other steps were carried out in cleanroom
facilities at the University of Southampton.
structures with large refractive index contrast. Complete photonic bangaps with low
refractive index contrast, can also be used to create slow light devices[17], which en-
hance light-matter interactions[18]. Slow light structures are of interest because of
their potential application as optical buffers or memory elements[19, 20].
The sample studied in the spectrally-resolving SNOM setup was supplied by the
School of Electronics and Computer Science (ECS) at the University of Southampton;
the fabrication process is outlined in ﬁgure 5.3. The scattering region comprised of
air holes roughly 110 nm in diameter spaced apart by a distance of around 285 nm.
The silicon nitride layer was 180 nm thick, making the optical waveguide single mode
in the vertical dimension for the wavelengths under study; this reduces complexity
by avoiding intermodal dispersion caused by a multimodal nature in the vertical di-
mension. The guiding region up to the pinwheel region was of a slab waveguide slab
geometry of silicon nitride approximately 75 mm thick, making it highly multimode inIntensity mapping in pinwheel tiles 75
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Local intensity out
Silica
Silicon nitride
SLED source:
800 nm wavelength,
25 nm bandwidth,
500 uW total power.
SNOM tip:
SMF600 fibre,
coated in aluminium,
tapered using Sutter
  P-2000 puller.
Spectrometer:
OceanOptics QE65k,
350 - 1100 nm,
Pinwheel region:
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Figure 5.4: The experimental setup of the pinwheel intensity mapping experiment (not
to scale). The ﬁbre used to launch the SLED source was SMF600. The scanning area
outline has been depicted as the orange rectangle surrounding the SNOM tip.
the lateral direction for optical wavelengths. This allows for near homogeneous illu-
mination of the scattering region. A diagram of the sample and the experimental setup
can be seen in ﬁgure 5.4.
The “game of life” was the creation that made John Horton Conway famous. How-
ever, he is a well-respected mathematician and is famous in the world of geometry for
proving that a right-angled triangle with sides 1, 2 &
p
5 can be constructed using 5
smaller right-angled triangles with the same aspect ratio. This demonstrated in ﬁgure
5.2, where the construction of the triangles is shown for multiple iterations whose re-
sulting pattern is known as pinwheel tiling. The holes were positioned according to
this pinwheel tiling. On each interaction this seed tile is rotated by an irrational frac-
tion of p, resulting in quasi-inﬁnite rotation angles of the seed tile present for large
sample areas; this is the key for creating a quasi-isotropic periodic bandgap medium.
The quasi-random nature of the scattering sites, enables us to investigate, not only the
nature of near-isotropic photonic bandgap materials, but the propagation of light in a
random scatterer.
5.2.2 INTENSITY MAPPING
The pinwheel sample was illuminated using 633 nm light from a Helium Neon (HeNe)
laser and 790 nm light from a super-luminescent light emitting diode (SLED). The
SNOM probe was then scanned across the pinwheel region and the areas immediately
before and after. The air holes are expected to scatter the guided light in the waveguide76 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.5: The intensity of light detected using an avalanche photodiode whilst bring-
ing the near ﬁeld probe down to the surface of the sample. The error signal (green)
monitoredfromthePIDcontrollerreduceswhenincontactwiththesamplesurface. As
the probe gets closer to the near ﬁeld region, the overall intensity reduces as less scat-
tered can successfully launch into the probe. Once in the near ﬁeld region, x  0:4 mm
on this plot, the evanescent ﬁelds start to dominate the detected signal.
and thus expected to scatter light out of the waveguide. To ensure that light scattered
outside the waveguide did not reduce the spatial resolution of the results, the probe was
coated in aluminium using the shadow evaporation technique.
The effect of coating the near ﬁeld probe on spatial resolution has already been
presented in ﬁgure 3.5, where a direct comparison on the spatial frequencies detected
with both coated and uncoated probes were presented for scans on this pinwheel sam-
ple. The response of a near ﬁeld probe to scattered light can be demonstrated by moni-
toring the detected intensity as the probe is brought into the sample’s near ﬁeld region,
this is presented in ﬁgure 5.5. In this ﬁgure, the intensity detected by an avalanche
photodiode is plotted against the height of a nearﬁeld probe as it is brought to the sur-
face of the sample (at x = 0 mm). As the probe is brought towards the sample surface
(x > 0:4 mm), the instensity of light detected decreases as less scattered light can be
launched into the ﬁbre successfully. Once in the near ﬁeld region, x  0:4 mm in this
ﬁgure, light from the evanescent wave dominates the detected signal. Whilst this ﬁg-
ure suggests that the near ﬁeld region extends to 400 nm away from the surface, this
is not the case. Thermal drifts, whilst moving the probe and counting photons, are
responsible for the apparent large near ﬁeld region.
With a spectrometer connected to the near ﬁeld probe, the area depicted in ﬁgure
5.4 was scanned. Focussing on the results from the HeNe laser source, the local inten-Intensity mapping in pinwheel tiles 77
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Figure 5.6: Left - The intensity of light from a He:Ne laser (633 nm) mapped using an
aluminium coated SNOM tip. Right - the AFM trace of the SNOM scan, demonstrat-
ing that the localised intensities mapped are not due to defects on the surface of the
waveguide.
sity detected is displayed in ﬁgure 5.6 alongside the AFM trace. Not easily seen in this
ﬁgure, the relatively even input distribution of light quickly accumulates distinct paths
once inside the pinwheel region between 4 mm . y . 15:5 mm; some features present
in this intensity map can be compared to the arbitrarily angled rows of scattering sites
as seen in ﬁgure 5.2. As equation 5.8 predicts, an overall increased intensity of light
in the pinwheel region reveals that more scattering is occurring in this region; the sub-
sequent scattering is causing light to be scattered back towards the beginning of the
structure, which is described by the integral part of equation 5.8. This high amount of
scattering causes a large amount of light to be scattered out of the guiding layer. This
out-of-plane scattering necessitates a coated near ﬁeld probe, since local intensities
can be mapped with higher precision using a coated probe in the presence of scattered78 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.7: The line average He:Ne 633 nm light intensity as a function of position
along the propagation axis. The pinwheel region is between x = 4 mm and x = 15 mm.
The intensity proﬁle appears to follow equation 5.8, suggesting that the dominant
source of light detected is diffuse.
light, as discussed in chapter 3.
TheﬂatnessoftheAFMtraceinﬁgure5.6showsthatthemacroscopicdistributions
of light are not due to surface defects on the waveguide and supports the argument that
they are due to multiple scattering events caused by the sample’s structure. The bright
and dark fringes seen throughout the pinwheel region are interferences between the
multiple scattering paths of light caused by the scattering sites inside the waveguide.
Figure 5.7 shows the average local intensity of the He:Ne light detected as function
of propagation distance in the experiment. The pinwheel region is clearly identiﬁed
by an overall increase in intensity, which appears not to decay exponentially along
the propagation axis and is of similar form to that plotted in ﬁgure 5.1 which is de-
scribed by equation 5.8. This is strong evidence that strong scattering exists in the
pinwheel region, causing diffuse propagation of light to occur. The area leading up to
the pinwheel region 0<y<4 mm has a smaller linear increase in intensity. This linear
intensity proﬁle could be attributed to back-scattered light.
5.2.3 SPECTRALLY RESOLVING RANDOM PATHS
A medium comprising of a random structure, where interference affects the mean free
path of propagating light, would have a delicate spectral response as the random paths
for one wavelength would interfere differently from that of another. Figure 5.8 shows
the different intensity distributions for the same scan area as ﬁgure 5.6, this time using
an incoherent super-luminescent light emitting diode (SLED) with central wavelengthIntensity mapping in pinwheel tiles 79
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Figure 5.8: The light intensity mapped, for the same scan region of ﬁgure 5.6, for
different intensities from 790 nm  25 nm, incoherent, SLED source. Figure 5.9
highlights some interesting features of this data for selected plots.80 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.9: A close-up comparison of the intensity map presented in ﬁgure 5.8 for
three wavelength separated by 5 nm. The top and bottom green rectangle and ellipses
in the centre plot (also mapped on the left and right plots respectively) highlight areas
that are sensitive to small wavelength changes. The green ellipse on the left and central
plots identify an area that appears to have a standing wave loop at l = 805 nm.
of 800 nm and 25 nm bandwidth; the sensitive wavelength dependence of the medium
response is clearly visible as each plot represents a wavelength change of only 5 nm;
this is further highlighted in ﬁgure 5.9 by the highlighted regions, which correspond
to the same areas with a wavelength change of 5 nm between each plot. Evidence
of closed loop formations are visible as a ring patterns in ﬁgure 5.8, most notably at
x = 1 mm, y = 10 mm, & l = 800 nm (highlighted in ﬁgure 5.9 by the green ellipse for
wavelength l = 805 nm). The presence of such closed loops, as discussed earlier, is
considered to be evidence of weak localisation, the precursor to Anderson localisation.
Without the ability to determine the mean free path associated with the pinwheel struc-
ture for particular wavelengths, it is not possible to draw inferences on whether the
presence of these closed loops in this experiment are associated with the Ioffe-Regal
regime (kl  1).
Observation of the light that successfully propagates through the pinwheel struc-
ture, producing intensity at y > 15 mm reveals another interesting feature of this scan.
Forwavelengthl =790nm, theamountoflightthatsuccessfullytransmitsthroughthe
pinwheel region is comparable, intensity-wise, to the light detected inside the pinwheel
region. It is unclear why this enhanced transmission for l = 790 nm is occurring, but
it could be due to the geometry of this particular pinwheel region is causing the light
at this wavelength to have a route that is partially guided and not scattered to the sameIntensity mapping in pinwheel tiles 81
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Figure 5.10: The spectral intensity plotted versus propagation distance through the
medium. The spectra collected have been summed over the axis perpendicular to the
propagation axis. Line plots of the two halves (separated by dashed green line) of the
spectrum are given alongside for easier view of relative intensities.
degree as other wavelengths; it is not likely that this is due to the photonic bandgap
nature of the medium as the wavelength does not correspond to the Bragg condition
of any commonly found scatter site spacings. The argument for this is, at this wave-
length of l = 790 nm, a large proportion of the power seems to be localised between
2:5 mm  x  5mm which may suggest the light in this region is being guided; this is
also the case for l = 800 nm where some power also appears to propagate through the
pinwheel sample. Providing that we can assume that this spatial restriction is not due to
a photonic bandgap, there should be no such spatial localisation of optical power for a
uniform illumination; this is perhaps the strongest evidence for the onset of localisation
in this work.
To further observe the spectral response of the medium, it is beneﬁcial to plot the
spectrum (summed over the x axis) vs. the propagation distance so that one can see
the spectral response as light propagates through the sample. This is plotted in ﬁgure
5.10, where the resonant response at l = 790 nm can be seen directly. This resonant
effect extends to the region before and after the sample region which suggests that
this enhanced frequency response comes with a reﬂection of a substantial amount of
power back towards the source of light. This may further indicate that the resonant
response may be due to the photonic bandgap nature of the medium, since disorder-
based localisation should occur across a range of wavelengths where the wavelength of
light is greater than the mean-free path. However, the wavelength does not correspond82 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.11: The average spectra autocorrelation as a function of propagation distance.
The pinwheel region displays the delays present better (since the contrast is better).
to the Bragg condition for any of the common distances found within the pinwheel
structure.
The transition between weak and strong (Anderson) localisation is not known at a
microscopic level due to its complexity. As Anderson localisation starts to dominate
the propagation mechanism, resonances in frequency may start to appear as destructive
interferences cause an increased probability that light will travel down the path from
which it came. Thus, it is not conclusive whether such frequency effects are actually
due to Bragg conditions being satisﬁed or signatures of Anderson localisation.
The line plots are of the two regimes that are observed in ﬁgure 5.10, the “res-
onant” response (between wavelengths 780 & 800 nm) and the other half (between
wavelengths 805 & 825 nm). The resonant response’s average intensity proﬁle re-
mains fairly constant over the pinwheel sample, in contrast to the non-resonant re-
sponse where the intensity starts to decrease after y = 8 mm. This supports that the
light at this wavelength may be guided by the pinwheel structure.
It is not unreasonable to consider that this may be a transition to a localised case
where diffuse light is starting to be attenuated exponentially. For the wavelength stud-
ied here, and assuming that the pinwheel pitch 285 nm is a reasonable estimate for the
mean free path, the wavelength can be compared with the mean free path l using the
following
nkl = 1:8
2p
80010 9 28510 9  4; (5.9)
where n is the effective index in the pinwheel region and has been approximated. This
equation suggests that the wavelength is comparable to the mean free path, but hasIntensity mapping in pinwheel tiles 83
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Figure 5.12: The normalised summed spectra autocorrelations for the three propaga-
tion regions (before, during, and after the pinwheel region). The unmodiﬁed spectrum
autocorrelation is also plotted for comparison. It is clear that propagation (and reﬂec-
tion) through the pinwheel sample cause added delays to the original signal.
not reached the regime for Anderson localistaion. If disorder-based localisation occurs
when the mean free-path becomes comparable to the wavelength of light then it is not
unreasonable to expect a transition to appear over the wavelength range studied in this
work. However evidence of this transition requires further analysis.
5.2.4 TRACKING TIME DELAYS
The work presented in chapter 4 revealed that a spectrally resolving SNOM could
separate intensity maps based on the spatial distribution of time delayed signals. The
same can be applied to this study of the quasi rotationally symmetric photonic bandgap
structure. The random scattering paths that the medium creates should add delays with
respect to the fundamental signal that propagates through the guide. In contrast to
the delays present in chapter 4, where a well-deﬁned delay accumulates between two
modes, the random scattering nature of the medium should add a distribution of delays
to the original signal.
The summed (across the x axis) autocorrelation as a function of propagation dis-
tance is presented in ﬁgure 5.11. The summed autocorrelation can show the distrbution
of delays that exist for a speciﬁed propagation distance. There is a high refractive index
contrast between the scatterers and guiding medium, such that the average impedance
change at the boundaries causes reﬂections and may be contributing to the buildup
of light in the pinwheel region. This causes impedance mismatch causes reﬂections,84 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.13: The autocorrelation (abs. ﬁeld) taken as a function of propagation dis-
tance for two ﬁxed position across the sample (line scan). The white lines denote the
pinwheel sample region.
which masks the state of the light propagating towards the pinwheel region; the delays
accumulated in the pinwheel region are present because of this reﬂection. To deter-
mine what delays are present due to the pinwheel region the autocorrelations for each
region must be compared with the original source autocorrelation; this is presented in
ﬁgure 5.12. The autocorrelations for each region of the scan have been normalised so
that changes in overall intensity do not give the impression of delays that are just due
to enhanced signal-to-noise ratio. The delays generated in the waveguide, similar to
the delays found in the multimode waveguide in chapter 4, will manifest in the spectra
autocorrelations as convolutions with the source’s spectrum autocorrelation.
It is evident from ﬁgure 5.12 that delays have been created due to the scattering
paths of the pinwheel region, since the width of the average autocorrelation of spectral
measurements from the pinwheel sample is wider than the source spectrum autocorre-
lation. The area leading up to the pinwheel region and the pinwheel region itself have
autocorrelation plots that differ signiﬁcantly for the region after, which appears to have
a much broader autocorrelation. It is likely that this is not due to a large distribution of
delays, but a consequence of the narrow wavelength transmission around 790 nm.
It is not easy to identify speciﬁc delay phenomena in this data since delays local to
a scattering site not identiﬁable when plotted with as an average distribution. Figure
5.13 presents two plots of the absolute autocorrelation ﬁeld for two line scans thatIntensity mapping in pinwheel tiles 85
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Figure 5.14: (left) Fourier analysis of the autocorrelation features along the propa-
gation axis for the waveguide region before the pinwheel sample. (right) The abs.
autocorrelation ﬁeld vs. propagation distance of the data used in the Fourier analysis.
were scanned along the propagation axis of the sample at two different position across
the waveguide. The plots are similar in terms of the width of the autocorrelations,
which reveals that a translation does not infer signiﬁcant changes in the scattering.
Along the propagation axis, there appears to be a periodic structure to features in the
autocorrelation, most notably between delays of 100 fs and 200 fs. To investigate
periodicity in the delay features, the autocorrelations collected for one of the line scans
was separated into before and during the pinwheel region, then each region was subject
to a Fourier transform along the propagation axis. The results of which are plotted in
ﬁgure 5.14 and 5.15.
In ﬁgures 5.14 and 5.15, the Fourier analysis of autocorrelation frequncies along
the propagation axis reveal strong signals for a spatial frequency of 3:87 mm. The
assumption that an effective index for the sample of neff = 1:52, obtained by solving
the planar waveguide approximation described in chapter 4, for the guided waves is
an overestimate is reasonable since the pinwheel region introduces a fraction of air
holes into the silicon nitride and is the solution for the fundamental mode. The spatial
frequency, assuming a refractive index of neff  1:52, corresponds to a wavelength of
393 nm. This wavelength is very close to l0=2 = 395 nm and thus can be assumed
to be due to a standing wave caused by reﬂections by the impedance mismatch at the
pinwheel region boundaries. Working backwards, the effective index for the planar86 TRACKING LIGHT IN A QUASI-RANDOM SCATTERER
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Figure 5.15: (left) Fourier analysis of the autocorrelation features along the propaga-
tion axis for the pinwheel region. Various spatial frequencies with strong signals are
labelled. (right) The abs. autocorrelation ﬁeld vs. propagation distance for the data
interrogated with Fourier analysis.
layer can be determined using the spatial frequency measured
neff =
l
2
u =
790 nm
2
3:87 mm 1 = 1:53 (5.10)
where u is the spatial frequency detected. More interestingly, the spatial frequency of
such a standing wave interference does not change signiﬁcantly. This indicates that the
average impedance approach to simplify the waveguide is not effective at describing
the propagation of light through the pinwheel sample. This is likely to be due to the
strong scattering nature of the pinwheel region, as plane waves do not propagate un-
perturbed through the sample. The resulting perturbations cause large variations in the
propagation angles of the incoming light; it behaves as a light diffuser. As discussed
earlier, the propagation behaviour of diffuse light differs from that of directional light.
The effectiveness of the planar waveguide approximation to predict effective index
values has been demonstrated by the excellent agreement with the measured spatial
frequency of a standing wave inside the waveguide. Solving the guidance condition
for this planar waveguide geometry predicts a group index of ng = (n+l dn
dl) = 1:22.
Using this group index, the delays detected in the autocorrelation in ﬁgure 5.15 can
be associated with a propagation path difference between photons. Delays of 200
fs correspond to a propagation path difference of 49 mm, which gives an indicationChapter summary 87
of the strong scattering present in this pinwheel region. The 25 nm bandwidth of
the illumination limits the temporal resolution of the autocorrelation to 40 fs, which
correspondstoapropagationpathdifferenceofapproximately9:8 mminsidetheguide,
which is a path comparable to the dimensions of the sample. Thus the ability to detect
temporal phenomena at the scale of scattering lengths is restricted in this setup. A
source with a larger bandwidth is required for investigating temporal phenomena at
this scale.
5.3 CHAPTER SUMMARY
Thedifferentpropagationmechanismsthatlightundergoesinahighlyscatteringwaveg-
uide has been brieﬂy introduced and compared with data taken from a pinwheel tiling
scattering waveguide. The pinwheel sample has been introduced and its usual char-
acteristic as being a quasi-isotropic photonic bandgap device. The effective index of
the fundamental mode in the guiding region has been determined experimentally by
analysing the spatial frequency of standing wave patterns. The ability to measure the
local E-ﬁeld intensity at different wavelengths across the sample was presented with
the aim of providing insight to the microscopic processes that are occurring due to
multiple random scattering paths.
The pinwheel tiling’s complex patterning structure makes it difﬁcult to make con-
clusions on propagation characteristics of the sample due to the large amount of scat-
tering. The next chapter looks at mapping temporal delays between propagating paths
by using the temporal discrimination technique, the same technique used to identify
mode ﬁeld proﬁles in chapter 4.88 TRACKING LIGHT IN A QUASI-RANDOM SCATTERERREFERENCES 89
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- CHAPTER 6 -
TEMPORAL DISCRIMINATION ON A
HIGHLY SCATTERING SAMPLE
In the previous chapter, spectral interrogation of light propagating through a highly
scattering sample was presented. This chapter looks into the temporal discrimination
to as a tool to map delays. Theoretical plots of the temporal delays between paths
is modelled for a small number of scatters to demonstrate what this abstract method
of plotting delays can achieve. This technique is then applied to the spectral data
collected in the previous chapter with the goal of identifying any localisation of delay
features. Temporal discrimination is going to be the term used to describe the mapping
of autocorrelation ﬁelds for a speciﬁed time delay value.
6.1 2D TEMPORAL DISCRIMINATION
In chapter 4, the autocorrelation ﬁeld as a function of position across the waveguide
was presented. This data was from a single line scan orthogonal to the propagation
axis and identiﬁed the delay between two propagating modes. The relative phase be-
tween the modes’ spatial proﬁles was also provided. For the pinwheel sample however,
there is a 2D map of intensities at each wavelength. Conceptually, this complicates the
presentation of information. To provide familiarity to the plots presented later in this
chapter, this section aims to present plots using the temporal discrimination technique
for simpliﬁed scenarios. A discussion about the suitability of this technique for mea-
suring such phenomena is then discussed.92 TEMPORAL DISCRIMINATION ON A HIGHLY SCATTERING SAMPLE
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Figure 6.1: The theoretical plots of the temporal discrimination ﬁeld maps for a sin-
gle isotropic point scatterer, when illuminated with a source bandwidth of 130 nm at
a central wavelength of 790 nm. Each plot represents four different time delays Dt
(indicated by the delay above each plot).
6.1.1 A SINGLE POINT SCATTERER
With regards to scattering phenomena, the simplest case scenario is a single point scat-
terer, which scatters a plane wave isotropically. In this case scenario, light is scattered
back towards the incoming plane wave and off at all angles, each of which acquire a
delay with respect to the incoming plane wave. When plotting a ﬁeld map after tem-
poral discrimination, what is displayed in the plot are the areas where a speciﬁed delay
can exist due to the geometry of the setup. Such a plot is presented in ﬁgure 6.1, where
the absolute autocorrelation ﬁeld corresponding to four different time delays Dt are
plotted for a numerical simulation of an isotropic point scatterer under an illumination
wavelength of 790 nm with 130 nm bandwidth (Gaussian proﬁle). This plot highlights
the areas where the speciﬁed delays can exist due to a propagation difference between
the incident wave and scattered wave. Such an abstract plot is useful for locating the
positions at which a certain delay might occur, which could be used in PLCs to impose
time delays (or spectral ﬁnges) on signals for the purposes of optical processing.
Unfortunately, a 130 nm bandwidth was not available to use in the experiment.
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Figure 6.2: The theoretical temporal discrimination plots for the same setup as ﬁgure
6.1 using a source bandwidth of 25 nm.2D temporal discrimination 93
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Figure 6.3: Theoretical temporally discriminated absolute autocorrelation ﬁelds for
various time delays Dt (as speciﬁed above each plot) for two isotropic point scatterers
under an illumination of wavelength of 790 nm and 130 nm bandwidth. At locations
where time delays due to both scatterers and the incoming wave are equal, interference
fringes manifest in the plots as the autocorrelation ﬁelds corresponding to each delay
phenomena add up constructively or destructively.
This limits the temporal resolution of the spectra autocorrelations, which are used to
construct the time delay maps. The same scenario, as ﬁgure 6.1, is modelled with a
source bandwidth of 25 nm in ﬁgure 6.2. The bandwidth used in this ﬁgure matches
that of the SLED used for illuminating the pinwheel sample in chapter 5. The sub-
sequent reduction in temporal resolution has created artefact fringes in the plots for
time delays below 50 fs. This is likely to be a consequence of the spectral width of the
interference fringes due to such small delays being comparable to the spectral width
of the source. Because of this, mapping a time delay that is smaller than the temporal
resolution available due to the source bandwidth is not reliable.
6.1.2 MULTIPLE SCATTERERS
The effect of introducing multiple scatterers is now considered. As seen in chapter
4, the autocorrelations can provide information about the relative phase between two
waves that have a time delay. This occurs because different phase angles for a speciﬁed
delay, will manifest as a linear shift of the interference pattern on the source spectrum.
This phase angle difference is reproduced in the autocorrelation. As such, the detected
autocorrelation ﬁelds detected for two different scattering events can interfere.
TheabsoluteautocorrelationﬁeldforspeciﬁedtimedelaysDt (speciﬁedaboveeach
plot) for a system of two isotropic point scatterers under an illumination wavelength of
790nmwith130nmofbandwidthispresentedinﬁgure6.3. Thisplotdemonstratesthe
interferences of delay ﬁelds at locations where identical delays are created between the
source and the 2 scatterers. This interfering of autocorrelation ﬁelds is a source of great94 TEMPORAL DISCRIMINATION ON A HIGHLY SCATTERING SAMPLE
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Figure 6.4: Theoretical temporally discriminated absolute autocorrelation ﬁelds for
various time delays Dt (as speciﬁed above each plot) for seven randomly placed
isotropic point scatterers under an illumination of wavelength of 790 nm and 130 nm
bandwidth.
complexity in these delay maps, especially for a large number of scattering events.
Similar to the previous numerical simulations present, ﬁgures 6.4 and 6.5 present
the numerically generated absolute autocorrelation ﬁelds at a speciﬁed time delay Dt
of seven isotropic point scatterers using illumination sources with bandwidths of 130
nm and 25 nm respectively. The level of complexity of these plots has increased con-
siderably with the number of scattering sites. Observation of the plots in ﬁgure 6.4,
representing an illumination bandwidth of 130 nm, reveals that with a large number
of scatterers, amplitude artefacts begin appearing at locations where such delays could
not occur. A good example of this occurs for a delay of Dt = 10 fs. There are auto-
correlation amplitudes detected, for this delay, between  8 mm  y   6 mm. With
the geometry of scatterers, such a delay of 10 fs could not occur in this region. How-
ever, the mapping of delays caused by the scatterers is still possible by observing the
interference fringes close to the scatterers. The amplitudes mapped in the temporal
discrimination plots appear to be chaotic in regards to their pattern but they ﬁll the plot
with an ambient intensity. Where the delay signal interferes with this ambient intensity,
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Figure 6.5: Theoretical temporally discriminated absolute autocorrelation ﬁelds for the
same scattering setup as ﬁgure 6.4 under an illumination of wavelength of 790 nm and
25 nm bandwidth.Delay mapping in the pinwheel sample 95
the changes in phase appear as fringes that map the location of the delay signals. This
can be seen in ﬁgure 6.4 just above y= 4 mm. The same fringe pattern can be seen in
ﬁgure 6.5, but due to the reduced bandwidth occurs over larger areas (limiting the pre-
cision of the method to determine locations of speciﬁc time delays). This phenomena
highlights that, for a large number of scatterers, the spatial behaviour of these autocor-
relation delay interference fringes are more useful at highlighting temporal phenomena
when a large number of scatters are present.
6.1.3 TEMPORAL DISCRIMINATION SUMMARY
This section has presented numerical simulations of temporally discriminated auto-
correlation ﬁelds for a system of isotropic scatterers to provide familiarity to the in-
formation contained within the plots. The plots reveal areas that contain signals that
have acquired a speciﬁed delay. For a large number of scatters, as is the case in the
pinwheel tiling sample discussed in the previous chapter, the spatial behaviour of in-
terference fringes and phase effects are more useful than observation of amplitude,
as ambient autocorrelation ﬁelds appear as artefacts when searching for small delay
values.
6.2 DELAY MAPPING IN THE PINWHEEL SAMPLE
The spectra collected when making measurements on the pinwheel samples with the
SNOM setup will now be subject to the temporal discrimination technique. The aim
of discriminating signals with a speciﬁed time delay is to identify propagation routes
that light may be using to reach the end of the pinwheel sample.
6.2.1 INTENSITY-DELAY SIGNAL CORRELATION
Without specifying a time delay, with which to map the autocorrelation ﬁelds, the auto-
correlation widths may provide insight into the spatial distribution of intensities whilst
propagating inside the pinwheel region. A small propagation route inside the sample
traversed multiple times would add a delay to the propagating signal and would cause
an intensity build up in a speciﬁc area of the sample. However, if delays are occur-
ring over larger propagation distances, this build up of intensity would necessarily be
localised to a speciﬁc area in the sample. Figure 6.6 presents the total electric ﬁeld in-
tensity mapped (across all wavelengths) next to a plot which represents the variance in96 TEMPORAL DISCRIMINATION ON A HIGHLY SCATTERING SAMPLE
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Figure 6.6: (a)The total intensity (for all wavelengths) map for the SNOM scan of
the pinwheel waveguide sample. The pinwheel region is identiﬁable visibly as the
region containing greater intensity between 4 mm  y  15 mm. (b) The variance of
the absolute autocorrelation ﬁeld for delay values greater than 50 fs, as a function of
position.Delay mapping in the pinwheel sample 97
absolute ﬁeld values above 50 fs as a function of position on the sample. The intensity
features on the intensity map plot do not correlate with any features in the autocor-
relation variance. The autocorrelation variance image does not indicate any locations
where delays caused by the sample structure are noticeably greater than at other lo-
cations. This lack of correlation is not discouraging as it suggests that the pinwheel
structure can indeed be considered as quasi-isotropic. No feature of the intensity or
delay values reveal the structure of the device; the delay values appear to be homoge-
neously distributed within the pinwheel sample.
6.2.2 TEMPORALLY DISCRIMINATED SIGNALS IN THE SAMPLE
The autocorrelation width, as plotted on the right side of ﬁgure 6.6, can only provide
an indication of areas that acquire signals with a large delay. As discussed in the
previous section, eventhis indication issubject topoor accuracy, as thelarge numberof
scatterers produce artefacts in the autocorrelation amplitude maps. Thus the variance
in autocorrelation widths does not provide insight into the scattering paths down which
light has propagated. To provide this insight, the signals in the pinwheel sample must
be discriminated a speciﬁed time delay to other propagating signals.
The absolute autocorrelation ﬁeld at a speciﬁed time delay Dt (indicated above
plots) is presented (top plots) above the phase angle for such ﬁelds (below), as deter-
mined by Fourier analysis of the spectra collected from the pinwheel sample, in ﬁgure
6.7. The pinwheel region is indicated by horizontal lines (white for the top plot, green
for the bottom plot). The plots of autocorrelation amplitudes corresponding to a delay
of 100 fs or greater, suggest that the signals of a particularly long delay have a spatial
localisation. This is most notable for the plot corresponding to a time delay of 150 fs
(3rd plot from left), where the spatial extent of the strongest signal is highlighted by the
presence of the colour yellow. The signals appear to be localised to a narrow column
that is centred around x =2 mm. Similarly, for a time delay of 210 fs this route is high-
lightedbythelightershadesofblueand, foratimedelayof100fs, ishighlightedbythe
presence of the colour red. Not easily shown in static plots, the presence of this route
appears across a continuous range of time delays. This suggests that this spatial local-
isation is not imposed by some resonance condition which supports an argument for
disorder-based localisation perpendicular to the propagation axis. Interference fringes
between the autocorrelation ﬁelds at speciﬁc time delays do not provide any obvious
insight into the scattering behaviour of the sample. For this information to be of more
use, further work must be done on simpler scattering samples so that the presence of98 TEMPORAL DISCRIMINATION ON A HIGHLY SCATTERING SAMPLE
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Figure 6.7: (top) local absolute ﬁeld for time delay Dt (speciﬁed above plots) with the
pinwheel region enclosed between the horizontal white lines. (bottom) the phase angle
map for the local autocorrelation ﬁeld for time delay Dt (speciﬁed above plots).Delay mapping in the pinwheel sample 99
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Figure 6.8: (top) the real part of the autocorrelation ﬁeld for a time delay Dt (speciﬁed
above plots) with the pinwheel region enclosed between horizontal green lines. (bot-
tom) the imaginary part of the autocorrelation ﬁeld for a time delay Dt (speciﬁed above
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features in the autocorrelation ﬁeld maps can be attributed to scattering phenomena.
As discussed previously, for a sample with a large number of scatterers, the be-
haviour of interference fringes in the absolute autocorrelation ﬁeld maps is the method
most likely to reveal the scattering behaviour of the waveguide. Since interference
fringes are related to the sum of ﬁelds with various phase angles, the phase angle map
is present in the bottom plot of ﬁgure 6.7. The complexity of the scattering sample cre-
ates a range of phase angles for speciﬁc delays, thus no obvious scattering behaviour
is revealed in these plots. Large areas of approximately constant phase angle appear to
create near-vertical features in the phase angle maps for a delay of Dt = 210 fs (seen
as a near vertical column of red with the colour map used in the plot), this could be
attributed to the propagation of two plane waves with an angle to one another or a
high-probability route that the light traverses with this delay. The latter interpretation
is less likely since a delay of 210 fs corresponds to a propagation distance difference of
c
ngDt = 52 mm and a high probability for a scattered wave to return to its site of origin
after propagating this distance is unlikely.
The phase angle map does not show the ﬁeld amplitude levels. Plotting the real and
imaginary parts of the autocorrelation ﬁeld maps for a speciﬁed time delay provides a
method of displaying the relative phase trends between time delayed signals and the
ratio in their amplitudes. Such plots are presented in ﬁgure 6.8, where the real and
imaginary parts of the autocorrelation ﬁeld map for the time delays speciﬁed in ﬁgure
6.7 are presented. However, in the infancy of interpreting these temporally discrim-
inated autocorrelation ﬁeld maps, no obvious insights into the scattering phenomena
occurring within the pinwheel sample is presented.
The temporal discrimination of autocorrelation ﬁelds has been presented for the
pinwheel sample data from chapter 5, however it has been unable to identify temporal
phenomena occurring in the sample conclusively. With certain enhancements however,
the potential for this technique to view temporal phenomena an the nanometre scale
remains. The next section discusses some improvements and further experiments that
need to be done to better understand the information presented in the autocorrelation
ﬁeld maps.
6.3 TEMPORAL DISCRIMINATION AS A FUTURE TOOL
The temporal discrimination has been applied to the pinwheel sample data and has
not been able to provide a complete picture of the scattering phenomena inside the
sample. However, the setup used for collecting this data provided limited temporalTemporal discrimination as a future tool 101
resolution. To observe the scattering phenomena that is occurring on the scale of the
sample, a time resolution corresponding to a propagation distance comparible to the
pinwheel tiling pitch is needed. Supercontinuum sources may provide the bandwidth
necessary to observe temporal phenomena occuring within the sample presented here,
but their complex power spectrum would complicate the interpretation of features in
the autocorrelation maps.
Tounderstandbettertheinformationpresentedinthetemporaldiscriminationplots,
scans on simpler scattering samples is also necessary. This would demonstrate the
abilityofthetechniquetoidentifythelocationofscatteringsites. Theabilitytoprovide
temporaldiscriminationplotsofsinglescatteringsitesmayalsoprovideapracticalway
for measuring the group velocity in the planar layer of a PLC, by observing the spatial
evolution dependence across speciﬁed time delays.102TEMPORAL DISCRIMINATION ON A HIGHLY SCATTERING SAMPLE103
- CHAPTER 7 -
CONCLUSIONS & FUTURE WORK
The ability of a spectrally resolving SNOM to interrogate and determine various prop-
erties of optical waveguides has been demonstrated in thesis. This chapter summarises
thekeyﬁndingspresentedinthisthesisandthesigniﬁcantresultsobtainedinthiswork.
7.1 KEY RESULTS
AspectrallyresolvingSNOMsystemwasdevelopedaspartofthisproject. Thevarious
technologies employed to realise such a SNOM system was presented in chapter 3.
The use of a ﬂexure stage with an integrated piezo actuator provided a scanning range
of 4 mm x 4 mm with a resolution of 5 nm. Such a scanning range has enabled the
direct observation of spatial beats between modes along the propagation distance, as
presented in ﬁgure 4.4. This measurement ability enables the direct determination of
the effective index difference between two propagating modes.
Chapter 4 presented basic waveguide theory for explaining the source of waveguide
modes and their corresponding dispersion characteristics. Then the spectrally resolv-
ing SNOM system was used to directly measure the relative group velocity between
two modes in a waveguide[1, 2]. This was achieved by observing the spectral inter-
ference on a source spectrum at a speciﬁc location along the guide. The measurement
of inter-modal dispersion properties is of interest as multimode devices are studied as
a route for extending current single mode technologies[3]. The local spectra collected
from the guide enabled the relative phase proﬁle of the modes to be determined by ob-
serving the spatial proﬁle of the autocorrelation ﬁeld for a speciﬁed time delay, similar
to the method used by Nicholson et al. for analysing the modal content of multimode
ﬁbres[4].
In chapter 5, the spectrally resolving SNOM system was used to obtain local spec-104 CONCLUSIONS & FUTURE WORK
tra from a random scattering sample that was based on Conway’s pinwheel tiling pat-
tern. Spectral data was used to identify the delicate spectral response of the random
scatterer and any evidence of effects due to the photonic bandgap nature of the sam-
ple. The measurements taken revealed an enhanced intensity response for a particular
wavelength, however this could not be attributed to the Bragg condition of any ubiq-
uitous scatterer spacing found inside the pinwheel tiling. The sample was also studied
because, after modelling the electric ﬁeld response of the sample, it was suggested that
Anderson localisation may occur within the structure[5]. The SNOM did reveal that
spatial localisation existed inside the pinwheel tiling, however the behaviour of such
localisation could not be conﬁrmed as Anderson localisation.
Investigating the temporal phenomena that may occur within the pinwheel sample
was presented in chapter 6 The temporal discrimination of autocorrelation ﬁeld was
used to map the location of delays that occur in the guide as a consequence of random
walk paths. With limited temporal resolution, the delays accrued by the light at the
dimensions of the scatter sites were unresolvable. However, interference in the spectra
that corresponded to a delay of 200 fs between signals highlighted a route inside the
sample that light may be travelling because of similar spatial localisation discussed in
chapter 5.
7.2 FUTURE WORK
This project has demonstrated examples of how a spectrally resolving SNOM can pro-
vide insight into the guiding properties of waveguides. Some suggestions for future
projects using the spectrally resolving SNOM system are now presented.
7.2.1 TEMPORAL DISCRIMINATION OF SCATTERING SAMPLES
To better understand the information presented in the temporal discrimination plots,
studies on simple weak scattering systems should be considered. The strong scattering
caused by the sample studied in chapter 5 resulted in a large reduction of the incident
power put into the sample, indicating that the propagation of the incident wave was
greatly affected by the sample. In weakly scattering systems, the incident wave can
be used as a reference wave for any delays created by the scattering process leading to
easier interpretation of spatial existence of delays identiﬁed in the temporal discrimi-
nation plots.
For the investigation of disorder based location, the bandwidth of the source usedFuture work 105
must provide a temporal resolution that corresponds to a propagation distance inside
the guide of similar distance to the scattering site spacings. This would be better suited
(than the current setup) for identifying delays caused by a few scattering events in
strongly scattering samples. Supercontinuum sources may provide the necessary band-
width to observe the temporal phenomena occuring at the length scale of the scattering
sites.
Only Rayleigh scattering has been considered when investigating the temporal de-
lays in waveguides in this thesis. Studies on the local delays caused by other, non-
elastic, scattering mechanisms could provide insights into phenomena that could be
used for the processing of information optically.
7.2.2 MODE PROPAGATION IN MULTIMODE DEVICES
The work presented in this thesis presented the ability of SNOM to observe the relative
group delay between two propagating modes in a ridge waveguide at an arbitrary lo-
cation along the waveguide. By utilising existing methods for measuring dispersion in
optical ﬁbre, the absolute dispersion properties may be determinable. For multimode
devices, it has been shown that a radio frequency modulated tunable laser, can deter-
mine the absolute dispersion properties of modes propagating in an optical ﬁbre[6].
If used with a SNOM system, the local dispersion properties of multimode (and sin-
gle mode) PLCs could be directly determined for complex geometries, which would
otherwise require numerical simulations.106 CONCLUSIONS & FUTURE WORKREFERENCES 107
REFERENCES
[1] Sam A Berry, James C Gates, and William S Brocklesby. Direct spatial-temporal
discrimination of modes in a photonic lightwave circuit using photon scanning tun-
nelling microscopy. In CLEO/Europe and EQEC 2011 Conference Digest, OSA
Technical Digest (CD), page CF_P19. Optical Society of America, May 2011.
[2] Sam A Berry, James C Gates, and William S Brocklesby. Determination of spatio-
spectral properties of individual modes within multimode waveguides using spec-
trally resolved near-ﬁeld scanning optical microscopy. Applied Physics Letters,
99(14):141107, 2011.
[3] Jonathan R Kurz, Jie Huang, Xiuping Xie, Takashi Saida, and Martin M Fejer.
Mode multiplexing in optical frequency mixers. Optics Letters, 29(6):551, March
2004.
[4] Jeffrey W Nicholson, Andrew D Yablon, John M Fini, and Marc D Mermelstein.
Measuring the Modal Content of Large-Mode-Area Fibers. IEEE Journal of Se-
lected Topics in Quantum Electronics, 15(1):61–70, January 2009.
[5] Tom D M Lee. Investigation of highly symmetric photonic quasi crystals. PhD
thesis, University of Southampton, 2006.
[6] J W Nicholson, S Ramachandran, S Ghalmi, E A Monberg, FV DiMarcello, M F
Yan, P Wisk, and J W Fleming. Electrical spectrum measurements of dispersion
in higher order mode ﬁbers. IEEE Photonics Technology Letters, 15(6):831–833,
June 2003.