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Abstract
The purpose of this thesis is to investigate human visual perception at the level of eye
movements by describing the interaction between vision and action during natural,
everyday tasks in a real-world environment. The results of the investigation provide
motivation for the development of a biologically-based model of selective visual
perception that relies on the relative perceptual conspicuity of certain regions within the
field of view. Several experiments were designed and conducted that form the basis for
the model. The experiments provide evidence that the visual system is not passive, nor is
it general-purpose, but rather it is active and specific, tightly coupled to the requirements
of planned behavior and action. The implication for an active and task-specific visual
system is that an explicit representation of the environment can be eschewed in favor of a
compact representation with large potential savings in computational efficiency. The
compact representation is in the form of a topographic map of relative perceptual
conspicuity values. Other recent attempts at compact scene representations have focused
mainly on low-level maps that code certain salient features of the scene including color,
edges, and luminance. This study has found that the low-level maps do not correlate well
with
subjects'
fixation locations, therefore, a map of perceptual conspicuity is presented
that incorporates high-level information. The high-level information is in the form of
figure/ground segmentation, potential object detection, and task-specific location bias.
The resulting model correlates well with the fixation densities of human viewers of
natural scenes, and can be used as a pre-processing module for image understanding or
intelligent surveillance applications.
Table of Contents
List of Figures xvi
List ofTables xxiv
1. Introduction 1
1 . 1 Overview 1
1 .2 Problem statement 3
1 .3 Outline of the presented work 5
2. Background 9
2.1 Historical perspective 9
2.2 The human visual system 15
2.2.1 Image formation 15
2.2.2 Center-surround organization of receptive fields 18
2.2.3 Contrast sensitivity function 20
2.2.4 Opponent processes 22
2.2.5 Eye movements 24
2.3 Visual attention and selectivity 26
2.3.1 The influence of attention on neural response 26
2.3.2 Orienting of attention 29
2.3.3 Behavioral data on selectivity and capacity limitations 32
2.4 Task-oriented vision 35
2.4. 1 Task-dependency ofvisual scan paths 36
2.4.2 Limited memory representations 38
2.4.3 Natural tasks 42
2.5 Computational modeling ofvisual attention 45
2.5.1 Hierarchical models of attention 45
2.5.2 Connectionist models of attention 47
2.5.3 Graphical models of attention 49
2.5.4 Saliency models and guided search models 53
Approach 57
3.1 Overview 57
3.2 The benefits of eye-tracking
58
3.3 Eye-tracking - theory of operation 59
3.3. 1 Bright-pupil detection 59
3.3.2 Calculation of eye position 61
3.4 The VPL portable eye-tracker 62
3.4.1 The optics module and mirror 64
3.4.2 The eye camera 65
3.4.3 The scene camera 66
3.4.4 The LASER 67
3.4.5 The control unit 67
3.4.6 Eye-tracker set up and calibration 68
3.4.7 Eye movement monitoring 71
3.4.8 Portable eye-tracker precision, accuracy, and noise 72
3.5 The ASL model 501 eye-tracker 76
3.5.1 Integrating head movements 77
3.5.2 ASL eye-tracker precision, accuracy, and noise 78
3.5.3 Estimation and correction of accuracy loss 80
3.5.4 Fixation finding 82
Modular Visual Routines 87
4. 1 Introduction 87
4.2 Method 91
4.3 Results 95
4.3.1 Mean fixation durations of tasks -pooled data 96
4.3.2 Variance of fixation duration- pooled data 101
4.3.3 Statistical differences between subjects 106
4.3.4 Mean saccade amplitude of tasks -pooled data 1 1 1
4.3.5 Variance of saccade amplitude - pooled data 117
4.3.6 Statistical differences between subjects 119
4.4 Discussion 121
Task-dependencies of Fixation Locations 127
5 . 1 Introduction 127
5.2 Fixation locations in a simple environment 133
5.2.1 Method 134
5.2.2 Results 138
5.2.3 Discussion 1 45
5.3 Fixation locations in an extended environment 145
5.3.1 Method 146
5.3.2 Results 150
5.4 General discussion and conclusions 1 63
XV
6. The ConspicuityMap 167
6. 1 Overview 167
6.2 Model description 1 69
6.2. 1 Input image processing 1 69
6.2.2 The low-level saliency map 175
6.2.3 High-level proto-object map 1 87
6.2.4 Expected location mask 1 89
6.3 Verification ofmodel using eye-tracking methods 191
6.3.1 Data collection 191
6.3.2 Comparison of fixation densities to model predictions 192
6.3.3 Determination ofmap weights 1 96
6.4 Natural-task images 206
6.4.1 Comparison to extended environment 206
6.4.2 Free-view and multi-view 213
6.4.3 Estimation of location bias 215
6.4.4 Expected locations 22 1





Figure 2- 1 Cross-section of the human eye, depicting image formation components... 1 6
Figure 2-2 Spectral sensitivities of the three types of cones. Measurements include
light loss due to absorption from the cornea, lens, and other pigments in the eye 17
Figure 2-3 Receptive fields of two types of retinal neurons: on-center/off-surround and
off-center/on-surround. Yellow areas indicate locations of light stimulus 19
Figure 2-4 Contrast sensitivity function with example spatial frequencies and
on-
center/off-surround neuron tuned to the peak response 21
Figure 2-5 Study showing that scan paths are task dependent. Original painting of I. E.
Repin's UnexpectedReturn is at upper left, with five example scanpaths for a single
subject who viewed the painting while being asked to formulate answers to the
various questions 38
Figure 3-1 Image of the pupil (white) and corneal reflection (black) as detected by the
eye camera. Centers are indicated by crosshairs. A slight offset between the actual
centers of the images and the displayed centers is due to a timing offset during data
capture, and does not affect calculation of eye movement amplitude and direction. . .60
Figure 3-2 Calculation of the line-of-gaze 61
Figure 3-3 Portable eye-tracking headgear and backpack 63
Figure 3-4 Top view ofheadgear 64
Figure 3-5 Optics module 64
Figure 3-6 Diffraction pattern used for calibration 69
Figure 3-7 Eye movement trace after calibration. The subject was instructed to look at
each of the nine target points, from upper left to bottom right, for approximately two
xvn
seconds each 71
Figure 3-8 Vertical eye position 73
Figure 3-9 Horizontal eye position 73
Figure 3-10 Expanded view ofFigure 3-8 73
Figure 3-1 1 Expanded view ofFigure 3-9 73
Figure 3- 1 2 Eye-tracker noise, no averaging 74
Figure 3-13 Eye-tracker noise, two field ave 74
Figure 3-14 Eye-tracker noise, four field ave 74
Figure 3-15 Eye-tracker noise, eight field ave 74
Figure 3-16 Average angular deviation for each of the nine calibration points at the
start of the experiment, across eight subjects 75
Figure 3-17 Average angular deviation for each of eight subjects at the start of the
start of the experiment, across nine calibration points 75
Figure 3-18 Average angular deviation for each of the nine calibration points at mid-
experiment, across six subjects 76
Figure 3-19 Average angular deviation for each of six subjects at mid-experiment,
across nine calibration points 76
Figure 3-20 ASL model 501 eye-tracker 77
Figure 3-21 Deviations from calibration target points at the start of the experiment,
before and after correction across eleven subjects 80
Figure 3-22 Deviations from calibration target points at the end of the experiment,
before and after correction, across eleven subjects 80
Figure 3-23 Deviations from calibration target points at the start of the experiment,
before and after correction, across nine points 80
Figure 3-24 Deviations from calibration target points at the end of the experiment,
before and after correction, across nine points 80
Figure 3-25 Raw ASL eye-head data 85
Figure 3-26 Fixation locations after error correction 85
XV111
Figure 4-1 Relative frequency of fixation durations for subjects JB and JP for Reading,
Search, and Manipulations during rocket-building 89
Figure 4-2 Fixation sequences for three sub-tasks in the rocket-building task
-
Reading, Search, and Manipulation. Bars indicate periods of fixation, spaces indicate
gaze changes between fixation points 90
Figure 4-3 Walking along a hallway 92
Figure 4-4 Having a face-to-face conversation 92
Figure 4-5 Telephone conversation 92
Figure 4-6 Sorting cards 92
Figure 4-7 Sorting blocks 92
Figure 4-8 Reading poster 92
Figure 4-9 Reading form 93
Figure 4- 1 0 Counting change 93
Figure 4-1 1 Counting red blocks 93
Figure 4-12 Mean fixation duration for each of the nine tasks, pooled across all
eight subjects 97
Figure 4-13 95% confidence interval of the mean fixation durations for each of the tasks.
A statistically significant difference between two tasks exists if there is no overlap of
the corresponding confidence intervals. Center dots represent the mean values 99
Figure 4-14 The gamma density function with a = 2 and |3 1 103
Figure 4- 1 5 Walk hall pooled data 103
Figure 4-16 Talk conversation pooled data 103
Figure 4-17 Talk telephone pooled data 104
Figure 4- 1 8 Sort cards pooled data 104
Figure 4- 1 9 Sort blocks pooled data 1 04
Figure 4-20 Read poster pooled data 1 04
XIX
Figure 4-2 1 Read form pooled data 1 04
Figure 4-22 Count change pooled data 1 04
Figure 4-22 Count blocks pooled data 104
Figure 4-24 Relationship between mean and standard deviation for all of the tasks. From
left, tasks are: RF, CC, RP, SC, SB, TT, WH, CB, TC 104
Figure 4-25 Mean fixation duration for each subject, all tasks 107
Figure 4-26 Calculation ofvisual angle from field ofview 1 13
Figure 4-27 Mean saccade amplitude for each of the nine tasks, pooled across all
eight subjects 1 13
Figure 4-28 Mean saccade amplitude for each subject, all tasks, with standard
error bars 114
Figure 4-29 95% confidence intervals of the mean saccade amplitudes for each of the
nine tasks. An overlap between two or more intervals indicates that there is no
statistically significant difference between the corresponding mean values 115
Figure 4-30 Walk hall pooled data 117
Figure 4-3 1 Talk conversation pooled data 117
Figure 4-32 Talk telephone pooled data 117
Figure 4-33 Sort cards pooled data 117
Figure 4-34 Sort blocks pooled data 117
Figure 4-35 Read poster pooled data 117
Figure 4-36 Read form pooled data 117
Figure 4-37 Count change pooled data 117
Figure 4-38 Count blocks pooled data 117
Figure 4-39 Relationship between the mean and the standard deviation of saccade
amplitude. From the left, tasks are RP, CC, CB (lower), RF, SB (lower), TC,
TT, andWH (same), and SC 119
Figure 4-40 Comparison of tasks in terms ofmean fixation duration and mean saccade
amplitude
123
Figure 5-1 Block copying task. This is the display that was shown on the
computer




visual angle. A trace of the eye
movement and of the hand movement is shown as arrows connecting the
different
regions 1 29
Figure 5-2 Eye movement strategies used for block copying task. Relative
frequencies
of each strategy from a sample containing approximately fifty block moves for
each of
seven subjects 130
Figure 5-3 Fixation duration as a function of task difficulty for a driving task 131
Figure 5-4 Sorting Cards 135
Figure 5-5 Sorting Blocks 135
Figure 5-6 Copy-model-same-room 135
Figure 5-7 Model from copy-model-different-room 136
Figure 5-8 Resource andWorkspace from copy-model-different-room 136
Figure 5-9 Amount of time taken by each subject to complete each of the four tasks.
The tasks along the x-axis are ordered according to the order of performance by Group
1 (subjects B, D, F, and H). The first four bars for each task correspond to the Group
1 subjects, and the second four bars correspond to the Group 2 subjects (A, C, E, and
G) who performed the tasks in the reverse order 138
Figure 5-10 Division of time between the two different regions - sorting blocks and
sorting cards 142
Figure 5-1 1 Division of time between three different regions - copy model same room
and copy-model different room 1 43
Figure 5-12 Depiction of four extended environments used for the portable eye-tracking
study. Clockwise from the top left, Washroom, Hallway, Office, and Vending 149
Figure 5-13 Relative amounts of time spent on different objects in the Washroom
environment, pooled across all fixations and all subjects 151
Figure 5-14 Washroom environment. Time spent fixating objects as the tasks progress
for Subject T. Tasks are, from the top, "Wash your
hands,"






Figure 5-15 Relative amounts of time spent on different objects in the Hallway
environment, pooled across all fixations and all subjects 155
Figure 5-16 Relative amounts of time spent on different objects in the Office
environment, pooled across all fixations and all subjects 157
Figure 5-17 Relative amounts of time spent on different objects in the Vending
environment, pooled across all fixations, and all subjects 158
Figure 5-18 Hallway environment. Time spent fixating objects as the tasks progress for








Figure 5-19 Office environment. Time spent fixating objects as the tasks progress for







Figure 5-20 Vending machine environment. Time spent fixating objects as the tasks







Figure 5-21 Comparison of fixation types 1 64
Figure 6-1 Construction of the Conspicuity Map 170
Figure 6-2 Creation of the color map from photoreceptor responses. Upper left is input
image, upper right is CI (red/green) signal, lower left is C2 (blue/yellow) signal, and
lower right is the resulting color map. Dark blue areas in the signal maps correspond
to low signal values, yellow corresponds to medium signal values, and red
corresponds to high signal values 1 76
Figure 6-3 Intensity map for example input image ofFigure 6-2 177
Figure 6-4 The seven levels of the multi-resolution Gaussian pyramid for the example
input image 178
Figure 6-5 The seven Gaussian convolution kernels of the Laplacian pyramid. They
are used to create the bandpass filters that detect a specific range of frequencies in the
input image. The spatial domain representation is shown in the top row, and the
corresponding frequency domain representation is shown in the bottom row 1 80
Figure 6-6 Six bandpass filters used to detect frequencies of a particular range in the
input image. F1-F2 is elliptical in shape because fl is odd-sized (5x5) and f2 is
even-sized (10x10) 181
XX11
Figure 6-7 One-dimensional frequency response characteristics of the
six bandpass
filters shown in Figure 6-6. Note that only the right halfof the
response curves are
181
shown, i.e., they are symmetrical about the origin
G
Figure 6-8 Six levels of the Laplacian edge cube (difference-of-Gaussians)
derived
from the seven levels of the Gaussian pyramid (labeled LO
- L6) after weighting
each
Laplacian level by the response from the contrast sensitivity function. Top
row from
left L0-L1, L1-L2, and L2-L3. Bottom row from left L3-L4, L4-L5, and
L5-L6....183
Figure 6-9 Basis functions of the Gabor filters used to model the tuning of receptive
fields in area VI of striate cortex. From left, 0, 45, 90, and
135 184
Figure 6-10 Four oriented edge signals and resulting oriented edge
map. Top row from




Figure 6-1 1 Low-level feature maps and resulting low-level saliency
map. Top row,




Figure 6-12 Creation of the binary proto-object map. Top row from left, input image,
estimation ofbackground, and foreground segmentation. Bottom row from left, after
thresholding the foreground image and Canny edge detection, after dilation, and
after
hole filling and erosion 188
Figure 6-13 Comparison of F/M ratios for 76 images in set A, free-view condition.
Three maps were generated for each image, as given in Equations 6-15 through 6-17.
images numbered 44-47, 64-66, 69-71, and 80-83 are duplicate images, and not
shown here 195
Figure 6-14 Comparison F/M ratios for 76 images in set B, free-view condition. Three
maps were generated for each image, as given in Equations 6-15 through 6-17.
Images numbered 1-4, 44-47, 67, 68, and 80-84 are duplicate images, and are not
shown here 196
Figure 6-15 Mean F/M ratios for the three different maps, averaged across all 152
images 200
Figure 6-16 Example images and overlaid fixation plot for which the optimal weights
were found using the random weight generation method. The corresponding weighted
conspicuity map (C-Map) is shown beneath each image. From left, Al, A28,
B17 200
Figure 6- 1 7 F/M ratio for set A images, free-view condition, using the C-Map. The
F/M ratios for the other three maps are the same as shown in Figure 6-13, and are
included for comparison to the C-Map. Note that the C-Map F/M ratio for Image
XX111
74 is off the chart and has a value of 6.89 204
Figure 6-18 F/M ratio for set B images, free-view condition, using the C-Map. The
F/M ratios for the other three maps are the same as shown in Figure 6-14, and are
included for comparison to the C-Map 205
Figure 6-19 Mean F/M ratios for all 152 images using four different maps 206
Figure 6-20 Four natural-task images with overlaid fixation plots from one subject,
free-view condition, and corresponding maps. From left, Washroom (Al), Hallway
(A2), Office (A3), and Vending (A4). Maps are, from top to bottom, the CIE map,
the P map, the CIEP map, and the C-Map 208
Figure 6-21 Fixation density plots for free-view and three multi-view conditions for
four images. Images are from top, Washroom, Hallway, Office, and Vending
Machine 210
Figure 6-22 F/M ratios for free-view and multi-view conditions for the four natural-task
images. A comparison is shown between the low-level CIE map and the high-level
perceptual conspicuity C-Map for each image 214
Figure 6-23 F/M ratios for 1000 randomly generated fixation locations 215
Figure 6-24 F/M ratios computed for mixed image and fixation data. Each chart is for
one of the four images for which two maps were computed, CIE map (saliency) and
C-Map (conspicuity). The free-view fixation data is indicated along the x-axis 217
Figure 6-25 Histograms of fixation distances from the center of each image 219
Figure 6-26 F/M ratios for random fixations restricted to lA image size distance from
center, and i/i6 image size distance from center 220
Figure 6-27 Nine grid locations used to compute the expected location map 22 1
Figure 6-28 F/M ratios for different locations in the C-Map, found by turning on a single
grid element and turning off all other elements 223
XXIV
List of Tables
Table 3-1 Newell's temporal hierarchy ofbrain organization 58
Table 4-1 Time in seconds and number of fixations (in parenthesis) per task for the
eight subjects who performed the experiment 94
Table 4-2 Order of tasks for Group 1 and Group 2 94
Table 4-3 Task abbreviations 96
Table 4-4 Pairwise comparisons for significant differences in fixation durations
between tasks. An X indicates that a statistically significant difference exists
between the corresponding tasks in the row and column 98
Table 4-5 Hallway Walking (WH) 107
Table 4-6 Conversation (TC) 107
Table 4-7 Telephone Talking (TT) 107
Table 4-8 Sorting Cards (SC) 107
Table 4-9 Sorting Blocks (SB) 107
Table 4-10 Reading Poster (RP) 107
Table 4-11 Reading Form (RF) 107
Table 4- 1 2 Counting Change (CC) 1 07
Table 4-13 Counting Blocks (CB) 107
XXV
Table 4-14 Subject A task differences 109
Table 4-15 Subject F task differences 109
Table 4-16 Subject C task differences 109
Table 4-17 Subject H task differences 109
Table 4-18 Subject E task differences 109
Table 4-19 Subject G task differences 109
Table 4-20 Subject B task differences 109
Table 4-21 Subject D task differences 109
Table 4-22 Pairwise comparisons for significant differences in saccade amplitude
between tasks. An X indicates that a statistically significant difference exists
between the corresponding tasks in the row and column 114
Table 4-23 Hallway walking (WH) 119
Table 4-24 Conversation (TC) 119
Table 4-25 Telephone talking (TT) 120
Table 4-26 Sorting cards (SC) 120
Table 4-27 Sorting blocks (SB) 120
Table 4-28 Reading poster (RP) 120
Table 4-29 Reading form (RF) 120
Table 4-30 Counting change (CC) 120
Table 4-31 Counting blocks (CB) 120
Table 4-32 Summary of results from study ofnatural tasks 122
Table 5-1 Statistical comparison of completion times for the subjects ofGroup 1 and
Group 2. In each case the null hypothesis is rejected (h=0), indicating that there is no
statistically significant difference between the ordering of the tasks in terms of
completion times 139
XXVI
Table 5-2 Order of instructions for Group A and Group B during extended
environment study
1 47
Table 6-1 Maximum F/M ratios and associated weights for three example images
using the random weight generation method. 10,000 trials
200
Table 6-2 Maximum F/M ratios and associated weights for three example images
using the genetic algorithm method. 2,400 trials. # Gens refers to the actual
number
of trials required before a solution converged. Images A30, A32, A76, B30, and B88
are not included in the range data because the weights were greater than 50, due to
many mutations 203
Table 6-3 Instructions for multi-view part of the experiment 207
Table 6-4 Three most frequently fixated objects and percentage of time spent looking
at those objects for each of the tasks in the extended environment study from Section
5.3, over all subjects 212
Table 7-1 Classification of tasks into feature vector corresponding to both the level of





Visual perception is an inherently active and selective process. As an individual goes
about performing daily activities, the visual system is constantly monitoring the
environment to provide the individual with information about the scene that will enable
meaningful interactions or contemplative study. The outcome is usually a change in the
cognitive state of the individual that leads to the realization of a plan of action. In this
sense, vision is not a passive process whereby information is merely collected and
processed or perhaps stored for later retrieval, but rather it is an active process that
integrates specific, local aspects of the scene with goal-oriented behavior. Consequently,
the purpose ofvision is to serve the needs of the individual as those needs arise.
An essential component of active visual perception is a selective mechanism.
Selective attention is the means by which the individual chooses a subset of the available
information from the visual scene for further processing along the
entire visual pathway,
from the retina to the cortex. The advantage of selecting less
information than is
available is that the meaning of a particular scene or image
can be represented compactly,
thus making optimal use of limited neural resources.
Currently, it is uncertain exactly what use the study of eye
movements is for
understanding human behavior (Viviani, 1990). Recent studies
support the idea that eye
movements are an external manifestation of selective attention and can play an
important
role in indicating which attributes of the scene carry the most
pertinent information.
Patterns of visual fixations over time as well as space can reveal cognitive strategies that
are not amenable to conscious control or verbalization, and as such can be thought of as
providing a window into pre-conscious thought. The
locations of fixations as well as the
particular sequence have been shown to be dependent upon not only the characteristics of
the scene, but also upon the goals of the observer. The results of an eye movement
analysis can yield important insights into the nature of decision-making and reasoning
under a variety of environmental and task-specific situations.
The purpose of this thesis is to develop a biologically-plausible model of selective
visual perception for individuals who are engaged in realistic, everyday tasks such as
walking down a hallway, filling a cup with water, or making a copy at a copier machine.
The model is in the form of heuristics gleaned from eye-tracking studies conducted on
subjects navigating in natural, extended environments, and is combined with a
computational simulation of low-level properties of the primate visual system. The
computational aspects of the model augment the heuristics to provide a detailed account
ofhow stimulus cues and cognitive tasks can interact to determine viewing dynamics.
1.2 Problem statement
Many studies have been conducted showing that eye fixations are not to random locations
in the field, but rather to regions in the image or scene that rate high in information
content, such as edge density, colorfulness, or luminance contrast. Presumably, a
random selection process would not be an efficient means of gathering visual information
for someone who is engaged in a visual task, whether the task requires formulating a plan
of action or just contemplative thought. Thus, strategic planning of saccades plays an
important role in extracting useful information. An unresolved question is how the visual
system determines what strategy to use when deciding where in the scene to look next.
More specifically, what is the role of context in determining oculomotor behavior? The
central hypothesis of this thesis is that it is the subjective, or perceived, conspicuity of
context-relevant objects in the scene that guides the fixation strategy, in addition to the
objective amount of information inherent in the scene at the potential target of fixation.
Recent attempts at computational modeling of the human visual system have
focused mainly on bottom-up, or stimulus-driven processing, in other words, processing
that begins with pixel counts from the digitized image and proceeds upward through
successive layers of increasing abstraction. The idea is to detect luminance differences
directly from the digitized image, and from those differences locate edges, boundaries,
homogeneous regions, surfaces, and eventually objects and their 3D representations.
Scene semantics arrive last in the chain of processing, if at all. An advantage of this
approach is that the scene is represented in its entirety
- there is no chance that a
potentially useful object will escape detection. The disadvantage is
that the approach is
computationally prohibitive and does not make optimal use of limited
neural resources.
An alternative to bottom-up processing is top-down, or
task-dependent
processing. With top-down processing, one might begin with a
conceptualized object
described in abstract terms, such as "a chair has four
legs"
and proceed down through a
hierarchy of increasing detail, eventually reaching a scene description in
terms of
primitive features. The disadvantage here is the difficulty of conceptualizing abstract,
or
non-representational items, however the advantage is a compact representation of
the
scene semantics.
A model based on selective perception and perceived conspicuity combines
aspects of both bottom-up and top-down information in a unique way. The degree to
which bottom-up or top-down is employed is largely a function of the goals of the system
and its current state. The result is a computational model of visual perception and
processing that is a reflection of the ongoing interaction between an active visual system
and the environment.
This thesis is devoted to the goal of showing that the perceptually significant
information content of any particular region in an image or scene must ultimately take
into account the implicit semantics of that image or scene - that is, the
"meaningfulness"
of the scene for the viewer. This approach implies that specific objects, as well as their
relative and expected locations play an important role in determining meaningfulness in
natural scenes, especially when combined with action-implied imperatives. The low-
level, bottom-up features such as edges, colors, and luminance contrast cannot be ignored
in the analysis however, because it is those features that define the properties of the
object in a non-context-sensitive manner and provide the system with objective data. It
will be shown that successfully predicting fixation densities in natural images and in real,
extended environments requires computational algorithms that combine bottom-up
processing with top-down constraints in a way that is context-sensitive and ultimately
most meaningful for the viewer.
1.3 Outline of the presented work
The remainder of this thesis is organized as follows: Chapter 2 highlights background
material that is essential for a complete understanding of the issues involved in
computational modeling of selective visual perception and human visual behavior in
natural, unrestricted environments. This chapter includes a detailed historical account
and review of the literature showing how previous work has led to the present state of the
field. Issues relating to the physiology of the human visual systems, attentional
mechanisms, task-oriented vision and natural tasks are discussed, as are variations in
approaches that have been applied to the computational modeling ofvisual attention.
Chapter 3 is an outline of the experimental method that was applied in order to
extract data on human visual behavior in natural environments, as well as in the restricted
environment of 2D image viewing. Studying eye movements outside of the confines of a
restricted laboratory setting is a topic of current interest, yet this research area remains
largely unexplored and undocumented in the literature. Novel hardware and software
were developed by the Visual Perception Laboratory at the Rochester institute of
Technology to enable a thorough data collection and analysis procedure. The results,
which are detailed in later chapters, represent a significant contribution to the field of
visual attention and selective perception. A detailed description of the methodology
and
hardware, as well as the software that was developed for the eye-tracking
sessions and
data analysis, is included in Chapter 3.
Chapter 4 describes a result gleaned from evaluating eye-tracking
data in the real
world: that visual routines are somewhat
"modular"
in nature. That is, when metrics such




visual behaviors such as reading text or having a
face-to-face
conversation, stereotypical patterns of oculomotor behavior
result. This evidence
supports the hypothesis that the human brain is organized in such a way as to make use of
pre-determined low-level visual routines in order to enhance functioning in a complex
and constantly changing environment. Pre-determined
routines may affect perceived
conspicuity by restricting the focus of attention to expected useful locations.
Chapter 5 is an extended study into the high-level visual strategies employed by
people that either enhance or detract from perceptual conspicuity in the environment.
For example, when walking along a corridor after a high-cognitive load task has been
imposed (memorization of a random block pattern), fixations tend to be longer, more
centrally located in the scene, and have shorter saccade amplitudes than when there has
been no cognitive load imposed. This implies that objects in the environment that would
have attracted attention when the task is not cognitively challenging do not do so when
the system is otherwise occupied.
Chapter 6 outlines the computational model that is developed and used to predict
fixation densities on natural-task images and in the real world. The model is a
biologically-plausible account of perceived conspicuity in natural environments and takes
into consideration low-level features of the environment as well as high-level constructs
and top-down, task-oriented constraints. The model takes the form of a topographic map
of perceived conspicuity values, where the value at a coordinate in the map is a measure
of how important that coordinate is for perception. The model is a partial adaptation of
the stimulus-driven approach taken by others (as discussed in Chapter 2), yet it is original
in the sense that it uses a novel method to take into account context-sensitive information
about the scene at both the higher levels and the lower levels. A novel algorithm is used
to inhibit regions in the scene that are not likely to be perceptually important and enhance
those regions that are. The resulting model is shown to correlate well with the fixation
densities ofhuman subjects.
Chapter 7 is a summary and conclusion of the work presented in this thesis, and





One of the earliest theories of spatial attention, the attentional spotlight, originates from
the psychophysical work of Herman von Helmholtz (1867). The spotlight metaphor
captures the concept of an "internal
eye"
i.e., an implicit fovea which localizes an object
in space and focuses all of the processing on that one object before moving to another
location in the field. Any information that is not centered on the implicit fovea is
diminished.
The idea of using a spotlight as a metaphor for attention was further developed
later in the
20th
century (Crick, 1984; Treisman, 1982). Within the spotlight objects
which are being attended to are highlighted, or illuminated, so that information about that
object will be processed more efficiently and at a higher level than other objects in the
field (Eriksen and Hoffman, 1973). Empirical evidence exists that promotes the
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existence of an attentional spotlight (Sagi and Julesz, 1986), however
most current
thinking considers the metaphor to be too simplistic to capture
all of the nuances of
selective attention. The early evidence points
to observations made during
psychophysical studies of filtering tasks. For example, Sagi and Julesz (1986)
studied the
ability of subjects to discriminate the orientation of briefly
presented bar targets located
in the periphery. On some trials a small light was flashed close to the peripheral target,
on other trials the light was flashed near a peripheral non-target. Subjects were
able to
detect the light only when it was flashed within a certain
area near the target, even though
in both cases the light was located at the same foveal eccentricity. The authors suggest
that the area around the target at which the light could reliably be detected delineated
the
contour of the spotlight of attention.
Other studies have demonstrated that the area covered by the spotlight does not
necessarily cover contiguous regions in the field (Pylyshyn and Storm, 1988). Duncan
(1980) showed subjects a circular display containing eight characters from which they
were to locate the target letter, Q. Distractor letters were either O's and C's, or O's and
K's, placed at random circular positions in the display. Subjects were told ahead of time
which four of the eight positions the target could be located in (the relevant positions).
The other four positions were irrelevant and could be ignored.
The study found that the O and C distractors had little effect on the
subjects'
ability to locate the target, regardless of whether they were located in the relevant or
irrelevant field. When the O and K distractors were in the relevant field search times
were slowed, presumable because of feature interaction (Treisman and Gelade, 1980).
The most interesting result was that when the O and K distractors were in the irrelevant
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field search times were not slowed, presumably because the subjects were able to attend
to the non-contiguous relevant locations while ignoring the also non-contiguous
irrelevant locations. The ability to attend to non-contiguous areas when the demands of
the task so require is evidence that high-level processes can mediate the acquisition of
visual stimuli.
Another study found that the spotlight does not end abruptly at one location
before it moves to the next, nor does it sweep continuously across the field of view
(Sperling and Weichselgartner, 1995). Processing is completed in a select area, fades,
and then moves to a new area to resume building strength there. An extension of the
spotlight metaphor for attentional capture is the zoom lens metaphor, which suggests that
the area under consideration is examined with variable spatial extent (Eriksen and St.
James, 1986). In this case the amount of detail available for processing is inversely
related to the size of the area being processed.
The theories mentioned thus far have assumed a serial mechanism for selection,
i.e., the focus ofprocessing is completed at a single select region before moving on to the
next region. An alternative to focused, serial processing of attention is dispersed, or
parallel processing, originating with the work of James (1890). With dispersed
processing, the focus of attention is spread uniformly across the field of view. Neisser
(1967) was the first to show that the two theories need not be mutually exclusive, but
rather may be thought of as part of the same process existing at two distinct phases. The
pre-attentive phase is the earlier stage in terms of processing, and is considered relatively
fast and involuntary, and operates in parallel across the entire visual field. The later
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attentive stage integrates information from a particular area of the field, and is considered
slow, voluntary, and progresses serially from one region to the
next.
Much of the work that has been conducted on the 2-phase theory of selective
perception has been under the experimental paradigm known as visual search. In this
paradigm the amount of time it takes to complete a search is plotted as a function of the
total number of items in the display. A flat response indicates a fast, parallel process,
whereas a linear response indicates a slower sequential process. The feature integration
theory of selective visual attention (Treisman and Gelade, 1980; Treisman, 1988) is
an
attempt to define the purpose of focused attention using the visual search
paradigm.
According to feature integration theory, elementary features such as color and shape are
processed before objects that require a conjunction of several features, such as a blue box,
or a gray kitten. Focused attention is necessary to conjoin the separate features, which
then enables proper identification of the object.
A series of experiments were designed to distinguish between features that are
elementary (also called integral) and features that are separable and require focused
attention for integration. The hypothesis was that an integral feature would elicit a flat
response time and exhibit
"pop-out"
in a field of distractors, whereas an object with
separable features would require a sequential (conjunctive) search and elicit a linear
response time. The results showed that when the elementary features were chosen to be
colors or shapes (for example a green object in a field of red distractors), search times
were constant with the number of distractors. When separable features were chosen as a
conjunction of two elementary features (a green disc in a field of green squares and red
discs) search times were linear.
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A hallmark of the theory is that the pre-attentive stage extracts the primitive
features in parallel across the visual field, and the attentive stage is required for binding
the separable features within a small part of the field. As evidence against the theory, it
has been shown that it is possible to perform some conjunctive searches in parallel if the
separable features consist of color, motion, or depth (Nakayama and Silverman, 1986).
Also, recent studies have shown that reaction times for conjunctive searches can range
from close to 0 seconds per item (pop-out) to 30-50 milliseconds per item, depending
upon the degree of similarity between the target and the distractors (Deco, Pollatos and
Zihl, 2002).
Two-phase theories ofvisual attention do not explicitly describe how the selection
process is controlled. Questions such as "what is the region of
interest?"
and "where
should the next fixation
be?"
can be approached by considering the purpose of focused
attention.
The notion of a saliency map was proposed to define the relationship between the
components of a scene according to their relative importance to the observer (Koch and
Ullman, 1985; Mahoney and Ullman, 1988). The essential components of a saliency map
include a priority map for rating the relative components of the scene, and a gating
mechanism whereby the selected regions are processed and the non-selected regions are
inhibited. According to the theory, the visual system performs an initial low-frequency
parsing of the environment to identify potential regions of interest, and assigns to each
region a weight according to the computed saliency. For example, bright colors, high
luminance areas, edges, and comers may rate highly in the overall map and thus would be
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assigned a heavy weight. This information is recorded in a topographic map
of the scene,
which indicates the weight of every element in that scene.
The map is dynamic in the sense that the gating
mechanism chooses the element
with the highest current weight to be the target of focused processing, and then
suppresses this element when processing is complete. An
inhibition-of-return (Posner
and Cohen, 1984) mechanism is used to reduce the saliency at the current
focus of
attention so that the next highest region may be selected for
processing. This mechanism
is thought to bias the attentional resources toward novel stimuli that appear in the field by
reducing the salience of an item that has been viewed for at least 300 msec.
The guided search model (Wolfe, Cave, and Franzel, 1989; Wolfe, 1994) is an
adaptation of the visual search paradigm that uses the concept of a salience map to
prioritize potential items of focused attention. The basic idea is that a parallel-feature
computation stage guides a later serial attentive stage. The highly salient targets should
be detected more quickly than non-salient targets, giving rise to constant search times for
elementary features. Slower, conjunctive search times are the result of the contribution
of noise from competing feature dimensions during the parallel feature computation
stage.
Alternatives to the guided search model are the search via recursive rejection
model (Humprhreys and Miiller, 1993) and models based on signal detection theory (see
Verghese, 2001, for a review). The search via recursive rejection model (SERR) is a
connectionist model that recursively rejects regions where clearly defined grouping of
distractors occur. In other words, if stable groupings occur everywhere at the lowest
level, then search is fast because the (grouped) target is easily discriminated from the
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(differently grouped) distractors. Search is slowed when groupings contain elements of
both target and distractors. Signal detection theory uses a variable threshold to
distinguish between fast search and slow search. The threshold is usually described as a
decision rule that depends upon distractor discriminability rather than a parallel/serial
dichotomy. Accordingly, the decision rule takes into account a wide range of factors that
might contribute to search response times, and does not assume a parallel pre-attentive
stage is followed by a serial attentive stage.
In summary, the history of thought on the topic of selective visual perception
begins with the earliest metaphors of an internal eye, and a spotlight or zoom lens of
focused attention. From there, the visual search paradigm has produced theories
describing a pre-attentive and attentive processing of integrated features, and progressed
to the more current concepts of a topographic map of saliency values or signal detection.
What remains is a means of incorporating context sensitivity and task-relevancy into
theories of selective visual perception.
2.2 The human visual system
2.2.1 Image formation
Light from the surrounding area enters the eye and undergoes several transformations that
enable the brain to make use of information from that surrounding. The transformations
are both optical and neural in nature, and begin with the transformation of light energy
into image formation on the retina. The cornea and lens, as depicted in Figure 2-1, are
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Figure 2-1 Cross section of the human eye, depicting image formation components. Adapted
from Palmer, 1999
The retina is a layer of neural tissue approximately 0.4mm thick and is the
repository of over 100 million light-sensitive photoreceptors called rods and cones
(approximately 100 million rods and 5 million cones in each eye). Figure 2-1 shows that
the distribution of rods and cones across the surface of the retina is highly uneven, with
most of the cones located in a small central area of the retina called the fovea. The cones
are responsible for both color perception and high visual acuity; thus, the eyes must move
in order to obtain detailed, high-resolution information from different regions in the
visual field. The area of the field covered by the fovea is approximately
2
of visual
angle, which is approximately the width of a thumb extended an arm's length.
Retinal cones can be classified into one of three different types, depending upon
the wavelength sensitivity of the cell's photopigment
- S-cones, M-cones, and L-cones
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(for short, medium, and long wavelength response). Figure 2-2 shows the spectral

























Figure 2-2 Spectral sensitivities of the three types of cone photoreceptors. Measurements
include light loss due to absorption from the cornea, lens and other pigments in the eye. From
Stockman and MacLeod, 1993.
The absorption of photons by the S-cone photoreceptors is significantly different
from that of the M- and L-cone photoreceptors. The S-cones are particularly sensitive to
short-wavelength photons and are the primary detectors when short-wavelength light is at
the threshold of detection. Both the M- and L-cones will detect longer wavelength light
since there is a greater amount of overlap in those response curves. Also, S-cones are
known to be relatively rare in the retina and are not present at all in the central part of the
fovea (Wandell, 1995). S-cones are spaced relatively far apart in the fovea, with a
spacing of 10 arc minutes, whereas the spacing for the
L- and M-cones is 0.5 arc minutes.
The consequence of wide spacing is that the sampling frequency is reduced for the S-
cones: the L:M:S-cone ratio is approximately 10:5:1 (De Valois and De Valois, 1993).
The implication for visual perception of the sparse sampling capabilities of
the S-cone
mosaic is that the visual system will encode only relatively slowly varying
spatial and
temporal signals originating in the short
wavelength region of the spectrum.
2.2.2 Center-surround organization of receptive fields
Retinal neurons and cortical neurons develop from the same
bio-chemical processes, and
as such the retina can be considered to be part of the central nervous system (Wandell,
1995). Much of the physiological and organizational properties of the cortex apply to
the
retina as well. Similar to the cortex, the retina is a multi-layered surface,
with the first
few layers of the retina consisting of ganglion cells that
exhibit spatial interaction with
neighboring cells. Neurons in each layer excite corresponding
neurons at a higher layer
and inhibit neighboring neurons in the same layer. The
result of the network of
connections is called lateral inhibition. The network projecting from any particular
neuron to neighboring neurons is called the projective field of that neuron. The
pattern of
connections in the opposite direction, from the receiving neuron to those neurons that
influence it, is called the receptive field of that neuron.
As mentioned earlier, visual perception can be described as a series of
transformations that begins with the input ambient light array and proceeds through
higher levels of cortical processing. Since the receptive field of a retinal neuron is the
area in which light influences the neuron's response, lateral inhibition and receptive
fields can be thought of as the transformation properties of retinal neurons.
The receptive field of a neuron in the retina can be described as having a center-
surround organization. When light covers the receptive field uniformly, a random pattern
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of action potentials results. However, if light activates only the central part of the
receptive field and not the surrounding area, an elevated response in terms of the
firing-
rate with respect to the random response will result, and the neuron is said to have an
on-
center/off-surround organization. For this case, light activating only the inhibitory
surround will cause a significant decrease in the firing rate. A neuron exhibiting the
opposite pattern of activation is said to have an off-center/on-surround organization.
Figure 2-3 depicts a schematic of the different response properties of retinal neurons.
Stimulus Response Stimulus Response
O^O
On-center/off-surround Off-center/on-surround
Figure 2-3 Receptive fields of two types of retinal neurons: on-center/off-surround and
off-center/on-surround. Yellow areas indicate locations of light stimulus.
The receptive field structure of neurons continues along the central nervous
system from the retina to the lateral geniculate nucleus (LGN) of the thalamus and onto
area VI (primary visual cortex), with some qualitative differences. For example, the
receptive fields of neurons in VI are larger and not circularly symmetric, but rather they
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have elongated shapes and are orientation and direction selective. Also, cortical neurons
can be classified into two broad categories: simple and complex (Hubel, 1988). Simple
cells have response properties that conform to linearity and superposition principles,
whereas complex cells do not.
2.2.3 Contrast sensitivity function
The contrast sensitivity function (CSF) is typically defined as the sensitivity of observers
to sinusoidal gratings of varying frequencies. The technique used to measure the CSF is
to ask observers to adjust a threshold until a just-noticeable difference between a uniform
gray field and a sinusoidal pattern is detected. When thresholds are measured for a range
of frequencies, a contrast threshold function is plotted showing the minimum contrast at
threshold as a function of spatial frequency. The reciprocal of the contrast threshold
function is the contrast sensitivity function. A typical contrast sensitivity function is
depicted in Figure 2-4, showing that frequencies in the range of 4-5 cycles per degree of


















Figure 2-4 Contrast sensitivity function with example spatial frequencies and
on-center/off-
surround neuron tuned to the peak response. Adapted fromWandell, 1995.
The CSF can also describe a retinal ganglion cell's receptive field. The most
effective frequency for any ganglion cell is a measure of the size of that cell's receptive
field (Wandell, 1995). For example, Figure 2-4 depicts an on-center/off-surround
ganglion cell whose peak response is at the peak sensitivity of the contrast sensitivity
curve, i.e., the most effective spatial frequency for this cell is the intermediate
frequencies. At lower spatial frequencies, light falling on the surround reduces activity
from the center, and at high spatial frequencies, light falling on the center is averaged
over several cycles, again, lowering the overall activity.
In general, contrast patterns such as sinusoidal gratings at a fixed luminance level
provide an effective measure of the input/output behavior of neurons. Adaptation effects
operating over a very large range of luminance levels make direct comparisons difficult
because of the highly non-linear response characteristics of neurons. Therefore, a
comparison of local contrast at a fixed mean level of luminance is preferred, and the
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In 1867 Helmholtz described what has come to be known as the trichromatic theory of
color vision (Helmholtz, 1867/1925). Essentially, this theory describes color perception
as the result of the three photoreceptors response to photons of a particular wavelength.
Any single photoreceptor cannot distinguish between different colors
- it is the overlap
among the three spectral response curves that contributes to the unique
perception of
color.
Trichromatic theory explained much about color perception, such as the
psychophysical observation that any perceived color can be matched by a combination of
the three primary colors of red, blue, and green. It cannot explain many subjective color
experiences, however, such as the observation that certain color combinations such as red
and green, or blue and yellow are not easily imagined as a single color. In addition it
does not explain why color vision deficiencies are always the result of the loss ofpairs of
colors
-
red and green, or blue and yellow. Also, psychologically, yellow appears to be a
primary color and not the combination of red and green as would be predicted by
trichromatic theory.
In 1878 Ewald Hering proposed the opponent process theory of color perception
to explain the perceived, or subjective, experience of color (Hering, 1878/1964).
Opponent process theory describes color perception as the result of four chromatic
primaries that are arranged in polar pairs - red and green form one polar pair, and blue
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and yellow form the other polar pair. Each of the three retinal receptor types are
responsible for detecting photons of the proper wavelength range along one polar
dimension - the R/G dimension, the B/Y dimension and an achromatic dimension of
black/white that detects luminance levels. Physiologically, Hering theorized that the
experience of red could be the result of a sufficient amount of a certain chemical in the
R/G photoreceptor, and the experience of green could be the result of a depletion of that
chemical on the same photoreceptor. Hurvich and Jameson (1957) conducted
psychophysical experiments to verify predictions of opponent-process theory, using hue
cancellation techniques. The central idea was that the if blue and yellow are polar
components of the same mechanism, then one should be able to cancel the amount of
"blueness"
in a light by adding a certain amount of "yellow". The results of those
experiments showed strong evidence supporting the opponent-process theory.
In 1905 von Kries laid the foundation for a dual-process theory of color
perception that consists of two sequential stages of color processing
- a trichromatic
stage at the level of retinal photoreceptors and an opponent-process stage at a higher level
(von Kries, 1905). More recent physiological studies have shown that color opponent
cells exist in the LGN of macaque monkeys and that both processing stages are
performed in the retina (De Valois, 1965, and De Valois, Abramov and Jacobs, 1966).
The implication of dual-process theory for visual perception at a higher, conscious
level of awareness is that the re-parameterization of responses from the three
photoreceptors to a more psychological color appearance is that it is more ecologically
useful. Separating luminance from chromaticity is advantageous because it allows the
perceptual system to differentiate between changes in the scene that result from a shadow
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falling over a surface (a measurement along the luminance axis) and
changes in the scene
that result from encountering a new surface




In general, eye movements fall under two broad categories
- smooth and saccadic.
Smooth eye movements, such as smooth pursuit, vergence, and
the vestibular-ocular
reflex (VOR) enable the tracking of moving objects, whereas saccadic eye
movements
are swift and abrupt, and allow the eyes to shift fixation from one
object in the field to
another. The optokinetic response (OKR) is a combination of both a smooth and a
saccadic movement, and is characterized by a slow, smooth phase followed by a swift,
saccadic snap of the eyes back in the direction opposite the
movement of the tracked
object. From a cognitive point of view, a saccadic eye movement is the more interesting
oculomotor behavior primarily because it is an external manifestation of a pre-conscious
choice, i.e., the eyes must move in order to obtain detailed, high-resolution information
from interesting areas in the environment.
Saccades are high velocity, ballistic eye movements that have the function of
bringing retinal images of objects of interest from the periphery to the fovea for closer
inspection. A typical saccade takes approximately 150
- 200 msec to plan and execute -
planning takes about 150 msec on average and the duration of the eye movement is
approximately 20 msec plus 2 msec per degree of visual angle (Carpenter, 1988).
Saccades can reach up to 900 degrees per second, and individuals typically make 3 or 4
saccades per second (Goldberg, Eggers, and Gouras, 1991).
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Studies on eye movements during reading have shown that saccades during




for reading standard size text at a distance of 40cm (O'Regan, 1990). There is
also a wide distribution of within-word target landing for reading text, i.e., there is no
precise position within the word that is the saccadic landing target
-
anywhere within the
word is sufficient for comprehension (Morgan, et al, 1990). Fixations are defined as the
time between successive saccades. A typical fixation duration for reading text is between
200 and 300 msec.
It should be noted that saccadic eye movements are one example of overt
manifestation of visual selectivity and orienting of attention
- head movements and
postural adjustments are among the others. Covert orienting of attention and inner acts of
selection are not necessarily accompanied by any overt signs. It is possible, though
unusual, to attend to one area of the visual field while fixating another (Corbetta, 1998;
Kustov and Robinson, 1996).
Recent studies have suggested that the classification of eye movements into sub
categories such as smooth-pursuit, vergence, and VOR ignores the behavioral
significance of eye movements, and reflects the simple tasks of the early studies that were
performed in a constrained and sparse visual environment (Steinman, Kowler, and
Collewijn, 1990). The claim is that the experimental results of such early studies reflect
low-level and involuntary aspects of oculomotor control that do not surface in a
temporally and/or spatially extended environment, where viewing conditions are not
restricted. The broad classification of eye movements into smooth and saccadic is
sufficient for describing oculomotor behavior at the level of natural tasks.
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2.3 Visual attention and selectivity
Visual perception is essentially a selective
process. While eye movements are the
primary externally manifested physical mechanism
that allows the selection process to be
observed and recorded, other physical mechanisms
that are not so easily observable
also
play a role.
2.3.1 The influence of attention on neural response
The pathways from the eye to the brain begin with the axons of retinal ganglion cells that
exit the eye at the optic nerve and lead to the optic chiasm. From there, there are two
pathways into the brain for each hemisphere, one via the brain stem nucleus of the
superior colliculus (SC), and another via the LGN of the thalamus. LGN leads to the
occipital cortex (also called primary visual cortex, striate cortex, or area VI) of the
occipital lobe. From there, two separate pathways lead to the parietal (dorsal pathway)
lobe and temporal (ventral pathway) lobe. It is generally believed that the posterior
parietal cortex (area 7) responds to location information (the
"where"
system) (Goodale
and Milner, 1992), and the inferior temporal (IT) centers respond to shape information
(the
"what"
system) (Ungerleider and Mishkin, 1982). Motor behavior such as reaching




SC is believed to be involved with the programming of eye movements and also
the sense of where things are in the world. Goldberg and Wurtz (1972) found that when
the receptive field of a neuron in SC covers the location of an intended saccade, the
activity level of the neuron increases just before the saccade is made. This implies that
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there is neurological evidence in favor of prior allocation of attention to the landing
position.
In another study by Moran and Desimone (1985), monkeys were able to
selectively prohibit attention to an effective sensory stimulus that was presented in the
receptive field of a neuron in prestriate area V4. The monkeys were presented with two
simultaneous stimuli - effective and ineffective - while maintaining fixation on a point
outside of the receptive field. The effective stimulus was so termed because it elicited the
driving response of the receptive field (proper color and orientation), whereas the
ineffective stimulus did not. The monkey was then directed to attend to one of the two
stimuli, without making an eye movement away from the fixation point. When the
monkey attended the effective stimulus and ignored the ineffective stimulus, the response
of the cell was high, as expected. However, when the monkey attended the ineffective
stimulus and ignored the effective stimulus, the cell did not respond, even though the
effective stimulus was within the receptive field that is known to respond to that type of
stimulus (that is why it is termed "effective"). Processing had been inhibited because the
stimulus had not been attended to. The authors describe the effect that the attenuation of
the unattended stimulus has on the receptive field: "almost as if the receptive field has
contracted around the attended
stimulus"
(Moran and Desimone, 1985, page 783). In
other words, the physical size of the receptive field essentially shrinks to the size of the
attended region.




wide in the center
of the visual field. One level beyond V4, the neurons of the IT cortex have a receptive
field size of virtually the entire visual field. The authors repeated the experiment with
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neurons from the IT area and found virtually the same,
although weaker, effect.
In
contrast, neurons in area VI, which have a very small receptive
field size (between
0.5
and 0.9) did not show the effect at all. In conclusion, the study
showed that there is a
neurological basis for the attenuation of irrelevant stimuli when the receptive
field size is
greater than 2, and the attenuation is greatest when the
receptive field size is
approximately the size of the area covered by the fovea.
In a more recent study, neurons in the lateral
intraparietal area (LIP) of the
posterior parietal cortex were found to respond only to behaviorally relevant stimuli
(Gottlieb, Kusunoki, and Goldberg, 1998). The authors defined behavioral
relevance to
mean either salience, as provided by an abruptly appearing stimulus, or task relevancy.
The neurons were not responsive when a saccade was made to a behaviorally irrelevant
stimulus that was located in the same area of the visual field as the previously located
relevant stimuli.
In summary, there is ample neurological evidence in the literature to suggest that
attention modulates sensory information that is presented to the brain. The evidence must
be reviewed with caution however because the functional significance of the neuronal
firing rate has not been established. It has been suggested that the pattern of responses
across many neurons, rather than the individual firing rate, may be more significant for
determining response (Richmond, et al, 1987). Another possibility is that the temporal
cross-correlation among individual action potentials activates the response (Gray et al,
1992). Finally, it must be kept in mind that most research on neural responses is
conducted on monkeys trained to respond to impoverished stimuli. The results may
partly reflect the skill with which researchers are able to train monkeys to respond to such
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stimuli, and may not necessarily reflect any inherent limitations of the neural architecture.
Behavioral studies conducted on humans do not suffer from the same kinds of
methodological problems and offer another approach to understanding the relationship
between attention and sensory information.
2.3.2 Orienting of attention
Despite the possibility that attention and fixation may not necessarily coincide, there is a
large body of evidence that suggests they are not completely independent either. Early
studies of the functional relationship between overt and covert orienting of attention
involved the use of eye-contingent display techniques, where text or a scene is displayed
on a monitor and may be changed contingent upon the subject's current fixation point.
McConkie and Rayner (1975) used this technique for experiments involving a moving
window paradigm for reading comprehension. As a subject read a line of text, the
sequence of valid characters (invalid characters were x'ed out) was contingent upon the
current fixation. For example, if the currently fixated character was the first
't'
in the
phrase fixation point, the experimenter could alter the display text to be xxxation pxxxx.




inclusive. The goal was to discover the relationship between the length of the
window and reading comprehension. The minimum window length before
comprehension suffers is termed perceptual span.
The most interesting result of this study was the finding that perceptual span is
asymmetric. For readers of English text perceptual span encompasses four characters to
the left and fifteen characters to the right of the currently fixated character. In this case,
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reading comprehension is identical to the situation where the entire
sentence is visible. In
general, perceptual span covers the currently fixated word
and one or two words to the
right of it.
For readers of Hebrew text, which is read from right to left, the asymmetry
is
reversed (Pollatsek, Bolozky, Well, and Rayner, 1981) and for readers of Japanese
text
the asymmetry is downward (Osaka and Oda, 1991). This suggests that an
attentional
shift in the direction of the anticipated eye movement enhances reading comprehension.
It is possible that this effect is somehow intrinsic to the reading process. Perhaps
it is a hard-wired perceptual capability, honed after many years of practice with reading.
This explanation can be ruled out because when subjects read English text backwards
(letters and words were ordered right-to-left) the asymmetry switched, favoring the left
side (Inhoff, Pollatsek, Posner, and Rayner, 1989). The asymmetry also holds for object
fixations as well as text (Henderson, Pollatsek, and Rayner, 1989). For this study,
subjects were instructed to sequentially fixate objects in a display in a fixed order. In the
preview condition, the subject fixated the first object, and the next object to be fixated
was visible in the periphery. In the control condition the next object was masked, but
became visible once fixated. The results showed a preview benefit for comprehension of
the next object to be fixated.
An asymmetric spatial window for comprehension presupposes that attention is
allocated to the location where the next saccade is likely to be targeted. Is there a
corresponding temporal window for the allocation of attentional resources?
The mandatory shift hypothesis claims that an attentional shift toward an intended
target necessarily precedes an eye movement. Kowler et al. (1995) and Hoffman and
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Subramanian (1995) offer support for this hypothesis. Kowler et al. found that when
subjects are presented with a cue (arrow) indicating the direction in which they are
required to make an eye movement, their reaction time for identifying a target (letter) not
located at the cued position increased by 50 to 70 msec. The experiment controlled for
reduced acuity due to retinal eccentricity of the non-foveal target by removing the target
before the saccade was made. The experiment showed that identification suffers when
attention is de-coupled from an eye movement. The experiment also found that there is
an upper limit on the amount of time that attention needs to be maintained on an object
for accurate saccadic landing. At some point along the "attentional operating
characteristic"
(AOC) curve, paying attention to the target ceases to improve
identification performance. Moreover, if emphasis is placed on target landing position
rather than target identification, prolonged attention to the target hinders performance.
Kowler et al. posit a temporal model to explain these results, suggesting that there is a
critical window of time during which the location of a saccadic target requires attentional
resources, and the
"go"
signal is initiated. After the window has passed, resources
become freed for identification purposes or the initiation of the next saccade.
In summary, the behavioral studies on the orienting of attention strongly suggest
that there are both spatial and temporal dimensions of visual selectivity, and that both
dimensions play some role in ease of object identification. The reading and
object-
identification tasks both showed that the impaired comprehension of items not near the
target of the next saccade is not due solely to reduced acuity in the periphery, but rather
to the lack of deployment of attentional resources there. In this sense, perceptual span
can be thought of as a perceptual layer superimposed over the physical layers of the
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retina and neural substrates of the cortex, resulting in
"effective,"
rather than physical,
foveation. It is likely that the top-down influence of perceptual span
and the pre-
allocation of attentional resources gate the acquisition of extra-foveal as well as
foveal
information for the purpose of enhancing performance
under conditions of limited neural
hardware.
2.3.3 Behavioral data on selectivity and capacity limitations
Most people have a common sense notion of what the word
"attention"
refers to. "Pay
more attention to what you are
doing"
and "this matter requires your immediate
attention"
express a desire for selectivity and priority scheduling of certain events and
activities over others. The intuition is that we have a limited ability to carry out several
activities at once, and of the potentially infinite number of possible action sequences that
we could carry out, only a small subset of those are behaviorally desirable.
It is common to think of attention as a limited capacity resource
-
more attention
applied to one thing implies that less of it is available for something else. It is also
usually assumed that selectivity is a general consequence of the capacity limitation.
These assumptions are based on intuitive notions gathered from everyday experiences.
Do the behavioral data that have been collected from attention studies bear out these
observations?
The experimental paradigm used to study selectivity issues is the filtering task.
For this type of task, the subject is briefly presented with a display and asked to identify a
specific attribute of a stimulus contained in the display. The requested attribute is usually
a color, location, or category (letter or digit). For example, a subject may be asked to
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report the identity of the only green letter from a display of ten letters presented for 1 00
msec. In this case green is the selection criterion and the reported attribute is letter
identity. The outcome of the experiment is a comparison between the different attributes
to determine the effectiveness of the selection criteria. The dependent measure is
typically reaction time or accuracy of identification.
In the 1960's Sperling pioneered the use of filtering tasks for partial-report studies
(Sperling, 1960). For these studies, subjects were briefly shown arrays of characters from
which a subset was to be selected for identification. A tone, presented immediately after
the display, signaled which characters were to be included in the subset. Sperling found
that the selection criterion of spatial location facilitated identification the most. Other
studies have also shown that selection based on location, as opposed to color or category,
is most advantageous and may be the primary selection criterion. Johnston and Pashler
(1991) used a forced-choice task that required the subject to choose a target from among
several distractors. They found that the probability of correctly identifying the target was
directly related to the ease of locating the target among a varying number of distractors
(fewer distractors made for easier location).
Other early studies found that partial-report performance was best for selection
based on location, color, size, or brightness, and worst for orientation, letter vs. digit, or
vowel vs. consonant (von Wright, 1970). The authors cited the results as indicating that
information contained in iconic memory is pre-categorical, i.e., identification at the
semantic level is not possible for brief displays.
The goal of partial-report studies was to determine which attributes make
identification easy when attention is directed to those attributes. What about stimuli that
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are not attended to? How much, if anything, is processed of items that are
ignored? In
1976 Neisser conducted a study in which subjects read every
other line of alternating
colored text. The lines comprised a complete story; and the alternate, differently colored
lines comprised another. Neisser found that subjects had little or no memory of the story
from the unattended text (Neisser, 1976). It is possible that the reduced visual acuity of
the non-foveated alternate text was at least partially responsible for this
result. However,
in a similar study, Rock and Guttman (1981) showed subjects pairs of differently colored
overlapping shapes, and after one second ofviewing time, asked the subjects to formulate
an aesthetic judgement about one of the shapes. After viewing ten such pairs, the
subjects were given a surprise shape recognition test. The shapes that were attended to
for an aesthetic judgement were reliably identified as having been presented, whereas the
unattended shapes were recognized only at chance. This occurred even when the
unattended shape had much more semantic significance than the attended shape (tree vs.
blob). These experiments provide evidence that unattended stimuli are not fully
processed, even when foveated.
The Stroop effect (Stroop, 1935) is usually given as evidence that unattended
stimuli are analyzed at least partially, and thus unselective perception is possible. The
classic experiment consists of having subjects say the ink color of a printed word. When
the color of the ink is incompatible with the word (for example, GREEN printed in red
ink) response is slower than when the ink color and the word are neutral (DOG printed in
red ink). The effect is not exclusive to reading text; it has also been observed when
subjects are asked to report the number of characters on the screen - for example, a
display of four 3's (Flowers, Waener, and Polansky, 1979). The effect has also been
35
observed when subjects are asked to report the color of a central patch that is surrounded
in the periphery by a word indicating a different color (Gatti and Egeth, 1978).
Treisman (1960) argued that the Stroop effect is not evidence of unselective
perception and can be explained by considering task relevancy, and the priming of the
unattended stimulus. The unattended stimuli are not identified at any level
- it is the task
(color naming in this case) that primes the unattended stimuli to become more salient.
The salience of the primed unattended stimuli interferes with identification of the
attended stimulus. To further this argument, it was found that merely increasing the
number of unattended stimuli causes the Stroop effect to be greatly reduced (Kahneman
and Chajczyk, 1983), which implies that the effect would be negligible for a natural
scene.
In summary, studies on filtering tasks suggest that very little, if any, processing of
unattended items occurs. Some semantic analysis may occur, but in general, only gross
physical attributes of unselected stimuli are reported. It should be noted that it is entirely
possible that complete processing of unattended items could be occurring, but the
methodological techniques used to gather the evidence are incomplete or unavailable
(Pashler, 1998).
2.4 Task-oriented vision
Visual capabilities in humans are neither general nor insensitive to context, but are
specific and tailored to the requirements of the task at hand. The requirements are
usually as minimal as necessary to ensure that the task is satisfactorily completed. For
example, it has been found that there is a wide distribution ofwithin-word target landing
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for reading text (Morgan, et al, 1990). There is no precise position
within the word that
the eye targets the saccade to land on, anywhere within the
word is sufficient for
comprehension.
Eye movements are the primary physical
means of directing overt attention to
objects of interest - head movements and postural adjustments are others. A study of
fixation patterns over time as well as space can reveal cognitive strategies that are
involved in the deployment of attentional resources. These strategies are usually
sustained at a pre-conscious level, and as such are not amenable to verbalization, yet they
can be captured and analyzed with current technology. Any functional account of the
task-oriented nature of visual capabilities would not be complete without the insight
gleaned from studies on eye movements of individuals engaged in everyday activities.
2.4.1 Task-dependency of visual scan paths
Early studies of fixation patterns stressed the importance of low-level features of the
image that guide the eye during free viewing. Hebb (1949) believed that people tend to
fixate first upon edges, lines, and comers as they scan an image, and sequentially build up
a percpetual Gestalt of the scene over time. Kaufman and Richards (1969) supported this
hypothesis with experiments designed to show fixation densities of people who viewed
simple geometric shapes. For small figures (less than
10
visual angle) subjects tended to
fixate the center of the figure and made no eye movements when instructed to simply
"look at the projected
display."
For larger figures the fixations were more scattered,
however they were always in the interior of the figure, never on the contour, as supposed
by Hebb. Subjects fixated contours only when there was a significant brightness
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difference between the two halves of the figure, with the brighter side of the figure
fixated more frequently. Subjects also preferred angles to lines, acute angles to obtuse
angles, and preferred an angle of 20. Closed figures were not fixated more frequently
than open figures; the authors speculated that perhaps this is due to visual completion of
the open figures.
The early studies were primarily concerned with spontaneous fixation patterns
during free viewing, and ignored the higher level aspects of eye movement control.
Buswell (1935) and Yarbus (1967) showed that high-level cognitive strategies are
reflected in the patterns of eye movement traces. Distinctly different patterns of scan
paths could be elicited from subjects when they performed context-sensitive tasks.
Yarbus found that when subjects viewed I. E. Repin's 1884 painting, UnexpectedReturn,
depicting a scene of several people greeting a man, a specific question posed to the
subject elicited a
"signature"
pattern of eye movements. Different questions elicited
different signature patterns. Figure 2-5 shows the painting and typical scan paths for a
subject who is formulating answers to the various questions.
Noton and Stark (1971) conducted similar studies on the task dependencies of
visual scan paths and concluded that the visual processing of natural images is essentially
serial, with specific features processed in a particular order. People tend to have a
characteristic scan path for any particular image, which is repeated for each subsequent
viewing of the same image, however there is much variation in scan paths across
different subjects viewing the same image and across the same subject viewing different
images. The authors propose a theory of pattern perception that is essentially serial in
nature
-
processing proceeds from feature to feature in a fixed order. Recognition
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follows from a growing certainty with each added
feature of the pattern, allowing
for
robust recognition despite occlusions or uncertainty due to noise. The theory
is distinct
from other early theories in that there is less
emphasis on the role of low-level features to
guide fixation patterns. If low-level control were the driving force for free-viewing,
little
difference would have been found between subjects who viewed the
same image.
Buswell, Yarbus, and Noton and Stark have independently made
the claim that
higher-









Guess what they had been
doing before the visitor's
arrival
Estimate the economic level
of the people
Remember the clothes worn
by the people
Figure 2-5 Study showing that scan paths are task dependent. Original painting of I. E.
Repin's Unexpected Return is at upper left, with five example scanpaths for a single subject who
viewed the painting while being asked to formulate answers to the various questions. From Palmer,
1999 and Yarbus, 1967.
2.4.2 Limited memory representations
A single fixation yields only a tiny amount of high-resolution information from the visual
field because of the limited size of the fovea. The rest of the available information is
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located in the periphery, where resolution is low. It is possible that a sequence of
fixations across a region of space builds up the perception of a high-resolution field of
view everywhere. However, studies have shown that very little memory of visual events
is retained from one fixation to the next (Irwin, 1992). The perception of a large, high-
resolution field of view is mostly an illusion, albeit an ecologically useful one. It has
been suggested that this perception is a reflection of our intuition that we may access
information from anywhere in the visual field at high-resolution any time we choose to
do so, merely by moving our eyes in that direction (Pashler, 1998). Perhaps it is not
necessary to retain detailed information in memory from sequential fixations
-
our
perception that we do so is adequate.
Recent studies have shown that the visual-perceptual system prefers to maintain a
limited internal representation of physical objects in the world, and uses the environment
as an external source to be accessed only when necessary. Ballard, Hayhoe, and Pelz
(1995) studied the visual strategies employed by subjects when they are required to copy
a pattern of colored blocks from a model to a workspace. The instruction was simply
"copy the model pattern as quickly as
possible."
The display consisted of a model area, a
resource area from which the subject could select blocks as needed, and a work area
where the assembly of the copy took place.
On average, the number of fixations in the model area was 1.6 per colored block,
and was somewhat lower (1 per block) when the experiment was repeated with single
color blocks. The results showed that the subjects did not rely much on memory of the
model to build the copy, but rather checked the model frequently to get the required
information. The strategy most frequently chosen was that of a relatively
"memoryless"
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sequence of actions, in that separate fixations were used to identify the color of a block
and the location of that same block, rather than remembering them together as a
unit.




- that is, one in which a reference or pointer to the
information is maintained rather than the entire structure. It may be an efficient strategy
to encode only the information that currently has meaning and maintain a limited
internal
representation by using the environment as an external memory source. In a similar
study ofmemory representations during a complex visual task, Gajewski and Henderson
(2003) found that subjects made limited use of visual short-term memory when
comparing images for difference judgements. Subjects typically relied on visual
information directly from the scene to make the same/different judgements, rather than
relying on conceptual information about the objects in the scene.
The phenomenon of change blindness is another example of limited internal
representations. Change blindness occurs when large-scale changes in a scene go
undetected by the observer as the result of a blink, saccade, or some other visual
transient. For example, if two nearly identical images are shown in rapid succession, a
large-scale change between them will be readily observable. However if the images are
placed side-by-side, or shown in succession after a time lapse of several hundred
milliseconds so that apparent motion between the two images cannot be observed, the
change is much more difficult to detect. Both images may have to be scanned repeatedly
before finding any differences between them.
Change blindness has been explained by suggesting that attention is prevented
from being focused on the change due to the distraction caused by the visual transient.
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The result could be from a masking or resetting of the internal representation of the world
(Rensink, O'Regan, and Clark, 1995).
Not only are mental images unreliable, they are also sparsely encoded and contain
only information that is of central importance. This suggests that while low-level
features such as edges and luminance differences may be required for encoding visual
primitives in the early stages of processing, it is the higher-level processes of cognition
that dictate what is actually retrieved from memory and used for decision-making.
It is possible that even information from the fovea is not always maintained in
memory at high-resolution, or possibly any resolution at all, despite the retinal
representation. Evidence of this possibility is supported by the observation that people
frequently fail to detect changes even when the changed area is directly foveated.
Further, it is possible that attention is allocated over the visual field in a flexible manner,
depending upon the demands of the task. For example, attention may be dispersed
broadly over the field for a task that requires detecting change, and narrowly over the
field for a search or manipulation task. Dispersed attention improves the odds of
detecting the target when there is a high degree of uncertainty as to where the target is to
be found, whereas focused attention is more advantageous when the location of the target
is readily available. For the blocks-copying task, the color and position of a block were
typically picked-up (figuratively) with two separate fixations, rather than a single
fixation. If the first fixation is for location, then the subsequent fixation for color
becomes relatively inexpensive because the location is known with a high degree of
certainty. A narrow focus of attention is the more advantageous strategy in this case
because of the dual-demands ofhigh accuracy coupled with inexpensive access.
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In this light, attention can be thought of as a perceptual layer superimposed
over
the physical layer of photoreceptors and neural receptive fields. This formulation allows
for limited neural resources to be meted out efficiently according to the demands
of the
task. Further evidence supporting this idea is given in the following section,
which
describes the interaction between vision, attention, and action during the execution of
natural tasks in an extended environment.
2.4.3 Natural tasks
Recent developments in portable eye-tracking have made the study of oculomotor
behavior during natural, everyday tasks feasible. Land, Mennie, and Rusted (1999)
monitored
subjects'
eye movements while they performed the familiar, over-learned (for
them) task of making a cup of tea. The setting was an ordinary yet unfamiliar kitchen,
where the subject had to search for the necessary items to complete the task, monitor the
level of liquid while pouring, and manipulate various objects at the appropriate time. The
study showed that the eyes monitored virtually every action that was necessary to
complete the task. Nearly all of the fixations (over 95%) were directed to objects that
were relevant for the sub-task currently being executed. This is a consequence of the
goal-driven behavior of the subjects, and is an example of task-relevancy described
earlier by Buswell (1935) and Yarbus (1967). Low-level features of objects may be
important for determining which parts of the scene are fixated next for free-viewing, but
not for everyday behavior that requires formulating a plan of action.
In addition to fixations being tightly coupled to the specific task, visual routines
are also special-purpose and eschew an explicit, detailed representation (Hayhoe, 2000).
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General-purpose routines would be computationally inefficient and would require more
memory than perhaps is available. Routines can be thought of as highly serialized
procedures that are executed during extended behavioral sequences, an example ofwhich
would be the making of a peanut butter and jelly sandwich. For this type of task, various
levels of temporal complexity can be described (Hayhoe, 2000). The top-most level
consists of planning a sequence of goal-oriented actions, and extends over a time course
of tens of seconds. The intermediate levels are more specific and correspond to actions
that support the overall goal. Examples of mid-level action sequences are locating an
object, guiding the hand for pick-up, or monitoring a state. These actions occur over a
time scale of several seconds. Interestingly, a mid-level sequence is very similar across
subjects despite vague instructions (Hayhoe, 2000). The lowest level representation is
that of the individual fixations, the sequencing of which is determined by the selection of
the appropriate visual routine. The routines are then combined together and compiled
into task-specific behavior.
Pelz and Canosa (2001) provide further evidence that the temporal sequencing of
eye movements is critical for describing visual representations. When people are given
the over-leamed yet complex and multi-step task ofwashing their hands in an unfamiliar
washroom, high-level perceptual strategies become evident from the eye-tracking data.
For example, the subjects showed a strong tendency to look ahead to objects that were
not relevant for the sub-task currently being executed, but would become relevant in a
future sub-task (e.g., looking at the soap dispenser before turning on the water). This
strategy gives evidence that the sequencing of fixations is based on a desire not only to
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maximize task efficiency, but also to create the perception of an
environment that is
temporally, as well as spatially, coherent.
The look-ahead fixations did not include guiding fixations, which are typically
reported to occur approximately one-half second before an object
manipulation (Land,
Mennie, and Rusted, 1999). The look-aheads typically occur on the order of five to ten
seconds before the eventual manipulation of the object. Also, a control task showed that




dependent. The control task consisted of filling a cup with water in the same bathroom
used for the actual task, and enlisted virtually the same visual input from the scene as did
the actual task. The major difference between the two tasks was that filling the cup did
not require any eventual use of the soap. Therefore, if no look-aheads were made to the
soap dispenser for this task, but were made for the hand-washing task, then the
look-
ahead fixations must have been related to the task ofwashing one's hands. Indeed, this
was the case; subjects made an average of 3.6 look-ahead fixations per trial for hand
washing, and only 0.6 look-aheads per trial for filling a cup with water.
It is important to study eye movements in the context of natural tasks, and also in
an extended environment, where the results are not dependent upon constrained
laboratory trials with impoverished stimuli. The results from the experiments described
in this section emphasize the role that vision and attention have in everyday life, and
underscore the view that vision is a tool, not a laboratory task. The implications are far-
reaching
-
not just for vision researchers, but also for developers of artificial vision
systems. An understanding of how attention modulates visual abilities, and how those
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abilities are subject to high-level, task-oriented goals, can offer insight for the design of
efficient artificial systems.
2.5 Computational modeling of visual attention
Computational models of visual attention generally fall under one of four broad
categories - hierarchical models, connectionist models, graphical models, and saliency
models. Any particular model may have attributes from more than one, or perhaps all, of
the general categories. The following sections offer a brief introduction to some of the
recent attempts that have been made to create computational models of visual attention.
It is not meant to be an exhaustive study of all such models, but rather a means to
highlight some of the various techniques that have been employed to simulate human
selective perception.
2.5.1 Hierarchical models of attention
An image can be represented as a hierarchy of information, where each level of the
hierarchy consists of the image at a particular resolution. The lowest level of the
hierarchy is the image at the highest resolution, and each subsequently higher level is a
low-pass version of the previous level. Information from the highest level can be used to
select a subset of the higher resolution images, effectively acting as a gating mechanism
to eliminate unnecessary processing of the lowest level data.
Sandon (1990) implemented a hierarchical architecture and used it to simulate
visual search and pop-out. Four resolution levels were used in addition to an attentional
layer that operated separately on each of the four levels. Attention was guided by
detecting various features in the image that activated a response in the attentional array at
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each level. At the lowest level, oriented lines and edges were used as
features. At the
higher levels, perceptual grouping according to the rules of symmetry,
co-linear or
parallel lines, and adjacent line terminators was used. The higher
level features
essentially gated the acquisition of features from the layers below, depending
on the
spatial frequency of the presented target. A simulation showed that
the model was
consistent with the psychophysical data on parallel visual search, i.e., the model exhibited
pop-out.
Oram and Perrett (1994) created a hierarchical model of object
recognition that is
based on the neurobiology of the primate visual system. The
model simulated processing
in seven hierarchically arranged major cortical areas, and consisted of four
computational
stages across the seven areas.
Culhane and Tsotsos (1992) used an "attentional
beam"
that operated on a small
portion of the image at every level of the hierarchy simultaneously. The purpose of the
beam was to guide the selection of regions of interest, allowing those regions to pass
through the hierarchy and ignoring the irrelevant regions.
Lindberg (1993) used a scale-space primal sketch to detect blob-like regions of
interest in images. The primary problem that was addressed was that of detecting the
appropriate scale, as well as the region of interest, in the absence of any a priori
information. The solution was to use a multi-scale representation of shape, where
features and the relationships between the various features are maintained across scales.
Any blob-like structure that is stable in scale-space is likely to be a significant region of
the image and can be attended to.
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2.5.2 Connectionist models of attention
A connectionist model is a computational network that consists of many non-linear
elements operating in parallel to perform pattern recognition or classification. The
elements are connected to one another with associated weight vectors, where each
individual weight may change during a training phase to improve the performance of the
system. This allows the system to either learn a pattern under supervision (when the
target is known in advance) or converge to a solution under non-supervised training (as in
clustering, when the target is unknown). Often, the arrangement of the elements is
similar to that of a biological neural network, and the pattern recognition can mimic that
ofbiological perception.
Mozer and Sitton (1996) created a basic model of object recognition using a
neural network and an attentional mechanism. The goal of the network was to recognize
letters of the alphabet. A simulation found that without an attentional mechanism,
interference between processing from different parts of the scene prevented the system
from reliably recognizing multiple complex stimuli. The solution was to use an attentive
selector to reduce the interference.
The model was arranged as a hierarchical feedforward network, and consisted of
several stages that responded to increasingly more complex patterns as well as wider
areas over the scene. As the number of stimuli in the scene increased, the performance of
the system dropped due to interference from nearby stimuli. The solution was to use an
attentional map in addition to feature maps, in order to direct processing to relevant parts
of the scene. The attentional map used both exogenous, or sensory input, and
endogenous, or expectational input. The output was determined by multiplying the
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activity of the feature units by the activity of the attentional unit, thereby promoting
the
attended information while suppressing the unattended information
of nearby stimuli.
This technique ultimately reduced interference and enhanced
recognition.
Happel and Murre (1994) designed a modular neural network that used a
genetic
algorithm for learning. The architecture consisted of a multi-layer hierarchical network
with several separate modules. The different modules allowed for the specialization of
function that would improve the learning rate. A case study that involved the
categorization of unconstrained handwritten digits showed that the modular approach
improved performance over the non-modular approach.
Many neural networks that have been used for simulating an attentional
mechanism have been inspired by neuroanatomical constraints. Jackson, Marrocco and
Posner (1995) created a simulation of the extrinsic connections from the basal ganglia,
and the three anatomical networks that are believed to be involved in selective perception
- the orienting network (posterior), the target detection network (anterior) and the
vigilance network. The artificial network consists of two reverberating circuits
comprised of nodes that compete with their neighbors for a winning signal. A pathway is
then established between the anterior and posterior attentional fields, and acts as an
attentional amplifier.
Rao and Ballard (1997) created another neurobiologically inspired network for
the visual recognition of objects. This network simulated the occipitotemporal pathway
(VI - V2 - V4 - IT), with hierarchically organized maps of receptive fields that become
larger as the hierarchy is ascended. At each level the outputs of spatially adjacent
modules are combined, with feedback pathways from the higher levels to the
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intermediate levels to allow for top-down influence. This architecture allowed for the
modulation of noisy lower-level modules and provided the means for amodal
completions during partial occlusions.
The synaptic weights were initialized to small random values, and a learning rule
was used so that the weights could be adapted in response to novel input stimuli.
Feedforward and feedback matrices modulated the interaction between the bottom-up and
top-down information at each of the intermediate levels. The matrices were trained using
128 x 128 grayscale images of five objects. Each image was split into four equal
subimages of size 64 x 64 and fed into the four modules of the level one layer as input.
After training, eight grayscale images of natural outdoor scenes were tested for
recognition of the objects that the network had been trained on. The system simulated
free viewing by making random eye movements across the scene in order to improve the
possibility of detecting an object. The authors suggest that the operation of the network
can be compared to that of a hierarchical form of the extended Kalman filter, due to the
use of the algorithm as a form of multi-scale estimation of objects. The algorithm
worked well for recognition, particularly in the case of partially occluded objects or noise
in the image.
2.5.3 Graphical models of attention
The purpose of using a graphical model is to enable the formulation of a belief given
some observation in the image, where the belief is in the form of a probability. Graphical
models use well-established mathematical constructs from graph theory, and can be
thought of as combining aspects ofboth graph theory and probability theory.
50
Many different types of graphical models are in use, including
Bayesian models,
mixture models, factor analysis, hidden Markov models, and
Kalman filters. In general,
graphical models are graphs in which the nodes represent random variables
and the arcs
represent the conditional independence assumptions that exist between the
nodes. The
graph may be undirected, in which case they are called
Markov Random Fields, or they
may be directed, as in Bayesian networks. Bayesian networks are
acyclic in addition to
being directed. They are also considered to be the more general case
ofmany other types
of graphical models; for example, a Dynamic Bayes Net is another
name for a Kalman
filter.
Levitt et al. (1989) used a Bayesian network for the recognition ofmilitary
units
in low-resolution aerial images. Initially, the network nodes consist of a priori
information about objects that are being searched for in the image. An object model
supplies the a priori information and specifies the components of the objects, as well as
the relationships between the various components.
The network is grown dynamically (at run time) by examining the evidence nodes
that are instantiated from the image, propagating the evidence, and comparing the
conditional probabilities to a model of the object. A top-level control loop drives the
recognition process: actions are executed, evidence is accumulated, probabilities are
computed, the network is updated, the utilities of possible future actions are computed
and prioritized, and the highest priority action is selected for execution. The utility of an
action is defined as the value of that action minus the costs associated with the action.
Cost is measured in units of processing time and value is derived from previous system
performance.
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Agosta (1990) created a Bayesian network that was used for object recognition.
The model was based on the object's geometric properties and a functional description of
those properties. This allowed a prediction to be made about the appearance of a
particular object. The causal relationship between the geometric properties is based upon
a hierarchical arrangement of sub-assemblies of object parts. For example, objects are
composed of shapes that are in rum composed of surfaces in 3D, that are composed of
regions in 2D, that are ultimately composed of edges and patches in images. The edges
and patches are observed in the image and provide evidence for the nodes. Higher-level
properties can then be inferred from the evidence nodes, according to conditional
probabilities. At the highest level, information from lower levels allows a hypothesis to
be made about the presence or absence of a particular object in the image.
More recently, Piater and Grupen (2000) used a similar method for object
recognition. The algorithm starts out by detecting primitive features in the image using
local image descriptors. The descriptors are derivatives of 2D Gaussian functions that
have a steerable basis for rotational invariance. The primitive features are combined into
compound features using a pre-defined set of rules. The method also uses an incremental
supervised learning algorithm that enables features to be generated adaptively.
Rimey and Brown (1992, 1994) developed an interesting use of a Bayes net for
visual recognition. The goal was to create a system that could give a reasonable answer
to a qualitative question about a scene (is the table setting formal or informal?). The
technique incorporated a control mechanism into the net to decide where to move the
camera next, in order to accrue enough evidence to give an answer. In addition to camera
movement, a moving fovea within the camera image was used to restrict image
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processing to only selected areas of the image that had the
highest expected utility. The
utility function is specific for a particular action, a, and also specific
for the type of task
being performed:
U(a) = V(a) / C(a) C2"1)
where V(a) is the value, or usefulness of the action, and C(a) is the cost of
the action in
terms ofprocessing time.
The implementation included twenty possible actions that are
associated with
seven objects. The actions are either peripheral, when the camera is moved to the
center
of a potentially useful object using an expected area net, or foveal, when
verification is to
occur. The authors also suggested incorporating a
"look-ahead"
mechanism into the
utility function to enhance the evidence capabilities of the system:
U(a) = ( V(a) + V(p) ) / ( C(a) + C(p) ) +HlA U(X) (2-2)
where p is an action from the set of all possible future actions that has the highest
expected utility, and A U(X) is the reduction in the cost of processing future actions due
to the reduction in size of the expected area net. H is a gain term between 0 and 1 and is
used to determine how heavily to weight the second term.
The system was tested using the task domain of table settings. The system was
required to answer the question, "Is the table set for a formal or informal
meal?"
The a
priori probabilities for the hypothesis (root) node were given as P(formal) 0.590 and
P(informal) = 0.410. After the iterative execution of 13 actions (10 peripheral and 3
foveal), the system produced the belief that the setting was formal with P(formal) = 0.974
-
an observation that most human observers would have agreed with.
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It is clear from this example, as well as from the studies discussed earlier, that the
successful deployment of limited processing resources requires a means of separating the
decision-making process from the knowledge representation. This is particularly the case
when the goal is to control selective perception using an attentional mechanism.
2.5.4 Saliency models and guided-search models
Section 2.1 introduced the saliency map as a way of describing the relationship between
the various components of a scene according to their relative importance to the viewer.
The map is a topographic depiction of the scene, where regions of high salience
correspond to the more perceptually important areas. Computational models of saliency
attempt to describe an image in terms of the most visually conspicuous regions, and
correlate those regions to viewing behavior. There currently exist two approaches to
modeling the effects of saliency on viewing behavior
- the bottom-up, or stimulus-driven
approach, and the top-down, or task-dependent approach.
The stimulus-driven approach begins with a low-level description of the image in
terms of feature vectors, and measures the response of image regions after convolution
with filters designed to detect those features. Rao, Zelinsky, Hayhoe, and Ballard (2002)
used oriented spatio-chromatic filters at various levels of spatial resolution to create an
iconic representation of the scene. Visual search for a target is represented by comparing
a top-down iconic representation of the target with a bottom-up iconic representation of
the scene at the multiple scales. A single saliency map is constructed that guides the
targeting of saccades by comparing the response of the iconic target with the values in the
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saliency map. The model performed well
when compared with
human subjects
performing the same search task under natural viewing
conditions.
Itti and Koch (2000), and later Parkhurst, Law, and
Neibur (2002) also used
multi-resolution spatio-chromatic filters to detect color, luminance, and
oriented edge
features along separate channels. A static image
is processed in parallel along the three
channels, and the output is summed to form a final map
of saliency values.
Regions of
high salience indicate the location of potentially important
features in the image. This
stimulus-driven model was found to be sufficient for capturing highly salient regions of
non-representational images, such as fractal patterns, and correlated well
with fixation
densities of subjects who viewed those images. It did not correlate well to the fixation
patterns of subjects who viewed more complex, natural images of outdoor city scenes,
home interiors, or natural landscapes.
In support of the stimulus-driven approach, Theeuwes (1992) found that in a
simple search task, search times were dramatically increased when subjects were
presented with distractors that differed along a single irrelevant dimension, showing that
attention can be captured involuntarily and influence the selection process. Bacon and
Egeth (1994) refuted the assertion of stimulus-driven attentional capture by showing that
goal-directed selection is able to override the salient feature singletons when specific,
known feature groupings are available. Recently, Tse, Sheinberg, and Logothetis (2002)
found that an abrupt onset of a peripheral cue did not result in an involuntary saccade in
the direction of the onset, unless the oculomotor system had already programmed a
saccade before the onset of the cue. This implies that eye movements are not necessarily
driven by events in the visual field. It was noted, however, that covert orienting of
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attention in the absence of an explicit eye movement might be occurring at the onset of
the cue.
In a recent study, Parkhurst and Niebur (2003) used the statistics of variable-sized
image patches to determine if local luminance contrast is greater at the point of fixation
than at other random points in the image. They found that luminance contrast for a patch
centered at the point of fixation was reliably greater than for a patch centered at a random





They also found that a two-point spatial correlation (one point at fixation and the other
point at a fixed radial distance from the fixation center) of intensity values revealed that
saccades are generally guided toward regions where the correlation value is low. This
implies that humans are biased toward selecting regions in the image where there are
relatively large intensity differences; in other words, people are more likely to look at
regions that have an intensity value different from the currently fixated region. The
lowest value for correlation was found at a distance ofjust over 1.
Turano, Geruschat, and Baker (2002) used the salience models of Itti and Koch
(2000) and Parkhurst, et al. (2002) to compare the oculomotor strategies of subjects with
central visual field loss (CFL) with the strategies used by subjects with normal vision.
The eye movements of subjects in both groups were monitored and recorded after they
were instructed to "find the fifth door on the left and rum to go through
it."
The authors
hypothesized that the CFL subjects would use either a strategy based on visually salient
objects in the field to find their way, or a guided-search model that includes top-down
information about the location and appearance of the target. The authors included top-
down information by considering only large, vertical structures located in the left half of
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the scene. In a recent update, Turano et al. (2003) found that the visual salience
model
performed no better than a model based on random scanning of the scene, in
terms of a
similarity score between fixation locations of the subjects and model predictions.
A
geographic model that used only expected location criteria performed
better than the
saliency model and a model that used both salience and geography performed best of all.
In summary, the currently existing models that use salience or guided
search for
predicting fixation patterns and describing selective perception are in a primitive stage of
development. The most promising avenue for improvement of these models most likely
lies in the area of incorporating task-specific behavior and higher cognitive factors such
as motivation, learning, prior experience, and expectation. Chapter 6 of this dissertation
introduces a model that incorporated features of salience, guided-search, and task-





The goal of this research effort is to investigate the high-level visual perceptual strategies
used by people in natural environments and, based on those strategies, propose a
biologically-plausible model of task-dependent selective perception. This chapter
outlines the methods that were undertaken to acquire knowledge about the visual
strategies employed by people as they are engaged in complex natural tasks.
The first section discusses why eye-tracking is useful. The second section is a
general introduction to the theory of eye-tracker operation. The third section introduces
the portable eye-tracking hardware that was used to collect data on human eye
movements during natural tasks. The fourth section describes the laboratory-based ASL
eye-tracker, including a description of the software that was developed as part of this
dissertation to process the raw data that was collected from the ASL eye-tracking
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sessions. The purpose of the software is to eliminate blinks that occurred during
the data
capture, remove raw data samples that occurred during a saccadic
eye movement, locate
fixations, and apply offset and drift corrections to the
fixations according to
the
calibration data. The processing software assures
a high-level of confidence in
the
accuracy of the results.
3.2 The benefits of eye-tracking
Eye-tracking is a means of capturing information about the
visual behavior ofpeople who
are engaged in tasks. The benefit of capturing eye movement data, as opposed to merely
asking people what they are looking at or paying attention to
while they are performing
the task, is that frequently people are not aware of the low-level visual routines
employed
during an extended sequence of actions. Table 3-1 from Hayhoe (2000)
shows an
adaptation ofNewell's (1990) temporal hierarchy ofbrain organization. This table shows
the time scales of the functional levels of the hierarchy and a description of the processes
that occur at each level. Since each functional unit of a visual routine occurs below the
level of working memory and at a time scale of 300 msec (the duration of an
average












Sensory-motor tasks, e.g. driving
Extract context-dependent information, e.g. visual search
Elemental sensory input, e.g., spatial filters
Table 3-1 Newell's temporal hierarchy of brain organization. From Hayhoe (2000) and
Newell (1990).
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An eye movement trace over time as well as space is an external manifestation of
pre-conscious thought, and an analysis of such can offer insight into both how and when
attentional resources are deployed. An analysis of the data can be used as the inspiration
for a model of selective perception and can also serve as ground-truth to verify that the
model is accurate.
3.3 Eye-tracking - theory of operation
3.3.1 Bright-pupil detection
The method used to detect eye movements for this study is based on the reflective
properties of the eye. The retina of the eye is very reflective in the red and infra-red
regions of the electromagnetic spectrum which enables a bright-pupil image of the eye to
be detected on a sensor when the eye is illuminated with a co-axial light source of the
proper wavelength. The reflection off the front surface of the cornea is known as the first
Purkinje image (also known as the corneal reflection or "glint") and can be used in
conjunction with the bright-lit pupil to detect the magnitude and position of an eye
movement. Either the pupil image or the first Purkinje image can be used alone to detect
an eye movement, but these methods will be highly sensitive to movement of the detector
on the headgear with respect to the head. To circumvent the necessity of having the
headgear severely fastened onto the head, both images are used together, and an eye
position can be detected as the absolute difference (vector distance) between the centers
of the two images.
The vector difference method works without securing the head because the
distance between the two points remains constant whenever the headgear moves but the
6i<
eye does not. The eye position is determined from the vector
difference between the
center of the pupil and the center of the corneal reflection. The
magnitude difference of
the vectors between two successive temporal samples corresponds to the
amplitude of the
eye movement with respect to the head, and a change in the angle
of the vectors
corresponds to a change in the direction of the eye. Figure 3-1 shows an
image of the
bright-lit pupil, corneal reflection, and crosshairs that
indicate the centers of those
regions.







Figure 3-1 Image of the pupil (white) and corneal reflection (black) as detected by the eye
camera. Centers are indicated by crosshairs. A slight offset between the actual centers of the images
and the displayed centers is due to a timing offset during data capture, and does not affect
calculation of eye movement amplitude and direction.
There are several disadvantages to using the vector difference method to detect an
eye movement. One is that there are now two sources of noise for the gaze computation,
one from each reflection. Related to this is the lowering of the signal to noise ratio due to
the smaller signal coming from the vector difference, as opposed to the separate signals
coming from the two points combined (Arrington, 2000). Another disadvantage of this
method is that it is sensitive to the distance between the detector and the head. As the
detector moves further away from the head, the vector difference becomes smaller for a
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constant gaze shift. This is not a problem if the detector is at a fixed distance relative to
the head. Finally, video-based methods are slower than the other methods because the
sampling rate is effectively limited by the video capture capabilities of the detector,
which is usually a 60 Hz field rate.
3.3.2 Calculation of eye position
The eye position relative to the head is determined by measuring the separation between
the center of the pupil and the center of the corneal reflection. A change in the eye
position is approximately proportional to a change in this separation. In other words,
when the eye rotates to change the line of gaze, the separation between the pupil and the
corneal reflection also changes proportionally. The exact relationship is given by:
S = k sin (9) (3-1)
The geometry is shown in Figure 3-2 below:
cornea










Figure 3-2 Calculation of the line-of-gaze. After ASL manual (1997).
The computation assumes a spherically shaped cornea. The eye line of sight
angle with respect to the eye camera and the light source is indicated by 8. K is the
distance between the center of the pupil and the center of curvature of the
cornea. Both K
and 9 are used to determine S, the separation between the
center of the pupil and the
corneal reflection. S is directly proportional to the
direction and magnitude of a change
in gaze, therefore, once a calibration is completed, S is
used to indicate the new point of
regard with respect to the scene every time the
eye moves. The computation is done in
both the horizontal and the vertical direction for either the right eye
or the left eye;
binocular information is not calculated.
Using this technique, the corneal reflection is detectable up
to approximately
50
ofvisual angle; thus, if a subject looks away from the camera at
an angle greater than 25,
the reflection is no longer detectable, and the eye position will be lost.
3.4 The VPL portable eye-tracker
The experimental approach for this dissertation consists of collecting and analyzing eye
movement data from subjects who were engaged in natural tasks. Chapters 4 and 5
discuss the results of experiments that were conducted using a custom-built portable
eye-
tracking device, and Chapter 6 discusses the results of experiments that were conducted
using a laboratory-based eye-tracking device. This section describes details of the
portable device. Many of those details pertain to both devices; thus, the next section will
describe only those details of the laboratory device which differ from those given in this
section.
The Visual Perception Laboratory (VPL) at RIT has developed a head-mounted
goggle system that is used for eye-tracking outside of the confines of the laboratory
setting. It is a video-based system that captures the coordinates of the point-of-gaze and
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displays that information as a cursor or crosshair superimposed over a video image of the
scene. The design of the goggle system is based on the Applied Science Laboratories
(ASL) model 501 head-mounted optics module, and uses the ASL E5000 eye-tracking
software to compute the position of the eye, as described in Section 3.3.2. The software
also implements a user interface program to enable system calibration and to allow for
communication with the software.
The entire hardware system used for portable eye-tracking consists of the custom
goggles headgear, a portable control unit with power supply, a Sony digital camcorder, a
Pentium PC notebook computer for running the E5000 software, an optional microphone
for recording audio, a picture-in-picture unit for superimposing an image of the eye onto
the scene image, cables for connecting the control unit to the system components, and a
nylon backpack to house the control unit, camcorder, picture-in-picture unit, and power
supply. Figure 3-3 shows the custom goggles headgear and the backpack as worn by a
subject during experimentation.
Figure 3-3 Portable eye-tracking headgear and backpack
3.4.1 The optics module and mirror
The portable headgear consists of an optics module with an eye camera, a small dental
mirror for aligning the light source with the optical axis of the eye, a scene camera, a
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small LASER used for calibration, and an external mirror
mounted on lightweight plastic
racquetball goggles. To ensure proper fit, and to eliminate unnecessary jostling
of the
components, a strap at the back of the goggles
can be adjusted.
The optics module consists of a monochrome CMOS eye camera,
a near-infrared
LED (IRED) source, a beamsplitter, lenses, and a prism.
The purpose of the optics
module is to focus an image of the right eye onto the solid-state sensor of the
eye camera
using coaxial illumination from the IRED.
Figure 3-4 shows a top view of the goggles
system, and Figure 3-5 shows the optical path for the








Figure 3-4 Top view of headgear
Babcock (2000)
Figure 3-5 Optics module
Babcock (2000)
The IRED illuminates the eye. The eye camera captures the partially collimated
beam of light that is reflected off the back of the retina because the eye camera is coaxial
with the illuminating beam. This allows the image of the pupil to be bright, rather than
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dark, and affords an easier discrimination of the pupil from the iris and other dark parts of
the eye.
A prism directs the optical path through the eye camera lens. The illuminating
beam is aligned with the camera optical axis by means of adjustment screws that rotate a
partially silvered beamsplitting mirror. The IRED housing connects to the ASL control
unit by means of two connecting leads.
External to the optics module is a small IR reflecting mirror that is mounted on
the inside of the goggles near the right eye. This mirror directs the illumination to the eye
and reflects an image of the eye back to the eye camera. The area behind the retina,
called the pigment epithelium, contains pigmented cells that are highly reflective in the
red and infrared region. When light of the proper wavelength range strikes the retina on
axis, this light is retroreflected back out of the eye along the same path, and back to the
eye camera. The inner surface of the mirror is coated with a material that is reflective in
the near IR, and transmissive to visible wavelengths. The mirror does not interfere with
the subject's view of the environment.
3.4.2 The eye camera
The eye camera sensor consists of a solid-state CMOS chip and first stage electronics for
a 60 Hz monochrome video format. The sampling rate is effectively reduced to 30 Hz
due to the averaging of two fields for each video frame. Thus, even though a sample is
recorded every 16.7 msec, the averaging effectively reduces the temporal resolution to 33
msec. Fixation durations as low as 33 msec are resolvable in freeze-frame mode if the
fields surrounding the frame in question are considered individually (not averaged), and
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there is evidence from the video that the eye moved prior to and immediately
after the
fixation. The need for this level of temporal resolution is not usually necessary
since
fixation durations are rarely less than 100 msec (Carpenter,
1988).
A Kodak Wratten 87 filter is placed in front of the eye
camera to isolate the
infrared radiation. Camera focus is achieved by rotating a telescoping focusing
tube.
The tension on the tube can be adjusted with a focus adjustment set screw.
Cables from
the camera sensor head connect directly to the ASL control unit.
3.4.3 The scene camera
The scene camera focuses an image of the scene being viewed by the subject onto a color
CMOS sensor, and creates a frame of reference for measurements of eye
line of gaze.
The camera is mounted on the goggles directly above the right eye of the subject and
points in the same direction that the subject is looking. Parallax error can be a problem if
the camera is offset a significant amount away from the eye; therefore, placing the eye
camera directly above the right eye eliminates horizontal parallax error and minimizes
vertical parallax error.




vertically for the camera lens with a focal length of 6mm. The camera position is fixed
on the goggles and is not adjustable. The sensor camera connects to the ASL control
unit. Both the scene camera and the eye camera are powered from a single 9-volt
rechargeable lithium-ion battery attached to the goggles. The original ASL head
mounted optics unit used CCD sensors for both the eye and scene camera. CCD sensors
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have a higher resolution than CMOS sensors, however they are also heavier and have a
higher power consumption, which are disadvantages for a portable system.
3.4.4 The LASER
A small, visible-wavelength LASER is mounted on the goggles above the right eye. The
LASER is used to project an image from a two-dimensional diffraction grating onto the
subject's field ofview for system calibration purposes. Since both the laser and the scene
camera are fixed relative to the head, any movement of the head during calibration will
not be visible to the scene camera, and will not affect the software capture of the target
calibration points. This allows for a robust and highly accurate computation of line of
gaze, without the need to restrain the head during calibration.
3.4.5 The control unit
The purpose of the control unit is to process the eye camera signal to find the center of
the pupil and the center of the corneal reflection. It receives video signals from both the
eye and scene cameras and uses this information to compute a line of gaze and display it
as a cursor or crosshair superimposed onto the video image of the scene.
The gray-level histogram of the eye image is thresholded at two levels to
distinguish the pupil area from the surrounding iris and the corneal reflection. The
software then computes the pupil diameter and displays it as an outline of the pupil, and
the corneal reflection diameter as an outline of the corneal reflection. Centered crosshairs
are also displayed along with the outlines
- white for the pupil, and black for the corneal
reflection, as shown previously in Figure 3-1. The control unit is powered by two
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camcorder batteries connected in series, and will run for approximately
two hours before
recharging is necessary.
3.4.6 Eye-tracker set-up and calibration
In order to run an eye-tracking experiment, the
E5000 eye-tracking software
package
must be loaded into the interface PC notebook computer, and be ready to run.
E5000 is
the software that calculates the direction of gaze, and is also the means of
communication
between the experimenter and the control unit.
The user interface program used for the portable eye-tracking experiments runs
under the DOS shell and is simple and intuitive to use. The ASL Model 501 Eye-tracker
Manual contains the complete instructions for using the interface program along
with a
detailed listing of all the available commands and options, therefore that information will
not be repeated here. However, a brief explanation of the procedure to be followed for
calibrating the system and setting up an experiment is necessary to fully understand the
system capabilities and limitations.
First, the eye and scene cameras are powered up and connected to the ASL
control unit, which is then connected to the PC notebook. The control unit is turned on
and the E5000 software is loaded. The illuminator is turned on with a software switch in
the user interface program and the subject puts the goggles on. The Velcro strap on the
goggles is adjusted for maximum comfort and to assure minimal slippage. A slight
adjustment of the external dental mirror or the optics module may be necessary to enable
an image of the pupil to be centered on the eye camera sensor and eye monitor. A
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thresholding procedure is then performed by the experimenter to facilitate the detection
of the pupil and corneal reflection outlines.
The first step of this procedure is to set the pupil and corneal reflection
discriminators using the E5000 program. The discriminators define the outlines of the
pupil and corneal reflection by adjusting the thresholds for the edge detection logic.
Discriminator values vary from 0 to 255. A value of 0 will detect no edges, whereas a
value of 255 will detect spurious noise and interpret that as an edge.
The next step is to enter the coordinates of a calibration target test pattern into
memory. This process is known as a "target
sweep."
A target pattern consists of a set of
nine points that are projected onto the subject's field of view. The points come from a
two-dimensional LASER diffraction pattern. The LASER, as discussed in Section 3.4.4,
is mounted on the goggles above the subject's right eye, and is fixed with respect to the
head. Since the scene camera is also fixed with respect to the head, any small movement
of the head during calibration will not be visible during the target sweep, making the
location of the target points fixed in the field despite small head movements. The image
of the diffraction pattern is captured by the scene camera and recorded on videotape.






Figure 3-6 Diffraction pattern used for calibration.
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The experimenter enters the coordinates of each point of the diffraction pattern
into memory by positioning a cursor over each point sequentially, from left to right and
top to bottom, and strikes the return key of the notebook computer at each point.
The final step of the procedure is to perform a calibration. Since people have
differently shaped corneas and different retinal reflective properties, a calibration routine
is required for each subject before the experiment begins and intermittently during the
experiment, as required. The subject is instructed to fixate each point of the diffraction
pattern sequentially for a few seconds. At each fixation the experimenter enters the
coordinates of the point into memory by striking the space bar of the notebook computer
at each point. A polynomial interpolation procedure is performed by the software to
calculate the position of points in the field of view that do not coincide with one of the
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Figure 3-7 Eye movement trace after calibration. The subject was instructed to look at each of
the nine target points, from upper left to bottom right, for approximately two seconds each.
3.4.7 Eye movement monitoring
Once the calibration procedure is complete, the ASL unit can be disconnected from the
PC notebook computer, and the eye-tracking experiment can begin. The camcorder is set
to begin recording a videotape of the scene, which is displayed with a cursor or crosshair
superimposed to indicate the fixation point. The notebook computer is small enough and
light enough to be left connected to the control unit and placed inside a pouch of the
backpack. This allows the raw eye-tracking data to be captured in real-time at a 60Hz
sampling rate, and that information can be stored on the computer's hard drive for later
analysis. After conversion to ASCII format, the raw data can be read as a structure with
several fields. A field of data consists of the vertical or horizontal eye position
coordinates, the pupil diameter, time code information, 16 bits of external data (XDAT),
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or one of several other parameters. Event marks can also be entered from the keyboard
during the experiment.
If the subject blinks while performing the experiment, the
point-of-gaze (POG)
cursor that is superimposed on the scene image will temporarily freeze at the
current
position for a maximum of 12 video fields (200 msec at 60 Hz). If the eye is still closed
after 200 msec the cursor will move to a default position of (0,0) and will not be visible
on the monitor or videotape. Since blinks are typically shorter than 200 msec, this
feature has the effect of ignoring blinks and eliminating any raw data that may have been
collected when the eyes were closed or the image of the eye has been lost.
When the experiment is finished, the subject can remove the goggles and
backpack, and the equipment can be powered down. The videotape is removed from the
camcorder and becomes the primary source for data analysis.
3.4.8 Portable eye-tracker precision, accuracy, and noise
The precision of the portable eye-tracker is
0.5
for a camera lens with a focal length of
6mm. The temporal sampling rate of the video and the subsequent quantization of the
digitized signal limit the precision. Figures 3-8 and 3-9 show traces of the vertical and
horizontal eye position as a function of time for the post-calibration target check data
shown in Figure 3-7. Figures 3-10 and 3-1 1 show expanded views from a small range of





































Figure 3-11 Expanded view of Figure 3-9.
Eye movements may be captured at varying rates of video field averaging. If
many fields are averaged together then the raw data will be smoothed and spurious noise
will not be interpreted as true data, however the disadvantage of overly smoothing the
data points is that small changes in eye position cannot be detected. Figures 3-12 through
3-15 show the operating noise of the portable eye-tracker, captured at 0, 2, 4, and 8 field
averaging. An ASL artificial eye was used to collect this data so that any human eye
tremor that might affect noise measurements would be minimized. The headgear with





























Figure 3-12 Eye-tracker noise, no averaging. Figure 3-13 Eye-tracker noise, two
field ave.
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Figure 3-14 Eye-tracker noise, four field ave. Figure 3-15 Eye-tracker noise, eight field ave.
The accuracy of the eye-tracker is determined by the nine-point calibration data
from each individual subject. Eight subjects were used for the portable eye-tracking
experiments discussed in Chapters 4 and 5 of this dissertation. Figure 3-16 shows the
average angular deviation from the center of each of the nine points of the calibration
target for each point, along with errors bars indicating the standard error from the mean.
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Figure 3-17 shows the same data for each subject. From this data it is seen that the
calibration suffers most in the lower portion of the field, corresponding to points 7, 8, and
9.
Ave. Angular Deviation from Calibration Points
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Figure 3-16 Average angular deviation for each Figure 3-17 Average angular deviation for each
of the nine calibration points at the start of the of eight subjects at the start of the experiment,
experiment, across eight subjects. across nine calibration points.
Occasionally, accuracy drifts over time due to slight slippage of the headgear or a
change in the lighting conditions. Therefore, it is important to periodically check the
accuracy during the experimental session. Figures 3-18 and 3-19 show the angular
deviation for each of the nine points, and for six of the eight subjects, at mid-experiment
(after approximately 20 minutes). Two of the subjects, D and G, did not perform the
mid-experiment calibration check. In general, there was a slight decrease in accuracy as
the experiment progressed. The total average angular deviation before the experiment
began was
0.87
0.1, and at mid-experiment was
0.90
0.09. The mid-experiment
deviations are not significantly different from the begin deviations.
Ave. Angular Deviation from Calibration Points
Mid Experiment - 9 Points
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Figure 3-18 Average angular deviation for each Figure 3-19 Average angular deviation for each
of the nine calibration points at mid-experiment, of six subjects at mid-experiment, across
nine
across six subjects. calibration points.
3.5 The ASL model 501 eye-tracker
Applied Science Laboratories has developed an eye-tracker designed to be used within
the confines of the laboratory setting. The ASL system is video-based and head-
mounted, yet allows the subject to move his/her head freely during the experiment. The
theory of operation of the model 501 is identical to that of the portable eye-tracker, as are
most of the system components, therefore only those features that differ from the portable








Figure 3-20 ASL model 501 eye-tracker.
3.5.1 Integrating head movements
The most significant difference between the portable system and the ASL system is that
the raw data collection capability of the ASL system integrates the horizontal and vertical
position of the eye with the position and orientation of the head in space. The result, after
defining the coordinates of one or more scene planes, is gaze position with respect to the
display plane. Gaze position is defined to be the integration of eye-in-head and
head-
position & orientation.
The eye-head integration is performed by using the output from the eye-tracker in
conjunction with a Polhemus 3-Space Fastrak magnetic head tracker (MHT). The MHT
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consists of a fixed transmitter placed near the subject, and a receiver (sensor)
that is
attached to the headband of the eye-tracker. The display plane is defined by measuring
its position and orientation with respect to the transmitter, and fixations on the
screen are
recorded as (x,y,z) for position, and azimuth, elevation, and roll angles for
orientation.
Gaze position is then calculated as the (x,y) intersection of the line-of-sight
with the
display plane.
3.5.2 ASL eye-tracker precision, accuracy, and noise
The precision and noise characteristics of the ASL laboratory-based eye-tracking system
is identical to that of the portable system, since they are both based on the same system
components. The accuracy, however, again depends upon the calibration fidelity for each
individual subject.
Eleven subjects participated in the eye-tracking session that used the ASL system,
the details of which are discussed in Chapter 6 of this dissertation. A calibration
procedure was performed for each subject before the experiment began, and checked at
the beginning and end of the experiment. To perform the calibration, a grid of nine
points was projected onto a 50 inch Pioneer Plasma Display PDP-503CMX that displayed
a series of images that were viewed by the subjects. The screen size was 1280 x 768





vertically at a viewing distance of 38 inches. At this
distance, approximately 21 pixels cover
1
ofvisual angle.
The subject was instructed to hold his/her head steady while fixating each of the
nine points sequentially. To reduce head movement during calibration, a semiconductor
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laser that is mounted to the headband of the eye-tracker projects to one of the nine points
on the screen. The subject was asked to maintain the projection of the laser on the point
during calibration. After calibration, the head was free to move, and the calibration
accuracy was checked. Figure 3-21 shows the average angular deviation with standard
error bars for each of the nine points for all eleven subjects at the start of the experiment,
before and after offset and drift correction. Figure 3-22 shows the average angular
deviations at the end of the experiment. Figures 3-23 and 3-24 show the same
information for each subject for all nine points at the start and end of the experiment.
The large error from subject J in Figure 3-24 is probably due to a sudden shift of
the headgear towards the end of the experiment, rather than a gradual drift. This is
evident from the large increase in the deviation after correction at the beginning of the
experiment. A future implementation of the correction software should identify sudden
shifts from the raw data, and apply the correction to the post-shift data only.
The total average angular deviation at the start of the experiment was
0.82
0.06
before the offset and drift correction and
0.73 0.06
after the offset and drift
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Figure 3-21 Deviations from calibration target
points at the start of the experiment, before and
after correction across eleven subjects.






Figure 3-22 Deviations from calibration
target
points at the end of the experiment, before
and
after correction, across eleven
subjects.
Ave. Angular Deviation from Calibration Points
Start of Experiment
Figure 3-23 Deviation from calibration target
points at the start of the experiment, before and
after correction, across nine points.
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Figure 3-24 Deviation from calibration target
points at the end of the experiment, before and
after correction, across nine points.
3.5.3 Estimation and correction of accuracy loss
A correction algorithm was developed and applied to the raw calibration data to improve
the accuracy of the experimental results.
A decrease in eye-tracker accuracy can be classified under two general types:
offset errors and drift errors. Errors due to offset occur when the calculated gaze location
in the scene is offset a random amount from the actual gaze position. Offsets can be
partially corrected by estimating the average amount of offset per eye-tracking session,
and subtracting this amount from each fixation. Errors due to drift occur when the
calculated gaze location changes as a function of time as the experiment progresses.
Drift is usually the result of the headgear slipping or twisting on the subject's head during
the experiment, and can be detected and corrected if the exact rate of drift is known. If
the rate is not known precisely, then an estimation algorithm can be used to correct for
drift error. The correction algorithm is described as follows:
1 . Using the begin experiment calibration check data, find the horizontal and
vertical distance between the center of each calibration fixation and the
known center of the calibration target point for all nine points. Do this
also for the end calibration check data.
2. Attempt to detect a global drift:
2.1 Calculate the difference between the begin distances and the end
distances both horizontally and vertically for all nine points.
2.2 If all nine points have the same sign, then a probable drift is
detected.
2.3 If a drift is detected, then use the sign of the drift to determine the
direction of the drift, else go to step 4. For horizontal distances, if
the sign is positive, then the drift is to the left. For vertical
distances, if the sign is positive, then the drift is up.
2.4 Take the minimum absolute value from step 2.1 to be the estimated
drift.
3. If a global drift is detected, then subtract the estimated drift amount from
the end distance of all nine points.
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4. Average the begin and end distances for each of the nine points.
The
average is the amount of offset that will be applied to any fixation
that
falls within a window centered on the calibration target point.
5. Report the offset and drift values to the fixation finder so that they may be
used to determine the amount of error correction to be applied to each
fixation location. Note that there will be eighteen offset values (nine
horizontal and nine vertical) and two drift values (one
horizontal and one
vertical). Any of these values may be zero, and the sign of the value
indicates the direction of error.
3.5.4 Fixation finding
One of the advantages of the ASL system over the portable system is that the integration
of the eye-in-head and head-in-space information allows for the calculation of the point
of gaze with respect to a fixed viewing plane. This allows the raw data that is collected
during an eye-tracking session to be processed and analyzed in a fixed coordinate system
so that fixation locations, fixation durations, and saccade lengths can be extracted directly
from the raw data. Data analysis for the portable system requires a human operator who
must view each frame of the videotape and record the position and any movement of the
eye on the scene manually. The integrated eye-head data that is available from the ASL
system allows this analysis to be automated.
As part of this dissertation, software was developed to extract the x-y coordinates
of a fixation sequence as well as the duration of each fixation from the raw data that was
collected for each experimental session. The algorithm is described as follows:
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1 . Extract the raw data for a single image of the experiment.
2. Eliminate blinks and track losses by discarding any raw data that falls on the
edge of the viewing plane. Track losses usually manifest as cursor positions
that go beyond the boundaries of the display area.
3. Establish an initial cluster containing only the first raw data point.
4. For each raw data point after the first, find the Euclidean distance in pixels
between that point and the point immediately preceding that point.
4. 1 Determine the velocity between the two points in degrees/second:
Velocity=(distance in pixels) x (degree/22 pixels) x (field/0.0167 seconds) (3-2)
4.2 Define a velocity threshold (110/second typically, but may be
adjusted according to level of noise in the data). If the velocity calculated in
step 4. 1 is greater than the threshold, then a new saccade has been initiated,
so assign this data point to be the first member of a new cluster of data points.
If the velocity calculated in step 4. 1 is less than the threshold, then assign this
data point to the previously established cluster of data points.
5. Find the centroid of each cluster. The location of the centroid is the
uncorrected x-y location of the fixation, (Fxu,Fyu).
6. Find the fixation duration by multiplying the number of members in each
cluster by 16.7 msec.
7. Determine if the cluster consists of data points collected during the execution
of a saccade by discarding any clusters with fewer than four data points
(fixation duration less than 60 msec).
8. Eliminate the first fixation for each image viewed
- it is likely to be a fixation
that is a remnant from the previous image displayed.
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9. Adjust each fixation location for offset and drift:
9.1 Determine the viewing sequence
number of the image as an index
(idx).
9.2 Assign the amount of drift for this image to be a linear function of
the viewing sequence number
and the horizontal (Hdr) and vertical
(Vdr)drifts that were calculated from the error correction
algorithm:
Hdrimage = (idx / total_number_of_images) x Hdr (3-3)
Vdrimage = (idx / total_number_of_images) x Vdr (3-4)
This assumes that the drift was constant over time, i.e., that the
headgear was not suddenly jolted out ofposition.
9.3 Assign an offset for each fixation from the horizontal (Hoff) and
vertical (Voff) offsets that were calculated from the error
correction algorithm. The particular offset assigned will depend
upon the target calibration point window that the fixation falls into.
9.4 Calculate the corrected fixation location, (Fxc,Fyc):
Fxc = Fxu - Hoff + Hdrimage (3-5)
Fyc = F^
- Voff + Vdrimage (3-6)
Figures 3-25 depicts an image with an overlaid plot of the raw data collected from
an eye-tracking session for one subject who viewed this image. Figure 3-26 depicts the
same data after the fixation finding and error correction algorithms have been applied to
the raw data.
85
Figure 3-25 Raw ASL eye-head data
Figure 3-26 Fixation locations after error correction.
After the experiment is completed, and the fixation locations have been corrected,
the eye movement data that has been collected can be analyzed to extract information
about visual perception and behavior at the level of eye movements. Chapters 4 and 5 of
this thesis describe and discuss several experiments that were performed with the portable
eye-tracking system. Chapter 6 describes and discusses one experiment that was
conducted with the ASL eye-tracker, and uses the information from that experiment as






Describing a task in terms of visual routines provides a means for understanding how the
discrete components that comprise visual selection interact to promote goal-oriented
behavior. For example, a complex routine such as washing one's hands can be
decomposed into smaller sub-routines such as reaching for the soap, rubbing the hands
together, and turning on and off the water faucet. A visual routine refers to the pattern of
eye movements made during the execution of a particular task and can be used to
characterize the behavioral aspects of that task at a level below conscious awareness.
Hayhoe (2000) has suggested that visual routines may promote cognitive
computational efficiency because the routines are specific to a particular behavioral
strategy. A sub-routine such as reaching for a knife while making a peanut butter and
jelly sandwich may call into action the same sub-routine as reaching
for a screwdriver to
fix a loose screw. The brain does not need to re-compute the required strategy
for
reaching behavior in each case, but it does need to know the
difference between reaching
for a knife and spreading the peanut butter with it.
Visual routines are inherently hierarchical in nature in the sense
that they can be
described at an arbitrary level of detail, from the highest level of the
task itself ("I am
washing my hands") to the lowest level of biochemical changes in
neurons. Verbal
report is often used to describe the higher levels of the hierarchy, however a verbal
description at the level of eye movements is not feasible, and eye movement monitoring
methods must be used. Also, while it is true that visual capability is not required for
many complex and over-learned tasks such as washing
one's hands or making a
sandwich, studies have shown that constant visual monitoring of the environment is
almost always evident (Land, et al, 1999).
Evidence exists to promote the idea that visual sub-routines can be characterized
by low-level eye movement metrics (Pelz, Canosa, et al., 2000). In one experiment, two
subjects were given the task of building a model of a toy rocket using written and
illustrated instructions while their eye movements were recorded. When low-level
metrics such as mean fixation duration and mean saccade length are considered, three
major sub-tasks could be identified - reading the instructions, searching for the parts, and
manipulating the parts. Figure 4-1 shows the distribution of fixation durations for the
three sub-tasks. Manipulations elicited no fixations shorter than 133 msec, while many
were greater than one second. Reading showed the opposite trend, and searching tended
to be between the two.
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Figure 4-2 shows the temporal patterns of fixations followed by gaze change
intervals for each of the three sub-routines. From this figure, it is apparent that reading is
characterized by regular intervals of fixations followed by gaze changes, whereas
searching is characterized by relatively short fixations followed by long periods of gaze






























Figure 4-1 Relative frequency of fixation durations for subjects JB and JP for Reading, Search,

























Figure 4-2 Fixation sequences for three sub-tasks in the rocket-building task
- Reading,
Search, and Manipulations. Bars indicate periods of fixation, spaces indicate gaze changes
between fixation points. From Pelz, Canosa, et al., 2000.
The rocket-building experiment showed (albeit with limited data) that it is
possible to characterize visual sub-routines in terms of low-level metrics such as mean
fixation duration and temporal fixation patterns. If a temporal or spatial pattern is unique
to a particular sub-routine and consistent, then that pattern can be used as a feature to
distinguish between different sub-routines. If the pattern for a sub-routine is re-used in
many different high-level behavioral contexts, then the hypothesis that humans use
modular and re-useable sub-routines is supported. This further supports the hypothesis of
Hayhoe (2000) who suggests that the human brain is organized in such a way as to make
cognitive computations efficient by exploiting the inherent predictability of a routine.
The apparent intractability of predicting eye movements in natural environments and
during the execution of real tasks may become tractable if the spatial and temporal
patterns from low-level metrics of the sub-routines are considered.
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4.2 Method
An experiment was conducted that monitored
subjects'
eye movements as they
performed nine everyday tasks in a natural environment, using the VPL portable
eye-
tracking system, as described in Section 3.4. The tasks included:
1 . Walking along a hallway (no other imposed task)
2. Having a face-to-face conversation with another person
3. Having a telephone conversation with another person
4. Sorting a deck of playing cards placed on a table according to face value
and suit
5. Sorting a pile of 38
LEGO
blocks placed on a table into groups according
to both color (white, black, red, green, blue, and yellow) and size (small,
medium, and large)




wall-mounted poster from a distance
of approximately
5'
7. Reading a paragraph from an8 'Ax 11 sheet of paper held approximately
12 inches away
8. Counting the number of dimes in a pile of change (7 dimes, 9 quarters, and
4 nickels) placed on a table
9. Counting the number of red blocks in an abstract
LEGO
model (large
blocks - red, yellow, green, blue, and white) placed on a table
Figures 4-3 through 4- 1 1 depict one frame from a video sequence for each of the
tasks, showing the environment as viewed by the subject. An image of the eye is
superimposed in the upper right comer of each scene image, and crosshairs indicate the





Figure 4-3 Walking along a hallway Figure 4-4 Having
a face-to-face
conversation
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Figure 4-7 Sorting blocks Figure 4-8 Reading poster
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Figure 4-9 Reading form Figure 4-10 Counting change
Figure 4-11 Counting red blocks
Eight subjects between the ages of 20 and 40 with normal or corrected to normal
vision were recruited (7 males, 1 female) and performed the nine tasks as part of a larger
experiment that lasted approximately 45 minutes. The calibration accuracy of the eye
tracker for these subjects is given in Chapter 3, Section 3.4.8 and was found to be within
1
of target on average for this experiment. Of the 45 minutes ofvideo captured for each
subject, the first 30 seconds (approximately) of each task was analyzed if the task lasted
longer than 30 seconds, otherwise the entire task was analyzed. Table 4-1 shows the
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amount of time in seconds and the number of fixations that were analyzed for each
subject/task combination.
SLtject WJkhfell TakTderJrre CfcnssEticn fedRim FtedREter Sot Cads Sat Bocks QirtCrErge CtLrt Bocks
A 30 (65) 31.5 (53) 30 (42. 125 m 29 (101) 30 (85) 30 (85) 6 (14) 65 (21)
F 29 (33) 30 (65) 17.5 (23, 23 (61) 30 (70) 30 (80) 30 (59 9 (39 13 (35)
C 32 (57) 30 (67) 31.5 (33) 1Q5 (38) 32 (69 30 (71) 31 (64) 65 (16) 7.5 (19
H 30 (53) 30 (55) 30 (34) 14.5 m 30 (77) 30 (84) 30 (63) 9 (21) 7 (19
E 30 (62. 30 (75) 30 (42. 13 m 30 (SB) 30 (67) 31 (85) 6 (29 95 (29
G 32 (81) 30 (66) 295 (53) 1Q5 (3^ 30 (BE) 30 (67) 30 (63) 65 (22) 8 (29
B 21 (22) 30 (39 30 (35) 125 (40) 305 (88) 30 (69 30 (67) 8 (23) 65 (19
D 31 (71) 20 (37) 25 (41) 8 (33 25 (73) 30 (75) 37.5 (65) 5 (29 7 (14)
Table 4-1 Time in seconds and number of fixations (in parenthesis) per task for the eight
subjects who performed the experiment.
The subjects were divided into two groups, and performed the tasks in a specified
order, depending upon which group they belonged to. Table 4-2 lists the subjects for
each group, and the order in which the tasks were performed for that group (note that the
order of one group is the reverse order of the other).
Group 1 - D, H, B, F Group 2 - C, E, G, A
First Read Form Talk Telephone
Second Sort Cards Sort Blocks
Third Read Poster Count Blocks
Fourth Conversation Count Change
Fifth Walk Hall Walk Hall
Sixth Count Change Conversation
Seventh Count Blocks Read Poster
Eighth Sort Blocks Sort Cards
Ninth Talk Telephone Read Form
Table 4-2 Order of tasks for Group 1 and Group 2.
The type of tasks performed by the subjects were those that might occur during
the course of an everyday activity, and were performed outside the confines of a strictly
controlled laboratory setting. It is possible that each subject has an idiosyncratic way of
95
performing each task based on his/her own previous experience and past learning
environment. Therefore, a participant questionnaire was administered prior to the start of
the experiment in an attempt to determine if any of the subjects had an extraordinary
background that might have contributed to anomalies in the results. The questionnaire
confirmed that none of the subjects had an unusual background. The findings from the
questionnaire are given in the Appendix.
4.3 Results
The purpose of this study was to determine if certain natural tasks elicit characteristic
temporal and spatial oculomotor patterns. If certain tasks can be distinguished from one
another on the basis of low-level eye movement metrics such as fixation duration and
saccade amplitude, then support can be offered for the hypothesis that cognitive
processes, at least at the level of eye movements, make use of pre-computed visual
routines. A visual routine is an external manifestation of a behavioral strategy, the
analysis ofwhich can be used to categorize pre-conscious behavior into modules for the
efficient implementation of a specific strategy.
Videotapes of subjects performing the nine tasks as described in Section 4.2 were
analyzed and fixation durations and saccade amplitudes were extracted. Table 4-3 gives
the abbreviations that refer to each of the tasks; these abbreviations will be used for the












Table 4-3 Task abbreviations
4.3.1 Mean fixation durations of tasks - pooled data
The duration of a fixation is defined as the interval between the end of one eye movement
and the initiation of the next. A fixation duration is given in units of milliseconds and is
typically on the order of 250-350 msec, although some can be as long as several seconds,
depending on the type of task being performed. For example, tasks that require the
manipulation of parts such as building a model of a toy rocket, or tasks that require the
close scrutiny of small objects such as threading a needle, may have fixations as long as
several seconds (Kowler, 1995).
Fixation durations are extracted from the videotape by manually recording the eye
position in each frame of the videotape, and noting the number of frames that have passed
since the eye last moved. As noted in Chapter 3, Section 3.4.2, the temporal resolution of
the eye camera is 33 msec, due to the NTSC camera signal, and the averaging of two
video fields for each video frame. Therefore, each frame of the videotape for which the
eye does not move contributes 33 msec to the total fixation duration.
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Figure 4-12 shows the mean fixation duration for each of the nine tasks, where
each mean is calculated from the pooled data for all eight subjects. Standard error bars
are also indicated in the figure.
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Figure 4-12 Mean fixation duration for each of the nine tasks, pooled across all eight subjects.
The longest fixations occurred during face-to-face conversations (585 msec on
average), and the shortest fixations occurred while reading an 8 lA x 1 1 sheet of paper,
reading a wall-mounted poster (191 msec and 251 msec, respectively) and counting
change (250 msec). This is in agreement with previous studies on the temporal
characteristics of fixations while reading text (see Rayner, 1983, for a review), as well as
with the general consensus that the eyes move three or four times per second. However,
the general consensus does not take into account the variation in mean duration due to
task differences. From this study it is clear that eye movements during certain tasks such
as conversing are close to twice per second, whereas for reading text or counting change,
the figure is close to four or five times per second. Also, intermediate to those two
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extremes (at least for the tasks studied here), sorting as well as counting
blocks and
talking on the telephone elicit eye movements close to three times every
second.
A statistical analysis of the data revealed that significant differences exist
between
the mean fixation duration for many of the tasks. An
ANOVA showed significant
differences across tasks for the pooled data (p < 0.005). The low p-value
indicates a
strong probability that at least one task mean is significantly
different from the others;
therefore, in order to describe specifically which tasks differ from the
others and which
do not, a multiple comparisons procedure was performed. Table 4-4 shows a
matrix of
pairwise comparisons with a joint significance level a = 0.05 (joint confidence interval of
95%). Figure 4-13 shows the 95% confidence intervals of the mean fixation durations for
each task. An overlap between any two or more intervals indicates that there
does not
exist a statistically significant difference between the corresponding means.
FD Sig. Diff. Between Tasks - Pooled Data
WHTC TT SC SB RP RF CC CB
WH X X X X
TC X X X X X X X X
TT X X X
SC X X
SB X X X
RP X X X X X
RF X X X X X X
CC X X X
CB X X X X
Table 4-4 Pairwise comparisons for significant differences in
fixation durations between tasks. An X indicates that a statistically significant difference
exists between the corresponding tasks in the row and column.
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Figure 4-13 95% confidence intervals of the mean fixation durations for each of the tasks.
A statistically significant difference between two tasks exists if there is no overlap of the
corresponding confidence intervals. Center dots represent the mean values.
Note that a multiple comparison procedure differs from multiple independent t-
tests. The a-value for a single t-test, which indicates the probability that the result
incorrectly rejects the null hypothesis (i.e., the probability that the two means are really
the same but the t-test says they are not), applies only to a single comparison. With
multiple comparisons, the a-value indicates the upper bound on the probability that any
comparison will incorrectly reject the null hypothesis. Since the probability of an
intersection of independent events is equal to the product of the
events'
probabilities, a
joint confidence interval is equal to the product of each independent confidence interval.
To maintain the same joint confidence interval (1-Oj) as each one-at-a-time confidence







For m = 9 and a desired joint confidence interval of 95%, each one-at-a-time confidence
interval is equal to 99.43%, which is equivalent to
a0= 0.0057.
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Table 4-4 can be interpreted by considering the pattern of X's and
blanks along
the rows or along the columns, where an X indicates
that a statistically significant
difference exists between the tasks in the corresponding row and column. If
several rows
(columns) have the same pattern ofX's and blanks, then those tasks can be considered to
be more similar to one another than they are to the other tasks. Note that it is really
the
pattern of blanks, rather than the pattern of X's, that indicate similarity. If task A is
significantly different from task C, and task B is also significantly different from task C,
then tasks A and B may or may not be significantly different from one another. If task A
is not significantly different from task C, and task B is not significantly different from
task C, then again tasks A and B may or may not be significantly different from each
other, however, both tasks have a common interest in being similar to task C. Linking
data sets together into groups according to the confidence intervals of their respective
means provides a statistically robust method for discovering relationships inherent in the
data. Since the data in Table 4-4 is binary, the pattern ofblanks is identical to the inverse
pattern of X's, so either blanks or X's may be compared along two or more rows
(columns) to discover similarities.
From Table 4-4, it can be concluded that face-to-face conversation (TC), with the
longest mean fixation duration, is significantly different from any other task. Also, both
of the reading tasks (RP and RF), with the shortest mean fixation durations, are similar to
one another and significantly different from any other tasks. Telephone talking and
sorting blocks (TT and SB) as well as hallway walking and counting blocks (WH and
CB), with intermediate mean fixation durations, are also similar, although it is not
immediately obvious why they should be so.
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It is possible that the apparent grouping of (TT & SB) and (WH & CB) is a
reflection of the intermediate eye movement behavior that is elicited from a wide range of
everyday, natural activities. This observation offers strong evidence that a
"typical"
fixation may be on the order of 350 msec, rather than 250 msec as reported from the
reading studies. In any case, an attempt to characterize the temporal aspects of eye
movements must include the consideration of natural behavior, and should avoid
confining the discussion and analysis to the extreme cases, such as reading.
Finally, counting change (CC) shows similarity to both the reading tasks and the
telephone talking/sorting blocks tasks, and sorting cards (SC) shows similarity to the
telephone talking/sorting blocks tasks and the hallway walking/counting blocks tasks.
4.3.2 Variance of fixation duration - pooled data
The multiple comparison tests used in the previous section to determine if the fixation
duration means of the various tasks are significantly different from one another assumed
that the fixation durations are normally distributed. Histograms of fixation durations are
typically exponentially distributed, however empirical studies have found that the t-test
(and hence, the multiple comparison test) is robust to the assumption of normality
(Wackerly, et al, 1996).
Epelboim and Suppes ( 1 999) found that fixation duration distributions can best be
described by a Poisson process, and can be modeled by a gamma distribution. A process
can be assumed to be Poisson if it meets three criteria:
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1. The observation period can be divided up into sufficiently
small
subintervals such that no more than one
event could occur in that
subinterval.
2. Within each subinterval, either an event
occurs or it does not occur.
3. Each event can be regarded as occurring independently from any
other
event.
Fixations meet all of these criteria, and therefore the process
can be considered to
be Poisson. The sum of a series of Poisson probabilities is an expression of
the
distribution function of a gamma-distributed random variable. A gamma distribution
















T(a) is known as the gamma function, and is defined recursively as T(l)
= 1, and
T(a) = (a-1) T(a-l) for any a
>= 1. If n is an integer, T(n) = (n-1)! The shape parameter
associated with the gamma distribution is a, and the scale parameter is p. Figure 4-14
shows a gamma probability distribution with a
= 2 and P = 1 .
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Figure 4-14 The gamma density function with a = 2 and p = 1. FromWackerly, et at., 1996.
Figures 4-15 through 4-23 show histograms of the pooled data for each of the tasks with
the number of samples from which the mean is estimated, the estimated mean value, and
the standard deviation of the samples for each histogram.
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Figure 4-15 Walk Hall pooled data
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Fixation Durations - Read Post













Fixation Durations - Read Forr







Fixation Durations - Count Change






Figure 4-21 Read form pooled data Figure 4-22 Count change pooled data
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Fixation Durations - Count Blocks
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Figure 4-23 Count blocks pooled data
From this data, it is found that having a telephone conversation has the largest
variance in the data, with a standard deviation of 575 msec. The reading poster, reading
form, and counting change tasks have the lowest variance (104 msec, 134 msec, and 159
msec, respectively). Figure 4-24 shows the relationship between the mean and the
standard deviation for all of the tasks.




Figure 4-24 Relationship between mean and standard deviation for all of the tasks.
From left, tasks are: RF, CC, RP, SC, SB, TT, WH, CB, TC.
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The means and standard deviations are positively correlated
- the longer the
average fixation of a task, the larger the spread of the data. It is interesting that the
three
tasks with the largest spread in the data - hallway walking, having a
face-to-face-
conversation, and talking on a telephone
- are also three of four tasks (reading poster is
the other) where the subject is standing, and the environment is not
restricted to a
laboratory table, as it is for the other five tasks.
4.3.3 Statistical differences between subjects
An analysis of pooled data does not always offer complete insight into the reason for
variability among the means. Therefore, it is important to consider the contribution from
each individual subject to each task mean. Figure 4-25 shows the mean fixation duration
for each of the eight subjects, and for all tasks, along with error bars. A comparison of
this figure with Figure 4-12 shows that the general trend for each subject follows that of
the pooled data. Interestingly, it also shows that although each individual follows the
general trend, he or she tends to do so in an idiosyncratic manner. For example, subject
B has long fixations, regardless of the task, and subjects D and A tend to have short
fixations, also regardless of the task.
Tables 4-5 through 4-13 show the subject pairwise comparison matrices to
determine if there exist significant differences between the subjects for each of the tasks
that were performed.
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Figure 4-25 Mean fixation duration for each subject, all tasks
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Table 4-5 HallwayWalking (WH) Table 4-6 Conversation (TC)
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Table 4-9 Sorting Blocks (SB) Table 4-10 Reading Poster (RP)
FD - Sig. Diff. - Reading Form



















FD Sig. Diff. - Counting Change
























Sig. Diff- Counting Blocks




Table 4-13 Counting Blocks (CB)
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From the matrices, it is interesting that the reading poster task showed the most
variation among the subjects, whereas the reading form task showed the least variation, if
subject F is excluded from the analysis. Also, both of the sorting tasks showed almost no
variation in mean fixation duration across subjects, and counting change showed very
little. Subjects B and F stood out as being significantly different from many of the other
subjects for at least four of the nine tasks.
It would also be informative to know how each subject varies his or her fixation
duration for each of the tasks. Tables 4-14 through 4-21 show this information.
FD Sig. Diff. Between Tasks - Subject A
WHTC TT SC SB RP RF CC CB
WH X
TC X X X X X X X X







FD Sig. Diff. Between Tasks - Subject F
WHTC TT SC SB RP RF CC CB
WH X X X X X X X








Table 4-14 Subject A task differences Table 4-15 Subject F task differences
FD Sig. Diff. Between Tasks - Subject C j










X X X X X X




x x ~r f_
X
FD Sig. Diff. Between Tasks - Subject H
WHTC TT SC SB RP RF CC CB
WH X X





RF X X X X
CC X
CB X
Table 4-16 Subject C task differences Table 4-17 Subject H task differences
110
FD Sig. Diff. Between Tasks - Subject E
WH TC TT SC SB RP RF CC CB
WH X X
TC X X X X
TT X X
SC X X X
SB X
RP X X X
RF X X X
CC
CB
Table 4-18 Subject E task differences
FD Sig. Diff. Between Tasks
- Subject G



















FD Sig. Diff. Between Tasks - Subject B
WH TC TT SC SB RP RF CC CB
WH X X X X X
TC X X X X X
TT X X X X X
SC X X X
SB X X X
RP X X X
RF X X X
CC X X X
CB
FD Sig. Diff. Between Tasks - Subject D
WH TC TT SC SB RP RF CC CB
WH X








Table 4-20 Subject B task differences Table 4-21 Subject D task differences
Most subject matrices reflect the same general information as from the pooled
data, i.e., face-to-face conversation is significantly different from the other tasks, and
reading and counting change are not significantly different from one another. Subject B
shows a very clear distinction of the tasks into two major groupings
- WH, TC, and TT in
one group, SC, SB, RP, RF, and CC in another group, and CB sharing similarities with
both groups.
Ill
In summary, this analysis showed that certain natural tasks such as reading text,
counting change, or having a face-to-face conversation elicit specific temporal eye
movement behavior. The specific behavior is evidence that visual routines may be
modular in nature, and may contribute to the efficient execution ofbehavioral strategies.
4.3.4 Mean saccade amplitude of tasks - pooled data
Mean fixation duration and variance were used to describe the low-level temporal
characteristics of eye movements. A similar type of analysis can be performed for
saccade amplitude to further describe the low-level spatial characteristics of eye
movements.
The amplitude of a saccade is determined by measuring the amount the eye has
rotated from the end of one fixation to the beginning of the succeeding fixation, and is
shown on the videotape by the distance traveled by the superimposed cursor or crosshair
indicating gaze position. The measurement is in units of degrees ofvisual angle.
Saccade amplitude refers to the actual rotation of the eyeball in the head, and is
different from gaze shift. Gaze shift is movement of the gaze position due to a saccadic
eye movement as well as a head movement, and is the summation of eye-in-head and
head-in-space coordinates. Saccade amplitude can be measured directly from the screen
displaying the experimental videotape.
Saccade amplitude was found by measuring the displacement of the center of the
crosshair between successive fixations using a customized calibrated ruler. The
calibrated ruler was created in the following way:
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1 . Two markers were placed on the wall, 48 inches apart, as
shown in Figure
4-26.
2. The scene camera from the portable eye tracker was placed 31 inches in
front of the wall, and a video recording was made of the
markers on the
wall using the portable eye tracker scene
camera.
3. The visual field ofview captured by the camera was found from:





= field ofview captured by scene camera
4. The tape was played back through the VCR, and displayed on the monitor
used to measure saccade amplitude. The width of the scene on the video
monitor was measured and found to be 23 cm.
5. The calibration of the video monitor to the field ofview of the scene
camera corresponds to:
75.5
/ 23 cm =
3.28
/ cm, or 0.3 cm / degree ofvisual angle
6. A ruler was created that marked off 3 degrees of visual angle every 0.9
cm.




Figure 4-26 Calculation of visual angle from field of view
Figure 4-27 shows the mean saccade amplitudes for each of the nine tasks, pooled
across all eight subjects, with error bars indicating 1 sem. Figure 4-28 shows the same
information with each subject considered individually, and Table 4-22 shows the pariwise
comparison across tasks for the pooled data. Figure 4-29 shows the 95% confidence
intervals of the mean saccade amplitudes for each of the tasks.
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WH TC SC SB RP RF CC CB
Task
Figure 4-27 Mean saccade amplitude for each of the nine tasks, pooled across all eight subjects
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Figure 4-28 Mean saccade amplitude for each subject, all tasks, with standard error bars
SS Sig. Diff. Between Tasks - Pooled Data
WH TC TT SC SB RP RF CC CB
WH X X X X X X X
TC X X X X X X X
TT X X X X X X X
SC X X X X X X X X
SB X X X X X X X
RP X X X X X
RF X X X X X
CC X X X X X
CB X X X X X
Table 4-22 Pairwise comparisons for significant differences in
saccade amplitude between tasks. An X indicates that a statistically significant difference
exists between the corresponding tasks in the row and column.
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Figure 4-29 95% confidence intervals of the mean saccade amplitudes for each of the nine tasks. An
overlap between two or more intervals indicates that there is no statistically significant difference
between the corresponding mean values.
There are many statistically significant differences in saccade amplitude between
the different tasks. To generalize the interpretation of Table 4-22, four major groupings
in terms of saccade amplitude emerge. The first group consists of a single task
-
sorting
cards (SC) with a mean saccade amplitude of 16. The second group consists of the tasks
with intermediately long saccades
-
hallway walking (WH) and telephone talking (TT),
with a mean saccade amplitude of
13
each. The third group consists of the tasks with
intermediately short saccades
- face-to-face conversation (TC) and sorting blocks (SB),
with a mean saccade amplitude of
10
each. The fourth group consists of the tasks with
the shortest saccades - reading a poster (RP), reading a form (RF), counting blocks (CB)
and counting change (CC), with mean saccade amplitudes of 4, 6, 6, and 5,
respectively.
It could be argued that the relatively short saccades made during the reading and
counting tasks reflect the limited spatial extent of the
relevant part of the scene. This is
partly true, as one would not expect large saccades to be made to irrelevant parts of the
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scene. However, the spatial extent of the scene is not the sole
determinant of saccade
amplitude. For example, the spatial extent of the face in the
face-to-face conversation
task is slightly less than
10
(see Figure 4-4), which is significantly smaller
than the
spatial extent of either of the counting tasks at approximately 20, yet
saccade amplitudes
are longer on average for conversation than they are for counting. This is partly
due to
the observation that people frequently look away from the person with
whom they are
speaking during normal conversation, as is evident from the videotapes showing
subjects
engaged in this task. During a counting or reading task, people rarely, if ever,
look away
from the relevant area of the scene, where relevant refers to the areas directly related to
the task at hand (e.g, coins for counting or text for reading). However, they are
free to do
so if they desire. This is an important behavioral distinction between the
tasks that
contributes to the task-relevant spatial pattern of eye movements.
Another observation refuting the idea that it is solely the spatial extent
of the
scene that limits saccade amplitude is that during hallway walking and telephone
conversation, virtually the entire surrounding is available for potential saccades. In
these
situations, saccades tend to be longer; however, on average saccades made during these
tasks are significantly shorter than saccades made during sorting cards, where the
relevant spatial area is much smaller. Also, the sorting blocks task, which was performed
on the same surface as the sorting cards task, showed significantly shorter saccades on
average than sorting cards
-
closer to the averages for reading and counting than for
sorting cards. These observations on mean saccade amplitude, along with the
observations on mean fixation duration, are further evidence that the low-level spatial and
temporal patterns of eye movements are related to the type of task being performed.
117
4.3.5 Variance of saccade amplitude - pooled data
Figures 4-30 through 4-38 show histograms of the pooled data for each of the nine tasks.
The total number of samples, as well as the mean value and the standard deviation are
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Figure 4-30 Walk hall pooled data
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Figure 4-36 Read form pooled data
Saccade Size - Count Change
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Figure 4-37 Count change pooled data
Saccade Size - Count Blocks












Figure 4-38 Count blocks pooled data
Both of the counting tasks have the least variance in the data, whereas the
conversation task has the most variance, closely followed by the hallway walking,
telephone conversation, and sorting cards tasks. The reading tasks as well as the sorting
blocks task have an intermediate variance. There is a very weak linear relationship
between the average saccade amplitude of a task and the standard deviation of the
samples, as shown in Figure 4-39.
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Relationship Between Mean and Standard




Figure 4-39 Relationship between the mean and the standard deviation of saccade amplitude.
From the left, tasks are RP, CC, CB (lower), RF, SB (lower), TC, TT and WH (same), and SC.
4.3.6 Statistical differences between subjects
A review of Figure 4-28 reveals that although each subject follows the general trend in
variation of saccade amplitude with task, differences exist between subjects within a
single task. Tables 4-23 through 4-31 show the subject pairwise comparison matrices to
determine if there exist significant differences of saccade amplitude between the subjects
for each of the tasks that were performed.
SS Sig. Diff. -
A F
Hallway Walking






G X X X
B
D X
SS Sig. Diff. - Conversation
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Sig. Diff - Telephone Talking
AFC H E G B D
X
X









A F C H E G B D
X X
X X X
X X X X
X X X
X X X X X
X X
X X X
X X X X
Table 4-25 Telephone talking (TT) Table 4-26 Sorting cards (SC)
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Table 4-29 Reading form (RF) Table 4-30 Counting change (CC)
121
SS Sig. Diff - Counting Blocks









Table 4-31 Counting blocks (CB)
There are not many differences between the subjects for most of the tasks. The
reading poster (Table 4-28) and counting blocks task (Table 4-31) showed no significant
differences between any of the subjects, and the telephone talking and reading form tasks
showed only a single difference between two of the subjects. Sorting cards showed the
most significant differences, closely followed by sorting blocks. It is possible that the
nature of sorting in general elicits an idiosyncratic spatial pattern of eye movements. The
idiosyncratic nature of saccade amplitude is also apparent in Figure 4-28; some
individuals have a tendency toward consistently long saccades regardless of the type of
task, and some have a tendency toward consistently short saccades. Subject B had a
tendency to produce relatively large saccades, whereas subject C had a tendency to
produce relatively small saccades for all of the tasks.
4.4 Discussion
Very little in the literature has been documented about the temporal and spatial
characteristics of eye movements during natural tasks in an extended (non-laboratory)
setting. Andrews and Coppola (1999) found that active visual tasks, such as reading text
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or visual search, tend to elicit shorter fixations and larger saccade
amplitudes than passive
visual tasks such as looking around a completely dark room or viewing
repetitive patterns
displayed on a screen. That study, however, restricted the definition of active
tasks to be
those that could be performed while the subject was seated comfortably in a chair, and
did not include any physically active tasks such as sorting
a deck of playing cards or
walking along a hallway. This study analyzed the temporal and
spatial patterns of several
common visual routines in the context of a natural environment, rather than a laboratory
setting. Table 4-32 gives a summary of the findings, and Figure 4-40 shows
the




Fixation Duration large intermediate small
mean TC CB,WH,TT,SB,SC RP,CC,RF
variance TC WH,TT,SC,SB,CB RP,RF,CC
idiosyncratic? TT.RP WH,RF SC,SB,TC,CC,CB
Saccade Amplitude large intermediate small
mean SC WH,TT,TC,SB RF,CB,CC,RP
variance TC,WH,TT,SC SB.RP.RF CC,CB
idiosyncratic? SC,SB WH,TC,CC RP,RF,TT,CB
Table 4-32 Summary of results from study of natural tasks
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Figure 4-40 Comparison of tasks in terms of mean fixation
duration and mean saccade amplitude
Clearly, differences exist between the tasks in terms of the spatial and temporal
patterns of eye movements, but there are also many similarities that make clear-cut
distinctions between specific tasks difficult. Reading and counting tend to have both
short fixations and small saccades, whereas the less restrained tasks of talking and
walking have longer fixations and large saccades. Sorting is very idiosyncratic yet is
distinguished by intermediate fixations and intermediate to large saccades. These
conclusions suggest that visual routines can be classified along a dimension that rates the
amount ofvisual engagement that is required for the task to be successfully completed.
For example, both reading and counting are active tasks that require a high level
of visual engagement with the immediate surrounding
- information must be acquired
quickly and for a specific purpose, therefore dwell time must be short and saccades must
be executed with relative precision. There is little opportunity to engage in thoughts not
directly related to the immediate task
- in this sense the routine is restricted. If one
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wishes to engage in contemplative thought while reading, typically one must turn away
from the text, perhaps to stare out of a window.
Having a conversation (either in person or on the telephone) or walking along
a
hallway, on the other hand, are active tasks that require little visual engagement
with the
immediate surrounding. Disengagement from the surrounding
"frees"
the mind to pursue
other thoughts not directly associated with the execution of the task. The
disengagement
opportunity can at times override the need or desire for
visual input (this is why cell
phone use is discouraged while driving). If accessing information from the
environment
is not critical for the successful completion of the task, then the eyes can dwell longer on
non-essential objects and saccades can be directed at irrelevant or random locations in the
scene (which would tend to make them longer on average).
A sorting routine is an active task that requires visual engagement and
contemplative thought simultaneously. Information must be accessed quickly and for a
specific purpose, yet the parameters of the routine are not completely determined in
advance as they are during reading or counting. Position, color, size, as well as other
attributes of the objects to be sorted must be acquired on-line and processed in context of
the ongoing activity. There is little opportunity for meandering thought, yet the task is
not restricted spatially or temporally as are the counting or reading tasks. Admittedly,
reading and counting do require some thought (or at least, computation), however they do
not require strategic planning or spatial negotiation, as sorting does. It is also interesting
that the sorting tasks are the most idiosyncratic in saccade amplitude. This could be a
reflection of the different strategies used by each individual as he or she plans a sequence
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of actions that will best complete the sorting task. Strategic planning during active visual
tasks is discussed further in Chapter 5 of this thesis.
The dichotomy of engaged/disengaged vision is not the same as the dichotomy of
active/passive vision in the traditional sense. During engagement the visual system is
active for a constrained, specific purpose, whereas during disengagement the visual
system is also active (for example directing physical actions or being alert for
pedestrians), yet not stressed for speed, accuracy, precision, or efficiency.
In summary, the nine visual routines studied here can be classified according to
their spatial/temporal patterns of eye movements using the metrics of fixation duration
and saccade amplitude. The classification scheme proceeds along a continuum that
considers the amount of visual engagement required for the routine - low visual
engagement (walking along a hallway, having a face-to-face conversation, talking on a
telephone), high visual engagement (reading text and counting), and an intermediate





Task-dependencies of Fixation Locations
5.1 Introduction
Chapter 4 discussed the low-level aspects of eye movement behavior during natural tasks
in both simple and complex environments. The analysis showed that goal-oriented
behavior can be decomposed into smaller modules such as counting, sorting, and reading,
which are characterized by low-level features such as mean fixation duration and saccade
amplitude. The analysis also suggests that behavior is organized to promote
computational efficiency by calling into action a pre-determined pattern of eye
movements that depends upon the specifics of the current task under execution.
The purpose of this chapter is to describe eye movement behavior at a higher
cognitive level of perception and action by considering how individuals allocate
attentional resources while they are engaged in everyday tasks. In the context of this
chapter, the amount of time spent looking in a specific region of the visual field under
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certain task constraints as the task unfolds is the metric by which overt attention is
measured. The focus of this chapter is on determining how the nature of the task
modulates the degree to which visual resources are allocated to different regions of the
field, given the same or a very similar visual environment. The degree to which
task
demands modulate the allocation of visual resources and focus attention within the visual
environment is an indication of the computational capabilities of the human brain. Since
an eye movement is a direct indication of a shift of overt attention, an analysis at the level
of eye movements enables an understanding of how task demands interact with the
acquisition of information from the environment. This understanding can be used to
create an efficient, biologically-plausible model of selective perception. This subject is
the topic of the next chapter.
Oculomotor strategies during natural tasks were discussed briefly in Section 2.4.
The block copying task (Ballard, Hayhoe, and Pelz, 1995) was given as an example of
how memory representations during a simple, natural task can reveal behavioral
strategies that are not under conscious control. When subjects were given the task of
copying a pattern of colored blocks from a model to a workspace, they did not rely much
on memory of the model, but rather they checked the model frequently to acquire the
information at the time that it was needed.
The subject was instructed to "copy the model pattern as quickly and accurately
as
possible."
The display consisted of a model area, a resource area from which the
subject could select blocks as needed, and a workspace area where the assembly of the
copy took place. For one experiment, the display was a computer screen and the subject
used a mouse to move the blocks from the resource area to the workspace area. For this
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experiment, the subject's head was held fixed on a bite bar. In a similar experiment, the
subject was allowed to move his or her head, and the display consisted of a set ofDuplo
blocks that the subject physically manipulated to copy the model. Figure 5-1 depicts the
computer screen showing the model, workspace, and resource areas.
As mentioned in Section 2.4, the number of fixations in the model area was on
average 1.6 per colored block, and somewhat lower (1 per block) when the experiment
was repeated with single color blocks. In general, it was found that subjects used one of
four visual strategies for copying the blocks: MPMD (model-pickup-model-drop), MPD
(model-pickup-drop), PMD (pickup-model-drop), or PD (pickup-drop). Figure 5-2
depicts each of the four visual strategies, and the relative frequency of each strategy
category.
Workspace Source
Figure 5-1 Block copying task. This is the display that was
shown on the computer screen. The




visual angle. A trace of the eye movement and of the hand
movement is shown as arrows connecting the different regions.





















Figure 5-2 Eye movement strategies used for block copying task. Relative frequencies of each
strategy from a sample containing approximately fifty block moves for each of seven subjects. From
Hayhoe, Ballard, and Pelz, 1994.
Figure 5-2 shows that the MPMD strategy was the most frequently used. This
strategy represents a
"memoryless"
sequence, in the sense that a separate fixation is used
to identify the color of a block and the location of that block; they are not remembered as
a single unit. This strategy is an example of a
"deictic"
strategy, one in which a reference
or pointer to the information is maintained, rather than the entire structure. The
advantage ofusing a deictic strategy is that a complex internal representation of the scene
can be eschewed in favor of a simple reference to the relevant semantic information.
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Another example for which visual strategies were found to imply cognitive state
is an eye-tracking study conducted on subjects who were driving a motor vehicle through
town (Unema and Rotting, 1988). The study was designed to detect differences in eye
movements under conditions of varying mental workload for experienced and
inexperienced drivers. Data were collected for twenty city bus drivers in Berlin for a
course that was divided into segments of varying difficulty. Of the twenty subjects, five
were instructors and fifteen were trainees. The study found that instructors had longer
average fixations than did the trainees, and fixation durations decreased with increasing




























Figure 5-3 Fixation duration as a function of task difficulty for a driving task.
From Unema and Rotting, 1988.
Overall, this study found that fixation durations could be used as a metric to
distinguish between different levels of perceived cognitive demands. A high mental
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workload is characterized by short fixations, which in general are
preceded by large
saccades, again suggesting that the oculomotor
system is programmed in a way that is
dependent upon high-level cognitive constructs.
Chapter 4 of this thesis found that when tasks are visually constrained to
specific
regions of the field and require a relatively large amount of
visual engagement (e.g.,
reading and counting), they tend to have short fixations and small
saccades. Less visually
constrained tasks that do not require much visual engagement such as walking and
talking tend to have longer fixations and larger saccades. Sorting tasks tend to
have
intermediate fixations and intermediate to large saccades. Consistent with this finding, a
task that requires a high mental workload such as negotiating a busy traffic circle can be
thought of as a task that requires a large amount of visual engagement, similar to reading
or counting. At the same time, a difficult driving task is less visually constrained in the
sense that the target of any particular saccade can be located at almost any location in the
scene, similar to walking along a hallway or sorting playing cards. A description of the
difficult driving task in terms of high visual engagement and low visual constraint is
consistent with the
authors'
finding of short fixations preceded by large saccades.
This chapter considers the sorting tasks described in the previous chapter in more
detail, along with additional tasks involving copying an abstract
LEGO*
model. The
emphasis in this chapter is on the high-level perceptual strategies that people employ and
how people allocate attention to different regions of the field, rather than the low-level
metrics. Recalling the previous chapter, the sorting tasks consist of sorting a pile of small
LEGO "blocks, and sorting a deck of playing cards. The copy-model task was presented




at a table where the model, resources, and workspace were located together, and making
the copy at a table where the model was in one room and the resources and workspace
were located in another room. The next section describes the conditions and details of
the four tasks.
In addition to the more physically restricted natural tasks of sorting and copying,
relatively less restricted natural tasks are also considered. The less physically restricted
tasks require the subject to leave the confined setting of the laboratory and venture into
the environment where natural tasks most commonly occur. The motivation for studying
eye movement behavior outside of the laboratory setting is to reduce the restrictions
imposed upon subjects that may affect their natural behavior, and gain insight into how
and when the allocation of attention is modulated by task demands in a real-word setting.
Four real-world settings were used- a washroom, a hallway, an office supply room, and a
vending machine area. Within each setting, three different tasks were performed. The
regions of the field and the objects that were fixated will be compared across tasks to
determine how task differences modulate the allocation of attentional resources.
5.2 Fixation locations in a simple environment
A visual behavioral strategy is an external manifestation of a selective process. Any
particular strategy requires information from the scene and takes that information into
account when strategic moves are planned and decisions are made. Eye-tracking subjects
during the execution of a complex task provides a means for understanding the
interaction between the particulars of the scene and the actions of the observer at a level
below that of conscious awareness of the observer. This section explores overt
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manifestations of selective perception during natural tasks in a simple
environment. The
tasks consist of sorting a deck of playing cards, sorting a pile of
LEGO*
blocks, copying
a model of LEGO
~





The data collected from the experiment described in Section 4.2 were used as the basis
for the analysis of this section. Briefly recapping the pertinent information from that
section, eight subjects (seven male, one female) between the ages of twenty and forty
with normal or corrected to normal vision were recruited for an extended eye-tracking
session that lasted approximately 45 minutes. The VPL portable eye-tracking system was
used to collect all of the data. The tasks that were analyzed for this section include:
1 . Sorting a deck of playing cards placed randomly on a table according to
face value and suit. Before the experiment began, the cards were placed in
random locations on the table, and during the experiment, the subject
sorted them according to face value and suit.
2. Sorting a pile of 38 LEGO
B
blocks placed randomly on a table into groups
according to both color (white, black, red, green, blue, and yellow) and
size (small, medium, and large).
3. Making an exact copy of an abstract model made up of large
LEGO5
blocks (red, yellow, green, blue, and white). The model as well as the
blocks used to copy the model and the workspace area were all located in
the same room, and placed on the same table.
4. Making an exact copy of an abstract model made up of large
LEGOg
blocks (red, yellow, green, blue, and white). The model was placed on a
table in a room approximately fifty feet from the room where the blocks
used to copy the model and the workspace were located. The model was
identical to the model used for the copy-model-same-room task describe in
(3) above.
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Figures 5-4 and 5-5 depict the sorting tasks, along with labels designating the










regions. Figure 5-7 depicts the
"Model"
region from the




regions for that task. An image of the eye is located in the upper right portion of the
scene image, and a crosshair indicates the point of gaze.
Figure 5-4 Sorting Cards Figure 5-5 Sorting Blocks
Figure 5-6 Copy-model-same-room
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Figure 5-7 Model from copy-model-different- Figure 5-8 Resource andWorkspace from
copy-
room model-different-room
The subjects were allowed to choose the physical layout for the resource, model,
and workspace areas, according to what was most comfortable and natural for them. This
had the advantage of providing more natural behavior on the part of each subject and the
disadvantage of creating imprecisely defined separations between the different regions.
The disadvantage was not critical for the analysis, however, because the subjects imposed
their own restriction on what constituted the different regions, and were careful to keep
the different regions disjoint. Occasionally the resource and workspace areas merged
when the subject placed an item from the resource area into the workspace area and left it
there for a later manipulation.
Subjects were allowed to pick up and rotate the model for both of the copy-model
tasks. For the copy-model-different-room task, the subject was allowed to make as many
trips to the model room as desired, but was not allowed to remove the model from the
room. For the sorting cards task, the cards were randomly shuffled by the experimenter
prior to the task. The subjects were allowed to manipulate the cards any way they
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desired, as long as all of the cards were sorted into groups according to both suit and face
value by the end of the session. Two of the subjects (F and H) chose to hold the unsorted
cards in their left hand and deal the cards one at a time from the top of the deck (resource
area) to the workspace area. The rest of the subjects placed all of the unsorted cards on
the table (resource area) and chose cards one at a time from the resource area and placed
them in the workspace area. Subjects were told that they would not be timed on any of
the tasks.
The data analysis for the last chapter only considered the first thirty seconds of
video for each of the tasks if the task lasted longer than thirty seconds or the entire task if
the task lasted less than thirty seconds. The data analysis for this chapter considers the
entire task duration, from start to finish, since behavioral strategies may evolve over time
and must be considered in the context of the entire task, not just a small segment of the
task.
As noted in Table 4-2 from Section 4.2, four of the subjects performed the tasks
in a certain order, and four others performed the tasks in the reverse order. Subjects D,
H, B, and F (Group 1) performed the tasks in the following order: Sort Cards, Copy
Model Same, CopyModel Different, Sort Blocks. Subjects C, E, G, and A performed the
tasks in the reversed order: Sort Blocks, Copy Model Different, Copy Model Same, and
Sort Cards. Since these tasks were performed as part of an extended session that lasted
approximately 45 minutes, and the copying tasks were scheduled at the beginning and
end of the session, there was approximately 30 minutes between each of the copy model
tasks. Given the large time difference and the abstract representation of the model, there
was little chance that the model configuration would be easily recalled from the earlier
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copying task. However, it is important that the model for both of the copying
tasks be




The first measure to be considered is how long each subject takes to complete each task.
This top-level information is important when considering differences in visual strategies
between the various tasks. For example, if a certain task takes longer to complete under a
specific task constraint than the same task under a different task constraint, then the
constraints can be said to have modified the strategy used. This data can be taken
directly from the videotape of the scene, and does not require eye movement analysis.
Figure 5-9 provides this information. The legend at the right of Figure 5-9 indicates the
subject.
350
Total Time to Complete Tasks
Figure 5-9 Amount of time taken by each subject to complete each of the four tasks. The tasks
along the x-axis are ordered according to the order of performance by Group 1 (subjects B, D, F, and
H). The first four bars for each task correspond to the Group 1 subjects, and the second four bars
correspond to the Group 2 subjects (A, C, E, and G) who performed the tasks in the reverse order.
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In Figure 5-9, as well as in Figures 5-10 and 5-1 1 that follow, the tasks along the
x-axis are ordered according to the order of performance by Group 1 (subjects B, D, F,
and H). The first four bars for each task correspond to the Group 1 subjects, and the
second four bars correspond to the Group 2 subjects (A, C, E, and G) who performed the
tasks in the reverse order.
In order to determine if the task ordering effected the outcome, a two-sample
t-
test was performed between Group 1 and Group 2 on the mean times to complete each of
the tasks. Table 5-1 shows the mean times to complete the tasks, as well as the standard
errors, and standard deviations for each of the two groups. Also shown are the results
from the t-test and the recommendation for rejection of the null hypothesis. In each case
the recommendation is that the null hypothesis should not be rejected (h = 0, i.e., the
difference in the means is not statistically significant). This indicates that there is no
statistically significant difference in the mean task completion times between the two
groups. The task ordering did not affect completion time.









































Table 5-1 Statistical comparison of completion times for the subjects ofGroup 1 and Group 2. In
each case the null hypothesis is not rejected (h=0), indicating that there is no statistically significant
difference between the ordering of the tasks in terms of completion times.
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The sorting blocks and the copy-model-same-room tasks take the
least amount of
time, while the sorting cards and copy-model-different-room tasks take
the longest time
for all subjects. Subject H is an exception who spent less time sorting cards than sorting
blocks or copying the model in the same room. Subject H was one of the
subjects who
held the unsorted cards while sorting the top card from the deck. Subject F used
the same
strategy and did not spend as little time to complete the task as did subject H. It
should
be noted that the total time to complete the copy-model-different-room task includes only
the amount of time spent looking at the resource, workspace, or model area, and does not
include the amount of time spent changing rooms.
The most interesting comparison is between the two copy-model tasks. Subjects
spent much more time copying the model when it is located in a room different from the
resource and workspace, not including travel time. This is to be expected, and is likely a
reflection of the increased demand on working memory resources during the
different-
room task. For this reason, the different-room task can be considered the more
challenging of the two copy tasks, in terms of cognitive workload.
It is surprising, however, that subjects tend to be more proficient in one copy task
at the expense of the other. For example, both subjects A and E took the longest times to
complete the different-room task, and the shortest time to complete the same-room task.
On the other hand, subjects C and F showed the opposite trend - a relatively short
amount of time to complete the different-room task, and a relatively long time to
complete the same-room task. Although it is not confirmed here, it appears that there
may be an idiosyncratic trade-off between the ability to maintain an accurate internal
visual representation of a scene, and the ability (or desire) to access the information
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quickly when it is readily available. In other words, it may be that people who can easily
memorize the specifics of a scene may require (or choose to make) many more fixations
than others who cannot easily memorize scenes when memorization is not necessary.
This would have implications for the study of change blindness, suggesting that some
individuals may use strategies that capitalize on a superior ability to maintain an internal
representation of a complex scene, and that strategies for detecting changes in scenes are
highly idiosyncratic. Any conclusions from the data presented here are inconclusive due
to the limited number of subjects who participated in this study, and the absence of tools
used here to measure memory retention. A new study would be required to specifically
measure, and confirm, the trade-offbetween accuracy and access during a memory load.
The total amount of time that each subject spent to complete the entire task can be
divided into the amount of time spent fixating each of the two (or three) task-related
regions. For the sorting tasks, the time spent fixating the resource area and the time spent
fixating the workspace area together comprise the total task time. For the copy-model
tasks, the time spent fixating the model area, the resource area, and the workspace area
comprise the total task time. For the purpose of this study, the time spent fixating a
region refers to the sum of all fixation durations in that particular region.
The total task time can be divided into the time spent looking in each region of the
visual field. A division of a task into the percentage of time spent looking in each of the
different regions allows for a measure of the relative perceived importance of each
region. Perceptual conspicuity is defined here as the modulation of the visual salience of
a scene due to the information content inherent in specific objects or regions. Perceptual
conspicuity alters visual salience, and can be used to determine how much each region
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contributes to the perceived salience of the entire scene. It is dependent upon the context
within which an environment is approached, in terms of task relevancy.
The second measure to be considered is how subjects divide up the total task
time
into time spent fixating individual regions. Figure 5-10 shows how each subject
divided
up his or her total fixation time between the workspace and resource regions during the
two sorting tasks. Figure 5-11 shows the percentage of time spent in
the workspace,
resource, and model regions during the two copy model tasks.
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Figure 5-11 Division of time between three different regions - copy model same room and copy
model different room.
In general, from these figures it can be concluded that the percentage of time
spent in a particular region of a scene depends upon the task demands. The sorting
blocks task showed that although an approximately equal percentage of time was spent
fixating the resource and the workspace regions for that task, a much higher percentage
of time was spent fixating the resources for that task than for any of the other tasks.
Perhaps this is an efficient strategy for sorting small blocks into groups, in that it may be
advantageous to use low-resolution peripheral vision in the workspace and higher acuity
foveal vision for the resource area to select which block to sort. The use of this strategy
was noted for several of the subjects, who tended to have long fixations on the resource
area during the sorting procedure, and only occasionally glanced at the workspace area,
usually when a new group was being formed.
In contrast to sorting blocks, the demands of sorting cards placed a heavier
emphasis on the workspace area than did any of the other tasks. This is probably due to
the nature of this type of sorting task, in that higher visual acuity is required to
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distinguish between the different cards, and physical manipulations of the
cards in the
workspace area are necessary. This result could also be the consequence of a greater
need for strategic planning and decision making during this type of sorting task,
as
opposed to sorting blocks. In this sense, sorting cards can be considered
more difficult
than sorting blocks.
The copy-model tasks differ from the sorting tasks in many ways, but particularly
in the number of regions available for fixations. For copying, three regions of potential
fixations were available instead of two. For both of the copying tasks, subjects spent
approximately the same percentage of time fixating the workspace area as the model area,
and fixated the resource area least of all, similar to sorting cards. The resource area was
fixated less frequently during the different-rooms copying task than during the
same-
room copying task, reflecting the need to spend more time in the workspace and model
areas while engaged in the higher memory load task.
For the different-room copy task, six of the eight subjects were able to correctly
copy the model, one subject made an error in the position of one of the blocks, and one
subject (G) made a significant number of errors in the copy. Subjects made between
three and six trips to complete this task, and the average number of blocks copied per trip
was 4.8. It is interesting to note that two of the subjects (B and E) chose the strategy of
creating sub-assemblies of parts of the model in the workspace area, and then later




People do not devote equal amounts of time fixating each of the task-relevant
areas of a particular scene. The percentage of time spent fixating certain regions is highly
dependent on the cognitive demands of the task, as well as on the nature of the task itself.
It can also be stated that certain regions of the available scene are almost never fixated -
areas such as walls, doors, and certain irrelevant items that clutter the scene (note Figures
5-4 through 5-8) were not fixated at all by any of the subjects during any of the tasks.
Several subjects made a quick glance to the chair they were about to seat themselves in
before beginning the task, however, once the task began, all fixations were in one of the
two or three areas mentioned above.
The focus of this section has been on determining how people allocate attention to
different parts of the visual field as a function of task constraints, for tasks conducted
within the confines of a laboratory setting. The focus of the next section is similar,
however the goal is to acquire insight into attentional allocation strategies for tasks
conducted outside of the laboratory, in an extended and complex environment, by
bringing the subject out of the laboratory and into the real world.
5.3 Fixation locations in an extended environment
When studying natural tasks, it is important to conduct the experiment in the environment
where the task would most naturally occur. The disadvantage of bringing the subject out
of the controlled setting of the laboratory is that extraneous factors may be introduced
during the execution of the experiment that have no bearing on, and introduce
complexities to the data analysis. A significant result may be obscured by, or worse,
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mistaken for random variations in the ebb and flow of everyday life. For example, during
everyday activities, people are generally free to choose the
pace at which they walk along
a hallway, and may stop walking altogether if something interesting
catches their
attention or if they wish to chat with a passerby. Therefore, it is
important to carefully
design and conduct eye-tracking experiments to control the
environment without unduly
introducing restrictions that may alter natural behavior. The advantage
of going outside
of the laboratory is fundamental and significant
- it enables an understanding ofvision as




Six subjects were recruited to perform this experiment, five males and one female
between the ages of twenty and thirty, all members of the RIT community. All
were
naive with respect to the purpose of the experiment, and each had normal or corrected to
normal vision. The VPL portable eye-tracking system was used to collect all of the data
for this experiment. Post-calibration verifications showed an average calibration error of
1.3. The accuracy requirements of the eye-tracker during this experiment are not as
stringent because during analysis, fixations to extended regions are pooled together. It is
the general vicinity of the fixation location rather than the exact x,y-coordinate that
indicates the attended region. For this experiment, the entire eye-tracking session lasted
approximately twenty minutes per subject.
The subjects were required to perform twelve tasks - three tasks in each of four
different non-laboratory settings. The first setting was a women's washroom, the second
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setting was a hallway, the third setting was an office copier/supply/mail room, and the
fourth was a vending machine area. For each setting, the subject was given verbal
instructions for three different tasks, performed one at a time, in a specified order. Each
instruction was given prior to that task. The order of the tasks was determined by which
group the subject belonged to - Group A, or Group B. Three subjects (U, W, and Y)
were assigned to Group A, and three subjects (T, V, and X) were assigned to Group B.
Table 5-2 shows the ordering of the instructions for each environment for each of the two
groups.
Environment Instruction Instruction
Group A Group B
Washroom Wash your hands Fill a cup with water
Washroom Fill a cup with water Comb your hair
Washroom Comb your hair Wash your hands
Hallway Throw this in the garbage The fire alarm just went off
Hallway Find a bathroom Throw this in the garbage
Hallway The fire alarm just went off Find a bathroom
Office Get supplies from the closet Work at the computer
Office Work at the computer Make a photocopy
Office Make a photocopy Get supplies from the closet
Vendng Check for Skittles Check for change
Vendng Buy a Snickers bar Check for Skittles
Vendng Check for change Buy a Snickers bar
Table 5-2 Order of instructions for Group A and Group B during extended environment study
Figure 5-12 is a depiction of each of the four environments as seen by the
subjects. Note that for the washroom scene, in addition to the objects shown in the photo,
a garbage bin is located against the wall opposite the sinks, and two side-by-side mirrors
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are to the left of the sinks. None of the subjects had ever been in this washroom before
the experiment began.
For the hallway photo, the garbage bin is located at the end of the hallway and a
fire alarm and fire extinguisher are located at the end of the hall. Several items cluttered
the hallway, to the left and to the right of the main walkway, but did not obstruct the
pathway along the hallway. The items remained in the hallway during the experiment for
each of the subjects.
The office photo shows the closet door at the rear of the room, to the left. Not
shown in the photo is a cabinet located to the left of the closet door. Four of the subjects,
T, U, V, and X had been in this particular office before.
The vending machine was located in an alcove off a main corridor in an academic
building. Three other vending machines were in the alcove in addition to the one used
for the experiment (the candy machine). From the left upon entrance to the alcove there
was a coffee machine, a Pepsi machine, the candy machine, and a sandwich machine.
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Figure 5-12 Depiction of the four extended environments used for the portable eye-tracking study.
Clockwise from the top left,Washroom, Hallway, Office, and Vending.
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5.3.2 Results
Figure 5-13 shows the percentage of time the subjects spent looking at the major objects
in the Washroom environment for the various instructions. The percentages are from the
pooled data of all fixation durations on any object during a specific task, pooled
over all
six subjects. To compare within one task, notice the relative amount of time the
subjects
spent looking at one object as opposed to another. For example, in the "wash
hands"
task, the pooled fixation durations in the hands/water area was 47%, whereas the pooled
fixations on the paper towel dispenser was 22%, and the left and right soap dispensers
were only 2% and 3%, respectively.
The important parameter to consider for comparison across tasks is the relative
amount of time spent on each object across tasks. For example, 6% of fixation time was
spent looking at the right faucet handle for the "wash
hands"
task, 16% of the time was
spent looking there for the "fill
cup"



































Figure 5-13 Relative amounts of time spent on different objects in theWashroom
environment, pooled across all fixations and all subjects. Note that fixations on hands/water area for
"fill a
cup"
is 52%, and fixations on mirror for "comb your
hair"
is 90%.
Overall, it is obvious from Figure 5-13 that certain objects readily attract attention
and are fixated more frequently for longer periods of time. The task to be accomplished
determines which of the objects will be fixated. For the hair-combing task, the mirror
was fixated 90% of the time, far more time than for the door handle (5%), other objects
(4%), and the light switch (1%). The
"Other"
category for the Washroom environment
includes the walls, floor, and the cup used during the fill-cup task.
The fill-cup task, which involved far fewer physical object manipulations than the
wash-hands task, showed nearly as much time fixating objects as did the wash-hands
task. The water coming out of the faucet was fixated
most frequently (52%) during cup
filling, followed by the right sink faucet/handles (16%). It is interesting that none of the
six subjects chose the left sink to fill the cup, however 2% of fixation time was spent
there. Only two subjects fixated the left sink during fill-cup
- U and V. U made a single
fixation on the left sink, 367 msec after ending the first fixation on the right sink, and V
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made two fixations on the left sink, one before the initial fixation on the
right sink and
another immediately after the first fixation on the right sink. This leads to the
conclusions
that the left sink fixations during fill-cup were for the purpose of deciding which
sink to
use.
Twice as much time (4%) was spent looking at the right sink than the left sink,
and nearly as much time was spent looking in the mirror (3%), which is not a
task-
relevant object. The 3% fixation time on the mirror for this task was due to two subjects
who made checks in the mirror before exiting the washroom
- 1.467 seconds for subject
T and 867 msec for subject X. This shows that non-task relevant objects in the
environment may capture attention if those objects are interesting for some other reason.
The wash-hands task required the greatest amount of physical manipulation, yet
showed nearly the same amount of division among objects as fill-cup, although different
objects were fixated during handwashing. Again, nearly half of the time was spent
fixating the hands/water area (47%), followed by the paper towel dispenser/paper (22%).
It is surprising that so little time (2%) was spent looking at the tiles above the sink, which
are highly salient features in the environment in terms of luminance contrast, texture, and
pattern. It is possible that they were not fixated more frequently because they are not
useful for any of the tasks, and the reason they were fixated at all is because they are
interesting to look at.
It is informative to consider the amount of time spent fixating each object as the
task progresses, and compare the progression across tasks. Figure 5-14 shows that


































Figure 5-14 Washroom environment. Time spent fixating objects as the tasks progress for Subject
T. Tasks are, from the top, "Wash your
hands,"





The wash-hands task showed many early short-duration
fixations on potentially
task-relevant objects (look-aheads - Pelz and Canosa, 2001). Five of the six subjects
fixated one of the two soap dispensers before approaching a sink, and two
of the subjects
fixated the paper towel dispenser before beginning to wash their hands. One subject, Y,
made three sequences of left soap-right soap before finally approaching and using the
right sink.
Later in the task, after the main task of washing hands had been completed,
fixations of longer duration were directed to the currently useful task-relevant objects.
The fill-cup task showed a slight tendency to look-ahead, but not nearly as prevalent as
the washing hands task. The comb-hair task showed fixations only on currently useful
objects. The differences between the three tasks in terms of look-aheads, and the
progression of fixations toward longer fixation durations for useful objects is likely a
reflection of the inherent object manipulation requirements of each individual task.
The same type of analysis can be performed for the other three extended
environments. Figures 5-15 shows the percentage of total task time spent looking at the
major objects in the Hallway environment, again, pooled across all subjects.
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Figure 5-15 Relative amounts of time spent on different objects in the Hallway environment, pooled
across all fixations and all subjects.
The Hallway environment shows the same trend as
for the Washroom
environment
- a single task-relevant object dominating the total fixation time, with
significant contributions from other task-relevant, as well as non-task-relevant
objects.
For the Hallway environment, when the
instruction is to "Throw something in the
garbage,"
47% of fixation time is spent on the garbage bin, as expected, however, a
significant amount of time (17% and 18% respectively) is spent looking at the floor and
looking at the objects cluttering the
hallway. For this environment, the
"Other"
category
refers to the walls, the water fountain, or the
crumpled paper that was to be placed in the
garbage. "The fire alarm has just gone off shows 32% of
fixation time spent on the exit
door at the end of the hallway, 13% of time spent on the fire
alarm or fire extinguisher,
15% looking at the floor, and 18% looking
at the objects. Note that the instruction for
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this task was given verbally, and there was no simulation of a fire alarm actually
sounding during the task.
"Find a
bathroom"
shows 31% of fixation time spent on right doors. The
bathroom was on the right, as the subjects were well aware, having performed the
washroom tasks earlier, except for subject V who performed the Hallway tasks before the
Washroom tasks. However this subject was aware of the location of the washroom
before the experiment began, even though he had never used this particular washroom
before. Again, the subjects looked at the floor 13% of the time, and the objects 13% of
the time. These results show that fixation locations are determined primarily by task
constraints, and also by non-task-related features in the environment. Note that 13% -
1 7% fixation time was on the floor for each task. The floor is neither task-relevant nor is
it visually salient in the environment, yet the floor still captures attention one-sixth of the
time.
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Figure 5-16 Relative amounts of time spent on different objects in the Office environment, pooled
across all fixations and all subjects.
For this environment,
"Other"
refers to the walls, the floor, a person who entered
the room, or the original/copy for the photocopy task. The
"Machines"
category refers to
office machines such as the document binder or fax machine, but not the computer,
computer peripherals, or copier machine. The
"Computer"
category refers to the hard
drive, monitor, keyboard, and mouse. Any fixation on one of those objects is included in
the
"Computer"
category. It is interesting that for the get-supplies-from-closet task, 17%
of fixation time was on the black cabinet located to the left of the closet. One subject, W,
fixated the cabinet three times during two sequences consisting of cabinet-closet-cabinet,
and cabinet-other-closet. Another subject, Y, fixated the cabinet once during a sequence
of closet-cabinet-paper/books-closet. It is likely that these subjects were confused as to
whether the closet door or the cabinet door was the correct place to look for the supplies.
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Finally, the Vending Machine environment shows the most difference
between
the three tasks in terms ofwhether or not a single object captures the most attention. This




























Figure 5-17 Relative amounts of time spent on different objects in the Vending environment, pooled
across all fixations and all subjects.
"Check for
Skittles"
(no Skittles were in the machine) elicited the overwhelming
majority of time spent looking at the items or labels. This is to be expected, as (similar to
the comb-hair task in the washroom) no physical manipulation of objects is required, so
subjects are free to attend to the most relevant region of the scene. The "Check for
change"
task elicited an intermediate amount of primary object fixation time, with only
12% of the time spent looking at the item/label area. The "Buy a Snickers
bar"
task
elicited the least amount of single object fixation time for any of the tasks in any of the
environments. Nearly an equal amount of time was spent looking in the item/label area
as looking at the coins. This suggests that, for this task, coins are as perceptually
conspicuous as the items in the machine. Similarly, the selection buttons are attended to
159
more frequently during the buy-Snickers-bar task (16%) than either the items or the
selection buttons during the check-for-change task (12% and 3% respectively).
In summary, it can be concluded that the percentage of time spent fixating certain
objects in the environment is task related, and can be used as a direct measure of
perceptual conspicuity. For this reason, perceptual conspicuity can be thought of as a
factor that modulates the visual salience inherent in a scene.
Figures 5-18 through 5-20 show the progression of each task for each of the three
environments, for a single subject, in terms of fixation location and the total fixation



































































Figure 5-18 Hallway environment. Time spent fixating objects as the tasks progress for Subject T.
Tasks are, from the top, "Throw something in the
garbage,"
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Figure 5-19 Office environment. Time spent fixating objects as the tasks progress for Subject U.
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Figure 5-20 Vending Machine environment. Time spent fixating objects as the tasks progress for







Notice that for all of the Hallway tasks, the most relevant object for each task is
first fixated either mid-task, or late in the task, and in each case, the task-relevant objects
are not fixated continuously once they are located, but rather are fixated several times
over the course of task execution. This could be due to the large area of the extended
environment, or to noting that once an important item has been located its location will
remain in memory until its use is physically required. This is particularly the case for the
find-bathroom task, as the subject already knows the location of the bathroom and is free
to look at other non-relevant objects and areas in the environment.
Similarly, the initial fixations in the Office environment and the Vending
Machine environment are either to non-relevant items or are very short fixations
(look-
aheads) to the relevant item (the copier in make-photocopy task and the exit tray in the
buy-Snickers task). The subjects appear to prefer to make
"general"
fixations initially,
and more specific, task related fixations later. Again, the look-ahead fixations appear to
be very strongly correlated with tasks that require many physical manipulations.
5.4 General discussion and conclusions
The focus of this chapter has been on considering the high-level aspects of oculomotor
control that contribute to visual routines. The high-level aspects are in terms of variation
of fixation location due to task demands, rather than the low-level metrics of fixation
duration and saccade amplitude. While it is obvious that fixation location depends
heavily on the demands of the task, it is not obvious how instruction alters the perceived
conspicuity of objects in the scene, especially in the
context of real-world activities.
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The experiment described in Section 5.2 showed that the percentage of time spent
fixating the task-relevant regions of a simple environment is not equally divided among
the regions, yet the percentages are consistent for a specific task across subjects. This
indicates that the percentages are task-related, and not idiosyncratic. Further, the
percentages seem to be unaffected by the relative amount of mental workload required.
The two copy-model tasks showed that the same percentage of time was spent in each of
the three task-relevant areas, regardless of whether the model was located in the same
room or a different room.
The goal of the second experiment described in this chapter was to perform the
same kind of analysis in an extended, non-laboratory setting. The results showed that a
surprising percentage of time was spent fixating non-task-relevant objects in the form of
either mistaken identity (cabinet instead of closet door) or look-ahead (soap dispenser,
exit tray of vending machine). Figure 5-21 shows a comparison of fixation types, pooled
over all subjects and tasks.
0 7
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Figure 5-21 Comparison of fixation types.
Look-ahead fixations include fixations that are made to objects that are not
currently useful for the task, but may be useful at sometime in the near future, for
example, fixations on the exit tray or selection buttons of the vending machine before the
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item to purchase has been located. Mistaken fixations refer to fixations on objects that
may have been confused with the primary task object, such as the cabinet door (mistaken
for the closet door) in the office, or the coin entry slot (mistaken for the coin return slot)
of the vending machine. Irrelevant fixations refer to fixations on objects not necessary
for completion of the task, such as fixations on the walls, floor, or irrelevant object in the
environment.
Overall, subjects spent the majority of time fixating task-relevant objects. These
findings lead to the conclusion that the visual salience of task-relevant (and to a lesser
extent non-task-relevant) objects in an environment is modulated by the perceptual
conspicuity of those objects. It is hypothesized here that modulated saliency due to
task-
relevancy is a far better indicator of where people will look in a scene than
non-
modulated saliency from the purely physical properties of the object alone.
Chapter 6 of this thesis uses the idea of modulated saliency due to task demands
to create a task-dependent biologically-plausible model of the human visual system. The
model is an adaptation of a non-task-dependent model introduced first by Itti and Koch
(2000) and later modified by Parkhurst, Law, and Niebur (2002). The model introduced
here incorporates new low-level as well as high-level parameters that modulate visual
saliency in the environment and contribute to perceptual conspicuity, including a module
that predicts expected location according to task constraints. The model is tested and
verified for accuracy by comparing the fixation densities predicted by the model to the
actual fixation locations of human subjects. The model is shown to achieve a much






The previous two chapters provided empirical evidence that fixation locations are not
made to random locations in the field, but rather are highly dependent upon the
environment encountered, as well as the specific task to be accomplished. Eye
movement patterns revealed that subjects preferentially fixate objects relevant for current
or potential actions implied by the semantics of the scene and the current goal, rather than
selecting targets based purely on image features. This knowledge provides an
opportunity to introduce constraints that enable a tractable solution to the problem of
determining which region of the visual field attracts attention most readily. The
constraints can be incorporated into a model that considers which scene attribute and
which task attribute contributes the most pertinent information.
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The purpose of this chapter is to introduce a biologically-plausible model of
selective attention that selects regions of high visual salience in an image, and modulates
that saliency to locate potential objects in the scene according to their
perceived
usefulness in the context of an explicit or implicit task. The model is based on the
approach taken by Itti & Koch (2000), and Parkhurst, Law & Neibur (2002) in that it uses
spatial filters at various resolution levels to detect low-level features of potentially high
visual salience. The current stimulus-driven models presented in the literature may be
sufficient for capturing highly salient features of non-representational images such as
fractal patterns, however the present models do not correlate well to fixation patterns of
subjects who view natural images. It will be shown that when a model introduces high-
level as well as task-dependent constraints, the correlation to fixation patterns is higher.
The model presented in this chapter augments the saliency models of the current
literature by introducing a high-level algorithm that locates proto-objects (regions that
indicate potential objects) in the image, and a task-relevancy module that uses the
expected locations of potentially useful objects to further restrict the regions. The result
of using a proto-object mask as well as an expected location map is that the low-level
features of the image are simultaneously inhibited if they are unimportant for the current
task under execution, and enhanced if they are important for the observer's goal. The
resulting map is called a conspicuity map, because it indicates which regions of an image
are perceptually conspicuous, as well as visually salient.
The model is tested and verified by computing the conspicuity maps for a large
database of natural images, and correlating the fixation locations of subjects who viewed
those images with the computed conspicuity values at the fixation locations. The
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verification shows that subjects preferentially fixate locations in the image that
correspond to high values of computed conspicuity.
In some cases, the subject viewed the same image several times, under a different
implied task constraint each time. The model correctly adjusts the conspicuity values of
the image to reflect the constraints of the task, which improves the correlation coefficient
for the task-varying condition. Low-level feature salience may be a reliable indicator for
determining which regions are fixated next for free-viewing simple or non-
representational images, but not for natural images presented in the context of an implied
situation that requires formulating a plan of action.
6.2 Model description
This section describes in detail the steps that were taken to construct the conspicuity map.
The conspicuity map consists of four essential sub-maps
- the color map, the intensity
map, the oriented edge map, and the proto-object map, shown in Figure 6-1 as the shaded
regions. The four sub-maps are merged together and a final mask is applied to the
merged maps for the purpose of inhibiting areas that do not correspond to potential
objects or expected object locations, and enhancing those regions that do.
6.2.1 Input image processing
Before the low-level features of the conspicuity map can be computed, the input image
must be pre-processed to correspond to the image represented in terms of the early







apply object mask and expected location mask
ConspicuityMap
Figure 6-1 Construction of the Conspicuity Map
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The pre-processing stage takes as input the original RGB formatted image and
transforms that image from the RGB color space to the CIE tristimulus values, X, Y, and
Z. The XYZ tristimulus values are a quantification of the trichromatic characteristics of a
given object, in this case the 50 inch Pioneer Plasma Display PDP-503CMX, described in
Section 3.5.2 of this thesis. The tristimulus values take into account the spectral
properties of the display, with a specific spectral power distribution, as well as the color-
matching functions of the CIE Standard Colorimetric Observer. The product of these
distributions is summed over a range of wavelengths from 380nm to 780nm, as given in
Equations 6-1 through 6-3:
780
X = k S (PR(X.) + PG(X) + PB(X)) x(X) (6-1)
A. = 380
780
Y = k 2 (?R(X) + ?G(X) + PB(X)) y(A.) (6-2)
A. = 380
780
Z = k 2 (PR(X) + PGfl.) + PbM) z(X) (6-3)
A. = 380
PR(X,), PG(^), and ?B(X) are the spectral power distribution of the display in terms
of the
red, green, and blue components, respectively,
and x(k), y(X), and z(k) are the color
matching functions of the CIE
Standard Colorimetric Observer, k is a normalizing factor
such that Y, which corresponds to luminance, is equal to
100 when the object is a perfect
white. X and Z are used in the calculation of chromaticity coordinates, which gives the
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pixel's location in chromaticity space, and can be used to calculate the
colorfulness of a
stimulus, not including its luminance. The advantage of representing the input image in
terms of XYZ tristimulus values instead of RGB digital counts is that the color and
luminance properties of any input image is represented in a standardized way, according
to the display device characteristics. The characterization of the Plasma PDP-503CMX
Display and the transformation matrices used in the calculation of XYZ are given in
Babcock (2002).
The next step after the transformation to XYZ values is to transform once again to
cone and rod responses. Recall from Section 2.2.1 that retinal photoreceptors can be
classified as either rods, which respond primarily to low levels of light, or cones, which
are responsible for color vision and high visual acuity. Retinal cones can be further
classified into one of three different types depending upon the wavelength sensitivity of
the cell's photopigment - long (L), medium (M), or short (S). The rod and cone signals
are calculated as the linear transform of the XYZ tristimulus values using the
transformation matrices given in Pattanaik, Ferwerda, Fairchild & Greenberg (1998), as











R = -0.702X + 1 .039Y + 0.433Z (6-5)
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The rod signal was derived from the tristimulus values as an approximation using
a linear regression of the color matching functions and the CIE scotopic luminous
efficiency function, V'(k). See Pattanaik, et al. (1998) for details.
Once the rod and cone response signals are obtained, they must be normalized to
correspond to the maximum and minimum values that can be obtainable for any input
image. This was done by presenting the input processing module with a test image
consisting of every possible combination of 24-bit RGB values, and noting the minimum
and maximum rod and cone responses returned. Once the minimum and maximum
values are found for the test image, these values can be used to scale any subsequent
image presented to the processing module.
The final step in processing the input image before the creation of the low-level
feature maps is the computation of the achromatic channel and the opponent color
channels from the normalized rod and cone response signals. The achromatic channel is
subsequently used for spatial processing of the input image at multiple levels of spatial
resolution, whereas the opponent channels are used to detect chromaticity differences in
the image. Recall from Section 2.2.4 that opponent process theory attempts to explain
the subjective experience of color as the result of four chromatic primaries that are
arranged in polar pairs - red and green form one polar pair, blue and yellow form another
polar pair, and black and white form the third polar pair. Each of the three cone types
detect photons of the proper wavelength range along one polar dimension
- the R/G
dimension, the B/Y dimension, and an achromatic dimension of black/white that detects
luminance levels.
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In Figure 6-1, A refers to the achromatic channel, CI refers to the R/G
opponent
channel, and C2 refers to the B/Y opponent channel. The
transformation from rod and
cone responses into opponent signals, as shown in Equation 6-6, uses the
matrices given
in Pattanaik, et al, (1998), which follow those of Hunt (1995), and are also
used in the











Note that A, as well as CI and C2, are the result of only the cone response signals
- i.e., A is the achromatic information originating only from the cones, and not from the
rods. The achromatic signal originating from the rods is kept separate, and will be
integrated later, to reflect the differential weighting in the retina of the rod and cone
densities. After the AC1C2 channels have been created, each signal is normalized to the
maximum and minimum value that is obtainable for that channel for any input image, and
A is scaled from 0 to 1. The CI and C2 signals are scaled from -1 to 1, and the absolute
value is taken. This step ensures that a high value will result from the chromatic channels
whenever a color corresponding to one of the opponent colors is presented to the input
processing routine. After the computation of the rod and cone signal responses, the
low-
level feature maps are computed.
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6.2.2 The low-level saliency map
The saliency map consists of three low-level feature maps - a color map, an intensity
map, and an oriented edge map. The color map takes as input the two chromatic signals
of the cone responses, CI and C2. The resulting
"colorfulness"
at each pixel is defined as
the vector distance from the origin (neutral point) to a point corresponding to the CI and
C2 signals, expressed in the two-dimensional R-G and B-Y color opponent space. This is




The resulting colorfulness that is calculated for each pixel is called the color map. Figure
6-2 shows an example input image, the corresponding CI (red/green) signal, C2
(blue/yellow) signal, and the resulting color map. The signal maps are false-colored,
such that blue corresponds to a low signal value, yellow corresponds to a medium signal
value, and red corresponds to a high signal value.
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Figure 6-2 Creation of the color map from photoreceptor responses. Upper left is input image,
upper right is CI (red/green) signal, lower left is C2 (blue/yellow) signal, and lower right is the
resulting color map. Dark blue areas in the signal maps correspond to low signal values, yellow
corresponds to medium signal values, and red corresponds to high signal values.
The intensity map is created by combining the output from the rod signal with the
output from the achromatic color-opponent channel. Thus, the total achromatic signal,
At, consists of information originating from the cone signals as well as from the rod
signal. The rod signal is assumed to consist of only achromatic information. Pattanaik,
et al. (1998) determined the differential weightings of the rod and cone signals that will
result in an achromatic output which is monotonic with luminance, as given in Equation
6-8.
AT = A + rod / 7 (6-8)
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The rod signal, as well as the three cone signals, was calibrated to equal unity for an
equal-radiance spectrum at a luminance of 1.0
cd/m2
(Pattanaik, et al, 1998).
'A'
refers to the information originating from the cone signal and
'rod'
refers to
information originating from the rod signal. The resulting total achromatic signal
calculated for each pixel is called the intensity map, which is shown in Figure 6-3 for the
same example input image ofFigure 6-2.
Figure 6-3 Intensity map for example input image of Figure 6-2.
The oriented edge map takes as input the intensity signal. The purpose for using
the intensity signal in the calculation of oriented edge information is to maintain a single
representation of luminance throughout the model. Other models (Itti & Koch, 2000, and
Parkhurst, Law & Niebur, 2002) use the average value of the RGB digital counts from
the original image to create a luminance image for the orientation channel. However,
since the intensity signal represents the luminance output from the retinal receptors, it is
this representation that should be passed through the model's simulation of the center-
surround organization of the receptive fields of retinal ganglion cells. Similarly, the
creation of the higher-level proto-object map, which can be computed in parallel with the
oriented edge map, also uses the intensity signal as input.
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The first stage ofprocessing to create the oriented edge map
is the computation of
a multi-resolution Gaussian pyramid (Burt and Adelson, 1983) from the intensity
signal.
To create the Gaussian pyramid, the intensity signal is sampled at seven
spatial scales
(1:1, 1:2, 1:4, 1:8, 1:16, 1:32, and 1:64) relative to the size of the original
input image,
1280 x 768 pixels. Each level is up-scaled to the highest resolution level using bicubic
interpolation. Figure 6-4 shows the example input image at each of the seven levels of
the pyramid, after interpolation.
Figure 6-4 The seven levels of the multi-resolution Gaussian pyramid for the example input image.
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The second stage of processing simulates the center-surround organization and
lateral inhibition of simple cells in the early stages of the primate visual system by
subtracting a lower resolution image from the next highest resolution image in the
pyramid, and taking the absolute value of the result. The resulting six levels of
difference images form a Laplacian cube. Each level of the Laplacian cube is a
representation of the edge information from the original input image at a specific scale.
Since the human visual system has non-uniform sensitivity to spatial frequencies
in an image, the levels of the Laplacian cube must be weighted by the contrast sensitivity
function, as discussed in Section 2.2.3. Contrast sensitivity is modeled by finding the
frequency response of a set ofDifference-of Gaussian convolution filters, and weighting
each edge image of the Laplacian cube by the response. The filters essentially alter the
weight of each edge according to how sensitive the human visual system is to the
frequency response of that edge.
The CSF weighting function begins by defining a Gaussian convolution kernel
that is the same size as the kernel used for the Gaussian interpolation described earlier,
5x5 pixels. Multiple kernels are derived from the original kernel by successively
doubling the area. This simulates the effect of convolving a fixed size kernel with each
level of the Gaussian pyramid. After all of the kernels have been normalized to 1 , each
kernel is transformed into the frequency domain using the Fast Fourier Transform
algorithm. The one-dimensional Fourier transform of an arbitrary complex valued





The Fourier transform of a Gaussian function is also a Gaussian function, as given in
Equation 6-10:
9"
Gaus(x) -? Gaus(0 (6-10)
The seven convolution kernels are shown in Figure 6-5, in both their spatial domain
representation and their frequency domain representation.
f1:5x5 f2:10x10 f3:20x20 f4:40x40 f5:80x80 f6:160x160 f7:320x320
FT(f1 FT(f2) FT(f3) FT(f4) FT(f5) FT(f6) FT(f7)
Figure 6-5 The seven Gaussian convolution kernels of the Laplacian pyramid. They are used to
create the bandpass filters that detect a specific range of frequencies in the input image. The spatial
domain representation is shown in the top row, and the corresponding frequency domain
representation is shown in the bottom row.
Once the convolution kernels have been transformed into the frequency domain,
they can be used to create bandpass filters that detect a specific range of frequencies in
the input image. Subtracting one frequency domain kernel from another frequency
domain kernel creates the bandpass filters, as shown in Figure 6-6.
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F1--2 :2-F3 F?-F' F'i-F5 F5-F6 F6-F7
K
Figure 6-6 Six bandpass filters used to detect frequencies of a particular range in the input image.
F1-F2 is elliptical in shape because fl is odd-sized (5x5) and f2 is even-sized (10x10).
The range of frequencies that will be detected is determined by the frequency
responses of the bandpass filters. Figure 6-7 shows the one-dimensional frequency
response characteristics of the six bandpass filters shown in Figure 6-6. Note that only




Figure 6-7 One-dimensional frequency response characteristics of the six bandpass filters shown in
Figure 6-6. Note that only the right half of the response curves are shown, Le., they are symmetrical
about the origin.
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In order to calibrate the frequency responses of the bandpass filters to a
measure
corresponding to human visual sensitivity, the frequency axis must be converted to
cycles
per degree. For each bandpass filter the maximum frequency at which a response is
found is related to the sampling distance in the spatial domain by Equation 6-11:
fmax = 1/(2 Ax) (6-11)
where Ax is equal to the sampling distance in the spatial domain, given in units of
degrees per pixel, as in Equation 6-12:
Ax = (width of screen in degrees) / (width of screen in pixels)
= 60 / 1280 (6-12)
After calibrating the frequency responses of the bandpass filters to correspond to
degrees of visual angle, the contrast sensitivity function can be used to determine the
visual response to a particular frequency in the Laplacian edge images. The visual
responses are used as weights to be applied to the edge images, either enhancing the edge
if the human visual system is particularly sensitive to that frequency, or inhibiting that
edge if it is not. Equation 6-13 calculates the contrast sensitivity function used to find the
weights (from Manno and Sakrison, 1974).




Figure 6-8 shows the six levels of the Laplacian edge cube for the test input
image, after weighting each level by the contrast sensitivity function. Bright areas
indicate regions of high edge sensitivity in the human visual system to the frequency of
that edge at that level. Note that the images shown do not depict the actual values, but
rather have been enhanced for the visualization.
Figure 6-8 Six levels of the Laplacian edge cube (difference-of-Gaussians) derived from the seven
levels of the Gaussina pyramid (labeled LO - L6) after weighting each Laplacian level by the response
from the contrast sensitivity function. Top row from left L0-L1, L1-L2, and L2-L3. Bottom row
from left L3-L4, L4-L5, and L5-L6.
The final step in the creation of the oriented edge map is to represent the amount
of edge information in the image at varying spatial orientations. This is done by
generating Gabor filters at four orientations
- 0, 45, 90, and 135. A Gabor filter is
derived from a Gaussian modulated sinusoid, and enables a local spatial frequency
analysis to detect oriented edges at a particular scale. The biological justification for
using this type of filter is that it simulates the structure of receptive fields in area VI
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neurons. These neurons have been found to be tuned to particular orientations, as well as
to specific spatial frequencies (Hubel & Wiesel, 1 968).
The Gabor function (Gabor, 1946) used to generate the filters is given in
Equation
6-14:
f(x,y) = cos [ (x cos 9 - y sin 9) ] ( 1 / (<2im) ) e





where a = 12 (for an image resolution of 1280 x 768) and 9
= 0, 45, 90, and 135.
Four convolution kernels were created using the Gabor function given in
Equation
6-14, one for each orientation, using a kernel size of 15 x 15, a grating with a step size of
0.1 (1 /number of samples, where number of samples
= 10), and two cycles of the sine
wave. Figure 6-9 is a graphical depiction of the basis functions used to model the
kernels.
Figure 6-9 Basis functions of the Gabor filters used to model the tuning of receptive fields in area
VI of striate cortex. From left, 0, 45, 90, and
135
The six difference-of-Gaussian levels from the Laplacian edge cube, after
weighting by the CSF, are used as input to the oriented edge filtering algorithm. The
output after convolution with the Gabor functions is four oriented Laplacian cubes - one
for each of the orientations. Each of the four cubes is then flattened into a single plane by
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merging together (adding) the six levels of the oriented edge cube, after each level has
been normalized to be in the range from 0 to 1. This creates four oriented edge signals.
The four signals are then normalized once again, and linearly summed together to create
the oriented edge map. Figure 6-10 shows the four oriented edge signals, after flattening,
and the resulting orientation map. Bluer regions in the orientation map correspond to
areas of low visual response to edges in the original image, and redder regions
correspond to areas ofhigh visual response to edges in the original image.
Yf*7*
Figure 6-10 Four oriented edge signals and resulting oriented edge map. Top row from left,
0,45
Middle row, from left, 90, 135. Bottom row, false-colored oriented edge map.
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Once the color map, intensity map, and the oriented edge map have
been
generated, they are linearly scaled from 0 to 1 and merged together to create a single
low-
level saliency map by adding the values from each map together on a
pixel-by-pixel
basis. Initially, each map is weighted equally in the calculation of the saliency map,
however, section 6.3 will discuss the effect of varying the weight of each map on fixation
correlation. Figure 6-11 shows the three low-level maps, and the resulting low-level
saliency map. The red areas correspond to highly salient regions in the original image. It
is these areas in the image that will attract attention due to the low-level properties of the
image.
Figure 6-11 Low-level feature maps and resulting low-level saliency map. Top row from left, color
map and intensity map. Bottom row from left, oriented edge map and saliency map.
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The significance of the saliency map is that regions corresponding to high
salience in the map signify features from the original image that will most likely capture
the viewer's attention, at least when no task has been imposed or higher-level information
is required.
6.2.3 High-level proto-object map
The proto-object map is constructed in parallel with the saliency map, and is used to
identify potential objects in the image. The algorithm is based upon detecting texture
from edge densities. The input to the proto-object detection algorithm is the intensity
map described in Section 6.2.2.
The first stage involves segmenting an estimation of the background from the
foreground of the input image. To do this, the input image is sectioned into 16x16 pixel
blocks (according to an input image size of 1280x768 pixels). Each block corresponds to
approximately % of visual angle, assuming a viewing distance of 38 inches. All of the
pixels within a single block were set to a single value - for simplicity, the minimum pixel
value of that block was used.
The effect of this step is that regions of relatively uniform intensity in the image
are localized, simulating the effect of figure/ground segmentation of perceptual
organization (Rubin, 1921, as discussed in Palmer, 1999).
For the next stage, the foreground image is thresholded to create a binary
representation of the foreground, which is subsequently used for edge detection. A
Canny edge operator is used on the binary image to detect both weak and strong edges in
the foreground image, including the weak edges only if they are connected to strong
edges. The Canny operator uses a derivative of Gaussian filter to calculate gradients in
the thresholded image, and finds the local maxima of those gradients. The Canny
operator has been shown to be optimal for detecting two-dimensional step edges, and
closely approximates the operation of simple cells in striate cortex that sum the
outputs
from lower-level cells (Canny, 1986).
From the edge image, regions that correspond to potential objects in the image are
located using morphological operations. This is accomplished by first using a dilation
procedure to thicken the edges, then using a majority operation to fill in small
holes in the
expanded edge image, and finally using an erosion procedure to smooth the boundary
edges of the resultant region. The result of these operations is the binary proto-object
map. Figure 6-12 shows each step of the creation of the proto-object map for the
example input image. The final step represents the location of potential objects in the
image and is used as the higher-level proto-object map. Regions of high intensity in the
map indicate a high probability of fixation.
Figure 6-12 Creation of the binary proto-object map Top row from left, input image,
estimation of background, and foreground segmentation. Bottom row from left, after thresholding
the foreground image and Canny edge detection, after dilation, and after hole filling and erosion.
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The purpose of the proto-object map (P) is to locate regions in the image that
correspond to potentially useful objects. It is used along with the color map (C), intensity
map (I), and oriented edge map (E) as an additional channel for the calculation of
conspicuity. Presently, the proto-object map is weighted equally with the other three
maps in the pre-mask stage. Once the four channels have been merged into a single map,
the proto-object map is used once again as a mask to further inhibit regions in the image
that are not likely to correspond to object locations, and enhance those regions that are.
Equation 6-15 shows how the four maps are merged and how the mask is applied after
the merging to create the conspicuity map, referred to as the C_Map. This is the result


















= %, and w5 = 1 . The final map is scaled from 0 to 1 , where a
low value corresponds to a low likelihood of fixation, and 1 corresponds to a high
likelihood of fixation.
6.2.4 Expected location mask
In order to introduce top-down information into the conspicuity map, knowledge of the
environmental domain as well as the task domain is required. Once the required task and
environment constraints are known, the domain knowledge operates on that information
in a task-dependent and environment-dependent way. The capability of the expected
location map to predict fixation locations in a generalized way (i.e., independent of
specific domain knowledge) is a result of how well the domain knowledge reflects
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generalized behavior. In other words, knowledge of human visual behavior as
described
in the last chapter can be used to model fixation strategies in specific task domains.
Since it was found that people tend not to make fixations to random locations in the field,
but rather to locations that have expected high utility for the current task, a
model
predicting fixation locations should incorporate those strategies. The expected location
map is an attempt at incorporating the generalized behavior within the specific domain by
using a heuristic technique to describe the expected locations ofpotentially useful objects
in a scene.
The expected location map takes as input the conspicuity map as described in the
previous section, as well as information about the task that is currently being executed. A
heuristic is developed that describes where in the scene one would expect to find a
particular object that is useful for that task. For example, if the task is to "wash your
hands,"
the expected location map enhances the left, right, and middle central regions of
the conspicuity map and inhibits all other regions, because one would not expect to find
the objects necessary for washing hands on the floor or ceiling. On the other hand, if the
task is to exit the building after "the fire alarm has gone
off,"
then the upper regions of
the conspicuity map are enhanced while all other regions are inhibited, because exit signs
are usually located near the ceiling.
The expected location map acts as a mask applied to the conspicuity map, after
the object mask has been applied to the combined low-level feature maps and the higher-
level proto-object map.
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6.3 Verification ofmodel using eye-tracking methods
6.3.1 Data Collection
Eye-tracking data were collected and analyzed in order to determine the correlation
between the computational model of visual selection discussed in the previous sections of
this chapter and the fixation locations ofpeople viewing natural images. The ASL model
501 laboratory-based eye-tracker discussed in Section 3.5 was used to record the eye-
movement data. The 50 inch Pioneer Plasma Display PDP-503CMX described in
Section 3.5.2 was used to display the images. The screen size was 1280 x 768 pixels,




vertically at a viewing distance of 38 inches. At this distance,
approximately 21 pixels cover
1
ofvisual angle.
Eleven paid subjects (seven males, four females) from the RIT community
participated in the eye-tracking experiment, all with normal or corrected to normal vision,
and all were naive with respect to the purpose of the experiment. The experiment lasted
approximately 1 hour, including calibration time. The calibration data for the eleven
subjects is given in Section 3.5.2, and shown in Figures 3-19 through 3-21. After offset
and drift correction the average angular deviation from the nine calibration points was
0.73
0.06at the start of the experiment, and
0.56 0.04
at the end of the
experiment.
Each subject viewed a total of 164 color images divided over two sets of 82
images each. The two sets were labeled A and B, and were counter-balanced between
observers. The image database represented a wide variety of natural images, including
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indoor and outdoor scenes, landscapes, buildings, highways, water sports,
scenes with
people, and scenes without people.
The experiment consisted of two parts -
"free-view,"
where the subject was
instructed to freely view each image as long as desired, and
"multi-view,"
where the
subject was given an explicit instruction before viewing a group of images
- again with
no time limit. The multi-view part of the experiment included several different
instructions; this thesis focuses on the multi-view instructions that are
discussed in
Section 6.4.
The free-view part always preceded the multi-view part. Within the free-view
part the presentation order of the images was randomized, whereas within the multi-view
part the presentation order of the images was randomized only within each instruction
group, with the exception of the images discussed in Section 6.4. Those images were
presented in a fixed order. Six subjects (Q, N, S, K, M, and I) viewed image set A as
free-view and image set B as multi-view. Five subjects (R, O, J, L, and P) viewed image
set B as free-view and image set A as multi-view.
6.3.2 Comparison of fixation densities to model predictions
A metric was developed to measure the correlation between the density of
subjects'
fixations on a particular image and the model predictions of fixation locations. The
metric compares the Fixated regions to the entire Map, and is denoted the F/M ratio as
given in Equation 6-16:
F/M ratio = mean conspicuity of fixated regions / mean conspicuity of feature map (6-16)
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The mean conspicuity of fixation is defined as the average conspicuity value
extracted from a map at the x,y-coordinates of the fixation locations, for all fixations on a
particular image. The mean conspicuity of fixations is found by first generating a map
for a particular input image using the model as described in Section 6.2. Next, the x,y-
coordinates of the fixation locations for the input image are determined from the eye-
tracking data, using the fixation finding algorithm described in Section 3.5.4 (after
correction for offset and drift in the eye-tracker). For each fixation, the x,y-coordinate in
the image at the fixation location is used as an index into the map, and the conspicuity
value at that location is extracted from the map. A 21x21 pixel window (corresponding
to 1 visual angle) is centered on the conspicuity value, and all conspicuity values falling
within the window are averaged together to find the conspicuity at fixation.
After the conspicuity for all fixations on a single image are found they are
averaged together. This average value is termed the mean conspicuity of fixations. The
mean conspicuity of a feature map is simply the average value of the map generated from
the model, and the F/M ratio is the ratio between the two.
The F/M ratio can be used to determine how well the model is able to predict
fixation locations. If the F/M ratio is close to one, then the map generated from the
model is not a good predictor of fixation locations. Since the mean conspicuity of a
feature map is the expected value at any random
location in the map, if the conspicuity
value extracted from a fixation location is close to the mean conspicuity of the map then a
random location would do just as well. If, on the other hand, the F/M ratio is higher than
one, then the map is a good predictor because the
fixations tend to be on regions of the
image that the model has computed as being highly conspicuous.
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To compare the predictive power of the model using several
different feature
parameters, four maps were generated for 152 of the 164 images in the
image database
used for the eye-tracking experiment. The remaining 12 images
were duplicates of
images already in the database (subjects viewed these images more than
once during an
eye-tracking session) so the maps for these images were not generated
twice. The four
maps generated are all variations of the final conspicuity map given in
Equation 6-15,
and are given in Equations 6-17 through 6-19 as follows:
CIE map




= ((C + I + E + P) / 4)
* P (6-19)
C refers to the color feature map, I refers to the intensity feature map, E refers to the
oriented edge feature map, and P refers to the proto-object map. Note that Equation 6-19







= %, and W5 =
1 . Also note that the expected location procedure has not been applied to any of the maps
yet because the multi-view condition is used to evaluate expected location.
Figure 6- 1 3 shows a comparison of the F/M ratios resulting from the generation
of the maps described in Equations 6-17 through 6-19 for the 76 images in image set A
under the free-view condition. Figure 6-14 shows the same information for the 76
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Figure 6-13 Comparison of F/M ratios for 76 images in set A, free-view condition. Three maps were
generated for each image, as given in Equations 6-17 through 6-19. Images numbered 44-47,64-66,
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Figure 6-14 Comparison of F/M ratios for 76 images in set B, free-view condition. Three maps were
generated for each image, as given in Equations 6-17 through 6-19. Images numbered 1-4, 44-47, 67,
68, and 80-84 are duplicate images, and are not shown here.
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The mean F/M ratios for all three maps across all 152 images are shown in Figure
6-15, with standard error bars.













Figure 6-15 Mean F/M ratios for the three different maps, averaged across all 152 images.
CIE is the conspicuity map consisting of only low-level image features such as
color, luminance, and oriented edge information with equal weighting. The correlation of
CIE conspicuity values to
subjects'
fixation locations is low, as the F/M ratio is close to 1
for nearly every image. Any random location on the map would produce nearly as high
of a conspicuity value. P is the proto-object map used alone. This map shows a
significantly higher correlation to fixation locations than the CIE map. CIEP uses the
proto-object map as an added feature and as a binary mask to inhibit the features in the
image that do not correspond to potential objects. The CIEP map has a higher correlation
than either the CIE map or the P map alone does. Figures 6-13 and 6-14 show that the
correlation with fixations for the two maps is image dependent.
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The improvement in F/M ratio as the maps include more information about
objects and potential objects shows that the eyes are more likely to be directed to objects
in a scene, rather than to highly salient, non-object features. This is an
indication that
perceptual relevancy, rather than feature salience, guides fixation patterns. Ultimately,
a
map of perceptual conspicuity rather than of feature salience is the
better predictor of
fixation locations.
6.3.3 Determination ofmap weights
Differential weighting of each of the four feature channels and the object
mask improves
the ability of the conspicuity map to predict fixation locations. How can one
determine
the optimal weights to be used for each channel, and for each image?
Intuitively, one would expect that certain features of particular images would
attract attention more readily than other features from different images. For example, a
small, highly colorful region in an otherwise monochromatic image would likely draw
attention more readily than the same colorful region in a very colorful image, because of
"pop-out."
Perhaps the monochromatic image should weight colorfulness more heavily
than brightness or edge information. The phenomenon of pop-out and the Stroop effect
as discussed in Section 2.3.3, suggest that unattended stimuli can capture attention under
certain conditions, at least for simple images. The argument in favor of assigning
specific weights to different features in complex images is more difficult, because the
features interact in a more complex way. Thus, the optimal weightings of the feature
maps must be considered on an image-by-image basis for natural, complex images.
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Two methods were used to find approximations to the optimal weights for each of
the 152 images in the image database - random weight generation and a genetic
algorithm. An optimal weight is defined as the one that yields the highest F/M ratio
possible for any particular image, i.e., the best correlation between the map conspicuity
and the
subjects'
fixation locations. Thus, an optimal weight must take into account
people's viewing behaviors. It must be emphasized that an approximation to optimal is
used as the criterion for weighting the maps, because an exhaustive search of all
possibilities is computationally prohibitive.
The random weight generation method assigns a random number between -1 and
1 to each of the five weights, and then normalizes wi through w4 to sum to 1. The
weights are then applied to the five features of the conspicuity map, as given in Equation











* P * w5 (6-15)
Ten thousand trials were run on three example images using the random weight
generation method, and the maximum F/M value from the trials was found. Table 6-1
shows the maximum F/M ratio and associated weights for the example images. The
example images are shown in Figure 6-16, with an overlaid fixation plot from a single
subject, and the corresponding conspicuity map with
the weights as given in Table 6-1
applied.
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Random Weights for C-Map - 10,000 trials
- Freeview fixation data
Image F/M max W1 W2 W3 W4 W5
A1 2.81 1.17 -0.8 -0.09 0.72 0.33
A28 2.69 0.27 0.8 -0.05 -0.01 0.85
B17 1.62 0.57 0.44 0.08 -0.08 0.09
Table 6-1 Maximum F/M ratios and associated weights for three example images using the
random weight generation method. 10,000 trials.
Figure 6-16 Example images and overlaid fixation plots for which the optimal weights were
found using the random weight generation method. The corresponding weighted conspicuity map
(C_Map) is shown beneath each image. From left, Al, A28, B17.
It is interesting to note that for some images, a negative feature weight produces
the highest F/M ratio. For example, the CMap for image A28 was found to correlate
highly to fixation locations when the map slightly de-emphasized oriented edges (w3) and
strongly emphasized intensity (w2). In other words, the subjects tended to look away
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from edges and toward bright regions in the image. For image B17, color and intensity
share nearly equal weighting, whereas proto-objects tend not be important indicators of
fixation locations. This is probably due to the relatively
"abstract"
composition of image
B17, as compared to the other images.
The genetic algorithm method was an attempt to find the optimum weights with a
minimal amount of computation. Essentially, a genetic algorithm (Holland, 1975)
"evolves"
a solution by selecting the best solution from a population of solutions, over
many generations. A good solution from each generation is allowed to
"mate"
with
another good solution, reproducing offspring with variations of the attributes that
contributed to the fitness of their parents. The goodness of a solution is determined by
evaluating that solution according to pre-determined fitness criterion. There exist many
variations of genetic algorithms in the literature, however most have some variation of
these common elements:
1 . A small beginning population of random solutions (chromosomes)
2. A fitness function to evaluate the suitability of each chromosome
3. A method for generating a new population including:
a) selection of parents for the next generation
b) crossover of genes to the offspring (based on a probability)
c) mutation of genes (based on a probability)
4. Placement of the new chromosomes in the population
5. Elimination of chromosomes not suitable for reproduction
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The basic algorithm is run over many generations of populations
until either no
further improvement is found or a pre-determined stopping criteria has been
met. The
parameters used for the map weight-finding genetic algorithm are as
follows:
fitness function = highest F/M ratio
number of generations = 300
size of each population in a single generation = 10






scale ofmutations = 0.1
For every generation of ten chromosomes, two were selected as
parents and the
remaining eight chromosomes were eliminated. The two parents
mated and produced
eight new children with crossovers and mutations according to the established
parameters. A total of 2,410 trials were run (300 x 8 + original 10) for each image in the
image database, however a solution frequently converged before the trials were
completed. Table 6-2 shows the resulting F/M ratios and associated weights for the three
example images of Figure 6-16, as well as the minimum, maximum, and average values
across all 152 images. The last column indicates how many trials were required before
the solution converged.
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Genetic Weights for C-Map - 2410 trials - Freeview fixation data
Image F/M max W1 W2 W3 W4 W5 #Gens
A1 2.81 1.07 -0.64 0.05 0.52 0.21 246
A28 2.69 -0.05 1.14 -0.12 0.03 0.55 185
B17 1.60 0.43 0.53 0.13 -0.09 0.62 58
Min 1.06 -4.89 -5.00 -8.63 -1.70 -0.28 11
Max 6.89 5.59 4.44 4.85 8.89 1.46 300
Average 2.16 0.35 0.07 0.39 0.30 0.49 149
st. err 0.07 0.07 0.09 0.08 0.09 0.03 8
Table 6-2 Maximum F/M ratios and associated weights for three example images using the genetic
algorithm method. 2,400 trials. # Gens refers to the actual number of trials required before a
solution converged. Images A30, A32, A76, B30, and B88 are not included in the range data because
the weights were greater than 50, due to many mutations.
The primary advantage of using a genetic algorithm over a random generation
method for the solution to this problem is a reduction of computation, assuming constant
overhead for both methods. Since the maximum F/M ratios are the same for either
method, a genetic algorithm would produce the near-optimum weights in fewer steps.
The F/M ratios using the CMap are shown in Figure 6-17 for the set A images, and
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Figure 6-17 F/M ratio for set A images, free-view condition, using the C_Map. The F/M ratios for
the other three maps are the same as shown in Figure 6-13, and are included for comparison to the
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Figure 6-18 F/M ratio for set B images, free-view condition, using the CMap. The F/M ratios for
the other three maps are the same as shown in Figure 6-14, and are included for comparison to the
C_Map.
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Figure 6-19 shows a comparison of the mean values of the F/M ratios for all four maps.
The C_Map shows the highest correlation to
subjects'
fixation patterns for any of the
maps.




CIE map Pmap CIEP map C-Map
Map
Figure 6-19 Mean F/M ratios for all 152 images using four different maps.
6.4 Natural-task images
6.4.1 Comparison to extended environment
As mentioned in Section 6.3.1, eleven subjects viewed 164 images divided over two sets
of 82 images each, labeled set A and set B. The two sets were presented to the subject as
either "free-view", where the instruction was to freely view each image as long as
desired, or "multi-view", where the subject was given an explicit instruction before
viewing a group of images. Six subjects (Q, N, S, K, M, and I) viewed image set A as
free-view and image set B as multi-view. Five subjects (R, O, J, L, and P) viewed image
set B as free-view and image set A as multi-view.
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The first four images of each set were labeled
"Natural-task"
images, and are
shown in Figure 6-20 with a single subject's overlaid fixation plot, and the associated
maps for each image. CIE is the saliency map derived from low-level image features
alone, P is the proto-object map alone, CIEP is the combined low-level and proto-object
map, and C_Map is the weighted perceptual conspicuity map derived from the low-level
features as well as the high-level object information.
During free-view, these four images were viewed in a random order, along with
the other 78 images in the set. During multi-view, these four images were viewed three
separate times, each time in a fixed order. Before each multi-view viewing, the subject
was given one of three verbal instructions that were specific to the image. For example,
for the hallway natural-task image, the instruction was either "Put something in the
garbage,"





are labeled TI, T2, and T3, and are given in Table 6-3.
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Figure 6-20 Four Natural-task images with overlaid fixation plots from one subject,
free-
view condition, and corresponding maps. From left, Washroom (Al), Hallway (A2), Office (A3), and
Vending (A4). Maps are, from top to bottom, the CIE map, the P map,
the CIEP map and the C_Map.
Image TaskTl Task T2 Task T3
Washroom Wash your hands Fill a cup with water Comb your hair
Hallway
Put something in the garbage Find a bathroom The fire alarm just went off
Office Get supplies from the closet Work at the computer Make a photocopy
Vending
Check for Skittles Buy a Snickers bar Check for change
Table 6-3 Instructions for the multi-view part of the experiment.
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All eleven subjects viewed the four images in the same order each of the three
times that the images were displayed, however the order of tasks for a particular image
was changed depending upon whether the subject belonged to the group that multi-
viewed set A, or the group that multi-viewed set B. The task order for the two groups is
identical to the order given for Group A and Group B as shown in Table 5-1 for the
natural-tasks-extended-environment experiment described in Chapter 5.
Figure 6-21 shows the fixation density plots, accumulated over all subjects, for
each image and task combination and also for the free-view condition. Note how the
fixation densities are distributed differently across the four images. The distributions
differ the most across the four images, yet there are differences in the distributions across
tasks for any given image. The free-view conditions show a wider dispersion of fixations
over the images, whereas the multi-view conditions show less dispersion and a tendency
to fixate only on those regions in the image that pertain to the task. For example, the
vending machine image shows a heavy concentration of fixations on the items/labels
region of the vending machine when the task is to "check for
Skittles."
When the task is
to "buy a Snickers
bar,"
the fixations are more evenly distributed between the
items/labels region in the center and the selection buttons on the right. When the task is
to "check for
change,"
the fixations are located on the lower right region of the image
where the coin return is located, and also on the left of the machine where the subjects
may have thought the coin return was
located.
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Free-view TI - Put in garbage T2 - Find bathroom T3 - Fire alarm
Free-view TI - Get supplies T2 - Work at computer T3 - Make photocopy
Free-view TI - Check Skittles T2 - Buy Snickers T3 - Check for change
Figure 6-21 Fixation density plots for free-view and three multi-view conditions for four
images. Images are from top,Washroom, Hallway, Office, and VendingMachine.
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It is interesting to compare these fixation densities with the fixation densities from
the natural-task-extended-environment study discussed in Section 5.3. Subjects who
participated in that experiment performed the same tasks as did the subjects who
participated in the current experiment. The major difference between the two
experiments is that the extended-environment tasks were real rather than simulated, as in
the current study.
In the real-world vending machine study, people spent virtually all of their time
looking at the items/labels region when the task was to check for Skittles. When the task
was to buy a Snickers bar, the items/labels were looked at most frequently, closely
followed by the selection buttons, coin entry, and exit tray (not including the coins used
to buy the candy). When the task was to check for change, people tended to look at the
coin return area the most, followed by items/labels area and the coin entry area.
Table 6-4 is a summary of the results from Section 5.3, showing the percentage of
time that was spent fixating the three most commonly fixated objects in the extended
natural-task environment for all of the tasks, and over all subjects who participated in that
study.
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Most Frequent Second-most Frequent Third-most Frequent
Washroom
Wash hands hands/water (47%) towel dispenser (22%) garbage bin (8%)
Fill cup hands/water (52%) right faucet (16%) other (12%)
Comb hair mirror (90%) other (4%) light switch (1%)
Hallway
Put in garbage garbage can (47%) floor (17%) left object (10%)
Find bathrooom right door (31%) other (16%) floor (13%)
Fire alarm exit door (32%) floor (15%) right object (13%)
Office
Get supplies closet door (65%) cabinet (17%) other (7%)
Work at computer computer (79%) chair (10%) machines (6%)
Make photocopy copier (52%) copier controls (34%) other (13%)
Vending Machine
Check Skittles items/labels (88%) candy machine (8%) pepsi machine (2%)
Buy Snickers items/labels (29%) coins (27%) selection buttons (16%)
Check for change coin return (40%) items/labels (12%) coin entry (11%)
Table 6-4 Three most frequently fixated objects and percentage of time spent looking at
those objects for each of the tasks in the extended environment study from Section 5.3, over all
subjects.
A comparison of Table 6-4 with the fixation density plots from the simulated
environment (Figure 6-21) shows some agreement with, and yet many differences
between the real-world and the simulated environment. For example, in the Washroom
simulated environment the sink areas and the paper towel dispenser are fixated most







many fixations on the mirror as on the sink/dispenser areas. In the real environment, the





almost never fixated for the "comb
hair"
task, where most fixations (90%) were on the
mirror. The observation that subjects fixate relevant objects more frequently during an
active task than during a simulated task implies that simulated tasks do not always
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accurately predict visual behavior in a real environment. While there are some
similarities between a simulated and a real environment, there are many differences that
preclude a precise comparison between a real and simulated environment.
The simulated Hallway environment showed that most fixations were in the
central region of the image, regardless of the task, and virtually no fixations were on the
floor region of the image. In the real-world, subjects looked at the floor 13 - 17% of the
time and occasionally looked at objects to the right and left (there were no right or left
objects in the simulated hallway scene). Since the garbage can and the exit door are
located in the central part of both the simulated and real environment, many fixations
were located in the center for both environments regardless of task. When the task was to
"find a
bathroom,"
subjects in both the simulated and real environment spent much more
time looking away from the center than at the center.
The Office environment showed the most similarity between simulated and
real-
world behavior. The subjects preferentially fixated the most relevant object for the
specified task in both environments. For example, "get supplies from the
closet"
showed
most fixations were on the closet door in both environments, "work at the
computer"
showed most fixations were on the computer or peripherals, and "make a
photocopy"
showed virtually all fixations were on the copier or copier controls, again, in both the
simulated and real environments.
6.4.2 Free-view and multi-view
Figure 6-21 shows that there are differences in fixation patterns for the free-view and the
three multi-view conditions. The perceptual conspicuity model presented in this chapter
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has been shown to correlate well with fixation patterns of subjects who view
natural-task
images under the free-view condition. Does the model also correlate well to
fixation
patterns under the multi-view condition? Figure 6-22 shows the F/M ratios
for the CIE
map and the CMap computed under the three multi-view
conditions and the free-view
condition, for each of the four natural-task images.

































Figure 6-22 F/M ratios for free-view and multi-view conditions for the four natural-task images. A
comparison is shown between the low-level CIE map and the high-level
perceptual conspicuity CJVIap for each image.
From Figure 6-22, it is apparent that the low-level saliency map (CIE map) does
not correlate well to
subjects'
fixation locations for either the free-view or the multi-view
conditions. However, adding information about potential objects in the environment and
weighting the feature maps not only improves the correlation between
subjects'
fixations
and map conspicuity values, but does so in a task-dependent way. The F/M ratios for the
C_Maps vary according to the nature of the task, with some tasks being more "object-
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oriented"
than others. For example, during hand-washing, the TI task ("wash your
hands") shows the highest F/M ratio and T3 ("comb your hair") shows the lowest F/M
ratio. This can be interpreted as indicating that washing one's hands requires more
fixations on objects in the environment than does combing one's hair, which is in
agreement with intuition about the nature of those two tasks. Since the conspicuity map
is designed to place a high emphasis on potential objects in the environment, the
correlation will be higher when a task requires object manipulations.
6.4.3 Examination of location bias
An important consideration is how well each map correlates to random fixation locations,
i.e., fixations that are not related to any task at all, even a free-view task. If a particular
map correlates well with any fixation sequence, regardless of the image or the task, then
that map is not a true model of selective perception of either low-level image features or
high-level goals. One way to test this is to present the model with a sequence of random
fixation locations. Figure 6-23 shows the F/M ratios for 1000 randomly generated
fixation locations, for both the saliency map (CIE map) and the conspicuity map
(CMap).
F/M Ratios for Random Fixations
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Figure 6-23 F/M ratios for 1000 randomly generated fixation locations.
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The F/M ratios are close to 1 for all cases, as expected. Recall that the
F/M ratio
is the ratio between the mean conspicuity values extracted at the
fixation locations, and
the mean value of the map. Thus, since the random fixations were generated from
a
uniform probability distribution, the expected value of the extracted conspicuity
values
will approach the mean value of the map as the number of fixations
increases. A more
potent test of the model's ability to predict fixation task relevancy is to
compute the F/M
ratio when the maps and the fixations do not correspond. In other words, correlate the
fixation data for a particular image to the map computed for a different image. The
F/M
ratio should be close to 1 if there is no correlation between the given fixation data and the
computed map because the fixation patterns are irrelevant to the image. Figure 6-24
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Figure 6-24 F/M ratios computed for mixed image and fixation data. Each
chart is for one of the
four images for which two maps were computed, CIE map (saliency) and C Map (conspicuity). The
free-view fixation data is indicated along the x-axis.
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The F/M ratios are near 1 for all of the saliency map
image/fixations
combinations. For the conspicuity map, most of the F/M
ratios are near 1 , except for the
Washroom fixations on the Hallway and Vending images, and the Vending
fixations on
the Washroom image. These ratios are higher than would be expected for random
fixations, although not as high as for the non-mixed case.
It is possible that the Washroom fixation pattern contains a spatial bias that is also
present in the Hallway conspicuity map, and the Vending fixation pattern may contain
a
spatial bias that is present in the Washroom conspicuity map. This hypothesis
would
explain the high F/M ratios for those mixtures. Referring to Figure 6-21, the fixation
density plots for Washroom and Vending show a strong bias toward the center of the
image. Referring to Figure 6-20, the Hallway conspicuity map shows the same central
bias. The bias may be that of the photographer
- that is, the photographer may have
desired to center the
"important"
areas of the scene in the viewfinder when capturing the
images of the Washroom, Vending, and Hallway scenes. Photographer bias may also
have directed the viewing behavior of the subjects while they free-viewed the images.
Figure 6-25 shows histograms of fixation distances from the center of each image,
over all subjects and for all tasks for each image.
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Figure 6-25 Histograms of fixation distances from the center of each image.
Most of the fixations are within
10
of the center of three of the four images,
even though that area comprises less than 20% of the total image area. At a distance of
10, 63% of the Washroom fixations, 66% of the Hallway fixations, 44% of the Office
fixations, and 52% of the Vending fixations are found. From this data it can be
concluded that subjects preferentially fixated the center of these images. The fixations
cannot be considered to be randomly distributed across the image space for any of the
four images.
To test that the computed maps preserve the central biases and reflect the fixation
patterns for these four images, a random fixation sequence was generated that constricted
all fixations to lA image size window
(29.1
x 17.5) located at the center of the image.
Another sequence was generated that constricted all fixations to i/i6 image size window
(14.5
x 8.7). Figure 6-26 show the how the spatial constraints affect the F/M ratios for
random fixations.
F/M Ratios for Random Fixations
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Figure 6-26 F/M ratios for random fixations restricted to % image size distance from center, and 1/16
image size distance from center.
The conspicuity map computed for the Hallway image shows the strongest central
bias, followed by the conspicuity maps for the Washroom and Vending images. The
conspicuity map computed for the Office image shows no central bias. This is in close
agreement with the mixed fixation/image data from Figure 6-24, and supports the
hypothesis that the mixed data is not truly random, but rather exemplifies the general
tendency to look towards the center of an image, at least for these four images. This also
partially explains the differences in results between the real environment described in
Section 5.3 and the simulated environment described here. Finally, these results show
that the conspicuity map is able to preserve the human tendency to fixate the central
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regions in an image without artificial constraints by promoting highly textured regions of
the image that indicate potentially important objects.
6.4.4 Expected locations
The central bias discussed in the previous section considered only the map correlation
with the free-view fixation data. It is possible that the multi-view data will show a
different bias, depending upon which task is imposed upon the viewer. In order to
investigate a possible location bias due to task constraints, the conspicuity map after the
application of the object mask was further modified to include information about spatial
location. The modification was in the form of a 1280x768 mask divided into nine grid
elements and superimposed over the conspicuity map. Some grid elements eliminate
information from the map and other grid elements maintain information from the map,
depending upon whether the grid element is "turned
on"
or "turned off. The grid




Figure 6-27 Nine grid locations used to compute the expected location map.
Each of the nine locations in the grid corresponds to a region in the input image.
If a region is expected to be useful for a task, then that region is turned on by placing
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ones in the corresponding grid element and zeros elsewhere, and performing
the "AND
operation of the binary grid with the C_Map. The result after the AND
operation is the
CMap with the expected location(s) for a particular task highlighted, and
all other
locations turned off.
The method for determining which grid elements should be turned on according
to the task is done by examining the F/M ratios for the images as the tasks vary.
This
information is maintained in a knowledge database developed from eye-tracking
experiments, and is an empirical approach for providing top-down information for
the
determination of selective perception. The rationale for using experimental data to drive
the expected location map is that once the data have been collected and a large
database
of fixation locations under varying task constraints exists, this information can be
extrapolated to predict fixation locations for similar, yet unknown situations. For
example, if it is known that people tend to look toward the ceiling when exiting a
building after a fire alarm has gone off, then that information can be built into the
conspicuity map without any further experimental data.
The purpose of the expected location map described here is to present the
empirical data derived from the eye-tracking experiments in a form that allows top-down
extrapolations to be made. The limited amount of data collected precludes a thorough
and complete database of expected locations according to task, however it is hoped that
this data will provide a foundation for the creation of such a database.
Figure 6-28 shows the effect of applying the expected location mask to the
CMap for each of the four input images. The expected location map was applied nine
times for each input image, once for each of the nine grid locations shown in Figure 6-27.
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The results show the F/M ratios when a single grid element is used as the only region in
the conspicuity map, i.e., that region is turned on and all other regions are turned off.
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Figure 6-28 F/M ratios for different locations in the CMap, found by turning on a single
grid element and turning off all other elements.
Since the conspicuity map is much smaller after the expected location mask is
applied, the mean value of the map is lower, however, there is much less of a chance that
any fixation will fall on the region. Therefore, an F/M ratio of zero indicates that no
fixations fell on any part of the conspicuity map. A high F/M ratio indicates that
fixations were primarily on the region that was turned on.
Figure 6-28 confirms that most of the fixations for any of the tasks over all
images were in the central region of the images. However, it is interesting to note how
frequently the other regions are fixated. For example, an expected location map for an
office environment would place the most emphasis on the central regions, with little
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emphasis on the floor, and no emphasis on the ceiling. An expected location map for a
vending machine environment would also place most emphasis on the
central region, but
also place a significant amount of emphasis on the upper and lower middle regions, and
very little on the left and right regions. The washroom environment shows that
people
tend to fixate the central and left regions, however, this result is likely a reflection of the
layout of this particular washroom. In general, people look at the floor much more
frequently than the ceiling, except when the instruction is to exit the building after a fire
alarm.
In conclusion, it can be stated that a large database of empirical information
gleaned from eye-tracking studies would provide a means for implementing
task-
dependent top-down information into the computation of perceptual conspicuity. This
presumes a standard camera pose for eye-tracking studies conducted on subjects viewing
2-D images.
6.5 General discussion and conclusion
The purpose of this study was to develop a biologically plausible representation of the
highly conspicuous regions of an image, and to determine the correlation between this
representation and people's viewing patterns. A high-level proto-object map was
constructed to identify regions in the image that contain potentially useful objects. This
was used in conjunction with a low-level saliency map to locate features in the scene
corresponding to colorfulness, luminosity, and oriented edges. The saliency map
simulates the bottom-up response of neurons in terms of the center-surround organization
of receptive fields, lateral inhibition, color-opponent processes, and contrast sensitivity.
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The proto-object map simulates high-level perception in the form of figure/ground
segmentation, and top-down constraints that enable discrimination by task and location.
The result is a topographic map of perceptual conspicuity, where high values in
the map correspond to perceptually conspicuous regions in the image, and low values
correspond to regions that are not likely to be fixated. The map is in agreement with
empirical studies on visual behavior, as well as our intuition ofwhere people will look in
natural, realistic images.
Other models of visual salience (Itti & Koch, 2000, and Parkhurst, et al, 2002)
have used a biological approach, with limited success. The Parkhurst, et al. (2002) model
in particular was successful in predicting fixation locations in images where color
information predominates, and luminance and edges have a lesser role, such as in passive
viewing of pseudo-colored fractal images. However, the perceptual conspicuity map
developed here is a better predictor of active visual behavior because it uses an object-
oriented approach. Parkhurst, et al. (2002) noted the limitations of a non-object
approach: "subjects often examined objects on table tops independent of their
salience,"
suggesting that global, scene-dependent strategies play an important role in determining
fixation locations.
The perceptual conspicuity map includes an inherent global bias towards the
center of the image when that bias is warranted, i.e., when important objects are located
there. In order to simulate the empirically observed central bias, the conspicuity map
should also include a spatial frequency reduction toward the periphery of the image, to
simulate the fall-off in visual acuity in the non-foveal regions of the retina. This could be
included in the model as a two-dimensional Gaussian blurring function centered on the
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most perceptually conspicuous region of the image. A valuable extension to this study
would be to examine the central-bias issue with a broader range of images that includes
more non-centrally-biased images such as the Office environment image. Also, more
images that include people, outdoor scenes, and spatially incoherent images such as
fractals and other non-representational features should be tested using the model.
Another extension to be considered is the effect of varying the block size during
the construction of the proto-object map. The current study uses a fixed block size of
16x16 pixels, however it is possible that an adaptive block size, according to the expected
image type, may prove most useful for locating potential objects in a wider variety of
scenes. Also, a higher correlation to fixation locations may be obtained by extracting the
conspicuity values from the map with an adaptive window size, according to top-down
constraints such as the expected size of potentially useful objects. The granularity of the
F/M ratio should be allowed to vary over a greater spatial range in the image in order to
promote flexibility.
In conclusion, this chapter, as well as the previous two chapters, promoted the
position that people preferentially fixate objects relevant for potential actions implied by
the semantics of the scene, rather than selecting targets based purely on image features.
Success with predicting fixation densities in natural images requires not only knowledge
about the salient properties of low-level image features, but also an understanding of the
observer's goals, including the perceived usefulness of an object in the context of an




Fixation locations are not completely deterministic, yet they are also not made to random
locations in the field. This fact is obvious even without extensive eye-tracking studies,
however, little work has been done to discover how exogenous and endogenous factors
interact to determine the target of the next saccade. This is particularly true when
considering high-level factors such as motivation, prior learning, and experience, where
the visual system is used primarily as a tool to monitor, assist, and assess the immediate
environment during ongoing activity. For this reason, an accurate description of the
high-level parameters that determine how attentional resources will be allocated cannot
be considered in isolation of the environment, or of the current task under execution.
Land et al. (1999) described visual behavior during a tea-making activity, and
found that the eyes monitor and guide virtually every action that is necessary to complete
the task of making tea. The visual salience (i.e., color, luminance contrast, texture) of
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objects was not important for determining fixation locations. Rather it was the
object's
relevance to the task that accurately predicted the saccadic landing position. This
is a
consequence of the goal-driven behavior of people, as Yarbus (1967) noted earlier. The
visually salient properties of objects may be important for determining which
object is
fixated next for free-viewing scenes, but not for strategic behavior that requires
formulating a plan of action.
Chapter Four found that certain simple visual routines can be characterized by
low-level eye movement metrics such as fixation duration and saccade length. Reading
and counting, which are characterized by short fixations and short saccades, are active
tasks that require a high level of visual engagement with the environment, but little
strategic planning. Having a conversation, which is characterized by long fixations and
intermediate saccades, is an active task that allows for disengagement from the
surrounding and requires no planning. Sorting is an active task that requires both visual
engagement as well as formulating a plan of action. Intermediate fixations and
intermediate to large saccades characterize this type of routine.
The results from Chapter 4 emphasize the need to study active visual tasks in the
context of a real and extended environment, rather than a spatially restricted environment
such as a laboratory setting. The finding that walking along a hallway elicits different
eye movement characteristics from reading text is an indication that eye movements are
closely tied to the type of task under execution. Therefore, any attempt to draw
conclusions about oculomotor behavior must necessarily include information about the
task, as well as the environment. It is likely that results from eye movement studies
performed within the confines of the laboratory reflect the conditions and restraints
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imposed upon the subject during the experiment, and are indicative of the experimental
design, rather eye movement behavior in general. Bringing the subject out of the
laboratory and into the real world provides the opportunity to study human vision as an
evolutionarily useful sense, an aide for survival, i.e., as a tool, rather than a task.
A two-dimensional feature vector was proposed in Chapter 4 to classify simple
visual routines according to the level of visual engagement required and the need for
strategic planning. This classification scheme allows one to predict fixation duration and
saccade amplitude based on the requirements of the task. For example, having a
conversation is an active visual task that requires little visual engagement with the
surroundings and no strategic planning. Most of the time the eyes are directed toward
either the face of the conversational partner, or irrelevant objects in the surrounding area.
Disengagement from the surroundings allows the mind to pursue thoughts related to the
conversation, rather than to details of the surroundings. The consequence of
disengagement is that the eyes can dwell longer on non-essential objects and saccades
can be directed toward irrelevant or random locations in the scene. This is in agreement
with the findings ofChapter 4, which showed that fixation durations are long and saccade
amplitudes range from medium to large during conversation. This is the case for both
having a telephone conversation and having a face-to-face conversation.
At the other end of the engagement spectrum, both reading and counting are
active visual tasks that require constant visual engagement with the environment, yet
similar to conversation, they require no strategic planning. Short fixations and small
saccade amplitudes characterize both of these tasks, possibly reflecting the 'pre
programmed"
nature of these tasks.
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Sorting is an active visual task that requires both visual
engagement as well as
strategic planning. There is little time for contemplative thought, yet the task
requires
formulating a plan of action concurrent with task execution. It is
possible that
intermediate fixation durations are indicated here because short fixations will not allow
enough time for awareness of relevant object attributes, yet long fixations would distract
from the efficient completion of the task.
Table 7-1 shows how the tasks are classified into the two-dimensional feature
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Table 7-1 Classification of tasks into feature vector corresponding to both the level of visual
engagement with the environment and amount of strategic planning required.
The mean values of fixation durations and saccade amplitudes from Chapter 4
characterize the tasks, and correlate to the placement of the tasks in the feature vector.
Up arrows in Figure 7-1 indicate a high value, down arrows indicate a low value, and
sideways arrows indicate intermediate values.
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A prediction of the proposed classification scheme is that a task that allows for
disengagement with the environment, yet requires strategic planning (upper right box in
Table 7-1) would be associated with long fixations and large saccade amplitudes. It
would be similar to both sorting and having a conversation in those respects, yet opposite
from counting and reading. The verification of this prediction is a topic for future study.
The higher level aspects of visual perception were considered in Chapter 5. This
was accomplished by bringing the subject even further out of the laboratory and into the
real-world environment. The results from the experiment discussed in Chapter 4 were
used and analyzed for higher-order eye movement metrics, and prompted the design and
execution of a second eye-tracking experiment. The second experiment was an attempt
to understand how the task instruction alters the perceived conspicuity of objects in the
scene, especially in the context of a real-world activity.
The sorting blocks and sorting cards tasks from the experiment ofChapter 4 were
analyzed, as were the two additional tasks of copying a block model when the resource,
model, and workspace were located in the same room, and copying the same model when
the resource and workspace areas were located in one room, and the model was located in
a different room. In general, it was found that the percentage of time spent looking in a
particular region of a scene depends upon the task.
During sorting blocks the subjects spent a much higher percentage of time looking
at the resource area than for any of the other tasks, perhaps as a result of the ability to
make use of low-resolution peripheral vision to acquire information about the workspace.
The workspace was fixated primarily on the occasion of forming a new group of sorted
blocks.
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During sorting cards, on the other hand, subjects spent a higher
percentage of time
looking at the workspace area than for any of the other tasks. This is probably
a
reflection of the need for strategic planning and decision making for this
type of task, as
well as the need for more physical manipulations of the cards in the workspace area.
For both of the copy-model tasks, subjects spent approximately an equal
amount
of time looking in the workspace area and the model area, and looked in the resource
area
the least. The high memory demands placed upon the subjects during the
different-room-
copy task was reflected in the finding that they spent more time looking in the workspace
and model area, and less time looking at the resources, than for the same-room-copy task.
The second experiment of Chapter 5 was motivated by a desire to perform a
similar analysis in a real-world setting. The percentage of time spent looking at
particular objects in the environment was used as the basis for the analysis. For this
experiment, task-differences were in the form of different instructions imposed upon the
subject in a particular environment. Each of the four real-world environments
(washroom, hallway, office, and vending machine) showed the same trend
-
a single
task-relevant object dominated the total fixation time, followed by other task-relevant and
future-task-relevant objects. Non-task relevant objects were occasionally fixated, for
example, the floor was fixated 13
%- 17% of the time for each of the hallway tasks. The
floor is neither task-relevant nor is it visually salient, yet subject still spent
l/6th
of their
time looking there. This is in agreement with the findings of Chapter 4 that suggest that
hallway walking is a visually disengaged activity that requires little or no planning;
perhaps this is true even when a task has been imposed.
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People have a strong tendency to fixate regions of the visual field that are relevant
for a current or future goal. Moreover, fixation locations are not only scene relevant, but
they are highly task-relevant as well. Altering the instruction while the visual scene
remains the same produces a dramatic change in the percentages of fixations on certain
objects in the environment. These findings lead one to conclude that certain objects in
the environment have a heightened perceptual conspicuity due to their perceived
relevance, or importance, to the current task at hand. This is true for objects of current
interest, as well as for objects of potentially future interest and objects that might be
mistaken for relevant objects. The task-relevancy of perceptual conspicuity contributes
to the modulation of visual salience due to task demands. It is hypothesized here that
modulated saliency due to task-relevancy is a far better indicator of where people will
look in a scene than non-modulated saliency from the purely physical properties of the
scene alone.
Are the eyes essentially passive
"cameras,"
capturing images of the world onto
the retina and passing this information along to the brain? The evidence presented in
Chapters 4 and 5 strongly suggests that the visual system is not passive, nor is it
general-
purpose, but rather it is active and specific, tightly coupled to the requirements ofplanned
behavior and action. Based on this conclusion, one may speculate that humans have
evolved an active, task-specific visual system for the purpose of enhancing the
probability of survival in a complex, continually changing environment under the
restrictions of limited neural processing capabilities and an imperfect sensorimotor
system.
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One implication of describing the human visual system as active and task-specific
is that the design can be replicated on an artificial visual system, with large potential
savings in computational efficiency. Developers of artificial vision systems for robotics
and surveillance applications must contend with the limitations imposed upon their
designs by currently available technology. Hardware constraints include a finite memory
capacity and cache size, finite processor cycle speeds, and bandwidth limitations for
networked systems. Software constraints include program development costs and time,
code maintenance, error detection, security issues, and platform portability. Large scale
video image processing coupled with the requirement of a real-time response from the
processor can make any but the simplest of visual capabilities prohibitive. These
limitations underscore the need to simplify computations as much as possible and
develop highly efficient algorithms for implementing visual systems in machines.
One way to reduce the amount of required computation is to emulate the human
visual system and eschew an explicit and detailed representation of the environment.
Evidence gathered from this research effort supports the conclusion that the human visual
system makes extensive use of strategies that simplify and reduce the cognitive load
required for visual processing. These strategies can form the basis for a biologically-
inspired computational model of visual perception that selectively reduces the input to
only that which is necessary for any given task.
Representing the scene as a topographic map of relative perceptual conspicuity is
a means for providing a selective mechanism for an active artificial visual system. The
advantage of using a topographic map of conspicuity values, rather than the actual scene,
is that the scene can be represented compactly, with only the most highly conspicuous
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regions being selected for further processing. Once the highly conspicuous regions have
been selected, processing can proceed to object identification and image interpretation.
The goal is to make optimal use of limited processing resources, with little to no loss of
accuracy in the result.
There are clear advantages to the idea of using conspicuity maps at the pre
processing stage of image understanding for artificial systems. Is there physiological
evidence to support the hypothesis that humans make use of a pre-cognitive topographic
map of conspicuity values? In support of this idea, Moran and Desimone (1985) provide
physiological evidence showing that when subjects do not attend to effective stimuli
(effective in the sense that the stimuli produce a high response when presented in the
neuron's receptive field) the neuron does not fire. This is surprising because an effective
stimulus presented within the receptive field should cause the cell to fire - that is why it
is termed an effective stimulus. The authors conclude that the failure to attend to the
effective stimulus de-activated the neuron's typical response pattern.
In terms of conspicuity maps, this finding can be interpreted as indicating that
failure to attend to the highly salient low-level properties of the scene will prevent the
activation of the
"inherent"
salience of those regions. The absence of focused attention
on those regions essentially de-activates their saliency. Focused attention on
task-
relevant objects may be the
"glue"
that binds together the low-level salient features of the
scene with awareness to facilitate object identification and understanding. This
ultimately promotes our perception of a continuous,
coherent reality in the presence of an
overabundance ofvisual stimuli coupled with limited processing capabilities.
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The main objective of Chapter 6 was to introduce a biologically-plausible model
of selective visual perception that correlates well to fixation locations in natural scenes.
A low-level saliency map, modeled after the saliency maps of Itti & Koch (2000),
and
Parkhurst, Law, and Niebur (2002), does not produce a strong correlation to fixation
locations when used alone. A higher-level proto-object map that identifies regions in
the
image that contain potentially useful objects was shown to have a much
higher
correlation. A perceptual conspicuity map that merges together the low-level saliency
map with the higher-level proto-object map and includes an inherent location bias was
found to have the highest correlation of any of the maps considered. The location bias
promotes the central region of an image only when such a bias is warranted, i.e., only
when objects are located there, and demotes the central region in the absence of centrally
located objects.
Chapter 6 showed that there is virtually no correlation between the low-level
salient properties of natural images and fixation locations. People simply do not look at
something unless there is a need to do so. In terms of the activation theory described
above, the salient properties of any particular region are promoted to the level of
awareness only after they have been coupled to a desirable object. Even though feature
salience is an inherent property of the image or scene, it is the location of the object that
determines if and how the salience is used. Thus, perceptual conspicuity can be
described as the modulation of saliency due to task preference for certain objects.
Extensions to the perceptual conspicuity model introduced here should include a
spatial frequency reduction toward the periphery of the image when the central bias is
warranted, to simulate the fall-off in visual acuity in the
non-foveal regions of the retina.
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The central-bias issue should also be examined with a broader range of images that
include more non-centrally located objects and a wider range of scenes. Variable block
sizes for the convolution kernels, as well as an adaptive window size for the expected
location maps would also warrant further study. In addition, the size of the fixation
location window used for the calculation of the F/M ratio should be allowed to vary over
a greater spatial range in the image in order to promote flexibility across a wider range of
image content. An enhancement of the top-down expected location module could include
a Bayesian network that takes into account evidence from the scene and prior knowledge
about the imposed task to reason about a fixation strategy.
In conclusion, this thesis found that locating highly conspicuous regions of an
image or scene must ultimately take into consideration the implicit semantics of that
scene - that is, the
"meaningfulness"
of the contents for the person viewing that scene.
This thesis suggests that objects and their locations in the scene play an important role in
determining meaningfulness in natural, task-oriented environments, especially when the
environment is approached with a required action or an action-implied imperative.
Successfully predicting fixation densities in images requires computational
algorithms that combine bottom-up processing with top-down constraints in a way that is
task-relevant, goal-oriented, and ultimately most meaningful for the viewer. An artificial
visual system that emulates the capabilities of the human visual system can take
advantage of the ability to successfully predict fixation locations by eschewing an explicit
representation of the scene in favor of a limited representation that takes into account
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The following shows information about the eight subjects who participated in the
portable eye-tracking study discussed in Chapter 4, Section 4.2, and Chapter 5, Section
5.2 of this thesis. The results of the calibration data collected for these subjects are given






Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week?
2
How often do you purchase coffee from
a coffee vending machine per week? 0
Approximately how many times per week
do you make copies at a copier machine? 0
Do you enjoy building models of toy






I'm a CAD drafter for facilities management
No
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What do you consider to be your level of
expertise with building models of toys,
planes, and other items?
List any hobbies or activities outside of















Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week? 2
How often do you purchase coffee from
a coffee vending machine per week? 0
Approximately how many times per week
do you make copies at a copier machine? 1-2 times per week
Do you enjoy building models of toy
cars, planes, etc.? Not really
What do you consider to be your level of
expertise with building models of toys,
planes, and other items? Intermediate
List any hobbies or activities outside of








Do you work outside of school? No
If so, doing what kind ofwork?





floors of this building? Yes
If yes, approximately how often per week? 10
How often do you purchase items from
a candy vending machine per week?
How often do you purchase coffee from
a coffee vending machine per week?
251
Approximately how many times per week
do you make copies at a copier machine?
Do you enjoy building models of toy
cars, planes, etc.?
What do you consider to be your level of
expertise with building models of toys,
planes, and other items?
List any hobbies or activities outside of


















Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week?
< 1
How often do you purchase coffee from
a coffee vending machine per week?
< 1
Approximately how many times per week
do you make copies at a copier machine? < 1
Do you enjoy building models of toy
cars, planes, etc.? Yes
What do you consider to be your level of
expertise with building models of toys,
planes, and other items? Intermediate
List any hobbies or activities outside of






Do you work outside of school?
If so, doing what kind ofwork?












floors of this building? No
252
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week?
How often do you purchase coffee from
a coffee vending machine per week?
Approximately how many times per week
do you make copies at a copier machine? 1
Do you enjoy building models of toy
cars, planes, etc.?
What do you consider to be your level of
expertise with building models of toys,
planes, and other items?
List any hobbies or activities outside of
school that you regularly participate in
2-3
0
When I was younger
Intermediate
Roller blading, mountain biking,






Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week? 2
How often do you purchase coffee from
a coffee vending machine per week? 0
Approximately how many times per week
do you make copies at a copier machine? 0
Do you enjoy building models of toy
cars, planes, etc.? No
What do you consider to be your level of
expertise with building models of toys,
planes, and other items? Intermediate
List any hobbies or activities outside of


















Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week?
How often do you purchase coffee from
a coffee vending machine per week?
Approximately how many times per week
do you make copies at a copier machine? 5
Do you enjoy building models of toy
cars, planes, etc.?
What do you consider to be your level of
expertise with building models of toys,
planes, and other items?
List any hobbies or activities outside of
school that you regularly participate in
Sophomore
Imaging and Photo Tech
No, not during school












Do you work outside of school?
If so, doing what kind ofwork?





floors of this building?
If yes, approximately how often per week?
How often do you purchase items from
a candy vending machine per week? 2
How often do you purchase coffee from
a coffee vending machine per week? 2
Approximately how many times per week
do you make copies at a copier machine? 0
Do you enjoy building models of toy
cars, planes, etc.? Yes
What do you consider to be your level of
expertise with building models of toys,
planes, and other items? Novice
List any hobbies or activities outside of






Tour guide - Office ofAdmissions
No
254
The following 152 images were used for the verification of the perceptual conspicuity
model, as discussed in Chapter 6, Section 6.3. The images were displayed on the
Plasma
monitor at a resolution of 1280x768 pixels.
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The following is the MATLAB code that was written as part of this thesis effort to create
the C-Map and run the genetic algorithm that finds the weights for the feature maps:
% SALMAP.M
% This program drives the creation of the ConspicuityMap. It augments the
% Parkhurst algorithm with rod and cone responses instead ofusing raw RGB
% digital counts, and uses seven levels instead ofnine. Also, this algorithm
% does the spatial processing on the achromatic signal only, while separating out the
% luminance and chrominance information for higher level processing. It also
















% Transformation matrixMl to go from XYZ to cone and rod responses
Ml = [ 0.3897 0.6890 -0.0787; -0.2298 1.1834 0.0464; 0 0 1];
% Transformation matrix M2 to go from cone and rod responses to AC 1C2
M2 = [2.0 1.0 0.05; 1.0 -1.09 0.09; 0.11 0.11 -0.22];
% Transform to XYZ tristimulus values
XYZ = RGB2XYZ(image_name);
% Convert to cone and rod response values by calculating the linear


























































% Calibrate rod and cone responses to be from 0 to 1 , where 0 corresponds to
% min value and 1 corresponds to max value over all images.
%long
=
(long - longmin) / (longmax
- longmin);
%medium = (medium - mediummin) / (medium_max
-
mediumjnin);
%short = (short - shortjnin) / (short_max
-
short_min);
%rods = (rods - rodmin) / (rodmax
-
rodmin);
% Normalize achromatic channel, and 2 chromatic channels to be from 0 to 1,
% where 0 corresponds to min value and 1 corresponds to max value over all images.






- Cljnin) / (Cl_max - Cljtnin);
y_b





y_b = abs(2 y_b - 1);
% Make the Color Maps and the Achromatic Map
ColMap = sqrt(r_g r_g + y_b y_b);
InMap = atotal;
%figure(13), subplot(2,2,l), imshow(long), title('Long')
%figure(13), subplot(2,2,2), imshow(medium), title('Medium')
%figure(13), subplot(2,2,3), imshow(short), title('Short')
%figure(13), subplot(2,2,4), imshow(rods), title('Rods')
%figure(l), subplot(2,3,l), imshow(I), title('Image')
%figure(l), subplot(2,3,2), imshow(rgb2gray(I)), title('RGB ave')
%figure(l), subplot(2,3,3), imshow(InMap), title('A')
%figure(l), subplot(2,3,4), imshow(rg), title('R or G')
%figure(l), subplot(2,3,5), imshow(yb), title('Y or B')
%colormap(gray)
clear long medium short rods XYZ old_LMS old_AClC2 oldrods r_g y_b valid




% Calculate the levels of the multi-resolution pyramid using the achromatic image





LevO = a total; % Level 0
Levi = imresize(LevO, .5)
Lev2 = imresize(Levl, .5)
Lev3 = imresize(Lev2, .5)
Lev4 = imresize(Lev3, .5)
Lev5 = imresize(Lev4, .5)
Lev6 = imresize(Lev5, .5)








Levi = imresize(Levl, [rowsO colsO], 'bicubic', Kernel);
Lev2 = imresize(Lev2, [rowsO colsO], 'bicubic', Kernel);
Lev3 = imresize(Lev3, [rowsO colsO], 'bicubic', Kernel);
Lev4 = imresize(Lev4, [rowsO colsO], 'bicubic', Kernel);
Lev5 = imresize(Lev5, [rowsO colsO], 'bicubic', Kernel);
264
Lev6 = imresize(Lev6, [rowsO colsO], 'bicubic', Kernel);
% Show the Gaussian pyramid
%figure(2), subplot(3,3,l), imshow(LevO), title('Level 0')
%figure(2), subplot(3,3,2), imshow(Levl), title('Level 1')
%figure(2), subplot(3,3,3), imshow(Lev2), titlefLevel 2')
%figure(2), subplot(3,3,4), imshow(Lev3), title('Level 3')
%figure(2), subplot(3,3,5), imshow(Lev4), title('Level 4')
%figure(2), subplot(3,3,6), imshow(Lev5), title('Level 5')
%figure(2), subplot(3,3,7), imshow(Lev6), title('Level 6')
% Create the Laplacian cube
% Simulate center-surround organization and lateral inhibition by subtracting
% the lower-res images from the higher-res images
L0L1 = abs(LevO - Levi);
clear LevO;
L1_L2 = abs(Levl - Lev2);
clear Levi;
L2_L3 = abs(Lev2 - Lev3);
clear Lev2;
L3_L4 = abs(Lev3 - Lev4);
clear Lev3;
L4_L5 = abs(Lev4 - Lev5);
clear Lev4;
L5_L6 = abs(Lev5 - Lev6);
clear Lev5 Lev6;
% Show the Laplacian edges before weighting by the CSF
%figure(3), subplot(3,3,l), imshow(LO_Ll), title('LO-Ll')
%figure(3), subplot(3,3,2), imshow(Ll_L2), title('Ll-L2')
%figure(3), subplot(3,3,3), imshow(L2_L3), title('L2-L3')
%figure(3), subplot(3,3,4), imshow(L3_L4), title('L3-L4')
%figure(3), subplot(3,3,5), imshow(L4_L5), title('L4-L5')
%figure(3), subplot(3,3,6), imshow(L5_L6), title('L5-L6')










L2 L3 = L2 L3
L3_L4 = L3_L4 edge_weights(4)
L4_L5 = L4_L5 edge_weights(5)
L5_L6 = L5_L6 edge_weights(6)
% Show the Laplacian edges after weighting by the CSF
%figure(4), subplot(3,3,l), imshow(L0_Ll), title('LO-Llw')
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%figure(4), subplot(3,3,2), imshow(Ll_L2), title('Ll-L2w')
%figure(4), subplot(3,3,3), imshow(L2_L3), title('L2-L3w')
%figure(4), subplot(3,3,4), imshow(L3_L4), title('L3-L4w')
%figure(4), subplot(3,3,5), imshow(L4_L5), title('L4-L5w')
%figure(4), subplot(3,3,6), imshow(L5_L6), title('L5-L6w')
0^***************************************************************** *****
% CREATE THE ORIENTATED EDGE LAPLACIAN CUBES
O/***********************^:**^^^^:):^;):^^^^^^^^*****************************
% First, generate the Gabor filters
GaborO = GaborFilter(0,10,2); % 0 degrees, 10 samples, 2 cycles
Gabor45 = GaborFilter(45,10,2); % 45 degrees
Gabor90 = GaborFilter(90,10,2); % 90 degrees
Gaborl35 = GaborFilter(135, 10,2); % 135 degrees
fO = imresize(GaborO, [15 15], 'bicubic');
f45 = imresize(Gabor45, [15 15], 'bicubic');
f90 = imresize(Gabor90, [15 15], 'bicubic');
fl35 = imresize(Gaborl35, [15 15], 'bicubic');
%figure(12)
%subplot(2,2,l), imagesc(GaborO), axis xy, axis square, title('0 filt')
%subplot(2,2,2), imagesc(Gabor45), axis xy, axis square, title('45 filt')
%subplot(2,2,3), imagesc(Gabor90), axis xy, axis square, title('90 filt')
%subplot(2,2,4), imagesc(Gaborl35), axis xy, axis square, title('135 filt')








G0_L0_L1 = imresize(GO_LO_Ll, [rowsO colsO])
G0L1L2 = imresize(G0_Ll_L2, [rowsO colsO])
G0_L2_L3 = imresize(G0_L2_L3, [rowsO colsO])
G0_L3_L4 = imresize(G0_L3_L4, [rowsO colsO])
G0_L4_L5 = imresize(G0_L4_L5, [rowsO colsO])
G0_L5_L6 = imresize(G0_L5_L6, [rowsO colsO])
























% Add them together and scale
GO = G0L0L1 + G0L1L2 + G0L2L3 + G0L3L4 + G0L4L5 + G0_L5_L6;
GO = (GO - min(min(G0))) / max(max(GO
-
min(min(GO))));
%figure(5), subplot(3,3,l), imshow(G0_L0_Ll), title('LO-Ll')
%figure(5), subplot(3,3,2), imshow(G0_Ll_L2), title('Ll-L2')
%figure(5), subplot(3,3,3), imshow(GO_L2_L3), title('L2-L3')
%figure(5), subplot(3,3,4), imshow(G0_L3_L4), title('L3-L4')
%figure(5), subplot(3,3,5), imshow(G0_L4_L5), title('L4-L5')
%figure(5), subplot(3,3,6), imshow(G0_L5_L6), title('L5-L6')
%figure(5), subplot(3,3,9), imshow(GO), title('0 degrees Map')
clear GO LO LI GO LI L2 GO L2 L3 GO L3 L4 GO L4 L5 GO L5 L6;
% Next do the 45 degrees oriented filter
f45 = Gabor45;
G45_L0_L1 = conv2(L0_Ll,f45,'valid')






























% Add them together and scale
G45 = G45L0L1 + G45L1L2 + G45L2 L3 + G45 L3 L4 + G45 L4 L5 +
G45L5L6;














mshow(G45), title('45 degrees Map')
clear G45_L0_L1 G45 LI L2 G45 L2 L3 G45 L3 L4 G45 L4 L5 G45 L5 L6;





















G90L0L1 = imresize(G90_L0_Ll, [rowsO colsO]);
G90L1L2 = imresize(G90_Ll_L2, [rowsO colsO]);
G90_L2_L3 = imresize(G90_L2_L3, [rowsO colsO]);
G90_L3_L4 = imresize(G90_L3_L4, [rowsO colsO]);
G90L4L5 = imresize(G90_L4_L5, [rowsO colsO]);
G90_L5_L6 = imresize(G90_L5_L6, [rowsO colsO]);
G90L0L1=(G90_L0_L 1 -min(min(G90_L0_L 1 )))/max(max(G90_L0_L 1 -
min(min(G90_L0_Ll ))));











% Add them together and scale
G90 = G90L0L1 + G90_L1_L2 + G90L2L3 + G90_L3_L4 + G90_L4_L5
+
G90L5L6;
G90 = (G90 - min(min(G90))) / max(max(G90
-
min(min(G90))));
%figure(7), subplot(3,3,l), imshow(G90_L0_Ll), title('LO-Ll')
%figure(7), subplot(3,3,2), imshow(G90_Ll_L2), title('Ll-L2')
%figure(7), subplot(3,3,3), imshow(G90_L2_L3), title('L2-L3')
%figure(7), subplot(3,3,4), imshow(G90_L3_L4), title('L3-L4')
%figure(7), subplot(3,3,5), imshow(G90_L4_L5), title('L4-L5')
%figure(7), subplot(3,3,6), imshow(G90_L5_L6), title('L5-L6')
%figure(7), subplot(3,3,9), imshow(G90), title('90 degrees Map')
clear G90_L0_L1 G90_L1_L2 G90L2L3 G90_L3_L4 G90_L4_L5 G90L5L6;








G135_L0_L1 = imresize(G135_L0_Ll, [rowsO colsO]);
G135_L1_L2 = imresize(G135_Ll_L2, [rowsO colsO]);
G135_L2_L3 = imresize(G135_L2_L3, [rowsO colsO]);
G135_L3_L4 = imresize(G135_L3_L4, [rowsO colsO]);
G135L4L5 = imresize(G135_L4_L5, [rowsO colsO]);
G135_L5_L6 = imresize(G135_L5_L6, [rowsO colsO]);
G135_LO_Ll=(G135_LO_Ll-min(min(G135_LO_Ll)))/max(max(G135_LO_Ll-










min(min(G 1 35_L5_L6)))) ;
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% Add them together and scale
G135 = G135LOL1 + G135L1L2 + G135L2L3 + G135L3L4 + G135L4L5 +
G135L5L6;
G135 = (G135 - min(min(G135))) /max(max(G135 - min(min(G135))));
%figure(8), subplot(3,3,l), imshow(G135_LO_Ll), title('LO-Ll')
%figure(8), subplot(3,3,2), imshow(G135_Ll_L2), title('Ll-L2')
%figure(8), subplot(3,3,3), imshow(G135_L2_L3), title('L2-L3')
%figure(8), subplot(3,3,4), imshow(G135_L3_L4), title('L3-L4')
%figure(8), subplot(3,3,5), imshow(G135_L4_L5), title('L4-L5')
%figure(8), subplot(3,3,6), imshow(G135_L5_L6), title('L5-L6')
%figure(8), subplot(3,3,7), imshow(G135), title('135 degrees Map')
clear G135L0L1 G135L1L2 G135L2L3 G135_L3_L4 G135L4L5
G135L5L6;
% Create the edge map by combining together all of the oriented edge maps
OrMap
= (GO + G45 + G90 + G135) / 4;
%figure(8), subplot(3,3,9), imshow(OrMap), title('OrientationMap')
% CREATE THE OBJECT MAP
% First, create a mask, then blur the mask to create the object map, then use
% the mask to inhibit the unimportant regions and enhance the important regions
% of the map.




bgl6 = blkproc(a_total,[16 16],'min(x(:))');
bg = imresize(bgl6, [size(atotal)],'bilinear');
%figure(9), subplot(2,3,l), imshow(I), title('Image')
%figure(9), subplot(2,3,2), imshow(bg, []), title('Background')
% Subtract off the background and show what's left
diff=a_total - bg;





% Threshold the foreground image and find the edges
bw = im2bw(diff, .2);
bw = edge(bw,'canny');
%figure(9), subplot(2,3,4), imshow(bw), title('Foreground Edges')
% Dilate the edge image to find regions
bw = dilate(bw,SEl);
%figure(9), subplot(2,3,5), imshow(bw), title('Dilated Edges')
% Fill in the holes of the dilated edge image
m = bwmorph(bw, 'majority', 10);
m = bwfill(m, 'holes');
m = erode(m,SE2);
%m32=blkproc(m,[32,32],'mean(x(:))');
%m2 = imresize(m32, [size(m)], 'bilinear');
%m2 = double(m2);
%m2 = (m2 - min(min(m2))) / max(max(m2
-
min(min(m2))));




% Find out what the weights for the various feature maps should be, based on




























%total_weights = wl + w2 + w3 + w4;
%wl =wl ./ total_weights;
%w2 = w2 ./ totalweights;
%w3 = w3 ./ total_weights;
%w4 = w4 ./ total_weights;
(^**********H=***************^*^*^^^^^^ +^^^^^^^ + + + + + ^ + ^^:|.^.!).:^^.^^.^:(.^.^^. + + + :|.4.
%CREATE THE MAP
(^************s(c*^^H:^^^^^+ + ^^ + ^^+#^ + ^^ + ^^^ +^# + + + ^ + + ^ + ^^^^ +#^ +#^^^+ + ^ + ;(.;(.^:).
% Create the map by combining together the Color Map, the Intensity
% Map, the Orientation Map, and the Object Map, and scaling from 0 - 1
%Map 1 = (ColMap + InMap + OrMap) 13; % Map 1
%Map2 = (ColMap + InMap + OrMap + ObjectMap) / 4; % Map 2
%Map3 = (ColMap + InMap + OrMap + ObjectMap)/4 mask; % Map 3
%Map4 = (ColMap wl + InMap w2 + OrMap w3 + ObjectMap w4) ...
%
.*mask.*w5; %Map4
%Mapl = (Mapl - min(min(Mapl))) / max(max(Mapl
-
min(min(Mapl))))
%Map2 = (Map2 - min(min(Map2))) / max(max(Map2
-
min(min(Map2))))
%Map3 = (Map3 - min(min(Map3))) / max(max(Map3
-
min(min(Map3))))
























imshow(Map3), title('Importance Map w/o Weights')






%y.features = [COLmean COLstd INmean INstd ORmean ORstd OBJmean OBJstd];










% This function finds the contrast sensitivity of a particular set of
% difference-of-Gaussian convolution filters using the frequency response
% of the filters and the Contrast Sensitivity Function. Meant to be used
% with salmap.m to alter the weightings of the oriented edges, according
% to how sensitive the human visual system is to the frequency of those edges.
%
% USAGE: ret = csftKernel)
%
% Kernel -> the smallest convolution kernel in the Gaussian
% pyramid
% ret -> the return value: a vector of the weights to be
% applied to each level of the difference-of-Gaussian
% edge images.
% Author: Roxanne Canosa
% 3/6/03
function ret = csf(Kernel)
% Increase the size of each kernel to simulate the effect of convolving a fixed
% size kernel with each level of the Gaussian pyramid
fl = Kernel;
f2 = imresize(fl,2, 'bicubic');
f3 = imresize(f2,2, 'bicubic')
f4 = imresize(f3,2, 'bicubic')
f5 = imresize(f4,2, 'bicubic')
f6 = imresize(f5,2, 'bicubic')




































f7 new = fl;
% Normalize the new Gaussian kernels so that the total area under each curve = 1
flnew = fl_new / sum(sum(fl_new));
f2_new = f2_new / sum(sum(f2_new))
finew = Onew / sum(sum(f3_new))
f4_new = f4_new / sum(sum(f4_new))
f5_new = f5_new / sum(sum(f5_new))
f6_new = f6_new / sum(sum(f6_new))
f7_new = f7_new / sum(sum(f7_new))
% Perform the FFT and shift so that the DC component is in the center instead of








figure(l), subplot(1,7,1), imshow(fl), title('fl:5x5')
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figure(l), subplot(1,7,2), imshow(f2), title('f2: 10x10')
figure(l), subplot(1,7,3), imshow(f3), title('f3:20x20')
figure(l), subplot(1,7,4), imshow(f4), title('f4:40x40')
figure(l), subplot(1,7,5), imshow(f5), title('f5:80x80')
figure(l), subplot(1,7,6), imshow(f6), title('f6: 160x1 60')

















































% Find the difference between each of the kernel responses
F12 = F1 -F2;
F23 = F2 - F3
F34 = F3 - F4
F45 = F4 - F5
F56 = F5-F6
F67 = F6 - F7
figure(3), subplot( 1,6,1), imshow(log((F12)),[-











% Plot a ID curve of the frequency response of each bandpass filter







plot(x,F12(256,257:512)), axis([l 256 0 1])
plot(x,F23(256,257:512)), axis([l 256 0 1])
plot(x,F34(256,257:512)), axis([l 256 0 1])
plot(x,F45(256,257:512)), axis([l 256 0 1])
plot(x,F56(256,257:512)), axis([l 256 0 1])







% Convert the xaxis of the frequency plot to cycles per degree. Do this by
% finding fmax, where fmax
= 1/(2 * delta_x), and delta_x is the sampling
% distance in the spatial domain. Scale the xaxis from 0 to fmax, where fmax




delta_x = width_of_screen_in_degrees / width_of_screen_in_pixels;
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fmax = 1 / (2 deltax);
fmin = 0;







% Find the equation of the line that converts from array indices to frequency
% The result, y, is frequency in cycles per degree.
m = (fmax-fmin) / (256-1);
b = -m;
x = [F12max_index F23max_index F34max_index F45max_index F56max_index
F67max_index];
y
= m x + b;
f=y;
% CSF function from J.L. Mannos, D.J. Sakrison, "The effects of a visual fidelty
% criterion on the encoding of images", IEEE Transactions on Information Theory,
% vol. 20, number 4, pp. 525-535, 1974.
% First, plot the CSF, if so desired.
x = linspace(1,60,60);
CSF = 2.6 (0.0192 + 0.1 14 x) exp(-(0.1 14 x) (1.1));
figure(5), plot(x,CSF), axis([0 60 0 1]), title('CSF function')
% Find the weights to apply to the bandpass-filtered edge images of the Laplacian
% cube by finding the value from the CSF function for the corresponding frequency
% in cycles per degree
ret = 2.6 (0.0192 + 0.1 14 f) exp(-(0.1 14 f) (1.1));
% LOCATIONMAP.M
%
% This program takes as input the individual low-level, bottom-up feature maps
% and combines those maps with a top-down expected location to further enhance



















% Create the bottom-up map
Map
= (ColMap + InMap + OrMap + ObjectMap)/4 mask;
Map
= (Map - min(min(Map))) / max(max(Map
-
min(min(Map))));
% Next, define the location grid
ULeftX = 1 :256; % Upper Left
ULeftY= 1:427;
UMidX = 1 :256; % UpperMiddle
UMidY = 428:854;
URightX = 1 :256; % Upper Right
URightY = 855:1280;
CLeftX = 257:512; % Center Left
CLeftY= 1:427;
CMidX = 257:512; % Center Middle
CMidY = 428:854;
CRightX = 257:512; % Center Right
CRightY = 855:1280;
BLeftX = 513:768; % Bottom Left
BLeftY= 1:427;
BMidX = 513:768; % Bottom Middle
BMidY = 428:854;
BRightX = 513:768; % Bottom Right
BRightY = 855:1280;









Map 0. 1 ;







































































































































































% Create a display for the new map
%h = fspecial('average',21);
%newShowMap = filter2(h,newShowMap);
%newShowMap = (newShowMap - min(min(newShowMap))) / max(max(newShowMap
-
min(min(newShowMap))));
% Create a display for the maximum map







%maxShowMap= blkproc(maxShowMap,[2 1 ,2 1 ],'mean(x(:))');
%maxShowMap
= imresize(maxShowMap, [size(Map)], 'bilinear');




figure(l), subplot(2,2,l), imshow(Map), colormapljet)
figure(l), subplot(2,2,2), imshow(newShowMap), colormapljet)











% This function drives the creation of the genetic algorithm that finds the









% Get the feature maps
featuremaps = salmap(image);
% Generate a random weight vector that is reset to a different state each
% time this algorithm is run.
rand('state',sum(100*clock));
% Set up the parameters for the genetic algorithm.
numGens = 300; % Number of generations
popSize = 10; % Size of the population
numWeights = 5; % Number ofweights
p_cross = 0.5; % Probability of crossover
p_mut = 0.05; % Probability ofmutation
scalemut = 0.1; % scale for the mutations
% Create the initial population of random weights
initPop = zeros(popSize,nurnWeights);





initPop(i,l:4) = initPop(i,l:4) / total_weights(i);
end
% Run the simulation
[lastPop lastFM stats] = ga_Sim(feature_maps, xdat, initPop, p_cross, ...
pmut, scalemut, numGens);
% Get the final values
finalFM = max(lastFM);
idx = fmd( finalFM= lastFM );
idx = idx(l);
y.stats = stats;









% This function implements the genetic algorithm that finds the optimal




function [finalPop,finalFM,stats] = ga_Sim(feature_maps,xdat,initPop,p_cross,
p_mut,scale_mut,numGens)




% Run the initial population








% Evaluate the population for fitness








first_idx = find(old_FM == y(l));






loser 1 idx = find(old_FM == y(end));
loserlidx = loserl_idx(l);
loser2_idx = find(old_FM == y(end-l));
loser2_idx = loser2_idx(l);
loser3_idx = find(old_FM == y(end-2));
loser3_idx = loser3_idx(l);
loser4_idx = fmd(old_FM= y(end-3));
loser4_idx = loser4_idx(l);
loser5_idx = find(old_FM= y(end-4));
loser5_idx = loser5_idx(l);
loser6_idx = fmd(old_FM= y(end-5));
loser6_idx = loser6_idx(l);
loser7 idx = find(old_FM= y(end-6));
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loser7_idx = loser7_idx(l);
loser8_idx = fmd(old_FM == y(end-7));
loser8_idx = loser8_idx(l);
Parent 1 = population(first_idx,:);
Parent2 = population(second_idx,:);
% Crossover and create a new generation.













% Mutation from a normal distribution
forj = LnumWeights
if (rand <= pmut)





= childl(l :4) / total_weights;
child2 = Parent 1;












% Mutation from a normal distribution
forj = LnumWeights
if (rand <= pmut)
child2(j)
=





= child2(l :4) / total_weights;
child3 = Parent 1;










= child3(l :4) / totalweights;
% Mutation from a normal distribution
forj = LnumWeights
if (rand <= p_mut)
child3(j)
=







child4 = Parent 1;












% Mutation from a normal distribution
forj = LnumWeights
if (rand <= pmut)
child4(j)
=





= child4(l :4) / total_weights;













% Mutation from a normal distribution
forj
= LnumWeights
if (rand <= pmut)
child5(j)
=



















= child6(l :4) / total_weights;
% Mutation from a normal distribution
forj = LnumWeights
if (rand <= pmut)
child6(j)
=





= child6(l :4) / total_weights;
child7 = Parent1;










%Mutation from a normal distribution
forj = LnumWeights
if (rand <= pmut)
child7(j)
=



















= child8(l :4) / totalweights;











child8(l :4) / totalweights;
% Place the new children in the population.
























































































= [max(FM) mean(FM) std(FM)];
end
finalPop = population;
finalFM = FM;
BDTSa
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