Abstract. The weak instance model is a framework to consider the relations in a database as a whole, regardless of the way attributes are grouped in the individual relations. Queries and updates can be performed involving any set of attributes. The management of updates is based on a lattice structure on the set of legal states, and inconsistencies and ambiguities can arise.
are not violated). In this case, some further piece of information has to be added, and there a r e several possible choice s | t h i s i s a c ase of nondeterminism. Finally, an inconsistency arises if we try to insert a tuple on EM with John for E and White for M, since the functional dependencies imply that the only manager of John is Smith.
In the general case, the characterizations for consistency and determinism of insertions require the construction of the representative instance of the state, by m e a n s of the application of the chase procedure to a set of data that involves the whole database 9]. However, updating a state often involves only a small part of the database. The case is therefore similar to that of query answering, where the crucial step is the computation of the representative instance, which has to be completely constructed in the general case. To solve this problem, various classes of schemes were introduced, beginning with independent schemes 17, 1 9 , 2 5 , 26] , where queries can be answered by means of simple relational expressions, optimizable and independent of the actual database state 5, 1 9 , 28, 27]. In this paper we s h o w that a similar approach can be followed for updating as well: we study updates to relational databases through weak instances and show that they can be implemented e ciently.
The paper is organized as follows. In x 2 w e brie y review the needed background. In x 3 w e review de nitions and characterizations of updates in the weak instance model. In x 4 w e consider independent s c hemes, and characterize consistency and determinism with this class of schemes. On the basis of these results, in x 5 w e present practical and e cient algorithms for update operations, and in x 6 w e show that some step of these algorithms can be simpli ed under certain further assumptions.
In x 7, we discuss about modi cations, another important class of database update operations, and nally, i n x 8, we c o n c l u d e b y summarizing our contribution.
2. Background De nitions and Notation. 2.1. Relations, Databases and Tableaux. The universe U is a nite set of symbols fA 1 A 2 :::A m g, called attributes. A s u s u a l , w e use the same notation A to indicate both the single attribute A and the singleton set fAg. Also, we indicate the union of attributes (or sets thereof) by means of the juxtaposition of their names. A relation scheme is an object R(X), where R is the name of the relation scheme and X is a subset of U. A database scheme is a collection of relation schemes R = fR 1 (X 1 ) ::: R n (X n )g, with distinct relation names (which therefore can be used to identify the relation schemes) and such that the union of the X i 's is the universe U.
The domain D is the disjoint union of two c o u n tably in nite sets, the set of constants and the set of variables (for the sake of simplicity w e assume that all attributes have the same domain). A tuple on a set of attributes X is a function t from X to D. I f t is a tuple on X, a n d Y X, then t Y ] denotes the restriction of the mapping t to Y , and is therefore a tuple on Y . A tuple t on a set of attribute X is total if it does not involve v ariables.
An tableau T is a set of tuples on the universe U. W e s a y t h a t a v ariable or a constant i s unique in T if it appears only once in it. A relation on a relation scheme R(X) is a nite set of total tuples on X. A ( database) state of a database scheme R is a function r that maps each relation scheme R i (X i ) 2 R to a relation on R i (X i ). With a slight abuse of notation, given R = fR 1 ::: R n g, w e write r = fr 1 ::: r n g.
Given a database state r, t h e state tableau for r is a tableau (denoted by T r ) formed by taking the union of all the relations in r extended to U by means of unique variables.
The total projection ( # ) is an operator on tableaux that produces relations, generating, given a tableau T and a subset X of U, the set of total tuples on X that are restrictions of tuples in T : # X (T ) = ft X]jt 2 T and t X] i s t o t a l g. W e w i l l use two (orthogonal) generalizations of the total projection: (1) the restricted total projection of a tableau T on X U with respect to a set of constants C, denoted by # X C](T), is the set of total tuples on X that do not contain constants in C: # X C](T) = ft X]jt 2 T t X] is total and for each A i 2 X t A i ] 6 2 Cg and (2) the total projection of a tableau T on a database scheme R, denoted by # R (T), is the state obtained by totally projecting T on the various relation schemes.
In this paper, we shall consider relational expression whose only operators are select ( ), project ( ), (natural) join (1) and union ( ), and whose operands are relation schemes of a xed database scheme. Given a database state r of a scheme R and a relational expression E with operands in R, w e denote with E(r) the relation obtained by substituting r into the corresponding relation variables in E, and evaluating E according to the usual de nitions of relational operators 7, 20, 29] . The target of E is the set of attributes in U on which E(r) is de ned.
2.2. Constraints: local satisfaction and global consistency. Associated with a database scheme there is usually a set of constraints, that is, properties that are satis ed by the legal states. There are two notions of satisfaction: local satisfaction, de ned on individual relations, and global satisfaction, or consistency, de ned on the database state. We i n troduce the two concepts in turn. Various classes of constraints have been de ned in the literature 20, 29] here, we limit our attention to functional dependencies.
Let Y Z X U a relation r o n a s c heme R(X) (locally) to the constant, otherwise the values are equated. If a chase step tries to identify two constants, then we s a y that the chase encounters a contradiction, and the process stops, generating a special tableau that we call the inconsistent tableau, and indicate with T 1 . The tableau CHASE F (T ) is obtained from T by applying all valid chase steps exhaustively to T . Next lemma states a property o f t h e c hase that will be used in the following. 2.4. Query answering in the Weak Instance Model. The de nition of global satisfaction is clearly not practical since in general there may b e m a n y w eak instances (often in nitely many). However, the existence of a weak instance can be studied by means of the notion of representative instance, a tableau on the universe U of the attributes.
The representative instance for a state r, indicated with RI r , is the tableau obtained by c hasing the state tableau T r of r with respect to the dependencies associated with the database state.
The main property of the representative instance is that a database state is con-sistent if and only if the corresponding representative instance is not the inconsistent tableau 18]. Also, for every consistent s t a t e r and for every X, t h e X-total projection of the representative instance of r is equal to the set of tuples that appear in the projection on X of every weak instance of r 23].
The weak instance approach to query answering allows queries to be formulated on databases as if they were composed of just one relation over the universe U. F or each query, being X U the set of attributes involved, the evaluation requires a rst step that computes the relation over X implied by the current state: for the above consideration, it follows that the X-total projection of the representative instance is the natural content of this relation.
We s a y that a tuple t over a set of attributes X x-belongs (in symbols t b 2r) t o a consistent s t a t e r of a database scheme R with a universe U X if t belongs to the X-total projection of the representative instance of r.
Finally, the completion r of a consistent s t a t e r is the state obtained by projecting the representative instance of r on the scheme R, that is, r = # R (RI r ) 24]. A consistent s t a t e r is complete if it coincides with its completion, that is, if r = # R (RI r ).
Tableau and Relational Expression Containment. A valuation func-
tion v is a function from D to D that is the identity on constants. A valuation function v can be extended to tuples and tableaux as follows: (i) given a tuple t on a set of attributes X, v(t) is a tuple on X such t h a t v(t) A] = v(t A]), for every A 2 X (ii) given a tableau T = ft 1 : : : t n g, v(T ) = fv(t 1 ) ::: v(t n )g.
Given two tableaux T 1 , T 2 , w e s a y that T 1 is contained in T 2 (in symbols T 1 T 2 ) if T 2 is the inconsistent t a b l e a u T 1 , o r t h e r e i s a v aluation function (called in this case containment mapping) de ned on all the symbols appearing in T 1 such t h a t (T 1 ) T 2 . 1 If both T 1 T 2 and T 2 T 1 , t h e t wo tableau are equivalent. Note that, by de nition, the inconsistent tableau properly contains every other tableau. We n o w recall some useful properties of tableaux and chase. Lemma Independent s c hemes are also important i n t h e w eak instance approach to query answering, because they guarantee the e cient computation of total projection of the representative instance 5, 1 9 ]. Atzeni and Chan 5], Ito et al. 19] , and Sagiv 28] showed that for every independent s c heme and for every subset X of its universe, there is a relational algebra expression E X that computes the total projection of the representative instance for every state of the scheme. In the approach o f A tzeni and Chan, E X is a union of simple chase join expression (scje's) 5, 4 , 1 3 ], a restricted form of project-join expression, that we recall next.
A preliminary concept is needed: a derivation sequence ( d s ) of some relation scheme R i0 (X i0 where Y j ! A j , for 1 j m, i s a n F D i n F ij , and is therefore embedded in R ij .
The subexpressions R i0 Y1Z1 (R i1 ) : : : YmZm (R im ) are called the components of the scje.
Before closing this section, we m e n tion an important property of independent schemes that will be often used in the sequel: each derived value in the chase of T r is \uniquely" derived for an independent s c heme. 3. Updating in the Weak Instance Model. In this section we brie y review our approach to updates in the weak instance model 9]. Similarly to the approach t o query answering, it allows updates to be formulated on every subset of the universe. As a preliminary tool, we i n troduce a partial order on states, which extends a known notion of equivalence of states 24], then we discuss insertions, and nally deletions.
3.1. A lattice on states. A s t a t e r 1 is weaker than a state r 2 (r 1 r 2 ) i f e v ery weak instance of r 2 is also a weak instance of r 1 . T w o states r 1 , r 2 are equivalent (r 1 r 2 ) i f b o t h r 1 r 2 and r 2 r 1 . The relation is a partial order on the set of the complete states, since it is re exive, antisymmetric, and transitive. Also, it is strongly related to (tableau) containment of representative instances, and (set) containment of total projections, and relations, as stated in the next theorem. By the equivalence of part 1 and part 3 of theorem above it follows that two states are equivalent if and only if, for every X, their X-total projections are equal, that is if they have i d e n tical query answering behavior. Therefore, it makes sense to consider equivalence classes of states. As representatives of the various classes, we will use the set of complete states since it is known that each consistent state is equivalent t o o n e and only one complete state 24, x3].
In 9] w e showed that the partial order extended to the complete inconsistent state (a special state de ned as the projection of the inconsistent tableau on the database scheme) induces a complete lattice 12] on the set of complete states, that is, every set of complete states has both a greatest lower bound (glb) and a least upper bound (lub).
3.2. Insertions. Let R = fR 1 (X 1 ) : : : R n (X n )g be a database scheme, with U = X 1 X 2 : : : X n . Given a state r of R and a tuple t over a set of attributes X U, we consider the insertion of t into r de ned through the following notion of result.
A state r p is a potential result for the insertion of t into r if r r p and t b 2r p .
Various cases for an insertion of a tuple in a consistent state exist: the insertion of a tuple t over X in a state is possible if there is a consistent state r 0 such t h a t t b 2r 0 , a possible insertion is consistent if it has a consistent potential result, and a possible and consistent insertion is deterministic if the glb of the potential results is a potential result. Note that the notion of determinism is de ned only for possible and consistent insertions. When an insertion is deterministic, we consider the glb of the potential results as the result of the insertion. In plain words, an insertion is possible if the dependencies allow us to generate t in the representative instance of a state r 0 possibly unrelated to the given state, it is consistent when the new tuple does not contradict the information content of the original state, and it is deterministic when the insertion can be univocally performed by adding only the information that is strictly needed.
In 9] w e s h o wed the following general characterizations for possibility, consistency, and determinism. Let RI r be the representative instance of r. T h e c haracterization of both consistency and determinism is based on the construction of a tableau obtained by adding to RI r a tuple t e obtained by extending t to the universe U by means of unique variables. Let T t r be such a tableau. Corollary 3.7 gives an e ective c haracterization of determinism: given r and t, we can build T t r , c hase it with respect to the given constraints, then generate r + and compute its representative instance RI r+ , and nally check whether the total projection # X (RI r+ ) c o n tains t. we could build the tableau T t r and then chase it: the tableaux we obtain are r eported in Figure 3 . 1 . I t i s p ossible to see that, if we project CHASE F (T t r ) on the database scheme, we obtain the state we suggested a s a r esult.
Note that the insertion of a tuple on a set of attributes X U allows a form of \side-e ect", since it may cause the addition of some extra-information for the attributes not in X. F or instance, in the above example, we h a ve s h o wn that the insertion of the tuple with values Jim for E and White for M produces the insertion of the tuple < MS White C > in r 2 : this tuple states that White is the manager of the MS department and is involved into the project C , and these are information not directly provided by the user. This fact is however just a consequence of the weak instance model framework in which the FDs allows us to derive, in the representative instance, further information from tuples of a database. Thus, the insertion of a new tuple (over a relation or any set of attributes) may induce new values for old tuples in the representative instance. However, with our approach, this side-e ect is always kept minimal since we h a ve de ned the result of an insertion as the glb of all the potential results: in this way the original state is always changed as little as possible. We will come back on this issue in x 6, where we w i l l s h o w that, under certain conditions, the side-e ect can also be kept \under control".
Deletions. The de nitions are somehow symmetric with respect to those concerning insertions.
A state r p is a potential result for the deletion of a tuple t from a state r if r p r and t b 6 2r p . The empty state is a consistent potential result for every deletion, and so there is no need to de ne the notions of possible and consistent results for deletions. A deletion is deterministic if the lub of the potential results is a potential result. When a deletion is deterministic, we consider the lub of the potential results as the result of the deletion.
Let r be a consistent state and t be a tuple on X that x-belongs to r. W e derived the following characterizations for deletions.
Lemma 3.8. 9, Lemma 9] The deletion of t from r is deterministic only if there i s a r elation scheme R i (X i ) such that X X i . Definition 3.9 (State r ;t ). The state r ;t , or simply r ; when t is understood from context, is obtained f r om r and t by removing, from each relation r i such that X X i , e ach tuple t 0 such that t 0 X] = t X].
Theorem 3.10. 9, Theorem 5] The deletion of t from r is deterministic if and only if (i) there i s a r elation scheme R i (X i ) such that X X i and (ii) t b 6 2r ; . 4 . Insertions for Independent S c hemes. In the same way as query answering can be e ciently performed for independent s c hemes, we w ant t o s h o w that, for this meaningful class of schemes, updates de ned over any subset of the universe can be managed e ciently.
With respect to deletions, Theorem 3.10 already gives an e cient w ay f o r c hecking for determinism and for performing the update. With respect to insertions, the problem is more complex in general. Regarding to possibility, Theorem 3.2 gives a complete characterization at the scheme level, which c a n b e v eri ed very e ciently by using the closure algorithm proposed by Bernstein 11] , but with regard to consistency and determinism, the tests require the chase of T t r (Theorems 3.3 and 3.6), a tableau involving the whole database state. Since computing the chase of a tableau takes polynomial time in the number of the rows of the tableau 2], it follows that, the tests for consistency and determinism of an insertion require time and size polynomial with respect to the size of the database state.
In this section we s h o w that it is possible to derive alternative methods for checking consistency and determinism of insertions to independent s c hemes, that are easier to implement and optimize.
4.1. Consistency. Throughout this section we will consider a consistent state r on a scheme R = fR 1 (X 1 ) : : : R n (X n )g and the insertion of a tuple t over X U in r, assuming it is possible.
Let t be the \extension" of t with respect to r generated by Algorithm 4.1 (shown in Figure 4 .1). It turns out that t has interesting properties, which m a k e it fundamental in the e cient c heck of both consistency and determinism. Let us introduce a property to be used shortly. Proof. Condition 4.1 implies that when at any step there are two or more alternatives, those not chosen remain valid after the transformation, and therefore can be later applied. Definition 4.2 (Stater). Let t be the extension of t with respect to r, a n d t be a tuple over the universe U obtained by extending t to U by means of \new constants", that is, a unique constants not already appearing in r. Then, the stater is obtained from r andt by adding, to each relation r j 2 r on R j (X j ), the tuplet X j ] . Lemma 4.3. If R is independent and Condition 4.1 holds, thenr is a consistent potential result for the insertion of t in r. Proof. W e h a ve to show that (1)r is consistent, (2)r is a potential result.
(1)r is consistent: since R is independent, it is su cient t o s h o w t h a t r is locally consistent. By way o f c o n tradiction assume that it is not. Letr j be a relation that violates the respective F D s F j . Since r is consistent, r j satis es F j , and so the violation has to involve the new tuplet X j ] together with a tuple t 0 2 r j t h a t i s , there is an FD V ! A 2 F j such that t 0 V ] = t V ] a n d t (2)r is a potential result: by construction r r. Also, since the insertion of t in r is possible, by Theorem 3.2, there is a relation scheme R i (X i ) 2 R such t h a t F implies the FD X i ! X, a n d s o , X + 4.2. Determinism. Throughout this section we will consider a consistent database state r of a scheme R = fR 1 (X 1 ) : : : R n (X n )g and the insertion of a tuple t over X U in r, assuming it is possible and consistent.
As in x 4.1, let t be the extension of t with respect to r generated by Algorithm 4.1, t be the tuple obtained by extending t to the universe U by means of a set of new constants C new , a n d r be the state obtained by adding to the original state r the projections oft over the various relation schemes. Let T 1 = R I r f t e g where t e is obtained by extending t to the universe U by means of unique variables. Since t is built using chase steps that are valid in T t r and since the chase is independent of the order of the individual chase steps 21], it follows that T 1 can be seen as an intermediate result in chasing T t r and that CHASE F (T 1 ) = CHASE F (T t r ). Similarly, l e t rt be the state obtained by projectingt over the various relation schemes and let T 2 = R I r CHASE F (T rt ): since, by construction, Tr = T r T rt , we h a ve that T 2 c a n b e c o n s i d e r e d a s a n i n termediate result in chasing Tr, and that CHASE F (T 2 ) = CHASE F (Tr) = R Ĩ r . The tableau T 2 contains all the tuples of RI r and, by Lemma 2.1, n tuples t i such t h a t t i X + i ] = t X + i ], for 1 i n. Then, let be a function from D to D that (i) maps the new constants int to unique variables in T 2 and (ii) is the identity on all the other elements in D, and consider the tableau T 3 = (T 2 ). This tableau is composed by the tuples of RI r and by n tuples t 0 i such that: t 0 i A] = t A] i f A 2 X, a n d t 0 i A] i s a v ariable otherwise. It easily follows that T 3 T 1 because of a containment mapping that is the identity o n R I r and maps the n tuples t 0 i to t e . N o w, let us consider the chase of T 2 and let be the function that maps each s y m bol appearing in T 2 to the symbols to which i t i s change by t h e c hase, that is, (T 2 ) = CHASE F (T 2 ), and let 0 = . The function 0 coincides with except for the variables v that have been changed to new constants by c hasing T 2 , that is, 0 (v) = ( (v)) = v j if (s) is a new constants c j such t h a t (c j ) = v j , a n d 0 (s) = (s) for all the other symbols s in T 2 . Since all the chase steps that can be applied to T 2 are also valid in the tableau T 3 if we replace the new constants with unique variables, it follows that 0 (T 2 ) coincides with the chase of T 3 , that is, 0 (T 2 ) = CHASE F (T 3 ). Let T 4 = (RIr): we h a ve T 4 = ( (T 2 )) = 0 (T 2 ) = CHASE F (T 3 ), and therefore, since T 3 T 1 , b y part 2 of Lemma 2.2, we h a ve CHASE F (T 3 ) CHASE F (T 1 ), and so T 4 CHASE F (T 1 ) = CHASE F (T t 2 . In computing the completion ofr, the tuple < MS White C > is also added to the second relation and so, by deleting the tuples with the new constant c 1 , we obtain again the state we suggest as the result.
In the following section we will show h o w the new method can be e ciently implemented if the scheme is independent. For this purpose, we n o w m e n tion some properties of T t r andr for the class of independent s c hemes. We recall that given a tuple t over a set of attributes X U, the tuple t e denotes its extension to U by means of unique variables. Proof. If the insertion is deterministic then, by Theorem 3.6, we h a ve t h a t RI r+ CHASE F (T t r ), and so, by Theorem 4.6 and by equivalence of parts 1 and 2 of Theorem 3.1, RIr CHASE F (T t r ). Also, since R is independent, by Lemma 2. 
Algorithms for Update Operations. On the basis of the results of the
previous sections, we present in this section e cient algorithms that can be used to update relational databases on independent s c hemes. Such algorithms exploit some known result on query answering for this class of schemes. In particular, we will use the results of Atzeni and Chan 5] who proved that, for independent s c hemes, the total projection of the representative instance can be obtained by means of a union of scje's and proposed an algorithm to compute and optimize this expression, which r u n s in polynomial time with respect to the size of the database scheme. In the following, we will denote with E X = E i the union of scje's for a set of attributes X U 5, Algorithm 5.8], and we will refer to E X as the AC-expression for X. Figure 5 .1) that will be used for several purposes in the sequel, and whose aim is to test e ciently whether certain total tuple appears in the representative instance of a In the inner loop of the algorithm the expression Y =tY (E i (r)) for a scje E i 2 E V is evaluated. The loop halts as soon as the result turns out to be empty or when the scje has been completely computed. Then, the derived tuples having no constants in C are stored in the relation s out . The algorithm stops as soon as s out is not empty or when all the scje's in E V have been examined. Thus, at termination, we h a ve t h a t s out contains tuples of Y =tY (E V (s)) without constants in C, a n d t h a t s out 2s.
Basic algorithm. In this subsection we p r o vide an algorithm (reported in
Note that, for e ciency purposes, Algorithm 5.1 does not compute a complete total projection of the representative instance. Note also that if # V ( Y =tY (RI s )) is not empty, then s out is not deterministic, since it depends on the order in which t h e scje's have been selected. However, this is not important since, as we w i l l s e e , w e j u s t need a relation satisfying the above properties.
Performing insertions.
Let r be a consistent state of a scheme R, and consider the insertion of a tuple t over X U in r, assuming that it is possible and consistent. In x 4 it has been shown that the property of determinism for insertions can be veri ed on the stater. The construction of this state requires the computation of the completion of the stater. W e will show n o w t h a t w e do not need to compute the full completion ofr, since, as suggested by Lemma 4.9, it is su cient t o n d only those tuples without new constants ofr , that coincide with t on the attributes involved in some FD.
More speci cally, let us consider the following database state. Again, t denotes the extension of t with respect to r,t the tuple obtained by extending t to the universe U by means of new constants,r the state obtained by adding to the original state r the projections oft over the various relation schemes andr its completion. An important point here is that, if the deterministic condition is satis ed, in case (2) We h a ve the following results for r. Lemma 5.4 . If R is independent and the insertion of t in r is deterministic then r r.
Proof. W e h a ve t o s h o w that for deterministic insertions: (1)r r and (2) r r.
(1)r r. W e prove this part by showing that, for every R i (X i ) 2 R and for every t i 2r i , either (i) t i 2 r i , or (ii) t i 2 # Xi (RI r ). It would follow t h a t e v ery t i 2r i belongs to the relation r i in the completion r of r. Since, by Theorem 4.6,r coincides with a complete state and is therefore itself complete, the fact thatr r then follows by the equivalence of parts 1 and 4 of Theorem 3.1.
So, let t i 2r i for some R i (X i ) 2 R. By construction ofr, w e h a ve three possible cases: (1) t i 2 r i where r i 2 r, t h a t i s , t i belongs to a relation of the original state, (2) t i 6 2 r i and X X i , a n d s o t i = t X i ], and (3) t i 6 2 r i and X 6 X i , a n d s o t i has been generated in chasing Tr. In the rst two cases we also have t i 2 r i by construction.
With respect to the third case, we will show t h a t t i can be generated by c hasing T r .
Thus, let t i be a tuple ofr i on R i (X i ) 2 R, s u c h t h a t t i 6 2 r i and X 6 X i .
Since, by Theorem 4.6,r = r + , w e h a ve that, by construction of r + , the tuple t i is also generated by c hasing T t r . Moreover, since the insertion is deterministic, by Theorem 3.6, CHASE F (T t r ) is equivalent to the representative instance of a database state. It follows that t i originates in CHASE F (T t r ) from a tuple t 0 of a relation r 0 2 r (indeed, t 0 can not originate from t since this would imply that t i = t X i ] a n d s o X X i ). Let = 1 ::: m be the sequence of chase steps that allows us to generate t i from t 0 in the chase of T t r . Since R is independent, by Lemma 4. We are now ready to give an algorithm (reported in Figure 5. 3) summarizing all phases of insert operations to independent s c hemes.
Step (1) of Algorithm 5.3 checks for possibility (Theorem 3.2). This test requires the computation of closures of sets of attributes, an operation that can be performed in time O(kFk), where kFk is the size of the description of F , b y using Bernstein algorithm 10]. Since the closure has to be performed jRj times in the worst case, where jRj is the number of relation schemes in R, it follows that testing for possibility is bounded by O(jRj k F k).
In step (2) the extension t of t with respect to the state r is computed using Algorithm 4.1. This algorithm requires the computation of the closure of a set of attributes and, at each step of the computation, the selection of a tuple given a value on the left hand side of an FD. The selection time depends on the cardinality o f t h e relation, but it can be strongly reduced by de ning indexes on the left hand side of all the FDs in F . L e t k F r be the maximum time needed to search for tuples in a Algorithm 5.3. Input : r and t over X U Output: \not possible" j \not consistent" j \not deterministic" j the result of the insertion of t in r begin (1) if not exists R i (X i ) 2 R such that X + i X then return \not possible" and stop (2) compute t and X using Algorithm 4.1 (3) if Condition 4.1 does not hold then return \not consistent" and stop (4) compute r using Algorithm 5.2 (5) verify that t b 2 r using Algorithm 5.1 (6) if s out = then return \not deterministic" else return r end. The cost of each expression is bounded by jr max j k F r j Fj, where jr max j is the size of the largest relation in r. In fact, the computation starts by a relation not larger than jr max j, and then performs a number of joins, bounded by jFj, that simply require, for each tuple in the intermediate relation, the search for a tuple in a relation, given a value for its key (which is the lhs of and FD): this is because, at each step, the attributes of the intermediate relation include the lhs of the FD over which e a c h component is projected. Note also that the size of the computed relation is always bounded by jr max j. In sum, step (4) is bounded by: jr max j jFj 2 jRj k F r . O n t h e average however, it turns out that the cost of this operation is quite limited. This is because: (i) updates often involve only a very small portion of FDs in F , (ii) relational expressions are optimized as described in 5] and selections are performed as early as possible, and (iii) the number of scje's for a set of attributes is small when the scheme enjoys the desirable property of \independent updatability" 16].
Finally, step (5) corresponds in testing for determinism (Theorem 5.5 and Corollary 5.2) and requires the execution of Algorithm 5.1 once more. Note that the statẽ r as well as the state r do not need to be e ectively constructed. So, Algorithms 5.1 and 5.2 could be slightly modi ed in order to work on the tuples in r,r and r, without Algorithm 5.4. Input : r and t over X U Output: \not deterministic" j the result of the deletion of t from r begin (1) if not exists R i (X i ) 2 R such that X i X then return \not deterministic" and stop (2) for each R i (X i ) 2 R d o i f X i X then r ;i := r i ; X=t (r i ) (3) verify that t b 2r ; using Algorithm 5.1 (4) if veri ed then return \not deterministic" and stop else return r ; end. actually adding tuples to r.
By the discussion above, it turns out that Algorithm 5.3 provides a practical and e cient w ay to perform the insertion of a tuple t over any set of attributes X U in a state of an independent s c heme. 
Performing deletions. By the results of the previous sections is also pos-
sible to give a n e c i e n t method for performing delete operations on a database state of an independent s c heme. This algorithm is reported in Figure 5 .4.
In step (1), the necessary condition for determinism of Lemma 3.8 is tested:
it requires time proportional to jRj. Then, in step (2), the state r ; is computed by executing a number of selections that is again bounded by jRj. Then, by Theorem 3.10 and Corollary 5.2, step (3) corresponds in testing for determinism. This requires one execution of Algorithm 5.1 which is optimized as discussed in the previous subsection. Also in this case, the algorithm can be slightly modi ed in order to work on the tuples r and r ; without actually deleting tuples from r. Thus, again, given a state r of an independent s c heme and a tuple t over any s e t of attributes X U, Algorithm 5.4 provides a practical and e cient w ay to perform the deletion of t from r. 2r ; and therefore the insertion is not deterministic. Conversely, the deletion of t =< White B > over the same attributes is deterministic since in this case we would have t b 6 2r ; .
6. Possible Simpli cations of the Algorithms. In this section we s h o w t h a t under certain further assumptions, update operations can be managed easier.
6.1. Insertions. We recall that a database scheme R is separable if it is independent and every consistent state on R is complete 16] (Chan and Mendelzon also provided an e cient test for separability). Now, let r be a state of a database scheme R, t be a tuple over X U and t be the extension of t with respect to r. Let Proof. It follows by Corollary 3.7 and Theorem 6.2. By this result, the test for determinism and the computation of the minimum result for insertions to separable schemes can be done more e ciently since in this case it is not required to compute the state r as it su ces to refer to the state r which can be easily generated.
Example 6.1. The scheme of the state r in Figure 1 .1 is independent but not separable since, for instance, the state obtained by deleting the tuple < CS Smith B > from r 2 is not complete (see Example 5.3) . Therefore, we have in general r 6 = r + . In fact, for to the tuple t =< Jim White > over EM, we have that t =< Jim MS White > and so r = r, w h e r eas we have shown that the insertion of t in r is deterministic. It is easy to show that, if the second relation would contain only the attributes D and P , the scheme was separable: in this case the insertion above could be p erformed by adding to r 2 the tuple < MS White >, which is indeed embedded i n t.
The state r has an interesting property: it contains only the tuples that can be derived directly from t, b y extending this tuple with values from tuples of r using the FDs in F. Then, by simply computing the extension of t with Algorithm 4.1, we immediately know not only the tuples to insert to the original database, but also the \side-e ect" generated by the insertion. Therefore, when r is the result of the insertion, we can keep the side-e ect under control. Unfortunately, a s s h o wn in the example above, even for independent s c hemes, r is not always the correct result, and insertion operations require, in the general case, a more involved computation, as described in x 5. Interestingly however, it is possible to give for independent s c hemes \local" conditions at scheme level (which therefore can be e ciently tested) that allow us to refer to the state r for insert operations even for schemes that are nonseparable. Let us consider the following property which refer to the insertion of a tuple t over X U in a state r of a scheme R. Condition 6.1 holds and the insertion is deterministic, then for every R i (X i ) 2 R such that X i 6 X it is the case thatr i = r i . The fact that t b 2r would then follow by Theorem 5.5 and the fact that in this case, by construction, r = r. S o , b y w ay of contradiction, assume that R is independent, Condition 6.1 holds and there is a scheme R i (X i ) 2 R such that X i 6 X andr i 6 = r i . 10 and the fact that, if the database scheme is embedded-complete, then no tuple over a set of attributes which i s c o n tained in a relation scheme can be generated by the chase from other tuples, and so it is never the case that t b 6 2r ; . Also in this case, it is possible to state local conditions at scheme level for independent s c hemes that allow us to test for determinism of a deletion of a tuple t over a set of attributes X U as follows. (i) X 6 X i ,
(ii) for every relation scheme R j (X j ) in R, i 6 = j, X 6 X + j , (iii) F i contains an FD whose left hand side is a superkey of X. Theorem 6.6. Let R be i n d e p endent and assume that Condition 6.2 holds. Then, the deletion of t from r is deterministic if and only if there i s a r elation scheme R i (X i ) such that X X i .
Proof. (Only if) By Lemma 3.8.
(If) Assume by w ay of contradiction that, for an independent s c heme R, Condition 6.2 holds and there is a relation scheme R i (X i ) 2 R such that X X i but the deletion is not deterministic. By Theorem 3.10 it follows that t b 2r ; , and therefore there is a tuple t 0 in RI r; such that t 0 X] = t. Then, let t j be the tuple from which t 0 originates and assume that t j 2 r ;j over R j (X j ) . Clearly, X 6 X j and so i 6 = j. 7. Modi cation operations. The present paper study insertions and deletions of tuples as basic database update operations. However, modi cations form indeed another important class of update operations, often used in practical situations. The goal of this section is to brie y discuss about modi cations of tuples: we s h o w t h a t they naturally t in our framework and that, in general, results on insertions and deletions can be used to characterize them. A simple modi cation operation consists in changing the values of a single tuple.
Therefore, we can represent a modi cation of a state r by means of a pair (t old t new ), where t old and t new are tuples de ned over the same set of attributes X U: t h e intended meaning of this operation is clearly to substitute t old by t new in r.
According to the de nition of insertions and deletions, this operation should be realized by altering the information content of the original state as little as possible. Thus, in the framework we h a ve de ned, a modi cation (t old t new ), de ned over any set of attributes X U, of a database state r for a scheme R, can be de ned through the following notion of result.
A state r p is a potential result for the modi cation (t old t new ) t o r if: (1) t old b 6 2r p , (2) t new b 2r p , and (3) for every state r 0 r of R such t h a t ( a ) t old b 6 2r 0 and (b) the insertion of t new in r 0 is consistent, it is the case that r 0 r p . If we assume that t old b 2r, a modi cation is always possible, but similarly to insertions, inconsistency and nondeterminism may arise. We t h e n s a y that a modi cation is consistent if it has a consistent potential result, and is deterministic, if the glb of the potential results is itself a potential result. By the de nition above, it turns out that a modi cation can be implemented, in most cases, through a deletion followed by an insertion. Speci cally, w e can easily show the following results Lemma 7.1. Let r be a database state of a scheme R, and (t old t new ) be a modi cation de ned over a set of attributes X U. Then, the following properties hold:
(i) If the deletion of t old from r is deterministic and the insertion of t new to r ;told is consistent, then the modi cation (t old t new ) of r is consistent.
(ii) If the deletion of t old from r is deterministic and the insertion of t new to r ;told is deterministic, then the modi cation (t old t new ) of r is deterministic.
(iii) If the deletion of t old from r is deterministic then (r ;told ) +tnew is the glb of the potential results.
We note that the converse of the above results does not hold in general. This is shown in the following example.
Example 7.1. Consider the database scheme R = fR 1 (AB) R 2 (BC)g, with the FDs A ! B and B ! C de ned for it, and the state of R: r = fr 1 = f< 1 2 >g r 2 = f< 2 3 >gg:
Consider now the modi cation (t old t new ) = ( < 1 2 3 > < 1 2 5 >), de ned over ABC. The deletion of t old from r is not deterministic, since i t c an be r ealized either by deleting the tuple < 1 2 > from r 1 or the tuple < 2 3 > from r 2 . However, we have that the modi cation is indeed deterministic. In fact, let r 0 and r 00 be t h e p otential results for the deletion of t old from r: r 0 = fr 0 1 = r 0 2 = f< 2 3 >gg and r 00 = fr 00 1 = f< 1 2 >g r 00 2 = g:
Then, it is easy to see that the insertion of t new in r 0 is inconsistent, whereas the insertion of t new in r 00 is consistent and deterministic. It follows that the glb of the potential results is indeed a p otential result and can be obtained by substituting < 2 3 > by < 2 5 > in r 2 .
The above example shows that in general, in order to implement a modi cation (t old t new ) of a state r, w e h a ve rst to nd all the maximal potential results for the deletion of t old from r. W e recall that a maximal potential result r M for a deletion is a potential result for which there is no other potential result r p such t h a t r M r p 9]. Then, we h a ve to select, among them, the states for which the insertion of t new is consistent and deterministic. Finally, the results for the insertion of t new to the selected states have to be compared: if there is one that is weaker than each other, the modi cation is deterministic. From the discussion above, it turns out that the algorithms derived for implementing insertions and deletions can be also used to implement modi cation operations. 8 . Conclusions. In this paper we h a ve s h o wn that similarly to what has been done with respect to query answering, e cient algorithms to characterize and perform update operations de ned over any subset of the universe can be given for the highly signi cant class of independent s c hemes. In fact, the various characterizations, which require time and space polynomial with respect to the size of the database state 9], can be veri ed for this class of schemes e ciently, as in this case we can derive a restricted number of optimized relational expression that allow us to refer only to the relevant portion of the database.
In particular, with respect to insert operations, we h a ve rst shown that the property of consistency can be e ciently tested by considering only to the \extension" of the tuple to be inserted (which is obtained by adding to t further values derived from the original state and the constraints) and the involved FDs. With respect to the property of determinism, we h a ve rst provided an alternative method that does not require the construction of a special tableau over the whole database. This method refers to a state obtained from the original database by adding tuples that, for independent s c hemes, can be e ciently derived. If the insertions is deterministic then this special state corresponds to the result of the insertion. We h a ve then provided for both insertions and deletions practical algorithms implementing the various characterizations. We h a ve nally showed that under some further conditions, update operations can be managed more easily.
Clearly, when non-deterministic updates arise, the system should not simply reject them but rather try to resolve these situations in some way. Indeed, this can be done in several ways since, in general, the problem is that some information for satisfying the request is missing and there are several possible choices for providing this extra information. For instance, potential ambiguities can be solved by means of a dialogue with the users, similarly to the approach described in 8]. Therefore, the algorithms we h a ve presented can be extended in several ways in order to try to resolve n o ndeterministic update operations.
Recently, new classes of database schemes, generalizing the class of independent schemes, have been introduced 14, 3 0 ]. Similarly to the independent ones, these schemes enjoy the property that the consistency of a database state after a simple update to a base relation can be e ciently veri ed. Thus, it could be interesting to extend the results of this paper to these more general classes of schemes.
