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Abstract
Mankind has used pressurised pipes to deliver water over long distances for
twenty five centuries and yet the importance of their dynamic hydraulic
behaviour on extending the life cycle of critical assets remains poorly un-
derstood.
This project has developed a novel architecture for collecting, storing,
and analysing the dynamic hydraulic behaviour of water distribution sys-
tems. This architecture was used to build an extensive collection of dynamic
hydraulic pressure recordings which enabled a wide ranging analysis of the
effect of pressure transients upon the performance of distribution system
assets.
A framework, “Dynamic Data Driven Transient Analysis” (D3TA), was
developed to detect network state, transient or non-transient flow condi-
tions, to count transients, and to explore the correlation between dynamic
hydraulic behaviour and system failures. The effect of calming networks,
removing and minimising transient behaviour, was shown to result in a sig-
nificant potential reduction in bursts.
This project has revealed that the hydraulic conditions in distributions
systems are rarely steady state and that hydraulic transients are both fre-
quent and potentially damaging. The algorithms and framework developed
in this project have the ability to automatically diagnose and identify net-
work areas at risk of damage as a result of their unsteady-state hydraulic
behaviour. This would allow water utilities to proactively identify and repair
the sources of hydraulic instabilities in operational networks and maintain
“calm” networks, thus reducing costs and extending the working lifetimes
of network assets. The results show that in some systems a reduction of
the dynamic behaviour could result in a significant (10–20%) reduction in
bursts.
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Notation
A full description of the notation used in this thesis is given in appendix A.
A brief, partial, summary is given below.
Naming
A, B, C, . . . Sets and sequences
A, B, C, . . . Process control parameters
A, B, C, . . . Matrices
R The set of all real numbers (to avoid confusion with R)
Collections of Data
{. . .} Sequence (ordered set) or plain (unordered) set
〈. . .〉 Tuple
[. . .] Matrix
Boolean Logic
¬ Logical NOT (inverse)
∧ Logical AND
∨ Logical (inclusive) OR
⊕ Logical exclusive OR
⊤ True/set
⊥ False/clear
Equivalence and Assignment
= Test for, or define, equivalence
← Change the value of a variable
Other
A \ B Set or sequence A minus any elements in set or sequence B
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1. Introduction
1.1. The Hidden Hydraulic Behaviour of Water
Networks
Mankind has used pressurised pipes to deliver water over long distances
for twenty five centuries [4] and yet the importance of their dynamic hy-
draulic behaviour remains largely unquantified. At the start of this project,
in late 2009, the dynamic hydraulic conditions within water distribution
systems were poorly understood. Network Managers had their own theories
about the frequency of occurrence and effects of sudden pressure changes,
hydraulic “transients”, but the technology to collect long term high-speed
pressure data from real world water networks was in its infancy and so these
theories had not been rigorously investigated. Five years later, in early 2015,
and due in part to the technologies developed and data and results dissemi-
nated by this project, the awareness of water distribution and transmission
system transients and hydraulic instability has increased dramatically over
the entire UK water industry. Utilities are now engaged in quantifying the
scale of the problem and assessing the operational and business benefits of
the implementation of “calm networks” with continuously monitored and
actively controlled steady-state hydraulic performance.
The standard for water network logging since its inception in the 1980’s
has been to record hydraulic variables, pressure and flow, every fifteen min-
utes. This provides an insight into the slowly changing diurnal pressure
(figure 1.1) but gives no information as to the hidden forces imposed upon
the network by rapid pressure changes (figure 1.2). Work by Karney [5],
McInnis [6], and Stoianov [7, 8, 9] had provided snapshots of the dynamic
pressure behaviour in water systems but at the time of the start of this
project, in 2009, no large-scale studies had been undertaken to investigate
the dynamic pressure changes in operational distribution networks and their
impact upon operational performance and failures.
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Technical constraints had previously limited the amount of data that
could be captured and analysed and a key objective of this project was to
develop a data collection and processing framework that not only allowed
the capture of pressure dynamics but which also allowed the resultant vast
amounts of information to be stored, visualised, analysed, and incorporated
into pipe deterioration and analytical models. By capturing the dynamic
hydraulic behaviour within a water distribution system, it becomes possible
to explore and quantify the effects of these pressure changes, to study their
impact upon failure mechanisms, and to develop strategies to manage the
dynamic behaviour in order to extend asset life [10] and improve water
quality [11].
1.2. Project Aims and Methodology
The overall aim for this project was to investigate, quantify, and assess the
significance of the dynamic pressure activity within distribution networks.
To achieve this, a novel analysis framework, “Dynamic Data Driven Tran-
sient Analysis” (D3TA), was developed. This framework relates the continu-
ous dynamic hydraulic activity to network events, allowing the various types
of dynamic behaviour to be quantified in terms of network damage, while
simultaneously enabling the extraction and processing of both individual
and linked transient events. The framework provides a complementary al-
ternative to physically-based transient modelling. D3TA is simpler to set up
and scales efficiently to cover complex network configurations, and is espe-
cially designed to continuously provide summary views of network area per-
formance, allowing the more compute-intensive and less scalable hydraulic
and physical modelling methods to be focussed upon specific smaller areas
and/or individual events.
The proposed D3TA framework required an architecture for collecting,
storing, and the analysis of the dynamic pressure state. A lack of existing
technologies meant that this would involve the design and implementation
of both data logging hardware and special purpose data analysis methods.
While the analyses developed within the bounds of this project were to be
performed using conventional desktop and server systems, the architecture
was to be fully scalable and allow an evolution into a network-wide high
resolution pressure monitoring and data analysis system. Consequently,
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substantial elements of the analyses would need to be performed at the edges
of the network, on the data loggers themselves, in order to keep the wireless
data traffic to a minimum and reduce power usage. This necessitated the
design of lightweight complex event processing algorithms that could execute
on low power processors with limited memory resources.
These lightweight algorithms would allow loggers to automatically detect
the state of the section of a network they were monitoring, and enable
the transmission of “interesting” pressure events and summary statistics.
Before these algorithms could be developed, however, a large corpus of raw
pressure data would have to be collected and stored in a form that would
allow it to be easily manipulated, explored, and benchmarked against.
The ultimate goal of this project was to explore the link between dynamic
pressure activity, failures, and the overall health of a water network, allow-
ing high-speed (high temporal resolution) monitoring to be used both as a
diagnostic tool and a means of prioritising and scheduling maintenance. The
technologies and techniques developed during the project form a framework
allowing the dynamic pressure activity within a network to be considered
in network deterioration models and correlated with specific operational
activities and performance indicators: for example, dynamic datasets, net-
work statistics, event information, and data from other loggers must be
condensed together into a representative tuple, or list of tuples (to monitor
state over time), holding metrics that can be included into the models. As
discussed in chapter 2, current deterioration models do not take into ac-
count the dynamic activity of networks. Consequently, the role of dynamic
(rapid) pressure changes on pipe failures, leakage, and water quality related
incidents is both unknown and extremely challenging to quantify.
1.3. Research Objectives and Novel Contributions
This project has the following overall research objectives, and key novel
contributions:
I. Develop the Dynamic Data Driven Transient Analysis (D3TA) frame-
work described in section 1.2 on page 26, to relate continuous dynamic
hydraulic activity to network and asset performance while also isolat-
ing individual transient events for further analysis.
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II. Formulate and quantify metrics within the D3TA framework that best
characterise the effect of the dynamic hydraulic behaviour upon net-
work performance indicators in order to prioritise financial investment
and maintenance decisions.
III. Provide a comprehensive set of metrics and encoded transient infor-
mation that may be used for more detailed hydraulic analyses of the
network, leading to control and topological modifications and improve-
ments.
IV. Validate the hypothesis that keeping networks in a steady, “calm”,
state will reduce the number of failures and extend the lifetime of
assets.
Achieving the key project objectives required the formulation of the fol-
lowing experimental and research sub-tasks. These are expanded upon in
the Background chapter, chapter 2, and the remainder of this thesis.
1. Develop an architecture for collecting, storing, and analysing the dy-
namic hydraulic pressure state within water distribution systems.
2. Design an extensive experimental programme for operational distri-
bution networks to generate a corpus of dynamic hydraulic pressure
recordings, their geographical and topological setting, lists of tran-
sients and other identifiable states contained within the recordings,
and, where possible, their likely causes.
3. Establish how common transients are in water distribution systems
and what their predominant causes are: routine network operation,
technician actions, or underlying network design.
4. Develop a lightweight and robust method for automatically detecting
the state of a network — transient or static — that is noise-resistant
and can detect both long and short period transients and hydraulic in-
stabilities. From this to enable the automatic bracketing of transients
for further analysis.
5. Determine a suitable set of metrics to describe the behaviour of a
dynamic hydraulic dataset over time, allowing it to be analysed and
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compared with other datasets. In addition, the conversion into a se-
ries of metrics will allow information about dynamic behaviour to be
transmitted over restricted (bandwidth and/or power) communica-
tions links and incorporated into deterioration and analytical models.
6. Study existing metrics that describe network reliability and state and
investigate correlations between these and the dynamic behaviour of
the networks. This information, combined with the metrics from ob-
jective 5, can be used to improve the validity of pipe deterioration and
analytical models.
7. Examine transients in the context of messages transmitted across a
communications network. How do transients propagate and degrade
as they travel, and what information do they carry? How can tran-
sients be compared, both temporally and spatially?
8. Present a method for describing the overall state, or “health”, in terms
of its dynamic behaviour, of a water distribution system with the
eventual aim of using it as an industrial analytical tool for maintaining
and extending the life cycle of critical assets.
All of the framework, systems, and software described in this thesis, in-
cluding the data analysis techniques, were the sole work of the author. The
quantity of work involved in this project, encompassing areas as diverse as
electronics design, embedded programming, database construction, and sta-
tistical analyses, lead to the project taking more than five years to complete.
Invaluable support and advice was provided during this time by both the
academic and industrial supervisors of the project and by employees of the
sponsoring water company. Without their help this project could not have
been completed.
1.4. Publications
Early on in this project it became clear that the framework under develop-
ment could potentially be exploited commercially. As part of this process
the techniques developed had to be protected by patents.
The first patent application resulting from this project, WO2014/083340,
“A device, method and system for monitoring a network of fluid-carrying
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conduits” [12] was published by the time that this thesis was completed. A
further patent application, containing details of the more advanced analyt-
ical techniques discussed here, had been drafted and submitted to, but not
yet formally published by, the patent office.
The patenting process is slow and no other publications may be produced
until the patent has been finalised and published. These restrictions meant
that only one paper, first presented at the CCWI 2013 conference [13] in
Perugia, Italy (and then later published in Procedia Engineering [14]), was
produced during the duration of this project. This paper gives an overview
of the InfraSense system and describes the initial analytical techniques used.
These techniques were later refined and the final versions are presented in
this thesis.
1.5. Thesis Overview
Chapter 2 presents the challenges surrounding high speed data collection
and analysis in water networks, and describes the reasoning behind the
hardware, data processing, and experimental and system design specifica-
tions. The remainder of the thesis structure follows the dataflow diagram
shown in black in figure 1.3 (with chapter numbers in italics next to the
processing and input blocks). This diagram shows the overall movement of
data and processing within the D3TA framework.
Chapter 3 describes the design and execution of the experimental pro-
gramme and presents an extensive gallery of transient types collected during
this programme.
The analysis is performed in two parallel threads which depend upon the
linear encoding and transient detection methods described in chapter 4. The
first processing thread, which works towards the generation of an “impact
metric”, or measure of how much a water network is affected by transients
and fluid instabilities, is discussed in chapter 5, detailing the extraction
of representative metrics from a stream of transient data; and chapter 6,
which looks for correlations between these metrics and the state of the
network. The second processing thread investigates transients in the context
of messages on a network, and the analysis of those messages (chapter 7).
Chapter 8 covers the data collection and management architecture that
was developed to support the experimental programme and data analyses.
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This project required a substantial hardware and software development ef-
fort and chapter 9 summarises this effort and achievements.
The proposed D3TA framework produces a series of metrics describing the
impact of the dynamic hydraulic activity upon the network and asset perfor-
mance along with individual and linked transient information (expressed as
“words”, and described in chapter 7). These two data streams may be used
to support more detailed modelling (shown in grey in figure 1.3): the tran-
sient information may be used to drive physically-based transient models,
to localise events, and to allow condition assessment of assets such as pumps
and valves; the metrics can also be used to improve both steady state and
extended-period steady state hydraulic models by deriving envelopes of un-
certainty around their results resulting from the deviations in the assumed
steady-state hydraulic conditions. Overall, the framework combined with
advanced hydraulic modelling may be used to optimise and improve water
networks, leading to reduced costs and improved asset life expectancy.
An Engineering Doctorate also aims to explore the applicability and the
transfer of the developed methods and technology to address specific indus-
try needs and business value. To this end, chapter 10 discusses one possible
way that the results of this project could be exploited commercially.
Finally, chapter 11 presents a summary of the project, draws conclusions
from the results, and makes recommendations for future work.
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2. Background
2.1. Transients within the Water Industry: 2009
At the start of this project, in 2009, the state of the art in hydraulic monitor-
ing for water utilities was to record the pressure and flow at fifteen minute
intervals at the inlet of each District Metered Area (DMA, a group of ap-
proximately one to five thousand properties receiving water from a single
or multiple inlets). This data provides a series of snapshots of the static
water pressure within a network, showing the diurnal range (as shown in
figure 1.1 on page 25) but providing no insight into the dynamic hydraulic
behaviour of the network.
The lack of high-resolution pressure data significantly limited the knowl-
edge of fluid dynamics and pressure transients within the water industry.
Extensive engineering guidelines, based upon known physical characteris-
tics and causes of transients — anything that could cause a sudden change
in fluid velocity — were available, and are described in detail by Boulos
et al [15], but it was impractical to attempt to quantify all possible tran-
sient sources within the network and their effects upon the network asset
performance such leakage, bursts, and the level of service. Therefore, most
water network managers relied upon their own experience and “rules of
thumb” when it came to analysing the dynamic hydraulic behaviour.
With no definite measurements concerning the frequency, magnitude, or
potential for damage of water pressure transients there was a widespread
apathy within the water industry on the subject, with only a few, more
forward looking, water companies considering them a subject of interest.
2.1.1. Problem Specification
Against this background of a simplistic and poorly validated understanding
of the occurrence and impact of hydraulic transients, a series of questions
were posed, at the start of this project, in discussion with various water
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utilities. An example of one problem specification document is reproduced
in appendix B, and the key questions can be summarised as follows:
1. Do significant pressure transients occur? If so, what is their amplitude
and frequency of occurrence?
2. What routine activities cause transients? Is an increased level of pres-
sure control within water distribution systems likely to exacerbate or
minimise the occurrence of transients?
3. What unplanned events cause transients?
4. What is the correlation between transients and pipe bursts? A
“burst” is defined as any pipe or fitting failure that causes a suffi-
cient sudden increase in leakage that the water company is forced to
investigate.
5. What aspects of hydraulic dynamics impact the levels of service in
a water distribution network (for example, static pressure, transient
magnitude, etc.)?
6. What is the correlation between cyclic loading and pipe failures?
7. What is the correlation between transients and discolouration?
8. What is the optimal approach to analyse transients? For example,
physical or statistical based methods, or both.
9. What is the effect of complex networks upon the propagation and
dissipation of transients?
10. How best should transients and hydraulic instabilities be monitored?
These questions drove the design of the experimental programme, the
measurement hardware that was developed to support the experimental
programme, and the types of analyses that were developed and carried out.
During the early planning stages of this project it was decided that ques-
tion 7, concerning the link between transients and discolouration, could not
be answered at this time due to the lack of suitable water quality measure-
ment instrumentation.
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Figure 2.1.: Stresses in pipes.
2.2. Why Do Transients Matter?
The dynamic hydraulic activity within a water network exerts two types of
stress upon the pipes as shown in figure 2.1: hoop, or circumferential, stress
(sH), and longitudinal stress (sL). Both of these stresses are related to the
pressure inside the pipe (P ), the internal pipe diameter (D), and the pipe
wall thickness (t), and may be approximated as follows:
sH =
PD
2t
(2.1)
sL =
PD
4t
(2.2)
From the equations for sH and sL it can be seen that the hoop stress, sH ,
is twice the longitudinal stress, sL. Using pipe dimensions from British
Standard BS 4622:1970 [16] for a typical cast iron pipe of the type commonly
found in distribution systems (D = 150mm, t = 10mm), and assuming a
peak transient pressure of 20 bar, a peak hoop stress, during a transient
event, of 15MPa will be experienced by the pipe. The minimum tensile
strength of the pipe (also from BS 4622:1970) should range from 160MPa
(for sand cast pipes) to 400MPa (for centrifugally cast pipes), an order of
magnitude more than the peak transient stress. Why, then, would transients
pose an operational problem?
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2.2.1. Failure Mechanisms of Water Pipes
Much has been published on the link between the environment that a pipe
operates within and its lifetime, at least for cast iron pipes [17, 18, 19],
but the long term effects of cyclic loading caused by transient pressure
are still unknown. The pipe degradation model presented by Rajani and
Tesfamariam [20] takes transient pressure into account, but only via simple
hoop and longitudinal stress calculations, and concludes that it is not a
significant factor in the failure of pipes. This is not surprising given the
order of magnitude difference between hoop stress and minimum tensile
strength described in the previous section.
Attempts have been made to construct models that can predict pipe life-
times, based upon the pipe materials, soil conditions, ground loadings, burst
history, and diurnal pressure ranges [21, 22] but none of these studies have
used pressure variations and/or transient data, relying instead upon the
standard data collected by their respective water companies. Some of the
problems with this approach are highlighted by Hadzilacos et al. in their
“UtilNets” application [23], an attempt to construct a Decision Support
System for water utilities, and Boxall et al. [24], who provide an overview
of techniques to estimate burst rates. Both papers highlight the difficulty
of collecting adequate amounts of correct data to use in the models.
The processes involved in water pipe corrosion are complex, the pipe does
not simply lose wall thickness or tensile strength over time in a predicable,
linear, manner. A pipe is only as strong as its weakest point, and this vari-
able degradation can lead to weak spots or cracks that have a lower tensile
strength than the stresses caused by transients. Figures 2.2 and 2.3 show ex-
amples of cast iron pipes that were removed during network maintenance.
Both examples show highly variable wall thicknesses caused by corrosion
that led to failures.
A comprehensive overview of the processes involved in pipe deterioration
is provided by Kennedy [10], but one key, perhaps surprising, observation, is
that the rate of deterioration is increased by transient hydraulic behaviour
even when the pipe material condition is such that its tensile strength is still
an order of magnitude or more above the level of transient-induced stresses.
This is due to changes within the microstructure of the pipes, such as that
examined by Schmitt [25] and Mohebbi et al. [26]. They show that the
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Figure 2.2.: Variable wall thickness on recovered and cleaned cast iron pipe
segment.
pipe is affected at this smaller scale by transient pressure changes: “stress
corrosion cracking” and “corrosion fatigue” are phenomena that have been
observed in many metals whereby cracks grow in the presence of an external
stress when in a corrosive environment (such as that inside water pipes) [27,
p.41]. These fine cracks can lead to a material becoming far more brittle
than expected and have been observed to cause failures very early on in a
component’s expected lifetime [27, p.43].
2.2.2. A Framework for Transient Processing
There is therefore considerable evidence that transients could cause failures
and yet none of the existing deterioration models consider them. The rea-
sons for this are not stated in the works cited above, but from the examina-
tion of the state of the art in data collection and management technologies
presented in this chapter it can be assumed that collecting the required
data was simply too challenging and therefore not considered in previously
published studies.
It is not enough to just collect large pressure datasets. These datasets
will be several orders of magnitude larger, as demonstrated by figure 2.4,
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Figure 2.3.: Length and section of pipe from water company “Underground
Asset Reporting Form” showing concretions and substantial re-
duction in wall thickness.
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Slow: 500 DMAs, 20 years
Survey: 10 loggers, 1 month
EngD: all data
Figure 2.4.: High speed versus slow speed dataset sizes.
than those currently handled by the water industry and existing systems
and methodologies are not capable of handling these volumes of data. A
typical water company, composed of 500 DMAs with pressure and flow sam-
pled every fifteen minutes, will have generated approximately 700 million
measurements over the twenty years since the start of ubiquitous data log-
ging. A high speed survey, using ten 64 S/s single channel loggers for 30
days, will generate 1.7 billion measurements over that period. Over the
course of this project over 51 billion measurements were taken and stored:
two orders of magnitude more operational hydraulic data than the water
company had ever collected. These large datasets must be managed within
a complete framework such as the novel Dynamic Data Driven Transient
Analysis (D3TA) framework described by this thesis, where data will be
converted into an optimal form to be used by transient analysis systems,
and combined with other data such as that from the network’s geographic
information system: pipe types, locations, and materials. The data transfor-
mations that take place within the D3TA framework are shown in figure 1.3
on page 31 and, at a higher level of abstraction, in figure 2.5. Large datasets
are converted into lists of “metrics”, key mathematical descriptors that al-
low salient features of the data to be considered by processing models and
correlated with asset performance information.
Due to the high levels of variability in pipe wall thickness and condition,
even between pipes that were of the same type and laid at the same time,
described in the previous section, this framework takes a novel statistical
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approach to understanding the relationship between transients and failures.
It does not attempt to model the hydraulic or physical behaviour of any
network components but rather looks for correlations between measured
metrics and network performance. This “black box” approach [28] does
not require knowledge of how the network components perform, nor any
information about their condition — it will work just as well with newly
installed pipes as with old pipes with variable degradation (as in figure 2.3),
or any mixture of the two.
2.2.3. Metrics to Describe Dynamic Behaviour
The optimal metrics to describe dynamic behaviour would be able to rep-
resent both gradual and rapid pressure variations using a sparse signal rep-
resentation in order to add as little extra complexity to pipe deterioration
models as possible. The overall boundaries of a dataset may be described us-
ing standard statistical tools — the minimum, maximum, and mean — but
no standard method exists to describe the level of dynamic activity.
Similar applications in other fields such as electrical engineering [29,
30] and medicine [31, 32] have used the short-time Fourier transform and
wavelet transforms in order to extract frequency information, which ex-
presses the amount of dynamic activity in a signal, from transient-containing
signals. These approaches have also been tried, with positive results, in the
domain of water pressure monitoring [33, 34].
Wavelets and Fourier transforms convert information from the time to
the frequency domain, and, when combined with fixed time periods, they
may be used to determine the number of cycles, and the magnitudes of those
cycles, that are expressed in a signal over a period of time. This information,
in the form of stress/strain curves, forms a highly relevant metric that may
be used to drive pipe physical and deterioration models, and which expresses
the level of dynamic activity in a system.
Both types of transform described so far suffer from computational com-
plexity or the need for large amounts of memory, aspects which it is de-
sirable to avoid in a system that has an aim of being implementable upon
systems with low computational power and limited memories, as required in
order to make the D3TA framework scalable to cover complete, large scale,
networks. Fortunately, another form of transform, that translates directly
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Figure 2.6.: Life extension through network calming.
from a signal to counts of cycles versus magnitude (without explicitly in-
volving the frequency domain), is available: cycle counting. This approach
is widely used in fatigue analysis and requires far fewer computational re-
sources, having been demonstrated on portable data logging devices over 35
years ago [35]. Several forms of cycle counting exist (described in detail in
section 5.3 on page 111) and are evaluated by this project as a means of
describing the dynamic hydraulic behaviour of a water network.
2.2.4. Confirming the Need for “Calm” Networks
One of the main research aims of this project (aim IV on page 28) has been
to test the hypothesis that there is an incentive to keep water distribution
systems in a steady-state, “calm”, condition with as little dynamic activity
as possible, to reduce leakage and pipe bursts.
Reliability engineering uses the concept of the “bathtub curve” [36], shown
in figure 2.6. This expresses the risk of failure of a physical system over
time. Some systems will fail shortly after installation, due to manufactur-
ing defects or incorrect installation, there will then be a long period of few
failures — the system’s normal lifetime — followed by an increasing level
of failures as the system wears out.
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Calming networks will not significantly affect the initial failure rate, but,
if the hypothesis is true, should extend the lifetimes of network assets, and
slow the rate at which they fail at the end of their working lives. The
bathtub curve should change from one represented by the solid line to one
represented by the dashed line: a reduction in bursts and leakage, and a
cost reduction as network assets require replacement less often.
2.3. Data Acquisition and Management
2.3.1. Data Acquisition Challenges
The core of this project is the collection of high speed water pressure data
and the management and analysis of that data. The data was to be collected
from across a wide geographic area (an entire water company network) and
so the collection equipment had to be capable of working when connected
to a typical underground monitoring point, such as that shown in figure 2.7,
and thus could not be reliant upon mains power or communications connec-
tions. In addition, it had to be possible to run the data collectors, “loggers”,
for long periods, weeks or months at a time, in order to capture a picture
of the network behaviour over time. The chambers containing the monitor-
ing points frequently experienced flooding and contamination with debris
(mud and sand) washed in from around the chamber. This environment,
combined with the need for the loggers to be moved regularly between mon-
itoring points, necessitated a robust design.
The required resolutions and storage capacity of suitable loggers was
based upon the planned experimental programme. Prior discussions with
water company technicians had shown a desire for a minimum pressure
sampling resolution of 0.1% of full scale (for example, 20mbar if a 20 bar
transducer was used) in order that the readings would be comparable with
existing logging equipment. The choice of the minimum temporal resolution,
the sampling speed, was based upon previous experience [33] showing that
the fastest, transient-related, pressure waveforms to be encountered in the
field would have a fundamental frequency of approximately 5–10Hz.1 The
1Some transient-related events with a much higher fundamental frequency (hundreds or
thousands of Hertz) do occur, such as those caused by cavitation, for example, but
their effect upon the overall pipeline pressure is very small and so no attempt was
made to capture them as part of this project.
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Figure 2.7.: Typical underground water hydrant, also used for the connec-
tion of monitoring equipment.
Nyquist rate to be able to detect such waveforms would be 10–20 samples
per second (S/s) but a faster rate would be required, up to 50–100 S/s, in
order to be able to determine the shape of the waveforms as well as their fre-
quency. This sampling speed would also allow the propagation of transients
to be measured, assuming an average speed of propagation of 1000m/s, to
the nearest 10–20m. The minimum spacing between hydrants, potential
monitoring points, on a distribution water main is approximately 100m,
and so this would allow for an adequate detection resolution.
The water demand within a distribution network changes throughout the
day and week. Domestic demand profiles change during the weekend, and in
an industrial area the weekend usage may be very different from the weekday
usage as plant is shut down. In order to be able to capture a complete picture
of this behaviour within a distribution network each logger would need to
be able to record continuously for at least one week. In addition, there was
also the hope that random failures such as pipe bursts could be captured.
Such events are rare and so longer continuous logging periods, of at least
one month, would be required in order to increase the odds of this.
In 2009 no devices were commercially available that satisfied these key
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project requirements of battery powered high-speed logging over long pe-
riods of time. Outside of the fields of water and gas, infrastructure data
logging equipment could rely upon an external source of power and so was
not suitable for conversion to battery power (unless an impractically large
battery was to be used). Within the water and gas fields logging of the
dynamic pressure conditions was not performed, with the standard being to
log four times an hour only.
A detailed review of suitable data acquisition equipment was carried out
at the beginning of the project. The Technolog “Cello 4” [37] is typical of
the devices used by water companies for fifteen minute logging, both at the
start of the project and at the present time. It is battery powered, with the
battery rated for five years of life if fifteen minute reporting is used, and it
communicates with a central server via the mobile phone network. While
the Cello and similar devices are capable of modifying their logging speed
(generally up to a maximum of 1 sample per second (1 S/s)) when an alarm
condition such as a particular threshold is crossed, they are not capable of
detecting higher speed transients and suffer from a lack of memory if set to
log at their highest speed for more than a few days.
Only a few, limited, commercial systems existed for logging transients.
The Radcom “Pressure Transient Data Logger” [38] could log up to eight
million readings at up to 25 S/s for about three and a half days at a time.
This data was then uploaded onto a PC for further analysis. The Telog
HPR-31i [39] could log eighty thousand readings at up to 20 S/s, giving a
logging time of just over an hour. Alternatively it could be set to log at
a slower speed until a particular pressure gradient was exceeded, at which
point it would log high speed data in order to record the transient. This
project required a complete record of the pressure both before and after
transients and so this gradient-based switch was inadequate.
Within the research community the collection of data over large areas
fell under the umbrella of “wireless sensor network” (WSN) research. The
majority of wireless sensor network work (a summary of the state of the art
in 2009 is given by Barrenetxea et al. in [40]) has been concentrated upon
above ground slow changing phenomena such as temperature or humidity.
These may be measured using commercially available wireless sensor nodes
such as the Memsic (previously Crossbow) Mote [41] with a standard battery
and minimal specialised packaging.
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When it comes to wireless sensor networks that have actually been de-
ployed on real water systems the field is very sparse. As is unfortunately
common in all fields of WSN research there are papers which propose
great things but which are never implemented outside of simple laboratory
testbeds [42, 43, 44].
Two systems which had actually seen real world deployments are PIPE-
NET [45] and WINES [46]. PIPENET was used to monitor two water distri-
bution pipes and a combined sewer outflow collector in the city of Boston for
a period of 22 months during 2004 and 2005. At each monitoring point small
battery powered Mote-type devices took regular measurements for short pe-
riods of time at high frequency (for example, pressure was measured at five
minute intervals for five seconds at a time at a sampling rate of 100 S/s)
and then transmitted this data to a larger device connected to, and powered
by, a lamppost which attached an accurate timestamp to the data and then
transmitted it over the mobile phone network back to a central database
from where it could be viewed.
The remit of the WINES project was to develop a generalised infrastruc-
ture monitoring system which could receive and incorporate data from a
variety of different monitoring systems on bridges, in tunnels, and on wa-
ter pipes. A large amount of data was successfully gathered from water
transmission mains: over five billion samples from approximately 300 de-
ployment days. Two generations of robust field-deployable high speed data
loggers were developed, the latter of which was used and improved upon
during the course of this project.
2.3.2. Data Management
The management of the large volumes of pressure data and the automated
extraction of relevant information for further analysis is another critical task
that had to be addressed within this project. In order to understand the
data visually it must be possible to browse it over different time ranges
(per day and per hour, for example) in addition to being able to access
the raw measurements, which may have been recorded at rates of up to
several hundred samples per second. In order to process the data it must be
possible to read raw or pre-processed data, apply processing functions, and
then write it out in a form that allows the same data browsing as is possible
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for the original data. In order for the data to have meaning it must all be
tagged with suitable metadata, linking each measurement back to the site
where it was measured and the equipment that measured it.
Over the life of the project it was expected that several tens of billions
of measurements would be collected. This is a large number, arguably big
enough to qualify as “Big Data” [47] in 2009 (by 2015 Big Data typically
referred to data sets several orders of magnitudes larger), but not so large
that a standard enterprise-level relational database could not be used to
store and manage it, and so such a system was used to build the initial data
management framework (described in full in chapter 8).
In 2009 this was a reasonable design decision since there were no widely
available alternatives. However, as the project progressed and moved from
the simple collection of data to its processing the limitations of a large re-
lational database became clear: slow access speed and inefficient use of disk
space. These same limitations had spurred the development by others of al-
ternative means of storing and accessing large datasets, using “NoSQL” [48]
databases. In 2015 these are now a widely established alternative, with sys-
tems such as Apache Cassandra [49] providing an efficient means of storing
and working with very large datasets.
2.4. Analysis
2.4.1. 2009
Prior to the start of this project academic work on pressure transients had
focussed primarily on improving transient solvers and the use of transients
for detecting leaks. Summarised by Colombo et al. [50], these systems gener-
ally used “inverse transient analysis” (ITA) [51, 52], whereby the measured
outputs of a water system are compared with those from a mathematical
model of the system given known inputs. This technique has been shown to
work in laboratory tests [53] but little field work had been demonstrated.
An alternative to ITA is the use of artificial intelligence techniques such as
neural networks [54, 55] or fuzzy logic [56]. These techniques work well for
data-mining large collections of operational measurements but, as with ITA,
field work was lacking: da Silva et al. [56] show how fuzzy logic techniques
may be applied to a simple unbranched petrochemical pipeline but papers
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describing how the necessary data could be obtained from real-world water
networks were sparse.
The published field work intended to demonstrate techniques such as
ITA in the real world had focussed on networks of such simplicity that they
differed from laboratory setups in scale only. For example, Brunone [57],
Stephens et al [58] and Misiunas [59] all used simple lengths of pipeline with
none or few branches combined with generated transients to demonstrate
their techniques. McInnis and Karney [60] measured the pressure at two
points along a simple section of water main at high temporal resolution
(32 S/s) when a pump was shut down and compared those measurements
to their computer model.
The approach used by Mounce [54] did not detect pressure transients but
does show an alternative method of detecting anomalies. He developed a
neural network technique to detect bursts by looking at water flow data.
Training data was acquired from the inflow and outflow meters on a sin-
gle district metering area (DMA) of approximately 3000 properties over a
ten day period. Bursts were then simulated by flushing from five of the hy-
drants within that DMA during a four hour period one night (between 23:00
and 03:00, presumably so that there would be little operational noise from
the rest of the DMA).
Related papers by LeChevallier [61] and Fleming et al. [62, 63] discuss the
vulnerability of water distribution systems to negative pressure transients.
Their work used mathematical modelling of networks in order to identify
points where negative transients might occur and this was tested by logging
with commercially available transient loggers of the types described earlier
in section 2.3.1.
2.4.2. 2015
Over the course of this project other researchers have continued to look at
transients in water distribution systems. The majority of this research, as
before this project was started, concentrates on the use of transients, usually
artificially generated, for leak detection. Much of this work uses simulated
networks only (for example, Laurentys et al. [64], Kang and Lansey [65],
and Tao et al. [66]), although some use small subsets of real networks, such
as Ghazali et al. [67] and Shucksmith et al. [68] in Yorkshire, and Whittle
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et al. [69] in Singapore. These real-world subsets are almost certainly too
simplistic to be representative of the true behaviour in even the most simple
DMA. Previous work by Stoianov in 2003 [7] had shown that, even with a
network section that has been surveyed to a high level of detail, the size
of leak and magnitude of transient required for transient analysis to work
adequately is too high for the approach to be practical. More recent work
undertaken using data collected as part of this project [70], from a DMA
of about 1500 properties (an average size for the UK) which contained a
factory causing significant transients (approximately 2 bar every minute),
and using open fire hydrants to simulate significant bursts, failed to show
that transients could be used as an operational tool to detect these bursts.
The real-world background noise was too high and masked any reflections
which could have been used to locate the bursts.
More work has been performed on the problem of pathogen intrusion into
water pipes if a pressure transient causes the pressure to drop below the
pressure of the fluid surrounding the pipe in the ground. The Pennine Water
Group at Sheffield University has constructed an experimental testbed in
order to quantify this risk [71, 72].
2.5. Transients within the Water Industry: 2015
At the present time the standard for pressure logging within water net-
works is still the same: fifteen minute samples. However, the industry as a
whole has woken up to the threat posed by pressure transients and there is
widespread recognition of their potential role in failures. Many more tran-
sient logging systems are now commercially available, as shown in table 2.1,
and the word “transient” has become a buzzword within the data logging
industry.
It is notable that the available transient loggers are targetted towards
survey applications, with their software offering only basic data viewing.
The management and analysis of the very large datasets that are generated
by multiple long term installations of transient loggers is still not addressed
by any of the commercial offerings.
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Make S/s
Capacity
Wireless
Samples Time
Halma Pressure Transient 25 8× 106 4 days -
i2O Data Logger 10 250,000 7 hours 
Hydreka Transient Logger 32 1× 108 50 days -
GCR Triton 1000 1× 106 15 minutes -
Pipetech TP-1 100 n/a n/a -
Syrinix Transient Minder 128 n/a n/a 
Aquas 100 n/a n/a 
InfraSense TS 128 1× 109 90 days -
Table 2.1.: Summary of commercial transient loggers (March 2015).
2.6. Conclusions
The questions posed by this project’s original specification (section 2.1.1
on page 33) and the research objectives (section 1.3 on page 27) that these
questions were refined into required research and development work in sev-
eral key areas: bulk data collection and storage, the analysis of large and
complex data sets, and the exploration of previously unknown characteris-
tics and behaviours of real world water networks.
Previous work in the field had concentrated upon physical-based hydraulic
modelling with only limited field work. This project is unique in that it has
collected very large quantities of data from operational networks and has
presented a novel framework for analysing this data. This data shows a
far more realistic vision of system behaviour than that presented by the
simplistic models presented in the literature. This behaviour was strongly
influenced by the condition of individual pipes. Pipes naturally collect a lin-
ing of minerals and biological material during their lifetime (see figure 2.8)
and this affects their hydraulic performance, making their exact behaviour
difficult to model since it is not feasible to survey the condition of all the
pipes in even a small DMA. The need for a novel analysis of pressure varia-
tions in water distribution networks was identified, focussing on statistical
and probabilistic methods of analysis, taking advantage of recent work in
statistical prediction such as the Random Forest methods [73].
Bulk data storage and management was initially handled using “off the
shelf” software and a traditional relational database. As the project pro-
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Figure 2.8.: View along a pipe showing accretions deposited during its op-
erational lifetime.
gressed and the amount of data and the level of processing required increased
the deficiencies of this approach became clear and a new data management
system had to be constructed, as described in chapter 8.
The data collection needs of this project required the design and con-
struction of custom data logging hardware. This is detailed in chapter 9
and, along with the building of custom data storage software, took up a
considerable proportion of the time available during this project. The work
was justified by the quality and amount of data collected, and the novel
systems and methods developed. The analysis framework built during the
course of this project continue to be used in other research projects across
the UK.
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3. Experimental Research for
Evaluating System Hydraulic
Dynamics
3.1. Original Objectives
A technical specification document, re-printed in appendix B, was written
before the start of this project and posed a number of questions which drove
the initial experimental programme:
1. Do significant pressure transients occur? If so, what is their amplitude
and frequency of occurrence?
2. What routine activities cause transients? Is an increased level of pres-
sure control within water distribution systems likely to exacerbate or
minimise the occurrence of transients?
3. What unplanned events cause transients? Both bursts and automatic
valve operations (PRV or inlet) were included in this category.
4. What is the correlation between transients and pipe bursts?
Question 1 is especially noteworthy: up until this point there had been
no long term high speed logging of distribution networks in normal use and
so the water company had very limited information about the magnitude
and frequency of occurrence of transients in their systems. As described in
chapter 2, no suitable commercial high-speed data loggers existed for use
in the project and so the experimental programme had to run in parallel
with the development of the logging hardware. Previous projects, notably
PIPENET [45] and WINES [46], had performed pioneering work in the
logging of large scale water infrastructure, including transmission mains,
but their logging hardware was not directly applicable to the logging of
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distribution networks, primarily due to the size of the battery packs required
to run the loggers, which did not fit into standard fire hydrant chambers,
the primary monitoring points for the distribution networks.
3.2. Surveying the Domain: Initial Field Trials
Based on the background works reviewed for this project, the causes of tran-
sients can be divided into two groups: network operations and water users.
Network operations are planned by the water network operator whereas
the actions of water users are outside their control. The following network
operations may cause transients:
Boundary Valve Operations. Opening or closing the connections between
neighbouring DMAs will cause a flow of water unless both DMAs are
at exactly the same pressure.
Filling Pipes. After replacement or drainage for maintenance.
Flushing. Flushing stale water and sediment out of dead-ends and low
points in the network.
Pumps. Pump starts and stops as well as turbulence caused by imperfect
running.
Pressure Reducing Valves. These may change the amplitude and width of
existing transients or create their own.
Valve Operations. Closing off a section of network into which there is a
flow or opening up a section at a different pressure.
The following water users may cause transients:
Industrial Users. Heavy water users may cause DMA-wide changes when
they draw water.
Bursts. Classified as a “user” since a burst will increase consumption at a
point in the network.
The first two years of field trials were designed to capture examples of all
of the above transient types, and the initial trials programme is summarised
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Cause
Trial
1 2 3 4 5 6 7 8 9 10
Boundary Valve 
Other Valve   
Filling  
Flushing    
Pump operation   
PRV 
Industrial user   
Burst 
Table 3.1.: Summary of initial field trials programme, 2010–2011.
in table 3.1. The programme started off with short-term trials that were in-
tended to optimise the logger deployment techniques and provide experience
of the conditions that could be expected in the areas supplied by the water
company. As well as the transient causes that were expected several trials
also recorded transients caused by other events, these are marked with “”
in the table. The DMAs to log for all of these first trials were selected after
discussions with water company network technicians (who had identified
problematic areas in the network), examination of existing fifteen minute
logged data, and a study of the DMA database to confirm that the layout,
pipe materials, and population were suitable.
3.3. Experimental Method
All field trials followed a common pattern: having identified a DMA to
deploy in, three to six deployment locations were chosen that maximised
coverage, using a large paper map of the DMA showing the pipe runs and
potential deployment locations (see appendix C for an example of such a
map). Loggers were typically deployed inside fire hydrant chambers.
In the UK, fire hydrants, shown above ground and within a chamber in
figure 3.1, are installed below ground every 100–200m in urban environ-
ments (the spacing between hydrants is greater in rural areas to reflect the
lower housing density). Each hydrant consists of a valve and a “bowl” with
a course thread onto which a water pipe may be connected in order to supply
water in an emergency. As well as their fire fighting use, hydrants are used
by the water company in order to flush sections of network (increasing local
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water flow to scour sediment from within the pipes and discharge it into the
street, from where it can flow into the sewer system), to install stand pipes
for emergency supplies, and, with a cap fitted with a quick-release pressure
fitting, for attaching pressure transducers, as shown in figure 3.2.
Working with a Distribution Technician who was able to manage pedes-
trian and traffic safety around the deployment sites while they were open,
correctly sterilise and fit equipment that was to be in contact with the wa-
ter supply, and open and close the hydrant and other valves in an approved
manner (that would not cause transients), each site within a DMA was vis-
ited in turn. An accurate reading of the current time was taken using a
handheld GPS unit as each logger was deployed.
The water network maps show only the presence of fire hydrants and not
their chamber size or type. Some chambers were too small to contain the
data logger, others were filled with solid debris such as cement, flooded (the
data loggers were designed to be waterproof, but caution was used when they
were first brought into use), or had leaky valves which prevented the taps
from being left open. In addition there were places where the maps were out
of date and hydrants had been hidden by building work or removed. In these
cases an attempt was made to deploy at the nearest hydrant on the same
water pipe but a successful deployment was not always possible. Typically,
only 30% to 50% of hydrants visited were suitable for deployments.
3.4. Results from the First Ten Field Trials
The cumbersome nature of planning using paper maps, delays caused by the
parallel technical development of the logger hardware, problems deploying in
the field, and the need to be on site with the Technician for every deployment
and collection limited the number of sites that could be visited during the
first two years of the project. Nevertheless, the data that was collected
acted as an important driver for the direction of the rest of the project.
As well as transients the first set of trials collected data on the normal,
expected, operation of distribution networks. Figure 3.3 shows how the
pressure varies during a normal day, building up over night when the usage
is low and dropping during the day as usage increases. In general this cycle
will be broadly the same from day to day.
Figure 3.4 shows two valving operations measured simultaneously at four
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(a) Hydrant marker sign. Fitted
to 225mm pipe approx. 14m from the
sign.
(b) Hydrant on training rig. Square tap
shaft is top-left, threaded output bowl
top-right.
(c) Hydrant in a typical underground
chamber. Blue adaptor cap for a pres-
sure transducer is fitted to the bowl on
the left hand side.
(d) Another view of a hydrant chamber,
with feet for scale.
Figure 3.1.: Underground fire hydrant commonly used in the UK.
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Figure 3.2.: An InfraSense LP logger deployed in a fire hydrant chamber.
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Figure 3.3.: Typical diurnal repeating pressure cycle.
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Figure 3.4.: Boundary valve operation and fire hydrant flushing.
points across a DMA: a boundary valve (marked “BV” on the graph) being
opened (◦—◦) and closed (×—×) to a higher pressure DMA; and a fire hydrant
(“FH”) being opened and closed in order to flush water. In both valving
cases a DMA-wide static pressure rise and drop can be seen after the valves
are operated, and at the point of each pressure change is a pressure transient.
These transients occurred even though the valves were operated slowly and
smoothly according to the water company’s own guidelines.
The same sort of pressure transients can be seen more clearly in figure 3.5
where the results of two flushes from the same fire hydrant in a different
DMA are shown, one at a low flow rate and one at a higher flow rate.
Figures 3.6 and 3.7 show the pressure recorded close to the inflow of a
large factory. The inlet valve on this factory was opening too quickly causing
large transients that propagated across the whole of the DMA. When long
periods of time are being shown, as in the first of these graphs, a grey
filled background area is used to show the minimum to maximum range of
pressure at a particular point while a darker line is used to show the average
pressure. Note that the apparent flat zone across the first graph was caused
by a logger hardware problem, discussed in chapter 9.
Figure 3.8 shows the result of a pipe burst and its repair. At approxi-
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Figure 3.5.: Two flushing operations.
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Figure 3.6.: Pressure close to large factory.
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Figure 3.7.: Zoom of figure 3.6.
mately 02:50 UTC an end-cap blew off a section of pipe that was part way
through being rehabilitated, resulting in a transient and sudden pressure
drop. There was another transient as a technician shut off the burst pipe
at approximately 05:20 UTC in order to effect a repair. A final transient
occurred once the repair was completed and the repaired section was recon-
nected and refilled.
Of all the transients recorded in the first set of trials, it was those gen-
erated by industrial users, for example figure 3.6, that generated the most
interest. All the other transients were sporadic and rare and, since they
were not linked with a related failure, it was becoming apparent at this
stage that there was far from a one to one relationship between transients
and failures.
3.5. Improved Experimental Method
A considerable amount of practical experience in the deployment and man-
agement of loggers was gained during the first set of trials. In particular,
the following points were noted:
• The complex deployment and collection methods (with manual time-
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Figure 3.8.: Pipe burst and repair.
keeping) seriously limited the network coverage that the loggers were
able to obtain.
• The large paper network maps were cumbersome and required time-
consuming manual labour during the preparations for a deployment.
• The data logger connectors, while rated at IP68 (fully waterproof),
did not remain this way after repeated connections, disconnections,
and knocks in the course of multiple deployments.
The first point was solved by the development of a real time clock daugh-
terboard for the data loggers (figure 3.9(a)) and an “Onsite Deployment
Controller” (ODC) (figure 3.9(b)) that was able to obtain an accurate GPS
time and location fix and transmit that by radio to the logger during the
deployment process. These modifications, described in full in chapter 9,
simplified the deployment process, making it into a one-man process.
Electronic copies of the water network maps were obtained and converted
for use in the “GRASS” Geographical Information System (GIS) [74]. This
GIS is highly programmable and was able to present the network infor-
mation in a manner optimised for planning logger deployments with all
possible deployment points (hydrants) highlighted (figure 3.10). Using the
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(a) Real time clock daughterboard for the InfraSense LP.
(b) Onsite deployment controller.
Figure 3.9.: Hardware improvements.
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Figure 3.10.: DMA viewed in GRASS GIS with possible deployment points
highlighted (screenshot).
water company’s own GIS system the hydrants were not visible until the
user had zoomed into the map, at which point the overall shape of the
DMA, required in order to ensure good logger coverage, was not visible. In
addition to this new way of viewing the maps extra code was written that
allowed deployment points to be selected from within the GIS and deploy-
ment forms automatically generated for use by the Distribution Technician
(see figure C.2 in appendix C for an example of a filled-in form). The GIS
was also used to record the actual locations that loggers were deployed in,
using the GPS locations transmitted by the ODC during deployment.
The final point, leaking connectors, was largely fixed by sealing the back
sides of all the logger connectors with epoxy and making sure that the logger
case seal was replaced every time the logger was opened to download data.
The fixes were not perfect, and loggers continued to suffer from water leaks
until the development, at the end of the project, of the InfraSense TS loggers
(described in chapter 9).
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3.6. Field Trials 2: Managed Customers
The logger modifications meant that the water company Technicians were
now able to deploy loggers on their own and so, combined with the advan-
tages of online deployment planning, a much larger set of sites could be
covered in the next set of field trials.
The first set of trials had shown that the most interesting and frequent
transients were likely to be detected around large industrial consumers.
The DMAs containing the fifty largest commercial water users, those with
a personal account manager at the water company, “managed customers”,
were therefore chosen for the next set of trials.
These trials logged almost two hundred sites from January to Octo-
ber 2012 and captured a wide range of transient behaviour, representative
samples of which are shown below.
Even a DMA which can be considered “transient-free” does not have a
completely smooth pressure profile. Figure 3.11 shows the sort of low-level
background noise that is caused by consumers in a typical urban DMA.
In some places the background noise level is high enough to be traced to
a particular site, as in figure 3.12 where frequent, low level, water usage
occurred around the site of a power station that was in the process of being
decommissioned. In both of these cases the nature of the pressure changes
is random and no particular sections of the data can be identified as being
any more “transient” than any others.
Distribution networks are characterised by the presence of many simulta-
neous consumers, short runs of pipe between junctions, and multiple pipe
types and diameters. These characteristics cause transients to decay rapidly
and change shape as they propagate across the DMA. Figure 3.13 shows a
steep transient caused by a factory inlet valve that was measured at four
locations across a DMA. Note especially the shape of the waveform at site
ME13.103, closest to the valve, this is modified by the reflection of the wave-
form measured at ME13.101 off the end of a pipe dead end. Pure transient
waveforms as shown in figure 3.14 are rare, occurring only where there are
unusually long stretches of pipe without junctions.
The most frequent cause of transients found during this trial were remote
controlled inlet valves to industrial sites. Many of these valves were quick-
acting pneumatic valves which open and close in less than one second. This
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Figure 3.11.: Typical “calm” DMA background noise. Site ME25.2.
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Figure 3.12.: Frequent, low level, water usage. Site ME06.3, source: power
station undergoing decommissioning.
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Figure 3.13.: Decay of a transient as it propagates across a DMA. Source:
factory inlet valve.
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Figure 3.14.: Frequent, slow decaying, transient. Site ME20.4, source: in-
dustrial user.
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Figure 3.15.: Factory inlet valve causing repeated transient. Site ME21.1.
quick action can cause large transients such as those shown in figures 3.15
and 3.16.
Valve transients are characterised by a sharp pressure drop and rebound
as the valve is opened, a local pressure drop as water is drawn into the
industrial site, and a sharp over-pressure and rebound as the valve shuts
and the local pressure returns to normal. Each transient is rapidly damped
and typically decays within two to three cycles. These under/over-pressure
transients can travel across an entire DMA and, as well as the stress caused
by the sudden pressure changes, can cause sections of the network to go
outside of their expected pressure range. Figure 3.17 shows where a tran-
sient 1 bar drop in pressure caused by a valve opening on the other side
of the DMA, several kilometres away, caused a section of the network that
normally ran at a relatively low pressure to drop below the water com-
pany’s recommended minimum pressure.1 It should be noted that without
high-speed logging this low pressure fault would not have been detectable.
One of the worst examples of an inlet valve transient is shown in fig-
ures 3.18 and 3.19. This transient, caused by the filling of a large wa-
1The legislative minimum water supply pressure is 0.7 bar, and so the network was still
running within OFWAT guidelines.
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Figure 3.16.: Zoom of valve closing transient from figure 3.15.
1.
2
1.
4
1.
6
1.
8
2.
0
2.
2
23:25:00 23:25:10 23:25:20 23:25:30 23:25:40 23:25:50 23:26:00
Time (UTC)
P
re
ss
u
re
 (
b
ar
)
Recommended Minimum
Figure 3.17.: Transient pressure drop below recommended minimum. Site
ME08.101, on the other side of a DMA to a large hospital.
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Figure 3.18.: Severe transient caused by factory inlet valve. Site ME01.101.
ter supply tank, has a magnitude of almost 7 bar and a pressure gradient
of 4 bar/s.
Another factory that was logged used mains water to top up a process
tank that was primarily filled from a borehole (the borehole could not quite
supply enough water on its own). An electronic level monitor on the tank
switched a pneumatic valve approximately once every 90 s, causing a very
large number of transients. The DMA that the factory was located in suf-
fered from a high level of pipe failures but conventional, low-speed, logging
had not been able to identify the cause.
Sometimes a site will have multiple inlet valves with each generating its
own transients as in figure 3.21 where multiple small transients are overlaid
onto a pair of larger transients and a local pressure drop.
Industrial transients may occur in particular patterns over a daily or
weekly cycle as in figure 3.22 where a factory can be seen to shut down over
a weekend.
Transients may also be caused by equipment within the water network
itself. Figure 3.25 shows a pressure drop caused by a pump filling a water
tower. This feature repeated every 24 hours.
Theoretically, all pressure transients are forms of damped sine waves but
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Figure 3.19.: Zoom of figure 3.18. 4 bar pressure rise in just over 1 s.
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Figure 3.20.: Frequent, high-magnitude, transient caused by pneumatic-
valve topping up process tank. Site ME13.101.
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Figure 3.21.: Two overlaid transient waveforms, outside a food factory. Site
MS04.1.
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Figure 3.22.: Large factory inlet valve transients that stop at the weekend.
Site MS07.1.
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Figure 3.23.: Zoom of valve transient in figure 3.22.
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Figure 3.24.: Zoom of figure 3.23. 6 bar pressure rise in 3 s.
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Figure 3.25.: Water tower filling. Repeated every 24 hours. Site MS16.4.
in reality these “pure” transients are extremely rare. In all of the trials
conducted as part of this project “textbook” transients were captured in
only one location, where a lone consumer was situated on a long stretch of
uninterrupted pipe, shown in figure 3.26.
3.7. Further Trials: PRVs, Boosters, Revisits
Pressure Reducing Valves, PRVs, are an important aspect of modern water
networks, allowing transmission lines to run at a higher pressure than distri-
bution networks, and the pressure in distribution networks to be optimised
to control leakage. A correctly functioning PRV operates as in figure 3.27
where the varying inlet pressure, the upper line, is converted to a steady,
lower, outlet pressure, the lower line.
Worn, incorrectly set, and incorrectly sized, PRVs can go into a pseudo-
stable oscillation, lasting from a few minutes to many hours. These os-
cillations cause transients downstream of the PRV and can have both a
high magnitude and a high frequency as shown in figures 3.28 to 3.34. The
fastest oscillating PRV logged during this project oscillated at 7Hz, with a
magnitude of 1.6 bar.
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Figure 3.26.: Lone consumer on a long stretch of uninterrupted pipe. Site
ME18.1
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Figure 3.27.: Correctly functioning PRV. Upper line is inlet, lower is outlet.
Site PRV02.1.
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Figure 3.28.: PRV with oscillating outlet. Site PRV06.3.
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Figure 3.29.: Zoom of output in figure 3.28.
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Figure 3.30.: Long period of instability caused by PRV oscillation. Site
ME15.1.
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Figure 3.31.: Zoom of PRV oscillation in figure 3.30.
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Figure 3.32.: Serious PRV outlet instability. Site PRV06.5.
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Figure 3.33.: Start of PRV instability in figure 3.32.
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Figure 3.34.: Zoom of outlet in figure 3.33. Logger sampling points marked
with circles to show resolution limitation.
The geography of Essex and Suffolk, the primary areas covered by this
project, is flat, and so pumping within distribution areas is infrequently
used. A few areas with booster pumps were logged however and figures 3.35
and 3.36 show the transients caused by the pump stopping and starting.
3.7.1. Aside: Pump Transients on a Transmission Main
This thesis is about distribution systems, but it is useful to look at the
differences that the different topology of transmission mains causes in tran-
sients. Figures 3.37 and 3.38 show the delivery pressure of a large pump,
at the head of a 40 km transmission main, and pressures measured at two
points along the main, 8 km and 20 km away from the pumping station.
There are two notable features in these graphs: the background pres-
sure is very smooth, with none of the noise caused by the multiple small
users that would be found in a distribution network; and the transients
are much longer, minutes instead of seconds, and have more cycles. Also
note that the pump delivery pressure, which the existing slow-speed logging
showed to never exceed 16 bar, actually peaks at considerably more than the
maximum 22 bar that the pressure transducers connected to the high-speed
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Figure 3.35.: Transient caused by pump shutoff. Monitoring point
PRV06.8 (distribution network) was approx. 1200m from
pump PRV06.1.
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Figure 3.36.: Pump restarting. Monitoring point PRV06.8 (distribution net-
work) was approx. 1200m from pump PRV06.1.
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Figure 3.37.: Transmission line pump shutoff.
loggers were able to measure.
3.7.2. Aside: Fixing a Transient Problem
In some cases, where logging revealed transients that could be traced to a
particular factory, the water company accounts manager arranged meetings
with the factory managers and process engineers to make them aware of the
problem, since the transients were just as likely to affect their own internal
pipework as the distribution pipework.
The factory that produced the transients shown in figure 3.20 used a
pneumatic valve to top up a process tank. After an explanation of the
problems and discussions with the factory managers they decided to change
the valve to a slower acting electrically actuated valve, and, by making this
one simple change, dramatically reduced the magnitude of transients over
the whole DMA as shown in figure 3.39.
It will take some years of burst monitoring for the value of this change to
become quantifiable. However, using the model developed in section 6.4.2
on page 137, for the FE cohort, estimates can be calculated. Before the
change the model predicted a weighted burst sum for the monitoring point
next to the factory of 1.43 bursts per year per kilometre. After the change
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Figure 3.38.: Transmission line pump restart.
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Figure 3.39.: Pressure in factory DMA before and after replacement of pneu-
matic valve with electric.
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the model predicted 1.11 bursts per year per kilometre, a, significant, 22%
reduction in bursts.
3.8. Bursts
Bursts are rare and so the likelihood of capturing a burst with the limited
monitoring resources available during this project was always going to be
low. Two bursts and repairs were captured during the course of this project,
and another was captured using similar monitoring equipment in another
water company’s DMA.
Figures 3.8 (page 61) and 3.40 both show a burst and repair. In the first
case an end cap blew off a section of new pipe that was not yet buried
and the pressure dropped rapidly enough to cause a small under-pressure
transient, in the second case the burst was more gradual and the pressure
at the monitoring point dropped more slowly. Once the burst had been
noticed by the water company and repair technicians were on site their first
act was to operate valves to reduce further water loss. These operations are
visible as transients. Once the repair had been completed the fixed pipe
had to be refilled with water, the act of which caused additional transients.
Figures 3.41 and 3.42 show the result of a much more serious burst caused
by a longitudinal failure on a 40 inch main. The large volume of water in the
system meant that the pressure dropped slowly (causing significant flooding)
and it was approximately sixteen hours before valves could be operated to
return the system to a stable, albeit lower, operating pressure.
The key aspect of bursts that can be taken from these three events is that
unless the burst occurs in unburied pipe the soil around the pipe will slow
the release of water enough that an under-pressure transient will not occur.
3.9. Trials Summary
This project gathered approximately 35 billion measurements from 324 sites
over its lifetime (table 3.2 and figure 3.43), more than 50 times more data
than the host water company had previously gathered from all of its loggers
over the previous twenty years. After the initial survey of the various types
of DMA in the network logging was concentrated on DMAs with large con-
sumers or active elements, such as PRVs or pumps, and a large number of
82
0 5 10 15 20
3
4
5
6
Time of Day (hour)
P
re
ss
u
re
 (
b
ar
)
Burst
Valve
Shut
Charge
Up
Normal Pressure
Burst
Figure 3.40.: Burst and repair valving/charge-up overlaid onto normal daily
pressure.
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Figure 3.41.: Overview of large burst, temporary low pressure fix, and
repair.
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Figure 3.42.: Zoom of figure 3.41 showing pressure drop after burst and
effect of valve being shut during repairs.
transients were detected as shown in table 3.3.
A total of 47 data loggers were used over the course of the project, start-
ing with old iMote loggers and moving on to new InfraSense LP and then
InfraSense TS devices (table 3.4). A number of loggers failed due to wa-
ter ingress via faulty connectors or seals, this is discussed in more detail in
chapter 9 along with the steps that were taken to minimise these problems
in the new TS loggers.
3.10. Present Work
The use of InfraSense logging systems continues in projects run with other
water companies. Sixty new InfraSense TS loggers are currently in active
use with several other water companies. The information that these loggers
are collecting continues to drive the research into data analytics.
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Areas Sites
Managed Customers 50 195
DMAs 58
Boosters & PRVs 31 34
Burst Logging 12 35
Valving/Intervention 4 16
Other 44
Total Logged 324
Table 3.2.: Project logging statistics.
Date County Monitoring DMAs Transient Problem
04/04/12 Essex Mgd Customers 8 4 50%
02/07/12 Essex Mgd Customers 16 6 38%
12/11/12 Suffolk Mgd Customers 16 5 31%
20/02/13 Essex PRVs+Boosters 8 5 63%
Table 3.3.: Proportion of sites showing transient behaviour.
iMote LP TS Total
Used 17 20 10 47
Failed 2 8 0 10
Table 3.4.: Project data logger statistics.
85
Figure 3.43.: All logging sites, with Essex and Suffolk Water company
boundaries outlined.
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4. State Detection & Feature
Extraction
4.1. Data Versus Information
Previous chapters have introduced the concept of high speed logging and
shown what additional data can be captured using this approach. However,
it is not enough to simply record this data for replay to human observers,
the quantity of acquired data is too great and thus this approach does not
scale beyond very small scale trials without requiring infeasible amounts of
manpower. A technique is required to automatically convert this bulk data
into targetted information.
There are various forms of targetted information that could be consid-
ered, ranging from the simplistic — just detecting and alerting users of
transients — to the advanced — detecting transient causes and assessing
their impact upon the network, both now and in the future.
This chapter describes the first of these options: the detection of the
state of a pressure signal, transient or steady-state, and the use of this
state information to “bracket” transients, detecting both their start and end
times, for later examination. Chapter 6 takes this and other information
extracted from the pressure signal in chapter 5 to measure the effects of
changing pressure upon the network infrastructure.
4.2. Constraints on Data Transmission
Before describing the developed algorithms a brief outline of the operational
conditions and constraints is required. The data loggers developed for use
in this project were of the “Lift & Shift” type and all of the data that they
recorded was uploaded manually to a central database upon collection of
each logger. In order to deploy such loggers outside of a small research
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programme, where regular visits to all logging locations is not feasible, “on-
line” loggers, able to use a telecommunications network to connect to their
central database, must be used instead.
Conventional, slow speed, data loggers transmit everything that they
measure back to their central server. This is not a feasible approach for high
speed loggers. To illustrate this, consider the data transmitted in a 24 hour
period by a slow speed, single channel, logger over a conventional mobile
phone (GPRS) network (ignoring communication and protocol overheads
for simplicity). The following variables are defined: d is the amount of
data transmitted, in bits, assuming 16 bits per sample; b is the bit rate per
second; w is the power consumption of a typical GPRS module, in Watts;
and e is the energy used for the transmission, in Joules.
d = 4× 24× 16 = 1536 bits (4.1)
b = 56000 bits/s (4.2)
w = 5W (4.3)
e = w
d
b
= 5×
1536
56000
= 137mJ (4.4)
A typical logger might have 180Wh, 648 kJ, of battery power available1
and be expected to last five years. Over that time the transmission of data,
excluding communication and protocol overheads, consumes only a tiny
fraction of the total energy available. The rest of the energy is consumed
by the operation of the logger itself.
eLIFE = 137mJ× 365× 5 = 250 J (4.5)
In comparison, a high speed logger may acquire samples 64 times a sec-
ond. If all of this data were to be transmitted then the transmission of data
alone would consume all of the energy in the battery within three months
(space constraints of the deployment environment prevent the fitting of a
significantly larger battery). The use of different wireless technologies such
as low power radio links communicating with mains-powered gateways [9]
1For example, the Technolog Cello logger has a 100Ah non-rechargeable lithium bat-
tery, taking account of battery ageing, such a battery can be realistically expected to
deliver 50Ah at 3.6V over its lifetime.
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could reduce the power consumption but not by the multiple orders of mag-
nitude required to fit within the same energy budget as a slow speed logger.
d = 64× 3600× 24× 16 = 88473600 bits (4.6)
e = w
d
b
= 5×
88473600
56000
= 7.9 kJ (4.7)
eLIFE = 7.9 kJ× 365× 5 = 14.4MJ (4.8)
Moore’s Law, even while it still holds true [75], can not be relied upon
to solve this problem. The power requirements of data transfer are driven
by the physical constraints of wireless transmission, not just the achievable
complexity or cost of computing systems.
4.3. Logger-Based Processing
The power and cost constraints associated with the transmission of raw data
can only be addressed by processing the data on the loggers themselves.
Moving data processing out from the central database to the nodes in the
network in this way introduces additional constraints: loggers have lim-
ited processing power. Advances in technology for battery powered devices
makes them cheaper and smaller over time, rather than gaining significantly
in processing power. The storage of data has limitations too, bulk memory
for archiving data is cheap and uses little power, but high speed random-
access read/write memory suitable for use in processing data is not, it has a
high cost in terms of both energy per data item stored as well as per access.
The key data processing objectives of this project (see section 1.3 on
page 27) are to:
1. Establish the frequency and magnitude of occurrence of transients.
2. Compare and correlate transient events measured at different sites.
3. Describe the dynamic conditions at a site using a set of metrics.
Objectives 1 and 2 both require a means of detecting and bracketing
transients, with objective 2 also requiring a means of encoding transients so
that they may be transmitted to a central server where comparisons with
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other sites can take place. Objective 3, the generation of metrics, does not
necessarily, depending upon the metrics chosen, require the recognition of
transients but, as with the other objectives, must employ algorithms that
are lightweight enough to run on resource constrained devices.
Existing transient detecting loggers use either a simple threshold switch
or a gradient detector to detect when the slope of the pressure waveform,
filtered to remove noise and high frequency components, exceeds a set mag-
nitude (for example, 4/3 bar/s) [76]. This simplistic approach is adequate
when the non-transient pressure profile is smooth and the transients that
are to be detected have definite sharp edges, as in figure 4.1(a), but fails if
the transient is not clearly defined or has a long period and more gradual
slope. Figure 4.2(a) shows the gradients for a long period transient caused
by a pump (shown in full in figure 4.13 on page 105), these never exceed
the detection threshold and so no transient is detected using this method.
To solve this problem a novel probabilistic detection method was devel-
oped (defined formally in section 4.5). Transients are, by definition, unusual
events and so instead of using a gradient threshold each “edge” (the line
between two inflexion points) is assigned a probability based upon its mag-
nitude and duration. Transients are defined as starting when the combined
probability of an edge’s magnitude and duration fall below a given proba-
bility threshold. This approach is more robust than gradient detection and
works for both short (fig. 4.1(b)) and long (fig. 4.2(b)) period transients
as well as transients that do not have a well defined start point (such as
fig. 4.12 on page 103).
Many statistical metrics require the time series pressure data to be first
converted into the frequency domain. A number of techniques exist to per-
form this transform, notably the fast and short-time Fourier transforms and
wavelet analyses. However, these techniques have a relatively high compu-
tational expense compared to the approach applied in this project: cycle
counting. This technique was first invented in the late 1960’s and is well
established as a method for quantifying the fatigue of a structure subject
to complex loading [77]. Additionally, it was implemented on portable data
logging devices in the late 1970’s and so had already been demonstrated not
to require significant computing resources [35]. The various cycle counting
methods are described in detail in section 5.3 on page 111.
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(a) Gradient detection.
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(b) Probabilistic detection.
Figure 4.1.: Detection of a transient. Site ME07.102, source: industrial user.
91
8
9
10
11
12
Time (UTC)
P
re
ss
u
re
 (
b
ar
)
15:58 15:59 16:00 16:01 16:02 16:03
0 0 −0.05 0 0.06 0 −0.05
Gradient (bar/s)
Raw data
Gradients
(a) Gradient detection fails.
8
9
10
11
12
Time (UTC)
P
re
ss
u
re
 (
b
ar
)
15:58 15:59 16:00 16:01 16:02 16:03
0.949 0.594 0.007 0.975 0.001 0.975 0.003
F(magnitude) ⋅ F(duration)
Raw data
Gradients
Transient start
(b) Probabilistic detection succeeds.
Figure 4.2.: Effectiveness of gradient vs. probabilistic transient detection.
Site: BP.MW (trunk main), cause: pump shutdown.
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Figure 4.3.: Waveform simplification/inflexion data generation (section 4.4)
within the D3TA framework.
4.4. Simplifying the Waveform
The raw pressure data is a series of instantaneous pressure measurements,
pressure p at time t. All of the advanced processing stages within the D3TA
framework, including cycle counting and the detection of transients, require
the pressure waveform to be first converted into a series of straight line
segments, dpdt . This encoded form is also used for comparing transients since
encoded waveforms may be represented using far fewer points than raw
waveforms, simplifying the comparison operation. In addition, it has been
found that simplifying the waveform in this way is also a powerful (lossy)
compression technique.
The complete D3TA framework was shown in full in figure 1.3 on page 31
and is repeated, in a simplified form, in figure 4.3. The waveform simplifi-
cation stage, which generates “inflexion” data, is highlighted.
Many algorithms exist to convert time series data into a series of edges,
or a piecewise linear approximation (PLA). For example, Cameron [78] pro-
poses an algorithm that ensures that the straight line segments never devi-
ate by more than a fixed error margin from the true signal. This and other
newer algorithms in the literature, while apparently simple, require multi-
ple passes over the data or mathematical operations, such as floating point
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division, which are slow on processors which lack floating point operations,
as is the case with the majority of low-power microcontrollers used in data
loggers.
Pressure signals measured in operational distribution networks always
contain a level of background noise generated by random demand changes
and so the pressure value is never more than an approximation of the un-
derlying behaviour of the network. The data loggers have an extremely
accurate clock that controls sampling (with an error of ±2 parts per mil-
lion, or only ±31 ns per sample for 64 S/s data) and so, unlike the pressure
values, the time values of each point can be assumed to be accurate.
4.4.1. Notation used in this Thesis
A simple and consistent mathematical notation is used in this thesis to
describe algorithms and other processes. It is described in full in appendix A
but the two main points are:
1. Processes are described using dataflow diagrams, which differ from
conventional flow charts in that they describe only the order in which
processing takes place, not how it takes place.
2. Sequences, ordered sets, are used frequently and represented using
brace notation. All sets should be assumed to be sequences unless
otherwise noted.
4.4.2. Inflexion Coding
The PLA method developed here and shown in figure 4.4, “inflexion cod-
ing”, is designed around the concept of a constant input datastream of raw
pressure data. The algorithm follows the changing input in the same way
that a line or light following robot follows a point guidance source [79] and
copes well with pressure signal noise, requires only a single pass over the
data, and uses only addition, subtraction, and comparison operators. It is
therefore eminently suitable for implementation on a low power microcon-
troller.
The raw data sequence, R, of which there is one for every logger sample
channel, is composed of tuples containing the sample time, t, and the in-
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Figure 4.4.: Inflexion coding data flow diagram.
stantaneous measurement value at that time, m. The raw data is ordered
by time and no two values can have the same sample time.
R = {〈t1,m2〉, 〈t2,m2〉, . . .} (4.9)
ΠtRi < ΠtRi+1 (4.10)
Figure 4.5 shows the main steps of the inflexion coding method applied
to an example waveform: quantisation and extrema detection, and then
step removal. The first process, Hysteretic Quantisation (algorithm 4.1),
removes noise in the pressure signal below a threshold, Q, and converts the
waveform into a series of steps.
Algorithm 4.1 Perform hysteretic quantisation upon raw pressure data.
Process: Hysteretic Quantisation(Q, 〈ti,mi〉 → 〈tq,mq〉)
Memory: m′
1: if |mi −m
′| ≥ Q then
2: m′ ← mi
3: emit 〈ti,mi〉
4: else
5: emit 〈ti,m
′〉
6: end if
Each step in the waveform is made up of multiple points. The waveform
is simplified by removing all points except those representing extrema, local
minima and maxima (algorithm 4.2).
Finally, the steps must be removed in order to produce a series of straight
lines which closely approximate the original signal, using algorithm 4.3.
Two control parameters are used to set the maximum step lengths which
can be removed, in order to preserve horizontal sections which existed in
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Figure 4.5.: Inflexion coding processing steps.
Algorithm 4.2 Extract extrema from a waveform.
Process: Extrema(〈ti,mi〉 → 〈tq,mq〉)
Memory: t′,m′, s′
1: s = sgn(mi −m
′)
2: if s 6= s′ then
3: emit 〈t′,m′〉
4: end if
5: s′ ← s
6: t′ ← ti
7: m′ ← mi
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the original waveform. The values of these parameters have to be found
experimentally but are not particularly sensitive since the lengths of steps
created by the quantisation algorithm and naturally occurring flat sections
in the waveform are quite different. The parameter W sets the minimum
length of a step that should be kept, and the parameterW′ sets the minimum
length of a flat at a “turning point”, a place where the direction of the signal
changes. To better preserve the location of the turning point in the original
signal flats here are replaced by a single point in the centre of the flat.
Algorithm 4.3 Remove steps introduced by hysteretic quantisation.
Process: Remove Step(W,W′, 〈ti,mi〉 → 〈tq,mq〉)
Memory: t′,m′, T [3],S[3],Q[2]
1: T ← {T2, T3, ti − t
′}
2: S ← {S2,S3, sgn(mi −m
′)}
3: if S3 6= 0 ∧ S1 = S3 ∧ S2 = 0 ∧ T2 < W then ⊲ Step detected
4: Q ← ∅
5: else if S3 6= 0 ∧ S1 6= S3 ∧ S2 = 0 ∧ T2 < W
′ then ⊲ Turning point
6: emit 〈(ΠtQ1 +ΠtQ2)÷ 2,ΠmQ1〉
7: Q ← ∅
8: else ⊲ Other points
9: emit Q1
10: end if
11: Q ← {Q2, 〈ti,mi〉}
12: t′ ← ti
13: m′ ← mi
4.4.3. Inflexion Coding as a Compression Method
This new, “inflexion-coded”, data may be used, with no further processing,
in place of the original dataset for many of the applications that would have
previously have required access to the raw data. It is sufficiently close to
the original data that its encoded nature is only apparent when compared
to raw data or short-period subsets (see section 5.2 on page 107), where
the average time between inflexion points is greater than the subset interval
(figure 4.6). Inflexion-coded data requires far fewer points to represent a
waveform than the original data and therefore may be viewed as a form
of “lossy” compression (since an exact copy of the original data cannot be
recovered from the compressed form).
The amount of compression that is possible varies depending upon the
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Figure 4.6.: Comparison of raw and inflexion-coded data.
variability of the raw signal as is shown in figure 4.7, which plots the com-
pression ratios (with outliers with compression ratios greater than 800:1
removed) of the data sets from Essex and Suffolk Water analysed in this
thesis. The median compression ratio of this set is 244:1.
This compression ratio is far higher than can be obtained using a lossless
compression algorithm such as the widely-used, general purpose, “Gzip” [80]
and “Bzip2” [81] algorithms, which get a compression ratio of no more than
about 4:1 when run against the same data sets (figure 4.8).
4.5. Probabilistic State Detection
The second core processing stage within the D3TA framework, after the
generation of inflexion data, is the tagging of particular sections of the
data as being part of transient events. Figure 4.9 shows that this stage is
required for both word and metric based analyses, presented in chapters 7
and 5 respectively.
As noted in section 4.3, existing transient loggers use a gradient detector
to detect transients. This works when the transients have a high magnitude
and steep slope compared to the background signal but may miss low mag-
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Figure 4.9.: State/transient detection (section 4.5) within D3TA.
Figure 4.10.: Probabilistic transient detection data flow.
nitude or long duration (and thus low gradient) transients. To address this
problem a probabilistic transient detection method has been developed and
is shown in figure 4.10.
The first process (algorithm 4.4) generates two probability distribution
functions (expressed as unordered sets which may include repeated values)
from the duration, T , and absolute magnitude, M, of each edge in the
inflexion data. These distributions contain values collected over a fixed
time period, D. At the end of each period the current T and M are used
to create a pair of “historic” distributions, T ′ and M′. In this way the
distribution functions are able to reflect changes in the pressure signal over
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time rather than holding the average over the entire data set. The algorithm
emits its input values unchanged, using the output tuple to clock the next
step in the dataflow.
Algorithm 4.4 Generate edge probability distributions.
Process: Edge Probability(D, 〈ti,mi〉 → 〈tq,mq〉) ⇔ (T , T
′,M,M′)
Memory: t′,m′, d
1: if ti > d+ D then
2: T ′ ← T
3: M′ ←M
4: T ← ∅
5: M← ∅
6: d← d+ D
7: end if
8: T ← T ∪ (ti − t
′)
9: M←M∪ |mi −m
′|
10: t′ ← ti
11: m′ ← mi
12: emit 〈ti,mi〉
The Transient Detect process (algorithm 4.5) uses these historic distri-
butions in order to ensure that transient detections are always made using
complete probability distributions covering a full period, D. A “transient”
edge is detected when the probability of both its duration and magnitude
falls below a threshold, U. The magnitude and duration distributions are
treated as independent variables in order to allow the algorithm to be im-
plemented on devices with memory constraints: the storage requirements
of two independent distributions with δ possible values (distributions are
generally implemented using a fixed number of “bins” rather than as a
variable-sized set of arbitrary values) is 2δ whereas a single distribution
recording all possible combinations of magnitude and duration would be δ2.
Probabilities are tested using a cumulative probability distribution func-
tion which gives the probability that a value at least as big as the given
value could occur:
FX (y) = P(Xi ≥ y) (4.11)
Transients are made up of more than one edge and typically not all of
the edges within a defined transient would have a probability less than the
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threshold. To solve this the L trailing edges following a transient edge are
counted as part of the transient, even if they are not transient themselves.
A cut-off time value, T, is used to stop long flat edges following transients
from being included as part of the transient. In order that both ends of a
transient edge are output the L parameter must have a value of at least one.
The Transient Detect process modifies all tuples that pass through it by
adding an extra boolean term, τq, which denotes whether the tuple is a point
on a transient edge. The algorithm works to detect transients regardless
of duration or magnitude: gradient-based transient detectors would detect
the large magnitude transient in figure 4.11 but they would be unlikely to
detect either the very small magnitude transient in figure 4.12, where the
“transient” is only just larger than the noise floor of the pressure signal, or
the long period transmission main pumping transient shown in figure 4.13
which has low gradient edges compared to transients found in distribution
mains.
Algorithm 4.5 Detect and bracket transients.
Process: Transient Detect(U,L,T, 〈ti,mi〉 → 〈tq,mq, τq〉) ⇐ (T
′,M′)
Require: L ≥ 1
Memory: t′,m′, r, e
1: h = |mi −m
′|
2: if h > 0 ∧ FM′(h) ·FT ′(ti − t
′) ≤ U then
3: r ← L
4: e← ti + T
5: emit 〈t′,m′,⊤〉
6: else if r > 0 then
7: if ti < e then
8: r ← r − 1
9: emit 〈t′,m′,⊤〉
10: else
11: r ← 0
12: emit 〈t′,m′,⊥〉
13: end if
14: else
15: emit 〈t′,m′,⊥〉
16: end if
17: t′ ← ti
18: m′ ← mi
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Figure 4.11.: Probabilistically detected transient.
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Figure 4.12.: Probabilistically detected transient with very low magnitude.
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4.5.1. Transient Detection on Transmission Mains
The probabilistic transient detection technique is also effective at detecting
transients on transmission mains, as shown in figure 4.13 which shows a
pump start transient detected on a 40 km transmission main.
Transmission mains have a different topology to distribution mains: they
tend to be large diameter pipes running for long distances (many kilome-
tres) with few connections. This means that reflections are slight and so
transients decay slowly and can often span many minutes, in the graph here
the transient is almost twenty five minutes long.
Long period, gradual, transients mean that the individual edges are shal-
low compared to those found in distribution mains and so a gradient-based
transient detector would either not be able to detect them or would require
retuning for the transmission main characteristics. The first transient edge
of the pump transient, figure 4.13, has a gradient of only −0.05 bar/s while
the first transient edge of the distribution mains transient in figure 4.11 has
a gradient of 1.8 bar/s.
By using probabilities rather than fixed gradients this transient detection
method is self-tuning and so it can be applied to pressure data acquired
from networks with different topologies and pipe materials which affect the
generation, propagation, and dissipation of pressure transients.
4.6. Frequency of Transients
This chapter has described the constraints that a state detection and feature
extraction system must run under and presented algorithms to detect which
sections of a pressure waveform may be considered transient (τq = ⊤). The
algorithms are lightweight, using only basic mathematical operators plus
table lookups, are able to work within the integer domain, and do not have
large storage requirements. In spite of these restrictions, the new algorithms
outperform existing gradient-based transient detectors, and the linear ap-
proximation of the waveform generated as part of the transient detection
process is ideally suited for use as both a compressed version of the wave-
form, for efficient wireless transmission, and as an input to cycle counting
algorithms, as will be discussed in the following chapters. These new algo-
rithms enable the implementation of waveform processing and information
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Figure 4.13.: Probabilistically detected long period pumping transient.
extraction at the end nodes of a connected data logger network, making
networks of high speed loggers feasible and efficient.
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5. Summarising Datasets
5.1. Metrics and the Data Processing Framework
Each logger produces a dataset composed of time series data. These datasets
each contain a large number of data points and may have been recorded at
different resolutions and over different time periods. They cannot be used
as they are as inputs to hydraulic, causality, or deterioration models: each
dataset must first be converted to a series of “metrics”, a tuple of values
that describes the critical characteristics of each dataset. The generation
of these tuples is a key step in the D3TA framework, illustrated in fig-
ure 2.5 on page 40 and figure 5.1 on page 107. Metric tuples, combined
with geographically-based information such as bursts and pipe types, are a
form that may be used as inputs to sensitivity analyses and clustering algo-
rithms, as described in chapter 6, and, ultimately, as inputs to deterioration
models that are used to explain and predict failures.
This chapter describes a number of metrics that can be extracted from
each dataset in order to allow that dataset to be described as a fixed-size
tuple and thus used as a model input variable. The metrics chosen are made
up of simple statistical measurements that describe the overall character-
istics of each dataset, dynamic metrics derived from the feature detection
described in chapter 4, and cycle counting methods commonly used in stress
analysis.
This chapter does not attempt to determine which metrics actually have
an effect upon system failure rates, but instead describes how a selection
of metrics that could have an effect, based upon what is known about pipe
failure mechanisms (see section 2.2.1 on page 36), can be calculated. The
effect that each metric has upon burst and leakage rates is examined in
chapter 6.
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Figure 5.1.: Metric generation within D3TA.
5.2. Static Statistical Indicators
The simplest metrics that can be generated shall be described first: period-
based statistical indicators giving the minimum, maximum, and mean values
of each period. Each tuple of a period-based subset, Pi, may be defined as
follows, where the start time of the tuple (aligned with UTC time in order
to match other logging systems) is u, and the length of the tuple is L:
Pi =
〈
u,min(W),max(W),
∑
W
|W|
〉
(5.1)
W = {R : u ≤ ΠtR < u+ L} (5.2)
Statistical indicators extracted from high-speed data in this way will often
contain different values to those extracted from slow-speed data since the
slow-speed data may miss the true extremes of the system being measured,
as shown in figure 5.2 where a slow-speed (one sample every five minutes)
logger misses the true peaks and troughs recorded by a high-speed (64 S/s)
logger.
The “InfraSense” database developed for this project, and described in
detail in chapter 8, automatically generates subsets of these indicators when
raw data is uploaded, with 1 second, 1 minute, and 15 minute sets available
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Figure 5.2.: High and low pressures recorded by both slow-speed and high-
speed logging.
for use when browsing data via the graphical interface — the user is ini-
tially presented with an overview of each complete dataset at the 15 minute
subset level, and as the user zooms in to the data shorter period subsets are
automatically selected by the user interface to present increasing levels of
detail over shorter periods of time as shown in figures 5.3 and 5.4.
In addition to the statistical indicators extracted from the high-speed
data, a set of similar metrics may be extracted from the data after it has
been subsampled down to fifteen minute intervals (to match the water indus-
try standard sampling rate). The “slow” minimum and maximum pressures
extracted from this subsampled data approximate the pressures in the net-
work with any transient events excluded. The difference between the ranges
of the high speed indicators and these slow speed statistical indicators may
therefore be used to generate an additional metric: an approximation of the
level of dynamic activity within the dataset.
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(a) 15 minute dataset overview.
(b) One minute resolution.
Figure 5.3.: Data presented at different resolutions using statistical subsets
within the InfraSense graphical interface (1).
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(a) One second resolution.
(b) Raw data (63 S/s).
Figure 5.4.: Data presented at different resolutions using statistical subsets
within the InfraSense graphical interface (2).
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Figure 5.5.: Cycle counting methods with detected cycles highlighted, after
Denk and Bakran [1, Fig. 2].
5.3. Cycle Counting
5.3.1. Estimating Stress
Cycle counting algorithms allow the extraction of stress cycles from a com-
plex waveform and the generation, from that waveform, of a distribution
(referred to here as C) which holds tuples of 〈m,n〉: the magnitude and
number of cycles at each magnitude. Three of the most common cycle
counting algorithms are described here: half cycle, maximum edge, and
rainflow. While the rainflow method has long been accepted as the opti-
mum cycle counting method for materials degradation [82, 83], the other
cycle counting methods have been used in failure analyses for semiconduc-
tor systems, where the systems under test are typically much smaller than
those found in materials testing [84, 85, 1]. All three cycle counting methods
were used here in order to give the greatest chance of detecting correlations,
whether they were at the micro or macro level.
For each of these algorithms the input inflexion data is pre-processed
to remove all horizontal sections using the step removal algorithm (algo-
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rithm 4.3 on page 97) with W and W′ set to zero. The input waveform will
then consist entirely of alternating up and down line segments as shown in
the examples in figure 5.5.
5.3.2. Half-Cycle Counting
The simplest cycle counting method is the “half cycle” method shown in
figure 5.5(a). Each edge is treated as half of a stress/strain cycle and so for
each edge
{
〈ti−1,mi−1〉, 〈ti,mi〉
}
:
C ← C ∪
〈
|mi −mi−1| , 0.5
〉
(5.3)
Note that for this algorithm, as for all of the cycle counting algorithms,
the duration of each edge is not counted since the algorithms were not
developed to study dynamic fractures [86].
5.3.3. Maximum Edge Counting
The “maximum edge” method, shown in figure 5.5(b), takes pairs of edges
and counts cycles based upon the edge with the highest magnitude:
C ← C ∪
〈
max(|mi −mi−1| , |mi−1 −mi−2|), 1
〉
(5.4)
This method is only slightly more complex than the half cycle method
and results in a distribution that favours large cycles.
5.3.4. Rainflow Counting
The “rainflow” counting method (named for the way that water flows off
the roof of a pagoda, which inspired the operation of the algorithm) was
developed by Endo and Matsuishi in 1968 [87]. The key difference be-
tween rainflow counting and the other counting methods discussed here is
that it attempts to capture multiple stress cycles from within a section of
waveform, when those cycles are overlaid upon each other. Consider the
example waveform in figure 5.5(c), whereas the other counting algorithms
count each alternation of the signal direction as a cycle or half-cycle the
rainflow algorithm counts it as a single large half cycle (3) with two small
full cycles (1 & 2) overlaid.
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Figure 5.6.: ASTM Rainflow Counting Algorithm, from [2].
Several ways of implementing the rainflow method exist but the most
widely cited was developed by Downing and Socie in 1982 [88] (“Rainflow
Algorithm II”) and adapted as part of standard E 1049–85, “Standard Prac-
tices for Cycle Counting in Fatigue Analysis”, in 1985 [2] by the American
Society for Testing and Materials (ASTM) [77, p.7]. The ASTM algorithm
is shown verbatim in figure 5.6.
Although not specified, the ASTM algorithm is assumed to operate upon
and modify its input data points. In order to describe it as a dataflow
process (which cannot perform any modifications upon its input stream) an
additional variable, a sequence E which holds each new point as it is scanned,
must be introduced. This sequence was also present in the original Down-
ing algorithm which the ASTM standard was based upon. Algorithm 5.1
gives the ASTM method in formal pseudo-code, using the same input and
output set as for the other counting methods, and listing the original step
numbers after “⊲”. Note that an additional iteration of the process block
will be performed after the end of the input data stream, at which point
the input mi will be empty (∅).
The main difference between the ASTM and Downing and Socie (D&S)
algorithms is that the ASTM algorithm is designed to allow the counting
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Algorithm 5.1 The ASTM rainflow counting algorithm.
Process: ASTM Rainflow(mi → ∅) ⇒ (C)
Memory: E ← ∅, S ← 1
1: if mi = ∅ then ⊲ (1)
2: goto 24
3: end if
4: E ← E ∪mi
5: if |E| < 3 then ⊲ (2)
6: goto 1
7: end if
8: X =
∣∣∣E|E| − E|E|−1∣∣∣
9: Y =
∣∣∣E|E|−1 − E|E|−2∣∣∣
10: if X < Y then ⊲ (3)
11: goto 1
12: end if
13: if (|E| − 2) ≤ S ≤ (|E| − 1) then ⊲ (4)
14: goto 20
15: else
16: C ← C ∪ 〈Y, 1〉
17: E ← E \
{
E|E|−1, E|E|−2
}
18: goto 5
19: end if
20: C ← C ∪ 〈Y, 0.5〉 ⊲ (5)
21: E ← E \ E|E|−2
22: S ← |E| − 1
23: goto 5
24: Add each remaining edge in E as a half cycle to C ⊲ (6)
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of half cycles whereas the D&S algorithm only counts full cycles. The D&S
algorithm uses a “start” pointer, S, which is moved through the input data
as necessary in order to construct full cycles. The ASTM algorithm copied
the S pointer but modified the algorithm to allow for the counting of half
cycles. This modification made the S pointer unnecessary.
As shown in algorithm 5.1 the ASTM algorithm only counts a half cycle
when S is in the range Y and the magnitude of the range X is greater than
or equal to that of Y . This may also be expressed as:
X ≥ Y ∧
(
S = |E| − 2 ∨ S = |E| − 1
)
(5.5)
The only point in the algorithm where S is modified is after this counting
of a half cycle. The first point of Y is removed from the data and then S is
moved to the second point of Y :
E ← E \ E|E|−2 (5.6)
S ← |E| − 1 (5.7)
The initial value for S is not specified by the ASTM algorithm but may
be assumed to be one. Data is added to the internal data buffer E until it
contains at least three points, at which point the algorithm state may be
expressed as:
{
|E| = 3, S = 1, Y = 〈E1, E2〉 , X = 〈E2, E3〉
}
(5.8)
If the magnitude of X is greater than or equal to that of Y then a half
cycle will be counted and a point will be removed from E to give the state:
{
|E| = 2, S = 1, Y =
〈
∅, E1
〉
, X = 〈E1, E2〉
}
(5.9)
A new point will then be read from the input data and added to the end
of E (as E3), returning the state to that shown in equation 5.8. If the new
data point is such that the magnitude of X is less than that of Y then
another data point will be read from the input data to give the state:
{
|E| = 4, S = 1, Y = 〈E2, E3〉 , X = 〈E3, E4〉
}
(5.10)
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As long as E contains more than three elements S will not be part of
range Y and so will not be modified. It can therefore be seen that S in
the ASTM algorithm is never set to anything other than 1 and so may be
discarded. Rather than testing for S in Y it is sufficient to test if |E| = 3 in
order to know to count a half rather than a full cycle.
The Downing and Socie algorithm was developed in 1982, at a time when
structured programming methods were not widely known outside of the
Computer Science community, and the structure of the algorithm reflects
this: it relies upon the conditional “GO TO” as the only control structure
and as a result its operation is unclear and thus any implementation is liable
to be prone to errors [89]. The algorithm may be simplified by removing the
unnecessary S variable and restructuring using modern programming con-
structs to produce algorithm 5.2. This algorithm is functionally identical to
the ASTM algorithm (5.1) but is better structured, clearer in its operation,
and consequently less prone to implementation errors.
Algorithm 5.2 Improved rainflow counting algorithm.
Process: Improved Rainflow(mi → ∅) ⇒ (C)
Memory: E ← ∅
1: if mi 6= ∅ then
2: E ← E ∪mi
3: while |E| ≥ 3 do
4: X =
∣∣∣E|E| − E|E|−1∣∣∣
5: Y =
∣∣∣E|E|−1 − E|E|−2∣∣∣
6: if X ≥ Y then
7: if |E| = 3 then
8: C ← C ∪ 〈Y, 0.5〉
9: E ← E \ E1
10: else
11: C ← C ∪ 〈Y, 1〉
12: E ← E \
{
E|E|−1, E|E|−2
}
13: end if
14: else
15: break ⊲ Exit while loop
16: end if
17: end while
18: else
19: Add each remaining edge in E as a half cycle to C
20: end if
116
5.3.5. Comparing the Counting Methods
To show the differences between the three different counting methods de-
scribed above each was used to generate a separate distribution for every
dataset recorded during the research programme and these were then over-
laid on top of each other to produce the graphs in figure 5.7. Translucent
lines were used in the plots so that darker areas were generated where mul-
tiple lines overlap. The maximum values for each pressure value in the
distributions for each method were also generated and are shown in fig-
ure 5.8.
A visual analysis of these graphs shows that the half-cycle and maximum
edge methods produce similar distributions, with the maximum edge distri-
bution detecting more cycles in the 8–12 bar range. These high magnitude
cycles are also detected by the rainflow method, but, unlike the other two
methods, the rainflow method also detects more cycles in the mid-magnitude
range, around 4 bar. It is assumed that these are cycles that were overlaid
upon other cycles and so not able to be counted by the first two algorithms.
5.4. Transient Magnitude and Duration
Distributions may also be generated using the transient detection methods
described in chapter 4. A network with more and larger transients will have
a characteristic distribution of transient magnitudes and durations com-
pared to a network with fewer and smaller transients as shown in figures 5.9
and 5.10.
Note that these distributions contain the probabilities of detected tran-
sients, not the probabilities of all edges as were stored in the distributions T
and M in chapter 4.
5.5. Generating Metrics from Distributions
Chapter 6 takes the metrics defined in this chapter and searches for correla-
tions between them and physical and operational attributes of the network.
The simple statistical indicators listed in section 5.2 may be expressed as
single numbers per data sample set (for example, “peak maximum value”,
“dataset mean”, etc.) and so may be used in these correlation analyses di-
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Figure 5.7.: Cumulative probability distributions for three cycle counting
methods.
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Figure 5.9.: Transient magnitude distributions for “calm” and “dynamic”
networks.
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Figure 5.10.: Transient duration distributions for “calm” and “dynamic”
networks.
rectly. The other metrics produce a probability distribution from a dataset
and so require further manipulation before they may be used.
All of the cumulative probability distributions that have been generated
have a shape which may be approximated using the simple exponential
function:
F = e−αm+β (5.11)
The non-linear least squared method was used to fit this function to each
of the generated distributions after first removing the tail of each distri-
bution where F = 0. This produced a value for the coefficient α that
decreased as the number of transients in a dataset, and thus the area under
the probability function, increased, as shown in the example distributions
in figure 5.11. For the purposes of extracting a metric to describe the curve
the second coefficient, β, may be ignored.
A comparison of curves generated for each cycle counting method, shown
in figure 5.12, shows two main points: firstly, that the curve fits for half
cycle and rainflow counting are very similar; and, secondly, that the curve
fits for maximum edge and rainflow/half cycle differ mostly in the middle
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Figure 5.11.: Fitting the simple exponential function 5.11 to the two tran-
sient magnitude distributions in figure 5.9.
Metric Section
High speed (true) minimum, maximum, difference, & mean 5.2
“Slow” minimum, maximum, difference, & mean 5.2
Dynamic activity 5.2
Cycle counts: half-cycle, maximum edge, & rainflow 5.3
Transient magnitude & duration 5.4
Table 5.1.: Summary of dataset metrics.
range, where a site is neither very dynamic nor very calm.
5.6. Summary of Metrics
The use of metrics to describe datasets allows an entire dataset to be de-
scribed by a fixed-size tuple, which then allows datasets to be compared
and allows correlations to be searched for between recorded data and events
such as bursts, or states such as the level of leakage. The metrics described
in this chapter are listed in table 5.1. Connections between these metrics
and physical aspects of the network are examined in chapter 6.
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Figure 5.12.: Comparison of curve-fit coefficients for the different cycle
counting methods, 1:1 fit line shown in grey.
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6. Links Between Metrics and the
Network
6.1. The Search for an “Impact Metric”
If a correlation could be found between the dataset metrics described in
chapter 5 and the state of network degradation over time then it would
become possible to use this link to predict the likelihood of failures in the
future. Decisions could then be made on cost-effective solutions for reducing
the pressure dynamics.
The ultimate aim of one of the branches of the D3TA framework, shown in
figure 6.1, has therefore been to derive an “impact metric”, a single number
or classification that can be calculated from all significant metrics describing
a dataset, which can be used as an indicator of the level of stress that a
network section is under:
impact = f(M1,M2, . . . ,Mn) (6.1)
A manual examination of the data shows that there is no strong correla-
tion between any one single metric or type of pressure event and failures,
as measured using the historical burst and leakage records for each area.
Statistical machine learning [90] is a good fit for this problem space, allow-
ing correlations between multiple variables to be explored. This chapter
presents the application and results of machine learning algorithms using
various subsets of the different dataset metrics and the historical network
data that expresses the physical state of the water network.
6.2. Bursts
Automatic transient detection can be verified visually, but algorithms that
try to measure the impact of dynamic behaviour upon a network require
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Figure 6.1.: “Impact metric” generation within D3TA framework.
data that give an indication of overall network health. Networks degrade
slowly and failures per area are rare. Therefore, the network health data
must be a form of data that takes into account historic failure records over
a long period of time (at least ten years). Burst and asset failure records are
collected by all water companies and are generally available for several years
past. As shown in table 6.1, these records are an imperfect way of measuring
the performance of a network area since they do not include information
about the exact type and severity of a failure, only the general type of pipe
(mains pipe, communications pipe, etc.). This stems from their primary
use as a means of tracking repair technician work rather than as a formal
means of assessing network performance. They are also dependent upon
the initial network area age and condition — it is rare to have burst records
going back to the time when the pipes were first installed. In addition,
area boundaries and the demand profiles of consumers within those areas
change over time. Nevertheless, despite these limitations, they remain the
best available means of determining changes in network performance.
6.2.1. An Overview of the Burst Data
Burst data was supplied by a water company for a period of ten years,
from April 2005 to May 2015. The data contained 99,220 unique entries,
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Burst Description Burst Type Leakage Reported
SERVICE REPAIRS Communication Pipe Repair Visible 04/01/2011
MAINS REPAIRS Mains Burst Active 18/01/2011
SERVICE RENEWAL Communication Pipe Renewal Active 20/01/2011
SERVICE REPAIRS Communication Pipe Repair Active 20/01/2011
SERVICE REPAIRS Communication Pipe Repair Active 20/01/2011
MAINS REPAIRS Mains Burst Active 26/01/2011
SERVICE RENEWAL Communication Pipe Renewal Active 28/01/2011
SERVICE RENEWAL Communication Pipe Renewal Active 28/01/2011
SUPPLY PIPE REPAIRS Supply Pipe Repairs Active 21/02/2011
SERVICE REPAIRS Communication Pipe Repair Visible 23/02/2011
SERVICE RENEWAL Communication Pipe Renewal Active 23/02/2011
SUPPLY PIPE REPAIRS Supply Pipe Repairs Visible 25/02/2011
SERVICE REPAIRS Communication Pipe Repair Visible 07/03/2011
SERVICE REPAIRS Communication Pipe Repair Visible 16/03/2011
SERVICE REPAIRS Communication Pipe Repair Active 18/03/2011
SERVICE REPAIRS Communication Pipe Repair Visible 07/04/2011
SERVICE RENEWAL Communication Pipe Renewal Active 18/05/2011
STOPCOCK RENEWALS Communication Pipe Repair Active 20/05/2011
SERVICE REPAIRS Communication Pipe Repair Active 24/05/2011
SERVICE RENEWAL Communication Pipe Renewal Visible 27/06/2011
NO FAULT FOUND Communication Pipe Repair Visible 05/08/2011
SERVICE RENEWAL Communication Pipe Renewal Active 11/08/2011
Table 6.1.: Burst records for one DMA, January to August 2011.
covering 550 DMAs. The bursts are divided into types, listed in table 6.2,
covering repairs and bursts in both mains and service pipes (for reference,
figure 6.2 shows the various classes of pipe in a DMA). For these analyses
all burst types were considered equally.
Each burst entry contains details of the pipe that it occurred on: the
pipe material, diameter, and age. The pipes were then further grouped into
cohorts by primary material type according to table 6.3: ferrous (“FE”),
asbestos cement (“AC”), or plastic (“PE+PVC”). Each of these different
material types was expected to have a different overall stress response and
Type Code Type Description N %
CR Communication Pipe Burst Repair 32314 32.6
M Main Burst 24712 24.9
CN Communication Pipe Burst Relay 17033 17.2
SR Supply Pipe Burst Repair 16733 16.9
SN Supply Pipe Burst Relay 2841 2.9
O Other Burst 2755 2.8
F Fitting Burst 2433 2.5
S Supply Pipe Burst 394 0.4
C Communication Pipe Burst 5 0.0
Table 6.2.: Burst type summary, ordered by frequency.
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Figure 6.2.: Some elements of a distribution system.
so they were treated separately during the analyses.
Figure 6.3 shows the distribution of pipe materials in the burst records
(ignoring materials which featured in fewer than 100 bursts), both overall
(for the entire water network) and for the DMAs that were studied as part
of this project. As can be seen from this chart, the project DMAs were
primarily in the FE and AC cohorts and so the analyses concentrated upon
these two materials. Over the whole company area, 45% of all bursts oc-
curred in the FE cohort, and 28% in the AC cohort. These two cohorts
together are therefore responsible for 73% of all bursts.
6.2.2. Calculating a Weighted Burst Sum for Survey Sites
The metrics developed in chapter 5 are calculated per logging site but the
burst locations are spread over the whole of each DMA. In order to use
these metrics as predictor variables in a model, a response variable (the
output of the model) that is proportional to the bursts in each DMA must
be generated for each logging site.
For the purposes of these analyses, each DMA was treated as a closed
hydraulic system. This is a reasonable assumption for the areas that were
studied since the transmission mains linking the distribution areas were
seen to act as buffers, effectively attenuating any transients that propagated
beyond the DMA boundaries. Each logging site in a DMA would therefore
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Material Code Material Type Cohort
AC Asbestos Cement AC
CI Cast Iron FE
CIEL Cast Iron Epoxy Lined FE
DI Ductile Iron FE
HDPE High Density Polyethylene PE
MDPE Medium Density Polyethylene PE
PVC Polyvinyl chloride PVC
SI Spun Iron FE
SICL Spun Iron Cement Lined FE
SIEL Spun Iron Epoxy Lined FE
ST Steel FE
UNKNOWN Unknown UNKNOWN
Table 6.3.: Pipe materials and cohorts.
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Figure 6.3.: Pipe materials in burst record.
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Figure 6.4.: Distances from each burst to each logging site within the same
DMA.
only have to consider those bursts that occurred within its own DMA.
Each burst and logging site has a coordinate expressed in British Na-
tional Grid coordinates [91]. These coordinates express the distance, in
metres, from a point off the southwest coast of Britain. The straight line
distance between any two points on this grid, in kilometres, may therefore
be calculated as:
dsb =
√
(xs − xb)2 + (ys − yb)2
/
1000 (6.2)
The distances from each logging site to each burst within the same DMA
were calculated and are shown in figure 6.4. Based on the experimental
results, an empirical threshold of 5 km was assumed. This threshold is a
cut-off distance beyond which transients, within a distribution system at
least (transmission mains would require a longer cut-off distance), would
quickly dissipate. These distances were used to created a “weighted burst
sum” for each logging location.
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Distance (km) Weight
(dsb) (wsb)
b1 2.3 0.54
b2 1.6 0.68
b3 1.9 0.62
Sum 1.84
(a) Site s1.
Distance (km) Weight
(dsb) (wsb)
b1 6.2 0
b2 2.7 0.46
b3 4.3 0.14
Sum 0.60
(b) Site s2.
Table 6.4.: Example burst distances and weights.
wsb =


0 if dsb > dmax,
dmax−dsb
dmax
otherwise.
(6.3)
Ws =

 B∑
b=1
wsb

/yL (6.4)
Each site, s, has a location (xs, ys) and is assigned weighted counts from
each of the B bursts within the DMA, each at a location (xb, yb). The
weighted burst sum is divided by the number of years that the burst data
spans, y, and the total length (in kilometres) of the DMA, L, to produce a
normalised, average, sum per year, per kilometre.
For example, consider the section of pipe network shown in figure 6.5.
A network of pipes, drawn in light grey, was logged with two loggers at
sites s1 and s2. Bursts occurred in the network (not necessarily during the
logging period) at points b1 to b3. To calculate the weighted burst sums
that apply to each logger the straight line, or Euclidean, distances must
be calculated from each site to each burst (dsb). It is important to note
that, in many cases, these distances are not the same as the actual, along
pipe, distances, but are instead an approximation. For this example the
Euclidean distances are shown, in kilometres, on the diagram. If 5 km is
taken as a cut-off distance then each of these distances may be weighted to
produce the values, wsb, shown in table 6.4.
The distance between site s2 and burst b1 is greater than the cut-off dis-
tance of 5 km and so is converted to a weight of zero. All of the other weights
are inversely proportional to the distances. Assuming that the bursts oc-
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Figure 6.5.: Sites for example weighted burst sum calculation.
curred over a one year period they may be summed for each site to get a
final weighted burst sum for site s1 of 1.84, and for site s2 of 0.60. Both
sites were affected by the three bursts, but site s1 was closer to them and
so is assumed to have been affected the most, thus getting the higher burst
sum. This is a simple metric but, as will be seen in the analyses later on in
this chapter, an effective one.
6.2.3. Pipe Ages
The burst data includes the approximate date that each burst pipe was laid.
This data was not formally collected until about twenty years ago and the
dates before that time were reconstructed using the collected knowledge of
current and retired water company technicians, for this reason it is rounded
to the nearest decade.
For the purposes of handling pipe ages in these analyses the average age
of all pipes, at the time of the burst, within the weighted burst sum cut off
range was taken and assigned to each logging site. The distributions of FE
and AC cohort ages are shown in figure 6.6.
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Figure 6.6.: Pipe ages at the time of burst.
6.2.4. Burst Distribution
Figures 6.7 and 6.8 show all of the burst locations in Essex and Suffolk
overlaid with the logging locations (black circles). More bursts occur in
areas with a denser distribution network (greater length of pipe) and more,
or larger, consumers (greater water usage). The experimental programme
focussed upon “managed”, industrial, customers (see section 3.6 for the
definition) and areas with active network elements such as pressure reducing
valves and pumps (section 3.7). A correlation is therefore visible on the
maps between logging areas and burst areas. However, across all of the
areas logged a wide range of transient behaviour was observed, from very
calm to very dynamic networks. The data collected was not biased towards
any particular form of dynamic hydraulic behaviour.
6.3. Leakage
DMA leakage is a simple metric to use. Water companies routinely measure
leakage using either Minimum Night Flow calculations [92, 93] or, where full
metering is installed, by subtracting the amount of water metered from the
amount of water supplied. However, the level of leakage is not a constant,
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Figure 6.7.: Burst locations (grey) and logging sites (black circles) in Essex.
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Figure 6.8.: Burst locations (grey) and logging sites (black circles) in Suffolk.
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it will typically slowly increase over time as a network degrades and then
drop sharply after repairs have been performed. The “Natural Rate of Rise”
(NRR) is a measure developed by UK Water Industry Research (UKWIR)
in an attempt to quantify the rate at which leakage rises over time within a
section of network, ignoring the effects of repairs [94]. A DMA with a high
NRR is degrading faster than one with a low NRR and so this metric can
be used to identify DMAs in need of attention.
6.4. Exploring Correlations
Various statistical machine learning methods can be utilised to explore cor-
relations between pressure variations and asset failures. For this project
“Random Forest” was used based upon comparative studies of the perfor-
mance of machine learning algorithms [95]. The Random Forest method has
several key features which make it especially suitable for this application:
it has a high prediction accuracy even for high dimensional problems (lots
of input variables), even when the inputs are correlated or have complex
interactions; it is therefore resistant to over-fitting, where false results are
obtained due to links between inputs rather than inputs and the output;
and, finally, it does not require input variables to be scaled to the same
range [73, 96]. These characteristics, which allow the method to be safely
used as a “black box”, have led to the wide use of the Random Forest
method in many areas of science, from computer vision to biology.
The presented analyses make two key assumptions (validated in discus-
sions with network operators):
1. The dynamic pressure behaviour, and any other factors that influence
failures, are broadly consistent over time.
2. Any change of DMA boundaries that occurred during the time of the
historical data did not significantly modify the hydraulic conditions
and the resulting pipe stress.
Figure 6.9 shows all of the bursts recorded over the whole water network
for a ten year period starting in April 2005, ordered from the DMA with the
most bursts to the DMA with the least. In this view the number of bursts
per year appears fairly constant. However, if the bursts are filtered by pipe
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Figure 6.9.: Bursts over time for all DMAs.
material and to only include mains pipe bursts, as shown in figure 6.10, then
the seasonal nature of the bursts may be seen, probably caused by either
temperature or water-related ground shrinkage or swell. To counter this,
all of the analyses performed here used data that covered a period much
greater than one year (typically ten years) so that this seasonal behaviour
would average out and could thus be discounted.
6.4.1. Higher Spatial Resolution DMA-Based Monitoring
The industry standard, 15 minute, logging regime for DMAs places a single
logger on each DMA, at its inlet. This approach is inadequate for prop-
erly capturing the dynamic hydraulic behaviour within a DMA and so this
project used multiple loggers per DMA, generally four loggers for a typi-
cal 1000 property DMA. Figure 6.11 shows the complex decay and change
of a single transient (caused by a factory inlet valve shutting) as it prop-
agates across a DMA and encounters reflections from pipe dead ends and
junctions.
The complex sub-DMA dynamic behaviour means that analyses of the
types described in this chapter must be performed at the sub-DMA level,
per individual logging site. If the data are averaged to simulate a single
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(b) Asbestos cement pipes.
Figure 6.10.: Mains bursts only, separated by pipe material.
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Figure 6.11.: Decay of a transient as it propagates across a DMA.
logger per DMA then the analyses suffer from significant uncertainty.
6.4.2. Correlation with Bursts
The multivariate regression analysis algorithm applied here takes a number
of “predictors”, the metrics extracted from the datasets, and generates a
series of decision trees to allow a “response” variable to be calculated, such
as an estimate of the number of bursts per year. The “Random Forest” al-
gorithm, developed by Breiman and Cutler [73], works by generating a large
number of decision trees [97, Ch.8], each based upon a randomly selected
set of predictors, and then taking the average of all of these trees. This
method does not require the predictors to be scaled and is resistant to over
fitting (when coefficients or tree splits become based upon variations in the
particular input data rather than the underlying relationships). It has the
additional benefit of generating a measure of predictor importance, which
may be used in order to prune redundant predictors from the model. The
Random Forest method was improved upon by Strobl et al. [98] who intro-
duced the concept of “conditional variable importance”, a technique that
reduces the problem of incorrectly high importance ratings caused when
predictors are correlated with each other rather than the response. Since
137
several of the metrics used here, for example high speed and slow speed
pressure statistics, are highly correlated with each other it is this Strobl
version of the algorithm1 that was used to determine predictor importance.
The Random Forest algorithm was used with conditional importance indi-
cators to generate a series of significant predictors from the available metrics
that were proportional to the weighted burst sum in each DMA. The “area
under curve” variable importance method described in Janitza et al [100]
was used in order to prevent class imbalances (cases where the values in a
particular predictor are not equally distributed) from biasing the result.
An important point to note is that the Random Forest algorithm is used
here primarily for sensitivity analysis. There are unaccounted for variables
such as soil type and air temperature which may affect the predictive accu-
racy of the generated models, but not the sensitivity analyses. While soil
type does have the potential to be a factor in burst frequency [101], other
analyses have shown that this is not always the case [102]. An internal
analysis of the effect of soil type upon burst frequency had previously been
performed by the water company involved in this project and no correlation
had been found.2 The effect of air temperature upon bursts is hard to quan-
tify without a more accurate method of determining the exact time of each
burst and the local air temperatures in the period leading up to the burst.
Obtaining this information would require substantial additional work that
is beyond the scope of this project. The previous work on soil type and the
difficulty of obtaining the necessary air temperature and exact time of burst
data meant that neither soil nor temperature information was included in
the analyses.
Iron Cohort
The Random Forest analysis was initially performed using data from the
iron, “FE”, cohort. Out of the 259 possible logging sites, 208 sites over 45
DMAs had a non-zero weighted burst sum and were used in the run. The
first runs of the Random Forest algorithm used all possible predictors and
produced the approximate ordering in table 6.5, where a relative importance
of 1.000 represents the most important predictor, the predictor that has the
most impact upon the output of the generated model, and 19.195 the least
1Implemented in the R package “party” [99].
2As described during a discussion with the Network Manager.
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Metric Relative Importance Effect
Pipe age at burst 1.000 Most
Diurnal pressure range 1.408
↓
High speed mean pressure 1.455
15 minute mean pressure 1.875
Transient magnitude (curve fit) 2.116
Maximum edge count (curve fit) 2.142
15 minute minimum pressure 2.217
15 minute maximum pressure 2.302
Rainflow cycle count (curve fit) 3.308
High speed maximum pressure 3.839
Peak to trough pressure range 3.964
Half cycle count (curve fit) 4.183
High speed minimum pressure 4.894
Dynamic pressure activity 13.501
Transient duration (curve fit) 19.195 Least
Table 6.5.: Initial burst metric importance for number of bursts using Ran-
dom Forest. FE cohort.
important. The number of trees generated during each run was set to 1,000
initially and increased to 5,000 once the number of predictors had been
pruned by about half. The number of predictors sampled for each node
was set to 1. Theses settings were found empirically to be able to produce
reliable results over multiple runs. The exact order of all the predictors and
their importance values vary from run to run due to the random nature of
the algorithm, the table represents an average.
The least important predictors were systematically pruned from the model
and the Random Forest analysis re-run until only significant predictors re-
mained, shown in table 6.6. The Random Forest algorithm is able to pro-
duce an estimate of the goodness of fit of the final model, the “percentage of
variance explained” or “pseudo-R2”, defined below using the mean square
error (MSE) and standard deviations calculated for each tree in the forest.
The pseudo-R2 value will peak at the point where the optimum number of
predictors is selected, as shown in figure 6.12 for this analysis.
pseudo-R2 = 1−
MSE
σ2
(6.5)
The final pseudo-R2 value for the FE cohort was 0.70, showing a high level
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Metric
Relative
Importance Proportional Effect
High speed mean pressure 1.000 Direct Most
Pipe age at burst 1.122 Direct
↓
Diurnal range 1.411 Direct
Maximum edge count (curve fit) 1.695 Inverse Least
Table 6.6.: Final burst metric importance. FE cohort.
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Figure 6.12.: Pseudo-R2 versus number of predictors for burst analysis. FE
cohort.
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Figure 6.13.: Predicted versus actual weighted burst sums. FE cohort.
of confidence that the listed predictors have a significant impact upon the
number of bursts within a DMA. A plot of actual versus predicted bursts,
figure 6.13, shows a reasonably linear relationship with a small offset from
the ideal, 1:1, ratio (the R2 of the dashed line fitted to the predicted data
was 0.75).
Once a set of predictors had been selected, each predictor was individ-
ually perturbed in order to show whether an increase or decrease in the
value of that predictor caused the model response, the predicted number of
bursts, to increase. Two examples of this are shown in figure 6.14, for the
diurnal range (proportional to number of bursts) and the maximum edge
count curve fit (inversely proportional), and the results for all predictors
are shown in table 6.6. All the predictors except for the maximum edge
count curve fit cause an increase in the predicted number of bursts when
they increase. The maximum edge count curve fit, the coefficient described
in section 5.5, decreases as the number of large cycles counted, the dynamic
activity, increases, and so has an inverse relationship to the model response.
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Figure 6.14.: The effect of varying two of the predictors upon the number
of predicted bursts. FE cohort.
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Metric
Relative
Importance Effect
Pipe age at burst 1.000 Most
15 minute mean pressure 1.312 ↓
Diurnal pressure range 4.252 Least
Table 6.7.: Final burst metric importance. AC cohort.
AC Cohort
The algorithm was run in the same way against the asbestos cement, “AC”,
cohort. Out of the 259 possible logging sites, 191 sites over 40 DMAs had
a non-zero weighted burst sum. The result of this analysis was table 6.7
and a pseudo-R2 of 0.37 (the R2 of the dashed fit line was 0.44). A plot of
actual versus predicted burst sums is shown in figure 6.15.
This result is a considerably worse fit than for the FE cohort, showing
that significant other factors affect the failure of AC pipes. Discussions with
the water company Networks group have suggested that the more brittle
asbestos cement pipes are predominately laid in areas with clay soil and
that the seasonal shrink and swell of this ground as it saturates with water
and then dries out causes pipe failures (as shown in figure 6.10 on page 136
iron pipes also experience seasonal failure cycles, but the asbestos failure
cycles are noticeably less regular, and this could perhaps be part of the
cause of the lower R2 here).
The predictor variables for the AC cohort are similar to those of the
FE cohort, with the exception that the Random Forest algorithm didn’t
identify any dynamic predictors. This could mean that asbestos cement
pipe is less susceptible to dynamic effects than iron pipe, or it could just be
a result of the poor overall fit. This fit was too poor to be able to verify the
proportionality of the predictor variables, but experience would suggest that
they are all directly proportional. The ordering of the predictors differs, this
could mean that the different factors have different effects upon iron and
asbestos pipes, or it could be an artefact of the low fit quality.
6.4.3. Correlation with Leakage
The fitting process was repeated again using the natural rate of rise, NRR,
leakage data as the response variable in place of the weighted burst sum.
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Figure 6.15.: Predicted versus actual weighted burst sums. AC cohort.
Metric
Relative
Importance Proportional Effect
Average mains age 1.000 Direct Most
High speed mean pressure 1.947 Direct
↓
Maximum edge cycle count 2.290 Inverse
Diurnal pressure range 2.835 Direct Least
Table 6.8.: Final NRR metric importance. FE cohort.
The cohorts were distinguished using the predominant pipe type in each
DMA (this information was supplied along with the NRR data), resulting
in 137 sites in the FE cohort and 73 in the AC cohort.
The results are shown in figure 6.16 and tables 6.8 and 6.9. The iron
cohort had a pseudo-R2 of 0.46 and the asbestos cement cohort 0.64. As
is already known [103], the rate of rise of leakage is dependent upon the
age of the pipes and the pressure range. However, it is interesting to note
that, as for the burst correlations, the iron cohort is dependent upon the
maximum edge cycle curve — the amount of dynamic DMA activity — but
the asbestos cohort is not. This could be further evidence that iron pipes
are more prone to damage by dynamic activity than asbestos cement pipes.
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(a) FE Cohort.
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Figure 6.16.: Predicted versus actual NRR.
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Metric
Relative
Importance Proportional Effect
Average mains age 1.000 Direct Most
Diurnal pressure range 2.073 Direct Least
Table 6.9.: Final NRR metric importance. AC cohort.
6.5. The Effect of Calming Networks
Using the best of the models generated above, the weighted burst sum fit
for the FE cohort, an estimate can be made of the effect of “calming”
a network — reducing the level of dynamic activity to a minimum. To
simulate the effect of dynamic activity change the model is run with the
maximum edge count (curve fit) set to the same value for all logging sites.
Random Forest models are not reliable when given data outside of their
training range and so for this experiment the values used for this predictor
were the minimum (most dynamic activity, see section 5.5 on page 117) and
maximum (least dynamic activity) values found within the range of sample
sites.
The results of running the model with the original and modified values
can be seen in figure 6.17(a), with straight lines fitted to each model run.
Converting the reduction to a percentage using the difference between the
straight line fits, figure 6.17(b), shows a significant benefit of over 20% to
those sites experiencing a high burst sum (sites with a low weighted burst
sum are generally already calm and so a reduction in dynamic activity will
not have a noticeable effect).
This approach may be extended to testing the effect of pressure manage-
ment upon the number of bursts. Reducing the diurnal range, as shown
in figure 6.18, results in a potential large burst reduction. Reducing the
mean pressure, capped to half the diurnal range at each site in order to
avoid simulating negative pressures, also results in a burst reduction for
sites where the weighted burst sum is greater than approximately 0.7, as
shown in figure 6.19. The apparent increase in bursts for sites with lower
weighted burst sums is likely to be due to limitations in the model rather
than an indication that reducing the mean pressure will result in an increase
in the number of bursts. That a reduced diurnal range or mean pressure will
result in fewer bursts has already been demonstrated by Lambert, Fantozzi,
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(a) Predicted burst sums with calming.
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(b) Predicted reduction in burst sums.
Figure 6.17.: Simulating network calming, FE cohort.
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et al [104, 105], and this result reinforces their findings.
6.6. Grouping and Ranking the Datasets
The previous sections show that the pressure and area metrics can be used
as pointers towards problems that increase the number of bursts or the
level of leakage. This section presents an alternative analysis that groups
sites with similar dynamic characteristics together. The group membership
of monitoring sites may then be plotted onto a map in order to provide a
quick overview of the state of an entire network, allowing network planners
to optimise maintenance.
Cycle counting (see section 5.3 on page 111) allows the extraction of
stress and strain cycles from complex pressure waveforms. Locations with
more high magnitude cycles, such as the “dynamic” DMA shown in fig-
ure 6.20, put more stress on the pipes than “calm” locations where most
of the stress/strain cycles have a small magnitude. The model fits de-
scribed previously show that, for iron pipes at least, the “maximum edge”
cycle counting method (section 5.3.3) is a significant factor in the number
of bursts and the level of leakage.
A number of different approaches may be used to deal with these cycle
count distributions in order to formulate pipe stress ranking methods:
1. Search for and count significant numbers of counts at or greater than
known damaging magnitudes.
2. Sum all magnitudes together in order to generate a single cumulative
stress figure for each site.
3. Compare and cluster like distributions together.
Approaches 1 and 2 both require knowledge of the state of the pipe at
each monitoring location in order to calculate what constitutes a “signif-
icant” pressure change and to know how to combine pressure cycles with
different magnitudes. A simpler approach, which is also a better fit with
the other methods used in this project, of ranking information rather than
attempting to apply pre-calculated limits, is to group like cycle distributions
together. Having created these groups one of the other methods can then
be used to produce a crude metric from the average or peak of all of the
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(b) Predicted reduction in burst sums.
Figure 6.18.: Simulating diurnal range reduction, FE cohort.
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(a) Predicted burst sums with mean pressure reduction.
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(b) Predicted reduction in burst sums.
Figure 6.19.: Simulating mean pressure reduction, FE cohort.
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Figure 6.20.: Maximum edge cycle counting CDFs for “calm” and “dy-
namic” networks.
distributions in each group to rank the groups rather than attempting to
rank each individual distribution.
In order to cluster distributions a metric describing the statistical distance
between two distributions is required. Once a matrix of distances between
all distributions has been calculated standard clustering algorithms may be
used to group the distributions together. With counting it is the number
and magnitude of the cycles that is significant and so the most suitable
distance metric to use is one that measures the total vertical distance be-
tween distributions. The cycle counts typically have a very great number of
counts with very low magnitude and only a small fraction with the higher
magnitudes that allow the discrimination between calm and dynamic sites.
The distances are therefore calculated between the logarithms (base ten) of
the distributions, with all distributions truncated to a lower value, in this
case 10−5, to prevent the need to take the logarithm of zero. All distribu-
tions being compared have the same number of elements and so this can be
expressed formally as:
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A B C D
A 0 281 1015 739
B 281 0 1051 1013
C 1015 1051 0 1618
D 739 1013 1618 0
(a) Before.
A B C D
A 0 135 1334 1085
B 135 0 1469 1220
C 1334 1469 0 249
D 1085 1220 249 0
(b) After.
Table 6.10.: Distance matrix before and after correction.
distance =
|A|∑
i=1
∣∣∣log10(max(Ai, 10−5))− log10(max(Bi, 10−5))∣∣∣ (6.6)
Ideally, it would then be possible to use a linear arrangement algorithm
to lay the sites out along a line and then cluster those that were close
together [106]. However, as with many statistical methods, the distance
matrix that is created is imperfect and contains inconsistencies: the distance
between one pair of points may be invalidated by the distance between
another pair.
To illustrate this the distance matrix for the first four sites (out of 259)
is shown in table 6.10(a). It is not possible to lay out all of the sites A to D
along a line whilst maintaining the correct distances between all four sites:
B A D C
281 739 276
6= 1013
6= 1051
6= 1618
Before a clustering can be attempted these inequalities must be addressed.
The relationships between the sites may be expressed as a series of approx-
imate simultaneous equations:
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|A−B| ≈ 281 (6.7)
|A− C| ≈ 1015 (6.8)
|A−D| ≈ 739 (6.9)
|B − C| ≈ 1051 (6.10)
|B −D| ≈ 1013 (6.11)
|C −D| ≈ 1618 (6.12)
The number of simultaneous equations grows rapidly as the number of
sites to be compared increased: the number of equations necessary is the
number of combinations of two sites out of all sites, or nC2:
nC2 =
n!
2!(n− 2)!
=
n(n− 1)
2
(6.13)
The solving of this system of equations, to find values for each site, is a
“linear arrangement” problem [106]. A standard algorithm did not exist to
solve this particular case. A new algorithm was developed, algorithm 6.1,
inspired by the Jacobi method [107] and Kohonen self-organising maps [108].
The algorithm starts by assigning all of the sites an arbitrary location along
a line and then repeatedly calculates the differences between their distances
and the set of distances supplied as a target. For each site an average
of the amount and direction to move in is calculated and applied and the
algorithm repeated until the error (the amount that all of the sites had to
be moved per iteration) converges to a minimum. The sites are tested in
alternating directions to prevent their non-arranged order from biasing the
result. Unless the original distance matrix was perfect this error will never
converge to zero since it will be impossible to lay the sites out to perfectly
match the matrix.
The algorithm can be illustrated using the data in table 6.10(a). Fig-
ure 6.21 shows how the error, the movement per iteration, converges to a
minimum as the sites are rearranged. After ten iterations the distances in
table 6.10(b) are obtained, which may be laid out along a line without in-
consistencies. Note that the algorithm does not converge to a single error
value but oscillates between two possible solutions.
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Algorithm 6.1 Linear arrangement of imperfect distance matrices.
Function: Linear Arrangement(n,D → P)
Require: D = D⊺
Require: D ∈ Rr×r
1: P← [1, 2, . . . , r]
2: for i← 1, n do
3: if i is odd then ⊲ Alternate search direction
4: E← [r, 1]
5: else
6: E← [1, r]
7: end if
8: for e← E1,E2 do
9: N = De,∗
10: A = Pe −P
11: o =
∑
(N− |A|)÷ r
12: p+ = the number of positive elements in A
13: p− = the number of negative elements in A
14: if p− > p+ then
15: d← −1
16: else if p+ > p− then
17: d← +1
18: else
19: d← random one of −1,+1
20: end if
21: Pe ← Pe + od
22: end for
23: P← P−min(P)
24: end for
25: return P
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B A D C
135
1085 249
= 1220
= 1469
When this algorithm is run on the full cycle distance matrix it takes
longer to converge, about 200 iterations (fig. 6.22), but eventually produces
the organisation shown in figure 6.23 (note that the Y position of elements
in this graph is to allow multiple points to be shown at similar locations
only and conveys no information). For this and the remaining examples in
this chapter only the iron cohort is illustrated, the asbestos cement cohort
results are largely the same.
A standard clustering algorithm, “Partitioning Around Medoids”, a more
robust version of the “K-Means” algorithm [109], has been found to be a
good fit for clustering the linear data in this application. This algorithm
requires the number of clusters to be selected manually, as was done in
this analysis, although methods exist to automatically select the number of
clusters should this process ever need to be fully automated.
After clustering, the groups shown in figure 6.24 are obtained. When
the cumulative probability distributions for each cluster are plotted, in fig-
ure 6.25, it can be seen that, on average, each cluster represents a particular
stress profile: cluster 1 sites are hydraulically calm, cluster 3 sites have a
significant number of high magnitude cycles, and cluster 2 sites represent
the middle ground.
It must also be noted that while the clustering algorithm proceeds from
position zero upwards along the linear arrangement of sites, with cluster 1
being the cluster closest to zero, the linear position of each site as generated
by the linear arrangement algorithm is not significant and is dependent
upon the particular dataset that the algorithm is run against. Therefore,
there is no guarantee that cluster 1 will represent the least dynamic sites
and cluster 3 the most. Some other means such as, for example, taking the
average of lines fitted to each distribution (see section 5.5 on page 117),
must be used to rank the clusters.
155
2 4 6 8 10
8
0
0
1
0
0
0
1
2
0
0
1
4
0
0
1
6
0
0
1
8
0
0
Iteration
M
o
ve
m
en
t 
p
er
 I
te
ra
ti
o
n
0 500 1000 1500 2000
0
2
4
6
8
1
0
Position
It
e
ra
ti
o
n
●
●
●
●
●
●
●
●
●
●
● A
B
C
D
Figure 6.21.: Four element distance matrix converging to approximate
solution.
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Figure 6.22.: Convergence of all cycle distribution distances. FE cohort.
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Figure 6.23.: Linear arrangement of statistical distances. FE cohort.
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Figure 6.24.: Clustered cycle distributions. FE cohort.
6.6.1. Multi-Variable Clustering
The clustering algorithms work equally well in more than one dimension
and so additional variables can be introduced in order to improve the qual-
ity of the likeness measure that clustering produces. Figure 6.26 shows the
generation of three clusters from the distances between maximum edge dis-
tributions, with the addition of mean pressure as an extra variable. As for
the previous clustering graph (fig. 6.23 on page 157) the number of clusters
here was chosen manually.
If this clustering example is extended to include all of the predictors that
were found to be significant in predicting the weighted burst sum for the
iron cohort (table 6.6 on page 140) then clustering can be used as another
means of estimating the impact metric. Figure 6.27 shows the weighted
burst sums that are in each of three clusters selected according to the FE
cohort predictor variables. The method produces no clear results for sites
with very few bursts (to the left of the dashed line), they are too similar, but
as the burst sum increases a pattern can be seen to emerge, with cluster 1
containing the sites with fewest bursts and cluster 3 containing the sites
with the most bursts.
The generated clusters are plotted onto maps in figure 6.28, ignoring
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Figure 6.25.: Maximum edge cycle count distributions for each cluster. FE
cohort.
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Figure 6.26.: Clustering around both cycle count and mean pressure.
those sites with a low weighted burst sum (to the left of the dashed line in
figure 6.27). These maps highlight the areas with the greatest amount of
dynamic hydraulic activity.
Unlike the correlation models generated using the Random Forest algo-
rithm, this clustering method required no training, and is simply highlight-
ing the natural patterns within the data.
6.7. Conclusions
At the beginning of this chapter the desire was expressed for a function that
would produce an “impact metric” from a series of metrics derived from
high-speed logging and information about the logging site. This impact
metric would allow asset owners to predict the level of risk for a particular
location, for bursts or for leakage.
The results presented in this chapter show that it is possible to detect
which factors have an impact upon failures and to use these factors to
group sites by the likelihood of failure. Predictive models may be created
that can show the magnitude of reduction in failures that network calming
will produce.
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Figure 6.27.: Clustering of all FE cohort predictors versus weighted burst
sum.
In addition, the results have shown that different pipe materials are af-
fected by the conditions that they experience in different ways. Only iron
and asbestos cement pipes were able to be analysed as part of this project,
later work can focus upon the mechanisms that impact the new generation
of plastic pipes now being installed.
These results will allow for predictive, rather than reactive, maintenance:
intervening before the expense of a burst rather than waiting for it to hap-
pen. This could offer significant cost savings to the whole water industry.
161
600000 610000 620000 630000 640000 650000 660000
2
6
0
0
0
0
2
8
0
0
0
0
3
0
0
0
0
0
3
2
0
0
0
0
Easting
N
or
th
in
g ●●●●
●
Cluster 3
Cluster 2
Cluster 1
(a) Suffolk
540000 550000 560000 570000 580000 590000 600000
1
8
0
0
0
0
1
9
0
0
0
0
2
0
0
0
0
0
2
1
0
0
0
0
2
2
0
0
0
0
Easting
N
or
th
in
g
●
●
Cluster 3
Cluster 2
Cluster 1
(b) Essex
Figure 6.28.: FE cohort clusters from figure 6.27 plotted on maps, ignoring
sites with low burst sums.
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7. Transients and Networks
7.1. Symbols, Words, and Phrases
Chapter 4 considered the edges in each dataset as separate events and only
investigated the cumulative effects of these events, as represented by the
metrics extracted in chapter 5. This is enough to fulfil the requirements of
transient detection and the generation of a metric that can indicate prob-
lematic areas in a network. In order to discover information such as the
topology of the network, rather than the forces that are acting upon it,
it is advantageous to consider groups of edges acting together rather than
simply looking at them in isolation. Groups measured at different points in
a network may be compared, matched, and the propagation delays between
them calculated in order to determine the physical relationship between the
sites.
In order to compare datasets some form of feature detection must be used
to identify and compare matching features in different sets. Empirical stud-
ies of transients show that, in general, they consist of only a few cycles each
and that they decay and change shape significantly as they travel between
observation sites. These characteristics limit the matching methods that
may be used to those that consider the approximate waveform attributes
only since there are insufficient cycles to accurately determine frequency,
and a window-matching system (where a reference waveform plus allowable
error margins is used) would have to be so broad as to match all waveforms
instead of specific ones.
Definitions are required in order to discuss these “group features”. No
standard for doing this exists and so the D3TA framework defines the on-
tology which is illustrated in figure 7.1:
Space A gap between detected transients.
Symbol A single edge in the time series data, normalised and bounded to
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Figure 7.1.: An ontology of events.
allow comparisons with symbols in other data channels.
Word A group of related symbols that together make up a transient.
Phrase A number of related words and the gaps between them, representing
a single operation or event on the network, such as, for example, a
valve closure.
The methods described in this chapter all work with “words”, using both
their shape and their timing. Figure 7.3 illustrates the internal steps of the
“generate words” stage in the D3TA framework, figure 7.2, that converts a
sequence of transients into a series of words, with each “word” representing
a hydraulically-related group of edges.
As described in chapter 4, the transient data is a sequence of tuples
containing a time value, ti, a measured value, mi, and a boolean value, τi,
that, if true (⊤), marks the point as being one end of a “transient” edge. For
simplicity we wish to consider “spaces”, all non-transient points, as single
objects and so the first step in generating a series of words, algorithm 7.1,
is to amalgamate all spaces together, replacing their measured value by the
mean measured value of all contiguous non-transient points (note that, as
for previous algorithms in this thesis, the start and finish cases are ignored
in the interests of simplicity).
In order to allow comparisons of transients between different datasets
which might have different levels of attenuation all transient edges are nor-
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Figure 7.2.: Word generation within the D3TA framework.
Figure 7.3.: Generating a stream of words.
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Algorithm 7.1 Amalgamate spaces.
Process: Amalgamate Spaces(〈ti,mi, τi〉 → 〈tq,mq, τq〉)
Memory: t′, τ ′,M
1: if τ ′ then
2: if ¬τi then ⊲ First point of a space
3: t′ ← ti
4: M← {mi}
5: τ ′ ← ⊥
6: else
7: emit 〈ti,mi,⊤〉
8: end if
9: else
10: if τi then ⊲ Start of a transient
11: emit 〈t′,
∑
M
|M| ,⊥〉
12: emit 〈ti,mi,⊤〉
13: τ ′ ← ⊤
14: else
15: M←M∪mi
16: end if
17: end if
malised and converted into “symbols” using algorithm 7.2. Each tran-
sient edge (made up of two tuples) is converted into a single symbol tu-
ple, 〈tq, sq, τq〉, where the symbol value, sq, is a value from −10 to +10,
representing the edge magnitude as minus twice the median transient mag-
nitude (as extracted from the “past” magnitude distribution, M′, that was
created by algorithm 4.4) to plus twice the median magnitude. The symbol
value for spaces is left unchanged at their average value, as generated by
algorithm 7.1.
To handle words as single entities it is necessary to move to a more com-
plex tuple format: 〈ωi, t
′
i, ti, {s1 . . . sn}i〉. These tuples are “typed”: they
represent spaces when ωi has the value “space”, and words when it has
the value “word”. Each word or space has two time values: the start time
of the word/space, t′i, and the end time, ti. The end time of each tuple
is the same as the start time of the following tuple. The final element of
the tuple is a sequence which, for spaces, holds a single value: the average
measurement of the space; and, for words, holds the symbols that make up
each word.
Each symbol input to algorithm 7.3, si, holds an integer value from −10
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Algorithm 7.2 Convert transients into symbols.
Process: Generate Symbols(〈ti,mi, τi〉 → 〈tq, sq, τq〉) ⇐ (M
′)
Memory: t′,m′, τ ′
1: if τi then
2: if τ ′ then
3: s←
⌊
5(mi−m
′)
F−1
M′
(0.5)
+ 0.5
⌋
4: if s > 10 then
5: s← 10
6: else if s < −10 then
7: s← −10
8: end if
9: emit 〈ti, s,⊤〉
10: end if
11: t′ ← ti
12: m′ ← mi
13: else
14: emit 〈ti,mi,⊥〉
15: end if
16: τ ′ ← τi
to +10 inclusive. In order to allow for approximate comparisons between
words (see section 7.4) these symbols are converted into a sequence of letters
from a very simple alphabet that contains only three values: “⊤”, up; “⊥”,
down; and “0”, zero, or flat. The larger the magnitude of si the more letters
from this alphabet are output. The notation ⊤x is used to represent x
repetitions of ⊤ so that, for example, ⊤3 ≡ ⊤⊤⊤. Small spaces, less than I
times the median symbol length, are incorporated into detected words and
given the value “0”. This handles the case where small edges which are
intuitively part of a transient do not get assigned “transient” status by the
probabilistic detection algorithms.
7.2. Application 1: Hydraulic Connectivity
The remainder of this chapter presents example applications that use the
word data generated by the algorithms in section 7.1 and convert it into
high level information — the ultimate aim of the second branch of the
D3TA framework as shown in figure 7.4. These examples do not represent
an exhaustive list of all possible algorithms but serve to illustrate several
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Algorithm 7.3 Convert symbols into words.
Process: Make Words(I, 〈ti, si, τi〉 → 〈ωq, t
′
q, tq, {s1 . . . sn}q〉) ⇐ (T
′)
Require: No consecutive space symbols in input
Memory: t′′, t′, τ ′,S
1: if τi then
2: if ¬τ ′ then
3: t′′ ← ti
4: S ← ∅
5: end if
6: if si < 0 then
7: S ← S ∪ ⊥−si
8: else if si > 0 then
9: S ← S ∪ ⊤si
10: else
11: S ← S ∪ 0
12: end if
13: else if (ti − t
′) < I ·F−1T ′ (0.5) then
14: S ← S ∪ 0
15: else
16: emit 〈word, t′′, t′,S〉
17: emit 〈space, t′, ti, {si}〉
18: end if
19: t′ ← ti
20: τ ′ ← τi
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Figure 7.4.: Conversion of word data into high level information within the
D3TA framework.
methods that would be applicable for operational networks. The first ap-
plication is the detection of hydraulic connectivity.
While the GIS of a water company will contain comprehensive maps of
the network hydraulic connectivity can frequently change and the status
might not be modified in the GIS or hydraulic models. It is possible for
valves to be left incorrectly open or shut after maintenance work, for pipes
to be removed or added without the GIS being updated, and for automatic
valves to fail. In addition, previously unknown hydraulic connectivities
between DMAs (via transmission mains, for example) that were thought to
be isolated may be detected.
To test the algorithms in this and later sections three pairs of DMAs
have been identified from the complete corpus of data. Each pair is used to
test the effect of comparing “dynamic” (containing transients) and “calm”
(none or few transients) network segments against other dynamic and calm
segments.
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Figure 7.5.: ME01 vs ME07 overview.
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The DMAs were chosen so that the two halves of each pair had no explicit
hydraulic links with the other half. Each DMA pair contained 5–7 days of
data recorded over the same period from multiple sites. Figures 7.5 to 7.7
show periods of overlapping data from representative sites within each pair.
7.2.1. Boundary-Only Word Matching
Transients are sufficiently infrequent that the probability of two non-linked
DMAs experiencing a significant number of transients at the same times
is extremely small. The connectivity algorithm (alg. 7.4) therefore does
not look at the symbols that make up each word but only at the word
boundaries.
All the processing up until this point has been based upon the concept of
dataflow, with processes accepting a single tuple at a time and outputting
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Figure 7.7.: MS08 vs MS15 overview.
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zero or more tuples per input tuple. This model works well for the contin-
uous processing that is desirable for the production of transient and word
lists and impact metrics, but does not work as well once the comparison
of higher level word data is considered since a model that can backtrack
through the inputs is desirable.1 For this reason, algorithm 7.4 is presented
not as a dataflow process but as a function that takes two sequences of
words, A and B (where each word is a tuple as defined earlier) as inputs,
and then outputs a single tuple, 〈w, n, p〉, describing the connectivity be-
tween the two sequences: w words in A, n words that match between A
and B, and p, the proportion of words that match (n/w). This function is
applied to every combination of sites in the datasets that are being com-
pared. Two parameters control the operation of the function: TS defines the
maximum allowable offset between the start times of words in A and words
in B; and TL defines the maximum allowable difference in lengths between
words, as a factor.
The algorithm works by scanning the words in B for close time matches,
starting at the word after the most recent match between A and B. Note
that the notation i ← x, y, when used in a for loop, means to loop with i
set to all integers between x and y inclusive.
7.2.2. Results of Word Comparisons
These tests were run using transient data generated using the control pa-
rameters listed below. These values were derived experimentally and do not
necessarily represent the optimum possible values.
Q Quantisation step 0.05 bar
W Minimum step width 4 s
W′ Minimum turning point width 1 s
D Probability distribution period 24 h
U Transient edge probability 0.005
L Transient trail length 3
T Transient maximum trail time 16 s
1Backtracking is entirely possible in a dataflow architecture but requires the definition
of explicit storage within the process blocks and separate code to traverse this storage,
this reduces the clarity of the algorithms that are being presented.
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Algorithm 7.4 Match word boundaries.
Function: Match Boundaries(TS ,TL,A,B → 〈w, n, p〉)
1: w ← 0
2: n← 0
3: b← 1 ⊲ Position within B
4: for i← 1, |A| do
5: if ΠωAi = word then
6: w ← w + 1
7: c←∞ ⊲ Closest start time match
8: la ← ΠtAi −Πt′Ai
9: j ← b
10: while j < |B| ∧ (Πt′Bj −Πt′Ai) < TS do
11: if ΠωBj = word then
12: d← |Πt′Ai −Πt′Bj | ⊲ Difference between word starts
13: lb ← ΠtBj −Πt′Bj
14: f ← max
(
la/lb, lb/la
)
⊲ Word length ratio
15: if d < TS ∧ f < TL ∧ d < c then
16: c← d ⊲ Better word match found
17: b← j + 1
18: end if
19: end if
20: j ← j + 1
21: end while
22: if c 6=∞ then
23: n← n+ 1
24: end if
25: end if
26: end for
27: p← n/w
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Figure 7.8.: Word time matches between DMAs ME01 and ME07.
In addition to the above, the following settings for the algorithms listed
earlier in this chapter were used. As for the other settings, the values used
were derived experimentally.
I Intra-word space factor 1.5
TS Maximum word start offset 2 s
TL Maximum word size difference 2
Figure 7.8 shows the result of running the word time matching algorithms
against two “dynamic” datasets, where each measurement site experienced
a large number of transients. Lines between sites show a link, with the
thickness of the line increasing as more matches occur. Strong links are
shown between the sites in each DMA, and no links are shown between the
two different DMAs: the overall hydraulic connectivity has been correctly
determined. There is still a probability of transients occurring within the
specified time allowances at non-connected sites as shown in the partial
subset of the data listed in table 7.1 and so matches with p < 0.1 are
discarded.
Note that within the ME01 DMA there are no links to the site ME01.106.
This particular DMA had a large rural area as well as the industrial area
that the other measurement sites were inside and, as shown in figure 7.9, the
transients from the industrial area had attenuated by the time they reached
the ME01.106 site. The word matching algorithm is therefore unable to
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Site A Site B p
ME01.101 ME01.102 0.4366
ME01.101 ME01.103 0.3253
ME01.101 ME01.104 0.1384
ME01.101 ME01.105 0.3727
ME01.101 ME01.106 0.0000
ME01.101 ME01.107 0.2430
ME01.101 ME07.102 0.0029
ME01.101 ME07.103 0.0010
ME01.101 ME07.104 0.0087
ME01.101 ME07.105 0.0136
ME01.101 ME07.106 0.0048
ME01.101 ME07.107 0.0048
Table 7.1.: Partial word matches between DMAs ME01 and ME07.
detect a link between this site and the others in the same DMA even though
they are hydraulically linked.
Figure 7.10 shows the results of comparing a dynamic DMA, ME14,
against a calm one, ME28. Here, the limits of this form of matching start
to become apparent. Links have been detected between the sites of the dy-
namic DMA but no links are detected between the sites in ME28. With no
clear transient signals there is nothing for the algorithm to match and so
no links can be determined.
Figure 7.11 shows the comparison of two calm DMAs that were thought to
be hydraulically isolated. Running the algorithm against them shows that
they are, in fact, weakly hydraulically linked. In this case it is likely that
transients are generated along the transmission main and so propagate into
both DMAs, as shown in figure 7.12, causing the word linkage algorithm to
link both DMAs together.
7.3. Application 2: Transient Propagation
By accurately measuring the start times of transients and using pipe type,
pipe diameter, and topology information as recorded by the water company
GIS along with some information on the water temperature and quality it
should be possible to locate the area where transients are originating from
within a reasonable degree of accuracy. However, there are a number of
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problems with this approach:
1. Unless the logger is able to regularly communicate with a base station
or network link which can provide a high accuracy time source its
internal clock will drift. There are a number of methods for managing
this, which are outside the scope of this thesis, but even the best logger
will have a drift of 0.5 to 2 parts per million, or about one second per
week. The drift is largely determined by temperature and so a group
of loggers in a small geographic area (such as within a single DMA)
will often experience the same time drift which can offset this effect
to some extent.
2. The definition of the “start” of a transient can be problematic for a
machine to determine as transient edges tend to round as they prop-
agate. The exact point at which the slope becomes “transient” is
therefore non-deterministic.
3. The exact speed of propagation of a transient is determined by a
number of factors, from the pipe material and topology to number of
entrapped air pockets [110]. Often the exact details of sedimenta-
tion build-up or water quality are unknown. These factors mean that
propagation speeds are difficult to determine accurately.
This section describes a simple statistical method that can identify the
measurement site closest to a transient source and which is able to cope
with noisy data and a certain amount of clock drift.
For the sake of clarity the algorithm presented here only deals with the
case where there is a single main transient source within a DMA. Standard
statistical grouping techniques would be used to separate recorded transients
into separately analysed groups for cases where there are multiple significant
transient sources.
7.3.1. Technique
The example network shown in figure 7.13 consists of three sites: A, B,
and C. A transient source is located close to A and so A sees the transient
waveform first, then B, and finally C. By matching words between all of the
sites and recording their start offsets it is possible to build up an ordered
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Base Site Negative Offset Positive Offset Ranking
A — B, C A, B, C
B A C A, B, C
C A, B — A, B, C
Table 7.2.: Ranking sites by relative word offset.
list of sites as shown in table 7.2. This ranking shows which site is closest
to the transient source. The actual transient source can then be identified
by examination of the local area (is there a factory near the source, for
example) and further, short-term, data logging.
To generate lists of word offsets the word matching algorithm, alg. 7.4,
is modified to output a sequence of tuples containing the word start time
as measured at the base site (from sequence A), t′q, and the time offset to
the same word as measured in sequence B, dq. Algorithm 7.5 shows the
modified pseudo-code.
When this technique is used with real-world data the measured word
offsets are far from constant due to the problems described earlier. However,
given enough word matches an average value for the offset can be obtained
which does reflect the distance to the transient source. Figure 7.14 shows
the raw and smoothed (using a 65 element mean filter) word offsets between
two sites over one week. While the individual offset times vary widely the
averaged data can be seen to be largely constant.
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Algorithm 7.5 Match words by symbols.
Function: Matching Words(TS ,TL,A,B → 〈t
′
q, dq〉)
1: b← 1 ⊲ Position within B
2: for i← 1, |A| do
3: if ΠωAi = word then
4: c←∞ ⊲ Closest start time match
5: la ← ΠtAi −Πt′Ai
6: j ← b
7: while j < |B| ∧ (Πt′Bj −Πt′Ai) < TS do
8: if ΠωBj = word then
9: d← Πt′Bi −Πt′Aj ⊲ Difference between word starts
10: lb ← ΠtBj −Πt′Bj
11: f ← max
(
la/lb, lb/la
)
⊲ Word length ratio
12: if |d| < TS ∧ f < TL ∧ |d| < |c| then
13: c← d ⊲ Better word match found
14: b← j + 1
15: end if
16: end if
17: j ← j + 1
18: end while
19: if c 6=∞ then
20: emit 〈Πt′Ai, c〉
21: end if
22: end if
23: end for
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Figure 7.14.: Word offsets between two sites. Circles represent individual
measurements, the line shows the moving average.
7.3.2. Clock Drift and Multiple Sites
The previous example shows an average value that stays constant, but in
many cases the loggers will experience clock drift. Figure 7.15 shows the
smoothed offset between two sites over eight days plus, as a dashed line, a
linear fit to the raw offset data. The drift increases by approximately 0.7
seconds over eight days which indicates a relative clock drift between the
two loggers of approximately one part per million. The specified maximum
drift for the oscillator used in the loggers used to capture this data is 2 ppm
and so this amount of drift is within specification.
Unless the measurement sites are many kilometres apart, it can be seen
that clock drift has the potential to affect this method of locating transients.
However, as long as a number of transients occur within the week after
the loggers last resynchronised their clocks it is unlikely to prevent this
location technique from functioning. Also, clock drift is driven primarily
by temperature and so many loggers will drift at the same rate since they
experience similar temperatures.
Figure 7.16 shows the offset between one site, ME07.102, and five others
over an eight day period. The offsets have been smoothed with a 65 element
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Figure 7.15.: Word offset change due to clock drift.
mean filter in order to increase clarity. It can be seen that while the absolute
offsets change over time the ordering of sites remains constant and so can
be used to detect which site is closest to the transient source (ME07.103).
7.3.3. Experimentation
This technique is illustrated using a number of sites which each have a sin-
gle, known, transient source. Word distances were calculated between all
sites and the rankings generated used to locate the site closest to the tran-
sient source. The results are presented in tables 7.3 to 7.5 and figures 7.17
to 7.19. The maps show the geographical centre of the transient source (for
example, a factory), not its water inlet, as a diamond.2 The site determined
algorithmically to be the closest and verified by manual inspection in shown
as a filled circle, with the other sites as open circles. The actual ordering
generated by the algorithms at each site is shown in the tables.
The final DMA chosen, MS01 (see table 7.6 and figure 7.20), was logged as
part of a general survey of large consumers and was not known by the water
company to have a transient issue. However, high speed logging revealed
2The map data was provided by the Ordnance Survey from their MasterMap product,
obtained via the EDINA Digimap Service, http://digimap.edina.ac.uk/.
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Figure 7.16.: Word offset between ME07.102 and multiple sites.
Figure 7.17.: Closest point to transient source in ME01.
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Site Closest → Furthest
ME01.101 101 102 105 103 104 107
ME01.102 101 102 105 103 107 104
ME01.103 106 101 102 105 103 107 104
ME01.104 102 101 105 103 107 104
ME01.105 101 102 105 103 107 104
ME01.106 106 107 103
ME01.107 101 102 106 105 103 107 104
Table 7.3.: Site ordering for ME01.
Figure 7.18.: Closest point to transient source in ME07.
Site Closest → Furthest
ME07.102 103 107 105 102 106 104
ME07.103 103 107 105 106 102 104
ME07.104 103 107 102 106 105 104
ME07.105 103 106 105 102 107 104
ME07.106 103 107 102 106 105 104
ME07.107 103 105 107 102 106 104
Table 7.4.: Site ordering for ME07.
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Figure 7.19.: Closest point to transient source in ME14.
Site Closest → Furthest
ME14.1 ME14.1 ME14.3 ME14.4
ME14.3 ME14.1 ME14.3 ME14.4
ME14.4 ME14.1 ME14.3 ME14.4
Table 7.5.: Site ordering for ME14.
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Figure 7.20.: Closest point to transient source in MS01.
Site Closest → Furthest
MS01.1 MS01.2 MS01.3 MS01.1 MS01.4
MS01.2 MS01.2 MS01.3 MS01.4 MS01.1
MS01.3 MS01.2 MS01.3 MS01.4 MS01.1
MS01.4 MS01.3 MS01.2 MS01.1 MS01.4
Table 7.6.: Site ordering for MS01.
the presence of transients and the analysis techniques described here allowed
their source to be traced to a power station within the DMA.
7.4. Application 3: Matching Multiple Transient
Sources
The only aspects of transients that have been considered so far have been
their magnitude, for the calculation of an impact metric, and the start time
and duration of transient groups (words), for calculating connectivity and
locating transient sources.
As well as determining word boundaries, the word generation algorithm,
alg. 7.3, converts the set of transients that make up the word into a series of
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Figure 7.21.: Multiple transient sources visible from a single measurement
point.
symbols, chosen from a reduced alphabet in order to simplify comparisons:
up (⊤), flat (0), and down (⊥). This section will examine the use of these
words to identify multiple transient sources.
DMAs with multiple strong transient sources were rare in the areas sur-
veyed by this project, with DMA ME01 providing the only clear signals in
the logged data. Consider the graph in figure 7.21, several types of event are
visible: small transients of approximately 2.5 bar in magnitude, large tran-
sients of approximately 5 bar, and a pressure drop which is bracketed by
transient events. Zooming into a representative “small” and “large” tran-
sient (figures 7.22 and 7.23) it is possible to see that each transient event is
made up of two words separated by a non-transient space.
7.4.1. Approximate Matching
As explained at the beginning of this chapter, conventional frequency and
window matching techniques are not capable of matching typical transient
words. Instead, approximate string matching algorithms [111] are used.
These algorithms, originally developed to properly group misspellings of
surnames (and first used on large-scale data in the 1930s to analyse historic
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Figure 7.22.: Zoom of a “small” transient.
3
4
5
6
7
8
9
06:54:30 06:55:00 06:55:30 06:56:00 06:56:30 06:57:00
Time (UTC)
P
re
ss
u
re
 (
b
ar
)
Figure 7.23.: Zoom of a “large” transient.
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census returns), and later extended for use in text searching, have also found
a use in computational biology where they are used for matching fragments
of DNA.
The transients in figure 7.21 are converted into strings using algorithm 7.3
to produce table 7.7. Each word was manually marked as either “short” (S)
or “long” (L) and assigned a direction based on the direction of the first
symbol of the word. Visual inspection of the table shows that there appears
to be some degree of similarity between words of the same type, but a
method is needed in order to quantify this formally.
One way to express the difference between words is by the use of an “edit
distance”. This is the number of editing operations that are necessary to
change one word into another. The exact editing operations that may be
used depend upon the particular algorithm, but most support the follow-
ing three operations: insert a character, delete a character, and replace
one character with another. Other algorithms, particularly those used with
DNA matching, support a transposition operation (swapping two adjacent
letters) but this form of word modification does not occur in pressure tran-
sients, unlike in biological systems.
The Wagner-Fischer algorithm [112], alg. 7.6, is an established and rela-
tively optimal method of calculating the edit distance between two strings.
If it is used to calculate the mean edit distance between each type of word
in table 7.7 then the following results are obtained:
S↑ S↓ L↑ L↓
S↑ 4.47 11.32 13.33 18.45
S↓ — 1.57 17.96 18.36
L↑ — — 14.27 19.57
L↓ — — — 18.40
There is a short edit distance between both types of short word, showing
that they are recognised as being similar, but the results for the other word
types are less conclusive, possibly due to the small sample size in this prelim-
inary investigation. Further work is needed here in order to improve upon
this technique, with, as a first step, the consideration of complete phrases
when performing approximate matching, and not just words on their own.
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Algorithm 7.6 Wagner-Fischer algorithm.
Function: Edit Distance(A,B → e)
Require: D ∈ R(|A|+1)×(|B|+1)
1: D∗,∗ ← 0
2: D0...|A|,0 ← {i : 0 ≤ i ≤ |A|}
3: D0,0...|B| ← {i : 0 ≤ i ≤ |B|}
4: for i← 1, |A| do
5: for j ← 1, |B| do
6: if Ai = Bj then
7: Di,j ← Di−1,j−1
8: else
9: Di,j ← min(Di−1,j + 1, Di,j−1 + 1, Di−1,j−1 + 1)
10: end if
11: end for
12: end for
13: e← D|A|,|B|
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7.5. Conclusions
Figure 1.3 on page 31 showed the two parallel paths of analysis in the D3TA
framework that could be used to convert the raw sensor data, via metrics
and “words”, into useful information. It may be used on a per-site basis,
to generate information about the stress at that point, as a form of impact
metric, or, when combined with readings from multiple sites and converted
into a pseudo-textual form, as the basis of a suite of different analyses as
described in this chapter.
The conversion of hydraulic pressure data into “words” and “symbols”
is novel and its applicability is demonstrated using three applications. The
first two applications used the start time and length of words only. These
features are unique enough across networks that they may be used to detect
hydraulic connectivity between, and transient propagation time across, net-
works that experience transients. These word-matching applications may
not be used on networks that do not experience transients, and which there-
fore cannot have their hydraulic behaviour meaningfully encoded into a se-
ries of words.
The third application matches the “shape” of words by considering the
symbols that make up each word. Different transient sources may produce
different shape words and so a stream of transients may be split up into
multiple sources which can then be re-analysed separately using one of the
other techniques. These three applications do not represent a complete
list of all possible applications that can be developed to use the word and
symbol representation of dynamic hydraulic activity that is described in this
chapter, but instead are an illustrative subset of applications suitable for
operational networks.
Time constraints prevented further research using this word data and so
the results presented here are, by necessity, provisional. Further work is
planned, outside of this research project, to extend and enhance the tech-
niques presented here.
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8. Data Collection and
Management
8.1. Challenges
Over the course of this project no more than thirty loggers were deployed
simultaneously, compared to the hundreds of water company fixed loggers
permanently monitoring each DMA inlet and outlet; but, due to the much
higher sampling rate, a huge amount of data was collected. A water com-
pany with five hundred DMAs that started routine logging of all their inlets
when the technology first became affordable for mass deployments, about
twenty years ago, would, by now, have collected around 350 million mea-
surements. During the course of this project two orders of magnitude more
data, approximately 35 billion measurements, have been collected.
To store and manage such a large amount of data requires special software,
and this chapter gives an overview of the two systems that were designed
to do this, the factors that drove their designs, and their strengths and
weaknesses. None of the individual technologies described here are original
but their combination together does produce a novel system for the storage,
management, and processing of bulk ordered time-series data.
Bulk data on its own is useless unless it is also combined with metadata
that describes what the data represents: calibrations, deployment locations,
and information about the hardware that collected the data. Both of the
database systems described below cater for detailed metadata as an integral
part of their designs.
8.2. Database 1: Commodity Software
The original intention of this project was to not develop custom database
software and so the first data management system, figure 8.1, was based
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Figure 8.1.: The first data processing system.
upon commodity software: a PostgreSQL database [113] combined with a
visualisation system written for Matlab [114] and a suite of Perl scripts [115]
for uploading data and metadata.
The database was installed on a high-power (for 2009) HP xw8600 work-
station with a quad core Xeon processor and 5TB of storage in a striped,
non-redundant, software RAID 0 [116, Ch.38] array. Data was accessed
using a custom set of Matlab software on the user’s PC.
Bulk data was stored using a standard vertical partitioning scheme [117].
The main data tables were made up of many non-overlapping sub-tables,
each holding a particular short time range. The PostgreSQL database trans-
parently managed the integration of these sub-tables into the main data
table for queries, although they had to be created explicitly. All bulk data
was stored uncalibrated, with calibrations applied at the point of use. This
allowed for easy recalibration.
Previous related projects, WINES [46] and Dicken [118], had already
produced a small corpus of high-speed data before the start of this project.
This project was therefore started with knowledge of the types of metadata
that would need to be stored. The storage structures were an attempt to
store the required metadata in as simple a form as possible while allowing
the database’s built-in data consistency rules to maintain correctness (for
example, it was not possible to link a dataset to two loggers). The metadata
tables were structured as in figure 8.2, where each arrow means “references”,
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i.e. the box at the start of each arrow line represents a table with a foreign
key column that references the table represented by the box at the end of the
arrow line. There are several interlocking sets of information represented
here:
Installations. The key metadata organisational construct used in this sys-
tem is the “installation”. An installation is a collection of all of the
data and metadata collected and generated for a single data logger
deployment. Each installation has a single site, a single logger, and
one or more “channels”, each holding the raw and generated subset
data collected from a single transducer.
Loggers and Sensors. Tables hold information on each logger and sensor:
their maker, type, serial number, calibration values and date of cali-
bration, and any notes that needed to be attached to the device. The
bulk data has two calibration slopes and offsets applied: one to go
from raw values (the values output by the analogue to digital con-
verter (ADC) in the data logger) to the values output by the trans-
ducer (0.5–4.5V for a typical pressure transducers), and one to go
from these to the final engineering units such as bar pressure.
Sites. Each deployment location is a separate “site”. Sites have a location
latitude and longitude, a name and address, a group (e.g. its DMA),
and a site owner. This first system was designed to manage data
from multiple water companies within the same database and so all
sites were assigned an “owner” that specified the company to which
it belonged.
Events. “Events” are out-of-band information for sites, installations, and
channels: times of valving operations, battery replacements, trans-
ducer communications failures, etc.
PostgreSQL’s built-in user/role-based security mechanisms1 were used to
limit how the data in the database could be modified. Conventional SQL
queries were used to read the data but only an administrative user could
1The SQL language uses the term “role” to mean a database user, to allow easier com-
parisons with other computer systems the term “user” has been used in this chapter
to mean role.
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Figure 8.2.: Metadata hierarchy.
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Figure 8.3.: Screenshot of the Matlab data visualisation interface.
directly write into the database or modify any of the tables. Normal data
and metadata uploads were performed using a non-administrative user ac-
count and stored procedures. These stored procedures were created by the
administrative user using the SQL “SECURITY DEFINER” attribute, mean-
ing that when executed they acted as though they were being run by the
administrative user. This method meant that a normal database user was
unable to modify anything in the database or upload data in any way that
had not been previously defined and restricted by these stored procedures.
8.2.1. Matlab Interface
The primary means of user interaction with the first data management
system was via a set of Matlab functions that provided a means of connecting
to the database, downloading information about the stored installations,
and browsing datasets.
A screenshot of the system in use is shown in figure 8.3 and a summary of
all the available data operations is given in table 8.1. Note that in addition
to the operations listed in the table, data downloaded from the database
199
Operation Notes
List installations ID, site and logger information, date ranges.
Display dataset One dataset per Matlab figure.
Zoom in/out Used zoom history for zooming out, datasets could
be linked so that they would zoom in/out together.
Zooming via clicking or explicitly entered times.
Download data Limited by maximum Matlab array size.
Table 8.1.: Matlab visualisation interface commands.
was made available in standard Matlab arrays and so could be operated
upon using all of the tools that Matlab has available.
The Matlab interface was in use for the first three years of the project
and was adequate for basic data visualisation and exploration. It did have
several fundamental limitations, the worst of which is that Matlab cannot
handle very large arrays and so could not hold more than about one hour’s
worth of high speed data in memory. Large datasets could be worked with,
but only by writing code that manually paged the data into memory in
small chunks. Functions to write data back into the database were never
written, but this was due to the move over to the second data management
system rather than any fundamental problems with Matlab.
While the database held geolocation information for each site along with
other metadata, this was never exposed via the Matlab interface. A sepa-
rate GIS program, Grass GIS (see figure 3.10 on page 63), had to be used
to visualise logger locations on a map, and if any metadata needed to be
updated after the uploading of a dataset then cumbersome and potentially
risky (an error could corrupt more than the data that was intended to be
changed) SQL commands had to be issued to the database manually.
8.2.2. Speed Problems
In addition to the limitations of the Matlab interface listed above, which
could largely have been overcome with additional programming, the system
suffered from a number of other problems which eventually led to its retire-
ment and replacement with the current database and visualisation system.
The main issue was that PostgreSQL is a general purpose database and
as such is designed to be as fast and flexible as possible across a wide range
of data storage scenarios. The metadata required by any data management
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Name Data Type Bytes/Entry
User Data Columns
sample time timestamp with time zone 8
value real 4
dataset integer 4
System Columns
tableoid oid 4
xmin xid 4
cmin cid 4
xmax xid 4
cmax cid 4
ctid tid 6
Total 42
Table 8.2.: Raw data storage in PostgreSQL.
system such as InfraSense is relatively small, even the metadata for a whole
water company would never extend to more than a few tens of thousands
of entries: something that can be easily handled by any modern database
on a desktop PC. The vast bulk of the data is of a single type, ordered time
series data, and PostgreSQL was unable to manage massive quantities of
this well enough for the needs of the project.
The raw data was stored in a single (vertically partitioned) table with
the layout shown in table 8.2. While the database schema only specified
three columns for the table — time, data value, and dataset reference — all
PostgreSQL tables have a number of hidden system columns that manage
transactions and the physical location of rows within the storage medium.
All rows in a table in a relational database such as PostgreSQL must be
of the same type and so all rows had to contain a time value, even when
it could be predicted that that time value would always increase by a fixed
amount between rows. This, plus the sizes of the system columns, meant
that for every raw data value collected by a logger, only two bytes in size,
forty two bytes had to be stored.
Data was uploaded to the database in two stages: first, the raw data was
read off the logger’s memory card into a PC; and then this raw dump was
processed by a Perl script which decoded the card data and constructed SQL
statements to upload the data to the database. Even with optimisations to
send multiple data values to the database with every SQL transaction this
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Figure 8.4.: The InfraDB database system.
was a slow process, with each week’s worth of data from a single logger
taking up to twelve hours to upload into the database. Similar, although
not as serious, time constraints applied to the downloading of data from
the database for processing. As the analysis part of this project progressed
it became clear that the PostgreSQL-based database would never be fast
enough and so the decision was taken to move to a different database and,
in the process, significantly improve the user interface.
8.3. Database 2: Custom Database
The new data management system is made up of two linked databases as
shown in figure 8.4. All metadata is stored in a conventional relational
database, SQLite [119], and all of the bulk data in a custom database that
is optimised for the storage of ordered time series data.
Before describing the operation of this new database it must be made
clear that the driver for building it was not an attempt to conduct novel or
theoretically interesting database research but simply a pragmatic attempt
to build a high performance system in a limited amount of time. Neverthe-
less, the final solution has turned out to be both efficient and reliable.
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8.3.1. Structure
The metadata storage in the new database is substantially the same as in
the original. Therefore, just the storage of the bulk data will be described
here. Each channel of each logger deployment generates a single “dataset”
which is made up of the raw measurements and zero or more statistical
subsets, by default at one second, one minute, and fifteen minute intervals.
The raw data, all of the subsets that relate to it, and two special data struc-
tures which describe the data layout are stored as files within a single file
system directory. The directory is conventionally named using a Universally
Unique Identifier (UUID) [120], although this is not a requirement, and the
underlying file system is chosen so that it can cope with very large files
(> 2GB). The “ext4” filesystem, running on Debian 7 servers, was used for
development. This filesystem can support files up to 16TB long, equivalent
to almost four thousand years of measurements at 64 S/s. The complete
bulk data database is made up of one or more of these data directories.
Since filesystem directories are used to store each dataset it is possible to
use standard filesystem operations to manage them.
The data files are arranged as a series of identically-sized ordered blocks,
with a time value at the beginning of the block giving the time of the first
data item in it and a two byte cyclic redundancy check (CRC) checksum
at the end, which is used to detect corrupt data. For most data blocks the
space between the time and the CRC is filled with consecutive data values or
tuples. The dataset information file specifies the time step between values
and so only a single time value is required per block. Special padding values
may be used when there aren’t enough data values to fill a complete block.
During the scanning of a block the system will automatically skip to the
beginning of the next block when it encounters padding. The blocks are
sized so that they fit into the native block size of the underlying hard disc
drive. 512 bytes is used at the moment, since that is the Unix disc block
size and it still maps efficiently to the underlying hardware even if a larger
block size such as 4096 bytes is used.
Not all data has equal size time steps between values. In particular,
inflexion coded data (section 4.4 on page 93) has a variable step size. To
manage the storage of this data a “sparse” block format is also defined
which has a time value for each data value. These blocks can store fewer
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values (63 versus 252) than normal blocks but will generally only be used
for processed datasets which are much smaller than raw datasets.
The simplest mode of database uploading is to start at the beginning of
a dataset stored on a data logger and then upload all of the data in order.
However, sections of data may also be retrieved out of order (such as when
a data logger transmits all inflexion data to a central server but raw data is
only downloaded in sections when requested). Since all the datasets are, by
definition, ordered by time, one way of handling this would be to insert the
new data into the appropriate place in the existing data file. This would be
inefficient, since data blocks would need to be moved in order to make room
for the insertion, and could lead to data corruption if there was a failure
during the operation. Instead, the new database simply appends the new
data to the end of the existing data file and uses a “map” data structure to
convert between “logical” data block numbers, in which block 0 is always
the block with the earliest time value, and “absolute” data block numbers,
which match the ordering of the blocks on the disc. All operations upon
the data use logical block numbers and so the database user is completely
shielded from these details.
The database only supports the following operations upon datasets, all
based around whole blocks of data. Any operations below the level of a
single block must be managed by the program communicating with the
database, not the database itself.
• Append data block.
• Search for data blocks with a given time range. Returns a pair of
block numbers specifying the range.
• Retrieve a data block by block number.
There are additional facilities to manage the automatic generation of
subset data, as well as utility functions to encode and decode blocks, but
these are not described here. Note that there is no way of deleting or
updating data (except by using filesystem commands to delete a complete
dataset). Once a value at a particular time has been measured by a data
logger, there is no way that it could change and therefore there is no need
for a means of updating or deleting individual data blocks. As with the first
data management system, calibration values are stored in the metadata
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and applied at the point of use and so no changes to the original data are
required if a calibration changes.
By removing the ability to update or delete data it becomes much simpler
to ensure database correctness. There is no need for any of the “ACID”
complexities required in a general purpose database as described by Haerder
and Reuter in [121]. The only operation which can change a dataset is the
appending of a data block. Additionally, each dataset can be opened for
writing by only one database user at any given time (any number of users
can open a dataset for reading) since there will never be a case where two
data loggers generate a single raw dataset. The appending of one or more
blocks to a dataset always proceeds as follows:
1. Open the dataset for writing. This blocks any other write attempts.
2. Read the dataset map file.
3. Append the new blocks, updating an in-memory copy of the map file
while doing so. A filesystem synchronisation call is made after each
write to force the buffers to be flushed to disc.
4. Write the new map file, temporarily blocking any other users from
accessing it while doing so.
5. Close the dataset.
Any readers accessing this dataset while the new blocks are being written
will get an old copy of the map file and so will not see the new blocks until
the writer closes the dataset. The worst-case failures are that a block write
will fail, in which case the writer user will be informed and can try again;
or that the map file write will fail, in which case the database can rebuild
the file by scanning the dataset.
To search a dataset a simple binary chop algorithm is used, removing
the need for any indices. Only the time values at the beginnings of blocks
are read during the search and so the processing load is very low, although
several disc seeks are required per search.
8.3.2. Complications: Time and Location
To make meaningful comparisons between signals recorded at different sites
they must all be aligned to the same time base. For slow speed loggers
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this is not a problem, they can be set to the same time as the PC used to
configure them before their initial deployment and will remain sufficiently
in synchronisation for 15 minute measurements for many years. As soon as
the sampling speed exceeds one sample per second two issues appear: clock
drift caused by imperfect oscillators becomes significant, and leap seconds
must be managed.
“Leap seconds” are single seconds added to or subtracted from the Co-
ordinated Universal Time (UTC) time base in order to keep it aligned with
mean solar time [122]. Since they are made necessary by random fluctua-
tions in the Earth’s rotation they are impossible to calculate mathematically
and so a look up table is the only way to manage them. To avoid prob-
lems with loggers that might not have a communications connection the
InfraSense system avoids this problem by using a time base, “InfraTime”,
derived from the GPS time base which ignores leap seconds [123]. GPS
time is specified in terms of a week number and the number of seconds into
that week, with week 0 defined as starting on the sixth of January 1980 (a
Sunday) at 00:00:00 UTC. InfraTime simplifies this into a single 48-bit fixed
point number composed of a 32-bit integer holding the number of non-leap
seconds from the GPS time epoch (allowing the time system to stretch com-
fortably into the 22nd century) and a 16-bit fractional part, allowing 1/65536
sub-second timing accuracy.
The conversion from InfraTime to UTC is made only when data is viewed
or downloaded from the system and so only the user application needs to
handle the leap second conversion table. The one place where an exception
may need to be made to this rule is in the generation of dataset subsets.
In the current system implementation each subset starts at the first round
UTC boundary following the start of a dataset (for example, if a dataset
started at 12:34:56 then the first one minute subset would start at 12:35:00
and the first fifteen minute subset at 12:45:00) and subsets points always
cover a fixed number of seconds. This means that should a leap second occur
in the middle of a dataset then subset points following the leap second would
be offset by one second, as shown in table 8.3, and wouldn’t line up with
subsets started following the leap second. In practice subsets are only used
for viewing large periods of data or for low temporal resolution processing
where an offset of a few seconds is insignificant and so this issue is not
expected to cause problems.
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InfraTime (hex)
Leap Seconds
UTC Time
(since 1980 epoch)
3d1a5517.0000 15 2012-06-30 23:58:00
3d1a5553.0000 15 2012-06-30 23:59:00
3d1a558f.0000 15 2012-06-30 23:59:60
3d1a55cb.0000 16 2012-07-01 00:00:59
3d1a5607.0000 16 2012-07-01 00:01:59
Table 8.3.: The effect of leap seconds on subset data point timing.
As well as having an imperfect rotational rate, the Earth is also not a
perfect sphere, and therefore all form of location measurement have to use
an approximation to an ellipsoid that best matches their locality. The Ord-
nance Survey National Grid system in Great Britain uses the Airy ellipsoid
and the “OSGB 36” datum, formalised in 1936; much of Western Europe
uses the 1924 “International Ellipsoid” and the 1950 “ED 50” datum; and
the Global Positioning System (GPS) uses the “WGS 84” (World Geodetic
System 1984) ellipsoid and datum.
All official mapping in Great Britain, and therefore the water company’s
Geographical Information System (GIS) that maintains maps of all company
assets, uses the Ordnance Survey National Grid. However, all logger geolo-
cation is performed using a GPS system which is based around WGS 84.
Conversions between the two datums can only be approximate due to their
differing ellipsoids [91]. In the same way that all logger data was stored
using its raw ADC values, the decision was made to store all geolocation
data in the database using WGS 84 latitudes and longitudes. These are
converted to National Grid northings and eastings only when they are used,
allowing for the updating of the geographical conversions library in much
the same way that calibration values can be changed without affecting the
original data.
8.3.3. Web Interface
All user interaction with the new data management system is via the web
interface shown in figure 8.5. As well as the selection and viewing of datasets
this provides access to all of the metadata, including the ability to edit
it, and allows deployment sites to be plotted on a map along with pipe
information.
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Figure 8.5.: The InfraSense web interface.
The InfraSense web interface is a JavaScript application written using
the AngularJS framework [124]. This communicates with a standard web
server (currently Apache [125]) using Ajax techniques [126] to send JSON-
formatted requests [127] over a secure (HTTPS) web link. The web server
passes these requests on via an SCGI interface [128] to a “gateway” server.
This server then forwards the request to the appropriate database server
on the same or a different machine, receives the reply, and then sends that
reply back to the web server. All of the data is protected by passworded
user accounts on the server.
This web interface is much faster than the Matlab interface and consider-
ably more user friendly, requiring no special knowledge, or expensive Matlab
software, to browse data.
8.4. Data Processing
Data processing programs, such as those used to generate the inflexion and
other data used for this thesis, also communicate with the web server via an
HTTPS interface. A C language library has been written which wraps up
the communication complexities and provides a simple interface for logging
in to and sending commands to the database. An example of a simple
program which connects to the database and downloads information about
a dataset is given in appendix D.
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Currently, all data processing tasks are run from the command line or
batch system on the database server but it is expected that in the future
a more complex job control system will be implemented that allows job
selection and control via the web interface.
8.5. Performance
The three key metrics that can be used to judge the speed of this new
database are:
1. How fast blocks can be read out of the database.
2. How fast a dataset can be cloned. This tests both read and write
performance simultaneously and is a more realistic test than a pure
write-only test since the speed of uploading data from loggers is more
likely to be limited by their communications bandwidth, whereas this
clone test is a test of the maximum speed that a dataset processing
task could run at.
3. How long database searches take. Data processing, reading, and up-
load will generally be performed upon long contiguous streams of
blocks but the number of searches per second will give an indicator of
the maximum number of simultaneous users than can be supported.
The tests listed in table 8.4 were performed using a C program that com-
municated via the database’s HTTPS interface while running on the same
machine as the database. The machine was one of the current InfraSense
servers, an HP ProLiant DL320 G5p with an Intel Xeon X3210 processor
running at 2.133GHz with 4GB of RAM and a Seagate ST2000NM0033
2TB, 7200 RPM, SATA hard disc. For comparison, the equivalent write
speed of the first PostgreSQL database was approximately four blocks per
second, two orders of magnitude slower.
8.6. Scalability
The test of any data storage system is whether it can scale properly without
the storage or processing requirements becoming problematic.
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Test Blocks per Second vs Real Time (64 S/s)
Read 2085 ×8210
Clone 566 ×2230
Search 178 —
Table 8.4.: New database performance tests.
The current InfraSense database uses approximately 100GB of disk space
to store the 35 billion measurements collected during this project, much less
than the 1.5TB that PostgreSQL required to store the same amount.
As noted previously, the metadata requirements will never be large, even
storing information for a whole water company would be well within the
bounds of a desktop database. Were InfraSense to be used for long term
deployments over a whole company then it would be unrealistic to expect
raw data to be collected from all devices — that would require massive
manpower to visit all of the sites to download it — so it is assumed that
inflexion data would be transmitted wirelessly to a central database instead.
Inflexion data is greatly compressed compared to the raw data, with 100–
200 fewer data points required, but has to be stored as a sparse dataset (63
values per 512 byte block) since there is not a consistent spacing between
data points.
Assuming a set of 500 data loggers running a single channel at 64 S/s and
transmitting inflexion data compressed at 200:1 to a central server, each
logger would generate, per day:
(
86400× 64
200
)
/ 63 = 439 blocks (8.1)
Each block is 512 bytes in length and so 500 loggers would generate, per
day:
439× 500× 512B = 107MB (8.2)
This is only 40GB per year and so a single modestly-sized server could
store data for many years.
The current, index-free, search mechanism requires approximately the
same number of seek operations per search regardless of the size of the
dataset that it is searching, this therefore scales well. A server of the type
that is currently in use with the project, despite being over six years old,
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would be capable of supporting several dozen simultaneous users browsing
raw and processed data sets. In reality more users than this could be accom-
modated since it is unlikely that they would all click to search at exactly the
same instant. Also, the only people who would choose to view the raw or
inflexion data are likely to be technicians investigating a particular problem.
In most cases users would only ever view highly processed data such as the
colour-coded maps described in section 6.6 on page 148. The data retrieval
load for these would be orders of magnitude less than that of retrieving raw
or inflexion data.
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9. Data Logging Hardware
9.1. The Need for Custom Hardware
As described in section 2.3.1, no commercially-available systems existed at
the start of this project for performing long term, high-speed, data logging
on distribution networks. This necessitated the development of new data
loggers in order to collect the data that the key analysis element of this
thesis pivots upon. The wet, muddy, and vibratory deployment environment
combined with the need to survive frequent handling by network technicians
meant that the physical design of the new loggers was as critical and as
challenging a task as the design of the electronics.
Two models of data logger and associated support equipment were de-
signed and constructed during the course of this project, one hundred data
loggers in total, and this, combined with the design and implementation of
the data management system, consumed a large portion of the effort over
the past four years.
The current data logger, the “InfraSense TS”, is a class-leading high-speed
logger that has already seen service in multiple water companies outside of
Essex and Suffolk Water, as part of other projects, and which continues to
be used at the current time.
9.1.1. Minimum Specification
The minimum data logger requirements were listed in section 2.3.1 on
page 43 and are restated in table 9.1. The minimum storage requirements
make the assumption that sub-byte packing is not used (for simplicity), and
thus that all values between 9 and 16 bits in length require two bytes to
store. The storage requirements for both single and double channel logging
are shown, with double channel logging required for logging both sides of
active network elements such as pressure reducing valves.
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Resolution 0.1% full scale 11-bit ADC (see note in text)
Logging speed 50 S/s 20ms/S
Duration 1 month
248MB (1 channel)
496MB (2 channels)
Table 9.1.: Minimum data logger specifications.
Note that a standard analogue pressure transducer has an output range
of 0 to 5V, of which only the range 0.5–4.5V is valid and corresponds
to zero to full scale. The input circuitry must be able to read voltages
above or below the valid range in order to detect a transducer short circuit
or failure, respectively. The minimum number of discrete intervals that
a 0.1% full scale input channel must be able to distinguish is therefore 1250
((5/(4.5 − 0.5)) × 1000). An 11-bit analogue to digital converter (ADC) is
therefore required since log2 1250 = 10.3.
9.2. Early Systems
The loggers used in the first two field trials were InfraSense iMotes which
had been produced for an earlier project. These are based around the Intel
iMote2 platform [129] which includes an XScale ARM processor, 32MB
flash memory, and 32MB RAM. They run an embedded version of Linux
and so may be programmed in a similar manner to desktop computers. The
iMote board was fitted with a high performance Digital Signal Processor
(DSP) daughterboard and connected to GPS and GPRS (mobile phone)
communications systems. They may be connected to up to four analogue
transducers to which they can supply a 5V excitation voltage and from
which they can read a 0.5–4.5V signal at up to 400 S/s.
These systems consume over 1W of power continuously and so require
large capacity batteries. This limits their deployments to large hydrant
chambers such as that shown in figure 9.1. Even with these large batteries
they will only log for approximately 14 days.
The iMote has an inbuilt GPS receiver that it uses to initialise its internal
clock. This does not function when the unit is deployed in a chamber and
so the aerial has to be removed before deployment. There is no external
indication of when a GPS fix has been obtained and so a laptop must be
plugged into the logger to detect this. The use of laptops in the field (fig-
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Figure 9.1.: InfraSense iMote logger deployment during field trial 1.
ure 9.2) is far from optimal unless expensive water and shock-proof laptops
are used and so the later logging systems used a custom “Onsite Deployment
Controller” instead (see section 9.4).
9.3. InfraSense LP
The system board of the InfraSense LP logger was designed by the author for
the WINES project [46] which preceded this research project and followed on
from earlier work on a much simpler ubiquitous computing device known as
the “Beastie One” [130]. A simplified block diagram of the logger is shown in
figure 9.3, it has an Atmel ATmega3250 8-bit processor which runs at 8MHz
and executes 4–8 million instructions per second. It has 32 kB of program
memory, 2 kB of high speed RAM, and 512 kB of slow-speed, non-volatile,
FRAM memory. An SD memory card socket is provided for additional
storage of up to 2GB.
It has four analogue interfaces which can each supply an individually
software-controlled excitation voltage of 5–18V. Inputs can be either volt-
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(a) iMote and battery waiting to be in-
stalled.
(b) Laptops are not an ideal tool to use
in the field.
Figure 9.2.: Early iMote logger installation.
Figure 9.3.: InfraSense LP block diagram.
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ages in the range 0–18V or currents in the range 0–40mA, sampled at up
to 128 S/s. The WINES project called for tight networks of sensors com-
municating over local radio links and so the LP also has a 433MHz radio
with a range of up to 0.5 km. This radio link has shown itself to be use-
ful in the current project too, being used for time synchronisation and for
transmitting debug information.
The design of data loggers to be deployed in the field for long periods
of time is constrained by the size of battery that they can use. One of
the largest capacity batteries available on general sale is the Tadiran TL-
5937 disposable lithium thionyl chloride battery [131]. This battery is small
enough to be used in equipment that must fit into standard hydrant cham-
bers and supplies 35Ah at a nominal 3.6V. This gives it a total capacity
of 126Wh (for comparison, a typical small car battery will provide 500Wh).
If the logger is to run unattended for between three and six months (to
match the service timescales of other water equipment such as pressure re-
ducing valves) it must therefore draw no more than 29–58mW (8–16mA
at 3.6V), including the power required to run any pressure transducers
(approximately 10mW each).
This power restriction limited the logger design, in 2009, to using low
power 8-bit microcontrollers (as of 2015, some small ARM microcontrollers
can approach 8-bit microcontrollers in terms of power consumption). These
will typically run at a speed of a few megaHertz and have a few tens of
kilobytes of program memory and a few kilobytes of random access memory.
They will consume in the order of 50mW at 100% load. This choice of
processor has a serious impact upon the algorithms that may be run on the
logger, as described in section 4.3 on page 89.
The lowest power equipment that would not unduly restrict algorithm
choice and which was available in 2009 were small embedded computers
such as the Gumstix [132]. These are comparable in power to cell phones
but require 1–2W to run. The Tadiran battery would last less than a week
powering one of these.
The LP design was optimised for low power and with the current logging
software it consumes about 25mW continuously. With 10mW of trans-
ducer installed this gives it an approximate lifetime of four to five months
when using a 35Ah lithium battery pack. This battery pack is considerably
smaller than the lead-acid pack that the iMote loggers use and so the LP
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Figure 9.4.: InfraSense LP deployment in standard hydrant chamber.
loggers can be deployed in much smaller chambers as shown in figure 9.4.
9.3.1. Timing Inaccuracies
The LP loggers have a crystal oscillator with an accuracy of 20 ppm (which
equates to two seconds per day). While preparing the loggers for their first
field trial it was found that under certain very specific circumstances the
accuracy of this oscillator would degrade dramatically, down to 2000 ppm
or worse. This was caused by a fault in the PCB design that ran one of the
data lines for the SD card too close to the crystal. When the SD card was
in use voltage fluctuations on this line upset the correct oscillation of the
crystal.
To solve this problem a real-time clock (RTC) daughterboard was pro-
duced and installed in all LP loggers by the end of 2011. This board fitted
on top of the main logger PCB and connected to it via an existing expan-
sion interface as shown in figure 9.5. Modifying the loggers in this way was
far cheaper (approximately £50 for an RTC board and cable versus £400
for a new logger PCB) and quicker than fixing the fault on the main PCB.
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Figure 9.5.: Real-time clock board (yellow) fitted to LP logger PCB (green).
This new clock has a temperature compensated oscillator and is accurate
to 2 ppm. The time on this chip is set when loggers are deployed using an
external GPS-based device which transmits a time signal over the 433MHz
radio link as described in section 9.4.
9.3.2. Non-Linear Input Response
The LP loggers also had a problem with a non-linearity on their inputs,
shown in figure 9.6. A sine wave (top waveform) is fed to a logger but a
fault in the input circuitry creates a “flat spot” so that the analogue to
digital converter sees the lower waveform. The non-linearity is completely
flat and so post-processing cannot recover any signals that occur within the
flat area. This resulted in the loss of detail in several sets of logged data.
This problem was caused by a fault in the software controlled potential
dividers that are used to reduce the input voltages down to a level that
the analogue to digital converter can cope with. There was no hint of
this problem in the potential divider data sheet and so it was completely
unexpected.
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Figure 9.6.: LP logger input non-linearity. The top signal is the input and
the bottom signal the output.
The position of the flat spot is related to the supply voltage to the poten-
tial divider and so a workaround was created that takes one of the sensor
channels out of use and uses its transducer excitation voltage to drive the
potential dividers at a high enough voltage that the flat spot is out of the
normal input range of the ADC. After this fix was applied to all LP loggers
in 2011 no further problems were encountered.
9.3.3. Robustness
The loggers in this project were used for surveying DMAs and so were moved
from site to site on a regular basis. The logger and battery module enclo-
sures were made from 3mm thick aluminium which withstood this regime
well. However, each move also required the disconnection and reconnec-
tion of the battery module and pressure transducers. The LP loggers used
waterproof connectors, Bulgin Buccaneer 400 Series, which are rated to an
“ingress protection” level [133] of IP68, or completely waterproof. As shown
in the cut-away diagram taken from the product datasheet in figure 9.7 these
connectors rely upon a single internal O-ring in order to make a waterproof
seal. There is no sealing around the pins of the connector itself. The re-
alities of working onsite meant that fine sand and grit inevitably got onto
the threads of the waterproof connectors and into their seals, causing the
threads to wear and jam and the seals to leak. In addition, the variation of
the air temperature caused enough of a size change between the polyamide
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Figure 9.7.: Buccaneer 400 Series cut-away (image from datasheet).
connectors and the aluminium enclosure to cause the connector lock nuts
to loosen over time. This led to additional leaks, some of them serious as
shown in figure 9.8 — this logger was removed from service after this photo
was taken due to irreparable corrosion damage on the PCB. Finally, in a
couple of cases the connectors were accidentally broken during deployment,
also compromising the seals.
The loggers store their data on internal SD memory cards and so the
logger case had to be opened in order to extract the card to download
the data from it, this typically occurred once every four weeks. As well
as being a surprisingly tedious and time-consuming activity, swapping the
memory cards for blank ones also caused wear and tear on the rubber gasket
which sealed the enclosure. This, along with the problems with connectors,
ultimately led to the loss of eight LP loggers over the course of the project
to water damage.
Several methods were employed to fix the problems during the project:
the lock nuts and backs of the connectors were sealed with thermoplastic
adhesive, the enclosure gaskets were replaced regularly, and the enclosures
were packed with silica gel sachets in order to absorb any moisture that did
enter. These measures allowed the remaining LPs to survive long enough for
the next generation InfraSense TS loggers to be introduced. At the time of
their retirement, many of the connectors on the LPs were so badly damaged
220
Figure 9.8.: Flooded LP logger.
by abrasion from grit and sand that they barely mated and so the loggers
could not have been used for much longer.
9.4. Onsite Deployment Controller
As described in chapter 3, the original LPs had a simple clock system that
recorded only relative time from the moment that the batteries were at-
tached. This complicated deployments since the absolute time had to be
noted manually at this moment.
With the development of the real-time clock modification the opportunity
was taken to develop a better means of deploying loggers that would provide
a better time fix and simplify the deployments, ultimately leading to a
system where loggers could be deployed by a single technician.
The Onsite Deployment Controller (ODC), shown in figure 9.9, uses the
same processor as the LP logger (to remove the need for multiple develop-
ment systems) combined with a GPS module, short range 433MHz radio to
communicate with the logger, bitmapped LCD display (96×40 pixel), and a
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membrane keypad. The ODC has an IP56 waterproofness rating — limited
by the membrane keypad — which allows it to survive everything short of
full immersion. It is packaged in a robust aluminium case for use on site,
and far more practical for use in the field than a laptop.
Since the ODC uses a GPS receiver to obtain an accurate time fix it is
also able to determine its current location, this is sent to the logger when
it is deployed along with the time stamp and use to geolocate each dataset
when it is read into the central database.
Even with the new real-time clock extension, the logger clocks are only ac-
curate to approximately 2 ppm, meaning that they can drift by up to 170ms
per day.1 The drift is primarily temperature-related and so given a rela-
tively constant diurnal temperature fluctuation the average drift is linear.
To correct for this the new InfraSense TS loggers are able to accept an addi-
tional timestamp upon collection which can be used to apply an adjustment
to the data timestamps when they are uploaded.
9.5. InfraSense TS
Fred Brooks, in his seminal work on project management, “The Mythical
Man Month” [134], describes the problem of the “Second System Effect”:
the tendency of designers to overcomplicate the second version of a design
as they add on all of the ideas they had during the creation of the first,
prototype, system. The InfraSense LP system board was designed after the
author’s first ubiquitous computing system, the Beastie One, had been in
use for several years in multiple research projects [135, 136]. The LP is
a complex design, a 160×100mm PCB with components mounted on both
sides, made necessary by the large number of analogue components required
to support the four highly flexible transducer interfaces. These interfaces
are able to support a wide variety of analogue transducers, with excitation
voltages of 5V to 18V and either voltage or current inputs up to 18V
or 40mA. It has a two-layer non-volatile memory (FRAM plus SD card),
various self-monitoring circuits, and a socketed radio module to allow for
frequency changes. This complexity, a combination of vague design goals
1As of 2015 more accurate temperature controlled oscillators are available, down to
about 0.5 ppm, but they have significantly higher power requirements. Accuracies
greater than 0.5 ppm are not obtainable without exotic and power-hungry technologies
such as miniature atomic clock modules.
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Figure 9.9.: Onsite Deployment Controller in use.
during the project that spawned the LP plus the second system effect, led
to a system that was complex to program and which had a higher than
optimum power consumption.
Whilst the LP was able to connect to a wide variety of different sensors,
in use it was only ever used with 5V pressure transducers. The development
of the new InfraSense TS logger started after the LP had been in use in the
field for two years and the lessons learnt there drove its design. The key
design criteria were:
• Lower power consumption.
• Field-replaceable batteries (as for the LP).
• Field-replaceable memories (without opening enclosure).
• Smaller size (the LP would not fit in all hydrant chambers).
• Increased robustness and waterproofing.
• Fixed transducer interfaces: two pressure transducers, plus one in-
strumentation (4–20mA) interface for connecting to flow meters.
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Figure 9.10.: InfraSense TS block diagram.
In addition to these requirements, part of the TS development was being
funded from outside of this project and a requirement was that the tech-
nicians involved in the other project must be able to upload data to the
database more easily than with the LP system. Extracting data from the
LP loggers involved opening their cases to remove their SD memory cards,
uploading these memory cards as images onto a PC, and then running a
script to upload the data to the database.
The layout of the InfraSense TS is shown in figure 9.10. It uses the
same Atmel 8-bit processor and radio module as the LP but the rest of
the system is completely redesigned and simplified. The real-time clock
chip is integrated into the main system, no on-board non-volatile memory
is provided (since it was never used on the LPs), and its transducer inter-
faces have been considerably reduced in complexity. The TS is only able to
drive two 5V transducers and connect to a two-wire 4–20mA instrumenta-
tion interface [137]. The maximum sampling rate allowed by the hardware
is 128 S/s but the loggers were run at 64 S/s during the experimental pro-
gramme in order to extend their possible deployment time. Storage is pro-
vided by external memory modules so that data can be uploaded without
opening the logger enclosure.
The simplification of the transducer interfaces means that the TS draws
approximately 36% less power than the LP, as shown in table 9.2 and
figure 9.11. The same transducers, Measurement Specialities Inc. US333-
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Logger Voltage
Transducers/mA
0 1 2
LP 3.6 7.34 10.51 13.36
TS 7.11 2.37 3.91 5.45
Table 9.2.: InfraSense logger average current draw.
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Figure 9.11.: InfraSense logger power consumption.
000002-020BA (20 bar) devices [138], were used for both loggers. These
transducers draw a continuous 10mW when connected. The transducers
have a settling time significantly greater than the time between samples
at 64 S/s and so have to remain powered on all the time that the logger is
running rather than being shut down between measurements to save power.
Attaching a device to the 4–20mA interface does not cause any additional
power draw since that interface is powered by the 4–20mA transmitter, not
the logger.
9.6. Continued Logger Use
As of May 2015 the TS logger, shown in figures 9.12 and 9.13, has been
successfully deployed over hundreds of sites and has collected many tens
of billions of measurements, spanning several UK water companies. The
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Figure 9.12.: InfraSense TS deployment.
experience gathered over the course of this project using the older iMote and
LP loggers came together to create a robust, reliable, device that continues
to be used at the present time. While not perfect, it is still a class-leading
device and a worthwhile legacy of this project.
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Figure 9.13.: InfraSense TS transport cases.
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10. Exploitation of Results
10.1. Introduction
One of the key aspects of an Engineering Doctorate is that it takes place
with the assistance of a commercial entity, in this case Essex and Suffolk
Water, and that it has the potential to feed its results back into that entity.
This chapter examines the benefits that high speed logging can provide
to a water company and also looks at one possible path for commercialising
the project. Water companies are not in the business of developing new
electronics and computer systems and so the model of a lean start-up com-
pany is examined. Such a company, possibly funded in part by the water
industry, represents one possible way in which the systems developed during
the course of this project could be made available to a wider market.
10.1.1. Improvement of Key Performance Indicators
The calculation of network impact metrics and the wider awareness of the
incidence of transients can allow companies to modify their networks in order
to “calm” them and reduce their occurrence. The calming of networks has
the potential to benefit multiple OFWAT Key Performance Indicators (KPI)
by reducing failures, reducing the wastage of energy, reducing leakage, and
through these, increasing customer satisfaction:
• Improve the Service Incentive Mechanism (SIM) score by reducing
failures.
• Reduce water supply interruptions (both planned and unplanned).
• Reduce greenhouse gas (GHG) emissions by reducing wasted energy
and water.
• Improve system serviceability by prolonging the life of assets.
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• Increase water quality by reducing instability-related failures [11].
• Reduce leakage, and thus improve the security of supply.
10.1.2. Preventing Information Overload
Simply using a high speed logging system in the same way that fifteen
minute loggers are used, drawing graphs and manually interpreting them,
will result in rapid information overload for the operators, especially if high
speed loggers are installed widely over an entire water network. A key ad-
vantage of the InfraSense system, combined with the D3TA framework, over
other high speed loggers is the automatic analysis of the data. There will
rarely be a need to look at the raw data collected by the loggers, with oper-
ators instead looking at geographical overview displays where the meaning
of the data is extracted and displayed on a map so that they can see, at a
glance, where the network problems are.
Just as important as displaying where potential network problems are is
displaying where they are not. This allows the same maintenance workforce
to cover a larger area by reducing the maintenance frequency in those sec-
tions of the network that do not require it and increasing it in those that
do.
Where maintenance is carried out the high speed loggers can track net-
work operations, such as valving, to ensure that they are carried out in
the correct manner. Any over-rapid valve movements will cause transients
which will be picked up by the system.
Any problems caused by DMA layout changes, whether manual and long
term or changed frequently by automatic systems [139], can be detected and
reported upon. The environment in the pipes leading up to a burst can be
examined by downloading historical data from the loggers and compared at
multiple points, even if the environment at any given point wasn’t enough
to trigger the detection of a transient. The propagation of instabilities can
be tracked and the sources of problems identified.
10.2. The Traditional Business Model
75% of all startup businesses fail [140]. This is a bleak statistic: what are
these businesses doing wrong, and what should they be doing instead?
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Figure 10.1.: The waterfall product development process, after [3, Fig 1.2].
In the absence of other ideas, startup businesses are treated as though
they were established businesses bringing a new product to market. They
follow the standard new product introduction “waterfall” process shown in
figure 10.1: a concept is developed into hardware and support structures,
these are tested in a controlled environment, and then the system is released
upon the market as a fait accompli. A fixed business plan and predictions
of income will have been used and from this point onwards the emphasis is
upon sales of the new system, with major changes difficult or even impossible
to achieve.
The first InfraSense system used in this programme, the InfraSense LP,
was developed using these ideas:
1. A detailed sensor requirements specification was drawn up that al-
lowed each of the sensor channels to drive many different types of
sensor (voltage or current, with a wide range of drive voltages).
2. This was developed into a hardware system.
3. The hardware was tested in the laboratory.
4. Finally, the hardware was released upon the “market”: the research
project.
A business built in this way starts with the assumption that it knows
what the customer wants and emphasises the building of systems, not the
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testing of ideas in the marketplace. A problem arises when, having spent
a large amount of energy, time, and money upon the introduction of a new
system, the market turns out to be different from that originally supposed.
The startup is now in major trouble: most of the original investment will
have been used to bring the system to market and little is available for
changes or retargetting. Traditional business plans do not allow for trial
and error and will be relying on income from sales at this point. If these
are not forthcoming then the startup will fail.
As the LP was used in the field during the course of this project its short-
comings became clear: it was overly complex, in reality only a very few
different types of sensor interface were ever used; its clock system, designed
with the presupposition of a basestation delivering regular updates, was in-
adequate; and the connectors on the case proved to be insufficiently robust,
meaning that many units were damaged by water ingress. The “market”
had been misjudged.
10.3. Startup Businesses are Different
Faced with trying to explain the large numbers of failing startups, the serial-
entrepreneur and academic Steve Blank developed the “Customer Develop-
ment” model [3], a cornerstone of the “lean startup” concept later devel-
oped by both Blank and Eric Ries [141]. The key idea in this concept is
that startups are different to established businesses: a startup business is
about unknowns and the purpose of a startup business is not to implement
a fixed business model and attempt to sell things but to search for a viable
business model. Lean startups emphasize agile development and the abil-
ity to “pivot” (change direction) when assumptions are found to have been
wrong.
Instead of deciding upon a fixed business model and then working to take
that to market, the purpose of a startup is to discover the market and de-
velop its customers. Once a potentially successful market has been found
the startup can work on scaling up to exploit that market, secure in the
knowledge that customers exist. This approach is shown in figure 10.2.
The flexible startup starts by identifying a few early customers (“customer
discovery”) and working with them to produce a basic, saleable, system;
having developed a test market a sales plan is created and tested (“cus-
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Figure 10.2.: The customer development process, after [3, Fig. 2.1].
tomer validation”) and this is used to create demand and finally grow the
startup into a fully fledged company. Critically, each step is testable, and
if the company’s ideas are found to be non-viable then the plan allows for
backtracking (“pivoting”) and trying again.
This approach to running a startup will now be examined using the new
InfraSense TS system as a starting point. The TS was developed after the
InfraSense LP had been in use in the field for about two years and built upon
lesson learnt during that time: it has simpler interfaces, uses less power, is
smaller and more robust, and the web-based user interface is designed for
an end-user in a water company rather than a researcher in a university.
10.3.1. The Market
New product introductions fall into one of two broad types: bringing a new
product into an existing market, and bringing a new product into a new
market. The type of market determines the approach taken.
There are two potential existing markets that the TS system might enter:
high speed transient logging, and fifteen minute DMA-wide logging. The
existing high speed logging market might at first seem the obvious choice,
the TS is, after all, a high speed transient logger. Table 10.1 shows the
capabilities of some existing high speed (“HS”) and fifteen minute/low speed
(“LS”) loggers. With the exception of the Aquas, high speed loggers are
sold as survey devices, designed for temporary installation in a problem
area and then to be removed and downloaded. They either log all data at
high speed for a short period of time or trigger only when the gradient of
the input exceeds a particular level, with no data logged between detected
transients. Data analysis is manual, with the software providing views of the
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raw captured data for the user to interpret. The nature of these devices sold
for surveying means that they require a high manpower input to manage
the frequent installations and collections. The Aquas is designed to be
permanently installed but it, like the other high speed loggers, requires
manual interpretation of its data, another high manpower input. The high
workforce requirements mean that no water company will ever be able to
buy more than a handful of these devices and so the total potential market
is small.
The number of low speed loggers installed by a water company is much
larger, at least one per DMA, and so the potential market is much higher.
They are permanently installed and transmit data automatically back to
a central server and so require no onsite attention once installed. None of
the low speed loggers can log at a high enough speed to record transients,
and even if they could, their lack of onboard processing would mean that it
would not be feasible to transmit all of this data back to their central server
for transient detection to take place.
The InfraSense system is able to perform all of the functions of a low
speed logger and a high speed logger. It is able to generate standard fifteen
minute data logs for storage in a water company’s conventional database
as well as providing insights into hydraulic instabilities. Crucially, it is
able to use advanced processing algorithms to convert raw transient and
instability data into high level information meaning that lots of InfraSense
loggers could be installed in a network without overloading the operators
with information.
It seems then that the InfraSense system does not fit neatly into either of
the existing logger marketplaces: it is a new product entering a new market.
It has the potential to tap the large market of permanently installed data
loggers while simultaneously providing better features than existing high
speed loggers.
By definition, new markets have no customers yet. The key here is there-
fore not to try competing with other products which occupy other markets
but to try and fully understand this new market. Does a large enough cus-
tomer base exist? Can they be persuaded to buy this product? A startup
doing this must ensure that it keeps its cashflow under control and does
not try to grow before it has customers to sell to, and, most importantly of
all, it must be prepared to change if its initial assumptions about the new
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market turn out to be false.
10.3.2. Customer Discovery
A startup in its discovery phase, when it is searching for a viable business
model, must evolve as it acquires knowledge and experience. This can make
monitoring its progress difficult since there will not, by definition, be a
formal business plan in place. Different metrics must therefore be used.
A useful tool for tracking the progress of a startup is the “Business Model
Canvas”, first developed by Alexander Osterwalder [142, 143]. This canvas
describes the key areas of the company and allows the relationships between
them to be more easily seen. The following areas are used (paraphrased from
Blank and Dorf [3]):
Value Propositions that the company offers.
Customer Segments that will use the product.
Distribution Channels to reach the customers.
Customer Relationships to create demand.
Revenue Streams generated by the value propositions.
Resources needed to make the business model possible.
Activities necessary to implement the business model.
Partners who participate in the business and their motivations.
Cost Structure resulting from the business model.
The startup should regularly test the hypotheses on the canvas using ex-
perimentation and be prepared to change them. The need for experimenta-
tion means that the systems used by the startup should, wherever possible,
be flexible so that changes can be made quickly. The InfraSense TS system
puts all of the visualisation and analysis software onto a central server where
it can be changed without needing to visit the customer. The hardware is
all field updateable so that new software can be rolled out to it with the
minimum of effort when necessary.
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The InfraSense Business Model Canvas is shown in figure 10.3, on iter-
ation number 1. It is hoped that the flexibility of the system would allow
the model to evolve to meet the market.
10.3.3. The Minimum Viable Product
As explained above, a new market for a new product starts with no cus-
tomers. A startup should not be aiming to initially support a lot of different
types of customer, it does not have the resources to do this. It should find
a few potential customers and work to support their needs.
With just a few customers to support a relationship can be developed with
them which will be advantageous to the customer (personal service) and ad-
vantageous to the startup (a willing source of requirements and a testbed
for new ideas). The ideal first customers are those who have identified a
problem, have been looking for a solution, and who have money to spend
on it. If these first enthusiastic customers, described by Blank as “early-
vangelists”, can be identified and a good working relationship developed
with them then they will spread the word about the new product within
their industry and develop more customer demand. Most importantly, they
will be willing to pay for access to the new product even at its most early
stage. This is a far better approach than rushing out alpha or beta quality
software to the larger market where those who have a less pressing need for
it may highlight the problems rather than the advantages.
The first system developed by a startup, the “Minimum Viable Product”
(MVP), should be developed for the earlyvangelists. It must be good enough
to satisfy their immediate needs but need not be as polished as the final
product will eventually be. It must be flexible enough to be changed if
the customers discover that their actual needs are not what they originally
thought.
The InfraSense TS MVP consists of loggers with removable memory mod-
ules plus upload units for uploading data. This is a simpler and cheaper
to run system than using loggers with GPRS (currently the eventual aim
of InfraSense) and means that data processing can be prototyped on the
server backend rather than in the loggers. This makes the process much
faster and easier to change as requirements evolve.
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10.3.4. Customer Validation
If the MVP has been successful then “earlyvangelists” should be happy and
others within their industry should be asking about it. The startup should
now have a good understanding of their customers’ needs, a confirmation
that their product actually solves a problem, and have estimates of the size
of the potential market and what the market is prepared to pay.
If the potential new market size is sufficient to support the existence of
the company then it can proceed to its next stage, customer validation: the
building of a sales roadmap.
InfraSense as a potential company is still too embryonic to proceed to
this stage and so it will not be covered in this chapter. Unlike traditional
business plans, which can plan a complete company from day zero, the
use of the customer development model means that we cannot go past the
customer discovery step until we have enough information to proceed. To
attempt to do so would be meaningless.
10.4. Conclusions
High speed logging has the potential to improve many water industry key
performance indicators. The InfraSense TS has the potential to open up
new markets but unless carefully managed it could fail as a startup business.
Traditional business models have a proven record of failing startups but new
ideas, “lean startups”, seem to provide a testable, scalable, and achievable
path for transferring the InfraSense technology from the research laboratory
to the marketplace.
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11. Discussion and Conclusions
11.1. Original Project Aims
When this project was initiated there was little knowledge about fluid dy-
namics and pressure transients in distribution systems. The original project
specification’s first question was “Do significant pressure transients occur in
distribution networks?”. Previous research by others had shown the exis-
tence of transients in transmission mains but there had been no large scale,
long term, studies on these, and hardly any work on the occurrence and
impact of transients in more topologically complex distribution networks.
The overall aims for this project were to explore the dynamic pressure ac-
tivity within distribution networks, determine to what extent this dynamic
activity affected system failure rates, and to produce an integral data acqui-
sition and analysis framework to allow further interpretation of the collected
data by deterioration or topographic models. These aims were summarised
as four primary research objectives, listed in section 1.3 on page 27, and
restated here.
I. Develop the Dynamic Data Driven Transient Analysis (D3TA) frame-
work described in section 1.2 on page 26, to relate continuous dynamic
hydraulic activity to network and asset performance while also isolat-
ing individual transient events for further analysis.
II. Formulate and quantify metrics within the D3TA framework that best
characterise the effect of the dynamic hydraulic behaviour upon net-
work performance indicators in order to prioritise financial investment
and maintenance decisions.
III. Provide a comprehensive set of metrics and encoded transient infor-
mation that may be used for more detailed hydraulic analyses of the
network, leading to control and topological modifications and improve-
ments.
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IV. Validate the hypothesis that keeping networks in a steady, “calm”,
state will reduce the number of failures and extend the lifetime of
assets.
These primary objectives were split into eight research and experimental
tasks for execution.
1. Develop an architecture for collecting, storing, and analysing the dy-
namic hydraulic pressure state within water distribution systems.
2. Design an extensive experimental programme for operational distri-
bution networks to generate a corpus of dynamic hydraulic pressure
recordings, their geographical and topological setting, lists of tran-
sients and other identifiable states contained within the recordings,
and, where possible, their likely causes.
3. Establish how common transients are in water distribution systems
and what their predominant causes are: routine network operation,
technician actions, or underlying network design.
4. Develop a lightweight and robust method for automatically detecting
the state of a network — transient or static — that is noise-resistant
and can detect both long and short period transients and hydraulic in-
stabilities. From this to enable the automatic bracketing of transients
for further analysis.
5. Determine a suitable set of metrics to describe the behaviour of a
dynamic hydraulic dataset over time, allowing it to be analysed and
compared with other datasets. In addition, the conversion into a se-
ries of metrics will allow information about dynamic behaviour to be
transmitted over restricted (bandwidth and/or power) communica-
tions links and incorporated into deterioration and analytical models.
6. Study existing metrics that describe network reliability and state and
investigate correlations between these and the dynamic behaviour of
the networks. This information, combined with the metrics from ob-
jective 5, can be used to improve the validity of pipe deterioration and
analytical models.
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Project Tasks
A D3TA framework 1 — — 4 5 — — —
B Data corpus — 2 3 — — — — —
C Analysis algorithms — — — 4 5 — — —
D Bursts vs. transients — — — — — 6 — 8
E Network analysis — — — — — — 7 —
Table 11.1.: Key project novelties compared against original project tasks.
7. Examine transients in the context of messages transmitted across a
communications network. How do transients propagate and degrade
as they travel, and what information do they carry? How can tran-
sients be compared, both temporally and spatially?
8. Present a method for describing the overall state, or “health”, in terms
of its dynamic behaviour, of a water distribution system with the
eventual aim of using it as an industrial analytical tool for maintaining
and extending the life cycle of critical assets.
11.2. Novelties and Key Contributions
11.2.1. Summary of Contributions
This project was able to satisfy all of its original research aims, in the
process creating a number of key novelties which are summarised below and
in table 11.1.
A. The data loggers, data management system, and processing techniques
developed over the course of this project together combine to make the
novel and powerful D3TA analysis framework for studying transients.
Very large quantities of high speed pressure data may be reliably col-
lected, stored, and then converted into metrics suitable for feeding into
deterioration models or automatically scanned for the occurrence of tran-
sients, using a novel probabilistic transient detection method.
B. A very large corpus of data (approximately 35 billion measurements
from 324 sites) was collected showing the frequency and magnitude of
transients within typical distribution networks. It has been demon-
strated that they can be caused by standard network operations such as
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valving or by network equipment such as PRVs. An exhaustive survey of
the largest water users in the Essex and Suffolk area showed that these
industrial water users were often the cause of severe pressure transients.
C. A set of lightweight analysis algorithms were developed to allow linear
approximation and compression of the pressure waveform, transient de-
tection, and the production of dataset metrics. By focussing on low
computational requirements, these algorithms have the potential to be
executed on the data loggers rather than requiring a powerful central
computer. This will enable the construction of novel logging networks
which use decentralised analysis.
D. The link between transients and failures was confirmed. The analyses
were able to confirm what sorts of pressure behaviour should be con-
sidered problematic for two different types of pipe, iron and asbestos
cement, and make the first steps towards an “impact metric” capable
of detecting network areas in need to calming. Significant progress was
made towards the goal of quantifying the effect of dynamic hydraulic
behaviour upon failure rates.
E. The transient detection algorithms from C, combined with new algo-
rithms for combining transients into “words”, allow for novel methods
of examining the topography of networks: detecting connected areas,
localising transients, and grouping multiple transient sources.
11.2.2. D3TA Framework
The D3TA framework, shown in figure 1.3 on page 31 and repeated here as
figure 11.1, allows the transformation of bulk high speed pressure data into
descriptive information.
The framework has two main threads: one produces sets of metrics that
can describe the dynamic hydraulic behaviour of an area of a water network
using a compact tuple representation, for use in deterioration and hydraulic
models; and the other generates a symbolic representation of the hydraulic
behaviour, converted into “words”, “symbols”, and “spaces”, that may be
used to compare and link multiple sites together.
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Figure 11.1.: D3TA framework dataflow.
11.2.3. Experimental Data
The data logging equipment and data management software created as part
of this project has allowed the collection of a very large corpus of data.
This data includes transients caused by, among others, factory inlet val-
ues (figure 11.2(a)), pressure reducing valves (figure 11.2(b)), pumps (fig-
ure 11.2(c)), and bursts (figure 11.2(d)).
These measurements have greatly increased the understanding of distri-
bution system behaviour and enabled the identification and elimination of
some problem transient sources as described in section 3.7.2 on page 80.
11.2.4. Lightweight Analysis Algorithms
The algorithms developed for the D3TA framework were designed to be
able to run on low power hardware, requiring no complex mathematical
operations and only small amounts of memory to operate. They may be
executed on the data loggers themselves, removing the need for these loggers
to transmit large quantities of data and allowing them instead to transmit
only descriptive metrics or compressed, encoded, waveforms.
The transient detection algorithms developed for D3TA outperform ex-
isting gradient-based transient detectors and are self-tuning, adjusting au-
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Figure 11.2.: Various transient types logged during the project.
tomatically to the hydraulic conditions being measured.
These high efficiency algorithms will allow the creation of distributed,
whole-network, monitoring system as shown in figure 11.3. Raw hydraulic
pressure readings would be captured and stored by the data loggers, and
only high level information transmitted to the central server, minimising
data transmission energy usage. The network of loggers will form a dis-
tributed database, allowing the retrieval of raw pressure data if required.
11.2.5. The Link Between Transients and Failures
The analyses described in chapter 6 confirm the link between hydraulic
transients and asset failures such as bursts. Two forms of analysing the
data based upon representative metrics are shown: multi-variate regression
models built using the Random Forest technique, and clustering based upon
multi-metric similarity.
The Random Forest models, while imperfect, are able to make predictions
of the possible reduction in failures when a network is “calmed”, has its
dynamic hydraulic behaviour reduced. The clustering methods are able
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Figure 11.3.: A distributed, whole-network, logging system.
245
to highlight potentially problematic areas of the network based upon their
behavioural closeness to other areas. Together, these techniques will allow
a move from reactive to predictive maintenance.
11.2.6. Network Topology Detection
Comparisons between different network areas are possible by converting the
hydraulic waveform into a symbolic form. Three applications of this sym-
bolic form were shown in chapter 7: the detection of hydraulically connected
sites, the localisation of a transient source, and identification of multiple,
overlaid, transient sources.
11.2.7. Comparison of the Different Analytical Methods
Of the three analytical methods explored in this thesis, Random Forest mod-
els, clustering, and word-based analyses, it is the Random Forest models,
described in section 6.4.2, which have had the most development. Work is
ongoing to prove these models using data collected from other water compa-
nies over diverse geographical areas. The current results from this additional
work are highly promising and this technique is being incorporated into new
network analysis tools.
The clustering techniques (section 6.6) proved effective at finding sites
which have similar metrics to each other. However, following extensive
discussions with network operators it seems that this approach, though
simple, is less attractive than the modelling approach that allows sites to be
selected based upon specific metrics or the potential for the greatest benefit
if these metrics are changed. The clustering approach could potentially have
a use if, for some reason, the historical data required to train a Random
Forest model were not available — clustering could then be used to select
sites similar to a known bad site — but at the present time it seems that
that approach, though a valid one to explore, does not have much potential
for practical use.
The final analytical technique, word-based analyses (described in chap-
ter 7), was the last technique to be studied during this project and time
restrictions did not allow a full evaluation of all of the possible applications.
Three potential ideas were investigated, of which two (concerned with con-
nectivity between, and propagation across, network segments) worked well,
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at least with the data collected here. The final technique, word comparison,
was less well developed and, as noted below, requires more work in order to
determine if it has the potential to be truly useful.
11.3. Recommendations for Future Work
This project focussed upon large water users, typically in DMAs in indus-
trial areas, and did comparatively little logging in calm residential or rural
DMAs. Due to the prevailing network construction methods used by Essex
and Suffolk Water the vast majority of the DMAs logged were composed of
cast iron or asbestos cement pipes. While a full range of dynamic hydraulic
behaviour was logged across the sites visited it would be beneficial to extend
the logging programme to cover the other area types, and different types of
pipe such as modern plastic pipes.
The logging of plastic piped areas requires several challenges to be over-
come: the pipes are laid at a lesser depth than older pipes and so the
hydrants, the primary data logging points, are higher, restricting access for
logging. Transients will attenuate more quickly on plastic pipes and so more
loggers per area will be required. In addition, the logging of other variables,
such as air temperature, and the inclusion of these and extra data into the
analyses could make the generated models more robust.
A lack of time meant that the network-level analyses, treating transients
as words and phrases (chapter 7), were not explored in as much detail as
was desired. The techniques developed show considerable promise and a
more detailed programme of work, using both the existing corpus and then
comparing it against data collected in other water company areas, would
increase the usefulness of these methods.
Ideally the data collected and processed by the D3TA framework devel-
oped for this project would allow one to make statements of the form “If
transients are reduced by x% then bursts will reduce by y%”. At the mo-
ment only the iron cohort model is sufficiently complete to be able to start
to make these sorts of predictions, as shown in section 6.5 on page 146, with
the caveat that the model is based upon data collected from a single geo-
graphical area only. With an extension of the logging programme to cover
a larger area the model reliability will improve, potentially revolutionising
water systems maintenance and planning.
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11.4. Final Conclusions
This project has had far reaching impacts. In 2009 transients in water
systems were a niche area, of interest only to a few specialists; in 2015,
thanks in part to the publicity gained by this project and the work of the
InfraSense Labs group at Imperial College with multiple water companies,
at conferences, and at trade shows, transients have become a water industry
buzzword. Every logger manufacturer has a transient logger and every water
company is aware of the potential problems of transients.
This project has revealed that transients do exist in distribution networks
and that they are both frequent and potentially damaging. The algorithms
and D3TA framework developed in this project have the ability to automat-
ically flag network areas at risk of damage. This would allow water utilities
to move from their current scheduled and reactive maintenance programmes
towards predictive maintenance, reducing costs and extending the working
lifetimes of network assets.
The study of pressure transients is fascinating, and this project is just
the first step upon a long and interesting journey.
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A. Notation Used in this Thesis
A.1. Dataflow Diagrams
The processing of data in this thesis is described using “dataflow” diagrams.
These show how the data is transformed in stages, much like a car passing
along a production line. There are several ways to draw dataflow diagrams,
in this thesis Yourdon and Coad notation [144] is used. The elements of
this notation are shown in figure A.1: boxes represent inputs, raw data, and
outputs, processed data; circles show processes, where data is transformed;
open-sided boxes represent stores of data: files, databases, or other storage
structures; and lines with arrows show the flow and direction of information.
The flow of data along lines is ordered, data items will leave the line in the
same order that they entered it.
Dataflow diagrams should not be confused with flow charts. Flow charts
represent a series of instructions and tests, describing how something is
processed; dataflow diagrams only describe the order in which something
is processed. The internals of the processes, the elements of the diagram
where data is transformed, must be described elsewhere. In this thesis they
are described using a simple pseudo-code.
Figure A.1.: Elements of the Yourdon and Coad dataflow notation.
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A.2. Tuples, Sequences, and Sets
The raw and analysed data collected and produced by each logger is repre-
sented using sequences, ordered sets, of points. Each point is represented
by a tuple: an ordered set describing the values of a number of discrete
variables at the time that the sample was acquired.
Sequences and sets are defined using brace notation, and named using a
script font (A, B, C, etc.) to distinguish them from other variables. Tuples
are defined using angle bracket notation.
The length of a sequence, its cardinality, is represented using vertical
bars, |A|. The vertical bar notation is also used for the absolute value of
an expression and context must be used to distinguish the two uses. Unless
explicitly noted, all lists defined using brace notation must be assumed to
be sequences, not plain sets.
For example, the raw data sequence, R, of which there is one for every
logger sample channel, is composed of tuples containing the sample time, t,
and the instantaneous measurement value at that time, m:
R = {〈t1,m2〉, 〈t2,m2〉, . . .} (A.1)
The ith tuple of the sequence R, where i is an integer, is written as Ri,
and the projection operator ΠyX is used to select tuple element y from the
sequence or tuple X . The raw data is ordered by time and no two values
can have the same sample time, this can be expressed formally as:
Ri = 〈ti,mi〉 (A.2)
ΠtRi < ΠtRi+1 (A.3)
Standard set operators, such as ∪ and ∩, are used to modify sets and
sequences. In addition, the form A \ B is used to express set/sequence
difference: A minus any elements that are in set or sequence B.
A.3. Matrices
Matrices are defined using square bracket notation and written using an
upper case bold font (A, B, C, etc.). The transpose of a matrix is indicated
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Figure A.2.: An example dataflow.
using a superscript, X⊺, and its size using set notation, X ∈ Rr×c (r rows
by c columns). The symbolR is used to represent the set of all real numbers.
A.4. Pseudo-Code Algorithms
Figure A.2 shows a trivial dataflow. Input data passes into the “Exam-
ple Process” process which produces data for the output. Processes may
have process control parameters (written as A, B, C, etc.), variables which
change only infrequently during a run, and which control the operation of
a process. In this case the operation of the Example Process is controlled
by two process control parameters: M and N.
This (contrived) example dataflow applies two thresholds to a stream of
data. All data values that are greater than or equal toM are passed through
to the output unchanged, values between N and M are replaced by the last
input value that was passed unchanged, and all values less than or equal
to N are discarded, with no output produced. The effect of passing data
through this system is illustrated in figure A.3.
The operation of process elements is described using pseudo-code. The
pseudo-code for this simple example is listed as algorithm A.1. The first
line of the algorithm gives the name of the process and defines the inputs
and outputs, separated by “→”. The inputs to this particular algorithm are
two control parameters, M and N, and a tuple, 〈ti,mi〉. The output is just
a tuple, 〈tq,mq〉. In this thesis input tuples are written with an i subscript
and output tuples with a q subscript.
Lines in the pseudo-code may have explanatory comments written after
a “⊲” symbol. These are used to explain code whose operation might not
be obvious and do not represent executable code on their own.
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Figure A.3.: Processing with the example dataflow.
Algorithm A.1 Example of algorithm pseudo-code.
Process: Example Process(M,N, 〈ti,mi〉 → 〈tq,mq〉)
Memory: m′
1: if mi ≥M then
2: emit 〈ti,mi〉 ⊲ Copy input to output
3: m′ ← m
4: else if mi > N then
5: emit 〈ti,m
′〉 ⊲ Output previously copied value
6: end if
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Each process algorithm is executed once per input item and runs to com-
pletion. Processes may produce zero or more output items per run, using the
emit keyword. In this example output tuples are produced when mi > N,
and no tuples are produced when mi ≤ N — the input tuple is consumed
and discarded. If the output of the example process fed another process
then that process would not be executed in this case since no input tuple
would be provided to it.
There must be as many arguments to emit as there are defined outputs
for the process, in this case a single tuple with two elements. Note that
a process may emit more than one output item per input item by using
multiple emit statements.
Each process may have local storage variables, listed after the Memory
keyword, which retain their value between execution runs. These variables
are private to the process and invisible to other processes. In this example
there is a single memory variable, m′, which holds the last measurement
value which was passed through the process unchanged.
The shorthand S[n] is used in the pseudo-code to represent a sequence
with a maximum of n elements: S : 0 ≤ |S| ≤ n. Where the pseudo-
code accesses elements of sequences that do not exist the result is an empty
set, ∅. Empty sets do not count as part of a sequence and so, for example,
{∅, 1, 2} = {1, 2}.
In a real-world system the algorithms would have to handle the edge cases
at the start and end of data sequences. In this example the value of m′ is
undefined until a tuple has been passed through unchanged and so the
algorithm would fail if the input data sequence started with a measurement
less than M. For clarity none of the algorithms in this thesis handle edge
cases. In most cases the correct actions to perform in edge cases should be
obvious.
A.4.1. Mathematical and Logical Operators
The algorithms in this thesis use standard mathematical and logical oper-
ators. A list of the logical operators used is provided below since not all
readers are expected to be familiar with this notation:
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Symbol Function
¬ Logical NOT (inverse)
∧ Logical AND
∨ Logical (inclusive) OR
⊕ Logical exclusive OR
⊤ True/set
⊥ False/clear
Finally, note the difference between the equals sign, “=”, which is used
to test for equality or to define two expressions as equivalent, and the as-
signment sign, “←”, which is used to change the value of a variable or to
store a value in memory.
A.5. Data Stores
Some of the algorithms access “data stores”, persistent data structures,
analogous to databases or files, in order to store information such as the
number of counts of a particular transient magnitude, for example. Data
stores are represented in dataflow diagrams as open-sided boxes (figure A.1)
and as sets, sequences, or matrices in algorithms. The data stores that an
algorithm reads from, writes to, or updates (both reads and writes) are
listed following a double arrow (“⇐”, “⇒”, “⇔”) after the arguments and
return values in the algorithm definition.
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B. Original Project Specification
This document was written by Dennis Dellow of Essex and Suffolk Water
(part of Northumbrian Water), the project sponsors, in early 2010. It was
used to drive the research aims of the project and shaped the first field
trials.
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NWL – Imperial College STREAM EngD Project
THE SIGNIFICANCE OF PRESSURE TRANSIENTS IN WATER 
DISTRIBUTION NETWORKS
Technical Specification
1.        Objectives  
1.1 To investigate the significance of pressure transients in water distribution 
networks.
1.2 To investigate causes of hydraulic transients in distribution networks, and in 
particular whether observed pressure transients can be linked to planned 
activities or unplanned events on the networks.
1.3 To establish whether pressure transients lead to operational difficulties or costs 
which can be reduced by changes in operational practice.
The focus of these investigations will be on transients in DMAs (district metering 
areas), rather than on pumped transmission mains.
2.        Questions to be investigated  
2.1 Do significant pressure transients occur in distribution networks? If so, what are 
their typical amplitudes, frequency of occurrence, and attenuation 
characteristics? 
2.2 Do significant transients occur as a result of routine operational activities?
2.3 Which routine operational activities can cause pressure transients?
e.g.Valve operations
Pump starts and stops
Burst repairs
Flushing
Tanker filling
Installation work of various types
2.4 What unplanned events can cause pressure transients?
e.g.Bursts.
Operation of pressure reducing valves (PRVs), especially in multi-feed 
zones.
Operation of ball valves in reservoirs.
Operation of actuated valves in the network.
Variations in household and non-household customer use                      
– i.e. customer valves operating (e.g. household appliances or 
commercial tank filling).
Air trapped in mains (e.g. after a burst repair).
Fire fighting.
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2.5 Can we establish a correlation between transient events and bursts? 
2.6 Can we establish a correlation between transients and discolouration events?
2.7 Can we establish a correlation between cyclic pressure loading on pipes or 
fittings, and pipe failures (due to fatigue)?
2.8 To what extent can existing transient solvers model reliably the propagation of 
pressure transients in distribution networks (particularly in complex network 
arrangements)? Use the field data to benchmark existing solvers.
2.9 Do complex network arrangements (e.g. multi-feed DMAs) exacerbate or 
dissipate the occurrence of hydraulic transients?
3.        Literature survey  
Carry out a detailed literature survey on pressure transients in distribution systems.
4.        Field tests  
A number of different types of field tests are proposed below.  It is likely that several 
tests of each type would be carried out.  However the field test programme will be 
under constant review throughout the project, in the light of results obtained.  All field 
work will require close coordination with Distribution staff, including risk 
assessments.
4.1 Install transient loggers across a DMA for a short period (e.g. one day, or up to a 
week).
Operate valves, hydrants, etc, keeping a detailed log of all activities in that 
DMA.
Investigate the detectability, magnitude, frequency, wavelength and attenuation 
of any transients caused.
Investigate these in DMAs with different pipe materials.
4.2 Install loggers across several adjacent DMAs for a month.
Wait for something to happen (e.g. a burst, a fire, etc).
NWL staff need to keep a detailed log of all activities in or near those DMAs.
Investigate any transients recorded.
4.3 Install loggers in a multi-feed PRV zone for a week, or longer.
Log flows at district meters at 1-minute intervals.
Investigate any transients recorded.
4.4 Install loggers in a boosted zone for a week.
Log flows at district meters at 1-minute intervals.
Monitor normal operation
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Deliberately start and stop the pump a few times (unless this happens in normal 
operation).
Investigate any transients recorded.
4.5 Arrange to receive rapid notification of a planned burst repair.
Install loggers in the corresponding DMA before any work begins, and for a few 
days after work is completed.
NWL staff need to keep a detailed log of all activities in that DMA.
Identify any transients caused throughout the whole process, and link to logged 
activities.
Try to establish whether any part of the repair activities may have caused 
another burst.
4.6 Install loggers near an industrial customer who is known to have an erratic 
consumption pattern, and across the adjacent DMAs
Log that customer’s meter at 1-minute intervals
Identify any pressure transients, and investigate whether they can be linked to 
the customer’s consumption pattern
4.7 Install loggers across a DMA for a day.
Deliberately operate valves at different speeds of opening  and closure, keeping 
a detailed log of all activities including the times of valve operation.
Investigate the influence of closure speed on the characteristics of any transients 
caused.
Extend this test to the limit, to see whether rapid valve operation can lead to 
transients which cause a burst (have a crew standing by!)
4.8 Consider using transient loggers as a training aid for Distribution Technicians, 
by demonstrating the effect of operating valves at different speeds.
This may be best done on a rig, or on a test network.
4.9 Identify a problematic area following tasks 4.1 to 4.8 and install a large number 
of loggers for long term monitoring (e.g. 3-6 months, ideally during a winter 
period). This will allow us to verify the long term performance and occurrence 
of hydraulic transients and their correlation to bursts. It will also provide an 
oversampled water distribution system for benchmarking the performance of 
transient solvers.
5.        Data recording and analysis  
The study will generate an extensive data set of long-term high-frequency hydraulic 
data with high spatial density which is correlated with operational and burst records. 
The data will be used for the validation of existing transient models and the 
development of improved transient solvers for water distribution networks with 
complex topologies.
A turn-key solution, involving integration of embedded hardware and software tools, 
will be developed for the collection and management of high-frequency 
258
time-synchronised pressure data, to support the data acquisition tasks outlined in this 
proposal.
In the early tests all pressure data will be recorded and examined, and processed 
manually.  Telemetry will not be used at this stage. 
From analysis of this data, criteria will be established to define a “significant event”.
The loggers will then be programmed to identify significant events using these 
criteria, and to report these in real time as alarms using GPRS telemetry.
All the acquired hydraulic data will be available via a secure web interface. The data 
will be stored at a server hosted at Imperial College London. The web tools will allow 
the visualisation of large volumes of data with the option to download periods of 
interest (e.g. a detected transient event). Various classification and on-line data 
processing options will also be developed to provide a quick inspection of the 
acquired field data.
Imperial College will provide up to 35 high speed loggers with the supporting data 
management framework (data servers and web interface). 
In addition, an on-line project management site will be developed and supported by 
Imperial to facilitate the project management and exchange of data and information. 
6.        Transient modelling  
Convert Piccolo hydraulic models to EPANET format for selected zones.
Calibrate models for transient simulation.
Investigate whether transients observed in DMAs can be predicted by modelling.
Dennis Dellow
Network Manager, Northumbrian Water
3rd February 2010  
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C. Field Trial Paperwork
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DMA 4608 ("PRV1", ) Site 1
MAIN (568288, 193675) 51°37’0.16"N, 0°25’45.41"E
ALTERNATIVE (568404, 193750) 51°37’2.47"N, 0°25’51.55"E
Location type: HYDRANT, deploy 1 sensor.
Deploy Collect
Logger Battery
(do not fit)Sensor 0 Sensor 1
Notes:
Figure C.2.: Logger deployment form.
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D. Database Access Software
Example
/* Simple demonstration of libinfraweb. List all the datasets that match the
* site and optional dataset name, and, if a dataset name is supplied, read
* some basic information about it.
*
* Usage:
* proc-verysimple [-s<server opts>] [-n<dataset name>] [<site name>]
*
* The functions beginning "json_" are calls to the Jansson JSON library, more
* information from: http://www.digip.org/jansson/
*/
#include <stdio.h>
#include <unistd.h>
#include <string.h>
#include <jansson.h>
#include <gc.h>
#include <gc_string.h>
#include <infraweb.h>
#include <util.h>
#define SERVER_URL "https://localhost/infradb/dev"
static void dataset_info(struct infraweb_t *iw, char *uuid);
int main(int argc, char *argv[]) {
struct infraweb_login_t login;
int opt;
struct infraweb_t *iw;
struct infraweb_dataset_t query;
struct infraweb_dataset_t *ds;
int found;
int i;
/* Initialise garbage collector and libraries. */
GC_INIT();
json_set_alloc_funcs(GC_malloc, GC_free);
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infraweb_init();
infraweb_optinit(&login, SERVER_URL);
/* Parse command line. */
memset(&query, 0, sizeof(query));
while ((opt = getopt(argc, argv, ":s:n:")) != -1) {
switch (opt) {
case ’s’:
if (infraweb_parseopt(&login, optarg)) {
die("Couldn’t parse server options");
}
break;
case ’n’:
query.name = gc_strdup(optarg);
break;
default:
die("Unknown command line option");
break;
}
}
argc -= optind;
argv += optind;
if (argc < 1) {
die("You must supply a site name");
}
query.site = argv[0];
query.fieldsep = ’|’;
query.time_start = IFT_MIN;
query.time_end = IFT_MAX;
/* Connect to server. */
iw = infraweb_new(login.url, login.referer);
if (iw == NULL) {
die("Couldn’t create infraweb object");
}
if (infraweb_login_auto(iw, &login, 1)) {
die("Couldn’t log in to database: %s", iw->error);
}
printf("Logged in as \"%s\".\n", iw->longname);
/* Search for a site. */
printf("Searching for site \"%s\"\n", query.site);
if (query.name) {
printf(" and dataset \"%s\"\n", query.name);
}
found = infraweb_search(iw, &query, &ds);
if (found == -1) {
printf("Search error: %s\n", iw->error);
}
else {
printf("%d datasets found.\n", found);
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for (i = 0; i < found; i++) {
printf(" %2d: %20s %s\n", i, ds[i].name, ds[i].uuid);
}
}
/* If a dataset name was supplied then display info. */
if (query.name && found > 0) {
dataset_info(iw, ds[0].uuid);
}
/* Finish. */
infraweb_logout(iw);
infraweb_disconnect(iw);
return EXIT_SUCCESS;
}
/* Display some information about the dataset identified by "uuid".
*/
static void dataset_info(struct infraweb_t *iw, char *uuid) {
json_t *info;
int zoom;
char *raw;
char *sub;
json_t *rates;
int i;
info = infraweb_cmd(iw, json_pack("{s:s,s:s}", "cmd", "blockZoom",
"dirName", uuid));
if (info == NULL) {
fprintf(stderr, "Couldn’t get dataset info\n");
return;
}
if (json_unpack(info, "{s:i,s:s,s:s,s:o}",
"zoomMax", &zoom,
"rawFormat", &raw,
"subFormat", &sub,
"sampleRate", &rates)) {
die("Couldn’t unpack reply from server");
}
printf("Dataset formats: raw \"%s\", subset \"%s\"\n", raw, sub);
printf("Dataset has %d zoom levels, sample rates are:\n", zoom+1);
for (i = 0; i <= zoom; i++) {
printf(" %d: 0x%012llx\n", i,
json_integer_value(json_array_get(rates, i)));
}
}
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When compiled and run, this program may be used as follows to get a
list of all the datasets attached to a site (site “MS12.1” in DMA 8320 in
this example):
infrasense> ./proc-verysimple -suser=asherdup,server=https://localhost/infradb/esw
’8320|ms12.1’
Logged in as "Asher (DUP)".
Searching for site "8320|ms12.1"
3 datasets found.
0: Data 68c0b615-759c-4c48-9202-0deb61cb3798
1: Inflexion 7adb630a-0f58-4b5a-aa98-bce9235c2254
2: :Transient 005d5a49-0a1e-4ab7-9575-9423459a2131
Running the program again, this time giving a dataset name, will cause
information about the dataset to be printed:
infrasense> ./proc-verysimple -suser=asherdup,server=https://localhost/infradb/esw -
nData ’8320|ms12.1’
Logged in as "Asher (DUP)".
Searching for site "8320|ms12.1"
and dataset "Data"
1 datasets found.
0: Data 68c0b615-759c-4c48-9202-0deb61cb3798
Dataset formats: raw "u2", subset "u2u2u2"
Dataset has 4 zoom levels, sample rates are:
0: 0x000000000416
1: 0x000000010000
2: 0x0000003c0000
3: 0x000003840000
266
Bibliography
[1] Marco Denk and Mark-M. Bakran. Comparison of counting algo-
rithms and empiric lifetime models to analyze the load-profile of an
IGBT power module in a hybrid car. In Electric Drives Production
Conference (EDPC), 2013 3rd International, pages 1–6, October 2013.
[2] ASTM. Standard Practices for Cycle Counting in Fatigue Analysis.
Technical Report E1049–85, ASTM International, October 2011.
[3] Steve Blank and Bob Dorf. The Startup Owner’s Manual: The Step-
by-step Guide for Building a Great Company. K&S Ranch, Incorpo-
rated, 2012.
[4] Dora P. Crouch. Water Management in Ancient Greek Cities. Oxford
University Press, May 1993.
[5] Bryan W. Karney and Duncan McInnis. Transient Analysis of Water
Distribution Systems. Journal AWWA, 82(7):62–70, July 1990.
[6] Duncan McInnis and Bryan W Karney. Transients in distribution
networks: field tests and demand models. Journal of Hydraulic Engi-
neering, 121(3):218–231, March 1995.
[7] I. Stoianov, D. Dellow, C. Maksimovic, and N. Graham. Field val-
idation of the application of hydraulic transients for leak detection
in transmission pipelines. In Proceedings of the International Confer-
ence on Advances in Water Supply Management. CCWI-Computing
and Control for the Water Industry, London, UK, 2003.
[8] Ivan Stoianov, Lama Nachman, Andrew Whittle, Sam Madden, and
Ralph Kling. Sensor Networks for Monitoring Water Supply and Sewer
Systems: Lessons from Boston. In Proceedings of the 8th Annual
Water Distribution Systems Analysis Symposium, Cincinnati, Ohio,
267
United States, August 27-30 2006. American Society of Civil Engi-
neers.
[9] Ivan Stoianov, Lama Nachman, SamMadden, and Timur Tokmouline.
PIPENET: A wireless sensor network for pipeline monitoring. In Pro-
ceedings of the 6th international conference on Information processing
in sensor networks, IPSN ’07, pages 264–273, 2007. ACM ID: 1236396.
[10] Hugh P. Kennedy. Analysing the Impact of Hydraulic Transients and
Instabilities on Asset Failures in Water Supply Systems. Msc, Imperial
College London, September 2014.
[11] Angeliki Aisopou, Ivan Stoianov, and Nigel J. D. Graham. In-pipe
water quality monitoring in water supply systems under steady and
unsteady state flow conditions: A quantitative assessment. Water
Research, 46(1):235–246, January 2012.
[12] Asher John Hoskins and Ivan Iordanov Stoianov. A device,
method and system for monitoring a network of fluid-carrying
conduits. Patent WO2014083340 A1, June 2014. Interna-
tional Classification G01F1/00, G05B21/00; Cooperative Classifi-
cation F17D5/06, E03B7/00, G01F1/00, F17D5/02, Y04S20/322,
Y02B90/242, G01D4/004.
[13] Asher Hoskins and Ivan Stoianov. InfraSense: a distributed system
for the continuous analysis of hydraulic transients. In Proceedings of
the 12th International Conference on Computing and Control for the
Water Industry, CCWI2013, Perugia, Italy, 2–4 September 2013.
[14] A. Hoskins and I. Stoianov. InfraSense: A Distributed System for the
Continuous Analysis of Hydraulic Transients. Procedia Engineering,
70:823–832, 2014.
[15] Paul F Boulos, Bryan W Karney, Don J Wood, and Srinivasa Lin-
gireddy. Hydraulic Transient Guidelines for Protecting Water Dis-
tribution Systems. American Water Works Association. Journal,
97(5):111–124, May 2005.
[16] BSI. Specification for grey iron pipes and fittings. British Standard
BS 4622:1970, British Standards Institution, July 1970.
268
[17] Yehuda Kleiner and Balvant Rajani. Comprehensive review of struc-
tural deterioration of water mains: statistical models. Urban Water,
3(3):131–150, September 2001.
[18] Balvant Rajani and Yehuda Kleiner. Comprehensive review of struc-
tural deterioration of water mains: physically based models. Urban
Water, 3(3):151–164, September 2001.
[19] Alison M. St Clair and Sunil Sinha. State-of-the-technology review on
water pipe condition, deterioration and failure rate prediction models!
Urban Water Journal, 9(2):85–112, April 2012.
[20] S. Tesfamariam and B. Rajani. Estimating time to failure of cast-iron
water mains. Proceedings of the ICE - Water Management, 160(2):83–
88, January 2007.
[21] M. Ahammed and R. E. Melchers. Reliability of Underground
Pipelines Subject to Corrosion. Journal of Transportation Engineer-
ing, 120(6):989–1002, 1994.
[22] Jianhua Lei and Sveinung Sægrov. Statistical approach for describing
failures and lifetimes of water mains. Water Science and Technology,
38(6):209–217, 1998.
[23] T. Hadzilacos, D. Kalles, N. Preston, P. Melbourne, L. Camarinopou-
los, M. Eimermacher, V. Kallidromitis, S. Frondistou-Yannas, and
S. Saegrov. UtilNets: a water mains rehabilitation decision-support
system. Computers, Environment and Urban Systems, 24(3):215–232,
May 2000.
[24] J. B. Boxall, A. O’Hagan, S. Pooladsaz, A. J. Saul, and D. M. Unwin.
Estimation of burst rates in water distribution mains. Proceedings of
the ICE - Water Management, 160(2):73–82, January 2007.
[25] C. Schmitt, G. Pluvinage, E. Hadj-Taieb, and R. Akid. Water pipeline
failure due to water hammer effects. Fatigue & Fracture of Engineering
Materials & Structures, 29(12):1075–1082, December 2006.
[26] H. Mohebbi, D. A. Jesson, M. J. Mulheron, and P. A. Smith. The
fracture and fatigue properties of cast irons used for trunk mains in the
269
water industry. Materials Science and Engineering: A, 527(21):5915–
5923, 2010.
[27] Viorel-Mihai Seica. Investigation of the Structural Performance of
Cast Iron Water Pipes. Phd, University of Toronto, 2002.
[28] BSI. Software testing part 2: Software component testing. Technical
Report BS 7925-2:1998, British Standards Institution, August 1998.
[29] G.T. Heydt and A.W. Galli. Transient power quality problems
analyzed using wavelets. Power Delivery, IEEE Transactions on,
12(2):908–915, 1997.
[30] Zbigniew Leonowicz, Tadeusz Lobos, and Krzysztof Wozniak. Analy-
sis of non-stationary electric signals using the S-transform. COMPEL
- The international journal for computation and mathematics in elec-
trical and electronic engineering, 28(1):204–210, January 2009.
[31] Lotfi Senhadji and Fabrice Wendling. Epileptic transient detection:
wavelets and time-frequency approaches. Neurophysiologie Clinique/-
Clinical Neurophysiology, 32(3):175–192, June 2002.
[32] M. Kemal Kiymik, Inan Gu¨ler, Alper Dizibu¨yu¨k, and Mehmet Akin.
Comparison of stft and wavelet transform methods in determining
epileptic seizure activity in eeg signals for real-time application. Com-
puters in Biology and Medicine, 35(7):603–616, October 2005.
[33] Ivan Iordanov Stoianov. Advanced Techniques for Detecting, Locat-
ing and Quantifying Leaks in Water Transmission Pipelines. Phd,
Imperial College London, February 2008.
[34] Seshan Srirangarajan, Michael Allen, Ami Preis, Mudasser Iqbal,
Hock Beng Lim, and Andrew J. Whittle. Wavelet-based Burst Event
Detection and Localization in Water Distribution Systems. Journal
of Signal Processing Systems, 72(1):1–16, July 2013.
[35] D. Socie, G. Shiﬄet, and H. Burns. A field recording system with
applications to fatique analysis. International Journal of Fatigue,
1(2):103–111, April 1979.
270
[36] G.A. Klutke, P.C. Kiessler, and M.A. Wortman. A critical look at
the bathtub curve. IEEE Transactions on Reliability, 52(1):125–129,
March 2003.
[37] Technolog. Cello 4 pressure and flow logger. Datasheet, Technolog
Limited, 2011.
http://www.technolog.com/Products.aspx?ID=5
[38] Radcom. Radcom pressure transient data logger. Datasheet, Halma
Water Management, 2011.
http://www.hwm-water.com/dataLoggingPressure.htm
[39] Telog. HPR-31i hydrant pressure impulse recorder. Datasheet, Telog
Instruments, 2011.
http://www.telog.com/Products/DirectConnectRecorders/
HPR31iHydrantPressureImpulseRecorder.aspx
[40] Guillermo Barrenetxea, Franc¸ois Ingelrest, Gunnar Schaefer, and
Martin Vetterli. The hitchhiker’s guide to successful wireless sensor
network deployments. Proceedings of the 6th ACM conference on Em-
bedded network sensor systems, pages 43–56, 2008. ACM ID: 1460418.
[41] Memsic Inc. MICA2 wireless measurement system. Datasheet 6020-
0042-09 rev A, Memsic Inc., 2009.
[42] Masanobu Shinozuka, Maria Feng, Ayman Mosallam, and Pai Chou.
Wireless MEMS - sensor networks for monitoring and condition as-
sessment of lifeline systems. In Proceedings of the 2007 Urban Remote
Sensing Joint Event, pages 1–6, April 2007.
[43] Adnan Nasir and Boon-Hee Soong. PipeSense: a framework archi-
tecture for in-pipe water monitoring system. In Proceedings of the
2009 IEEE 9th Malaysia International Conference on Communica-
tions, pages 703–708, Kuala Lumpur Malaysia, December 2009.
[44] Seshan Srirangarajan, Mudasser Iqbal, Michael Allen, Ami Preis,
Cheng Fu, Lewis Girod, Kai-Juan Wong, Hock Beng Lim, and An-
drew Whittle. Real-time burst event detection in water distribution
systems. In Proceedings of the 9th ACM/IEEE International Confer-
ence on Information Processing in Sensor Networks, pages 444–445,
271
Stockholm, Sweden, 2010. ACM.
http://portal.acm.org/citation.cfm?id=1791212.1791297
[45] Ivan Stoianov, Lama Nachman, SamMadden, and Timur Tokmouline.
PIPENET: a wireless sensor network for pipeline monitoring. In Pro-
ceedings of the 6th international conference on Information processing
in sensor networks, IPSN ’07, page 264273, 2007. ACM ID: 1236396.
[46] Paul Fidler, Campbell Middleton, Kenichi Soga, Cˇedo Maksimovic´,
Nigel Graham, Neil Hoult, Ivan Stoianov, and Peter J. Bennett. Wire-
less sensor networks: creating ‘smart infrastructure’. Proceedings of
the ICE - Civil Engineering, 162(3):136–143, January 2009.
http://publications.eng.cam.ac.uk/17611/
[47] Kenneth Cukier. Data, data everywhere. The Economist, February
2010.
[48] Katarina Grolinger, Wilson A. Higashino, Abhinav Tiwari, and
Miriam AM Capretz. Data management in cloud environments:
NoSQL and NewSQL data stores. Journal of Cloud Computing: Ad-
vances, Systems and Applications, 2(1):22, 2013.
[49] Eben Hewitt. Cassandra: The Definitive Guide. O’Reilly Media,
November 2010.
[50] Andrew F. Colombo, Pedro Lee, and Bryan W. Karney. A selective
literature review of transient-based leak detection methods. Journal
of Hydro-environment Research, 2(4):212–227, April 2009.
http://www.sciencedirect.com/science/article/
B8G41-4VR24F2-1/2/7585ebb26f806d218522597a1c0ff57d
[51] Ranko S. Pudar and James A. Liggett. Leaks in pipe networks. Jour-
nal of Hydraulic Engineering, 118(7):1031–1046, July 1992.
http://link.aip.org/link/?QHY/118/1031/1
[52] James A. Liggett and Li-Chung Chen. Inverse transient analysis in
pipe networks. Journal of Hydraulic Engineering, 120(8):934–955,
1994.
http://link.aip.org/link/?QHY/120/934/1
272
[53] D. Covas and H. Ramos. Hydraulic transients used for leakage detec-
tion in water distribution systems. In 4th International Conference
on Water Pipeline Systems, 2001.
[54] Stephen R. Mounce and John Machell. Burst detection using hydraulic
data from water distribution systems with artificial neural networks.
Urban Water Journal, 3(1):21, 2006.
[55] R. Puust, Z. Kapelan, D. A. Savic, and T. Koppel. A review of
methods for leakage management in pipe networks. Urban Water
Journal, 7(1):25–45, February 2010.
http://www.informaworld.com/openurl?genre=
article&doi=10.1080/15730621003610878&magic=crossref|
|D404A21C5BB053405B1A640AFFD44AE3
[56] H. V. da Silva, C. K. Morooka, I. R. Guilherme, T. C. da Fonseca,
and J. R. P. Mendes. Leak detection in petroleum pipelines using a
fuzzy system. Journal of Petroleum Science and Engineering, 49(3-
4):223–238, 2005.
[57] B. Brunone. Transient Test-Based technique for leak detection in
outfall pipes. Journal of Water Resources Planning and Management,
125(5):302–306, 1999.
http://link.aip.org/link/?QWR/125/302/1
[58] Mark Stephens. Field tests for leakage, air pocket, and discrete block-
age detection using inverse transient analysis in water distribution
pipes. In World Water Congress 2004, pages 474–474, Salt Lake City,
Utah, USA, 2004.
[59] Dalius Misiunas, John Vitkovsky, Gustaf Olsson, Angus Simpson, and
Martin Lambert. Pipeline break detection using pressure transient
monitoring. Journal of Water Resources Planning and Management,
131(4):316–325, July 2005.
http://link.aip.org/link/?QWR/131/316/1
[60] Duncan McInnis and Bryan W Karney. Transients in distribution
networks: field tests and demand models. Journal of Hydraulic Engi-
neering, 121(3):218–231, March 1995.
http://cat.inist.fr/?aModele=afficheN&cpsidt=3459633
273
[61] M. W LeChevallier, R. W Gullick, M. R Karim, M. Friedman, and
J. E Funk. The potential for health risks from intrusion of contami-
nants into the distribution system from pressure transients. Journal
of Water and Health, 1(1):3–14, 2003.
[62] K. Fleming, J. G Dugandzik, M. LeChavellier, and R. Gullick. Suscep-
tibility of Potable Water Distribution Systems to Negative Pressure
Transients, June 2006.
[63] Kala Fleming, Joseph G. Dugandzik, Mark LeChavellier, and Richard
Gullick. Susceptibility of Distribution Systems to Negative Pressure
Transients. American Water Works Association, April 2007.
[64] C.A. Laurentys, C.H.M. Bomfim, B.R. Menezes, and W.M. Caminhas.
Design of a pipeline leakage detection using expert system: A novel
approach. Applied Soft Computing, 11(1):1057–1066, January 2011.
[65] Doosun Kang and Kevin Lansey. Novel approach to detecting pipe
bursts in water distribution networks. Journal of Water Resources
Planning and Management, 140(1):121–127, 2012.
[66] Tao Tao, Haidong Huang, Fei Li, and Kunlun Xin. Burst De-
tection Using an Artificial Immune Network in Water-Distribution
Systems. Journal of Water Resources Planning and Management,
140(10):04014027, October 2014.
[67] M.F. Ghazali, S.B.M. Beck, J.D. Shucksmith, J.B. Boxall, and W.J.
Staszewski. Comparative study of instantaneous frequency based
methods for leak detection in pipeline networks. Mechanical Systems
and Signal Processing, 29:187–200, May 2012.
[68] James D. Shucksmith, Joby B. Boxall, Wieslaw J. Staszewski, Allyson
Seth, and Stephen B.M. Beck. Onsite leak location in a pipe network
by cepstrum analysis of pressure transients. Journal - American Water
Works Association, 104(08):E457–E465, August 2012.
[69] A. J. Whittle, M. Allen, A. Preis, and M. Iqbal. Sensor networks
for monitoring and control of water distribution systems. In 6th In-
ternational Conference on Structural Health Monitoring of Intelligent
Infrastructure (SHMII 2013), Hong Kong, December 9-11, 2013.
274
[70] Ivan Stoianov. Unpublished analysis of the use of large magnitude
pressure transients to detect leaks, July 2012.
[71] S. Fox, W. Shepherd, R. Collins, and J. Boxall. Experimental Proof of
Contaminant Ingress into a Leaking Pipe During a Transient Event.
Procedia Engineering, 70:668–677, 2014.
[72] S. Jones, W. Shepherd, R. Collins, and J. Boxall. Experimental Quan-
tification of Intrusion Due to Transients in Distribution Systems. Pro-
cedia Engineering, 89:1306–1313, 2014.
[73] Leo Breiman. Random forests. Machine learning, 45(1):5–32, 2001.
[74] OSGeo Project. GRASS GIS, 2015.
[75] Adam Sneed. A Brief History of Warnings About the Demise of
Moore’s Law. Slate, May 2012.
[76] Will Worthington and John E. Balliew. Transient Pressure Monitor-
ing in El Paso. In American society of Civil Engineers International
Pipelines Conference 2008, Atlanta, Georgia, July 2008.
[77] Y. Murakami. The Rainflow Method in Fatigue: The Tatsuo Endo
Memorial Volume. Butterworth-Heinemann, 1991.
[78] Scott H. Cameron. Piece-wise linear approximations. Technical
report, DTIC Document, 1966.
http://oai.dtic.mil/oai/oai?verb=
getRecord&metadataPrefix=html&identifier=AD0647190
[79] W. Grey Walter. An Imitation of Life. Scientific American, 182(5):42–
45, May 1950.
[80] L. Peter Deutsch. GZIP file format specification version 4.3. RFC
1952, IETF, May 1996.
[81] Julian Seward. bzip2 and libbzip2: A program and library for data
compression, December 2007.
[82] N. E. Dowling. Fatigue Failure Predictions for Complicated Stress-
Strain Histories. Technical Report 337, Department of Theoretical
and Applied Mechanics, University of Illinois, January 1971.
275
[83] Igor Rychlik. Note on Cycle Counts in Irregular Loads. Fatigue &
Fracture of Engineering Materials & Structures, 16(4):377–390, April
1993.
[84] M. Ciappa, F. Carbognani, and Wolfgang Fichtner. Lifetime predic-
tion and design of reliability tests for high-power devices in automotive
applications. IEEE Transactions on Device and Materials Reliability,
3(4):191–196, December 2003.
[85] K. Mainka, M. Thoben, and O. Schilling. Lifetime calculation for
power modules, application and theory of models and counting meth-
ods. In Proceedings of the 2011-14th European Conference on Power
Electronics and Applications (EPE 2011), pages 1–8, August 2011.
[86] L. B. Freund. The mechanics of dynamic fracture. Technical report,
DTIC Document, 1986.
[87] Matsuishi, M and Endo, T. Fatigue of metals subjected to varying
stress. Japan Society of Mechanical Engineers, Fukuoka, Japan, pages
37–40, 1968.
[88] S. D. Downing and D. F. Socie. Simple rainflow counting algorithms.
International Journal of Fatigue, 4(1):31–40, January 1982.
[89] Edsger W. Dijkstra. Letters to the Editor: Go to Statement Consid-
ered Harmful. Commun. ACM, 11(3):147–148, March 1968.
[90] Trevor Hastie, Robert Tibshirani, and Jerome Friedman. The ele-
ments of statistical learning. Springer series in statistics Springer,
Berlin, 2nd edition, 2008.
[91] Ordnance Survey. A guide to coordinate systems in Great Britain.
Technical Report D00659, Ordnance Survey, August 2010.
[92] UKWIR. Leakage Estimation from Night Flow Analysis. Technical
Report 99/WM/08/21, UKWIR, 1999.
[93] Robert Warren. Separation of Customers Night Use from Leakage
in Night Flow Analysis. Technical Report 08/WM/08/37, UKWIR,
2008.
276
[94] Caroline Manning. Natural Rate of Rise in Leakage. Technical Report
05/WM/08/33, UKWIR, 2006.
[95] Rich Caruana and Alexandru Niculescu-Mizil. An empirical compar-
ison of supervised learning algorithms. In Proceedings of the 23rd
international conference on Machine learning, pages 161–168. ACM,
2006.
[96] Carolin Strobl and Achim Zeileis. Danger: High power! — Exploring
the statistical properties of a test for random forest variable impor-
tance. In COMPSTAT 2008: Proceedings in Computational Statistics,
volume 2, pages 59–66. Physica Verlag, Heidelberg, Germany, 2008.
[97] Alfred V. Aho, John E. Hopcroft, and Jeffrey Ullman. Data Struc-
tures and Algorithms. Addison-Wesley Longman Publishing Co., Inc.,
Boston, MA, USA, 1st edition, 1983.
[98] Carolin Strobl, Anne-Laure Boulesteix, Thomas Kneib, Thomas Au-
gustin, and Achim Zeileis. Conditional variable importance for ran-
dom forests. BMC Bioinformatics, 9(1):307, July 2008.
[99] Carolin Strobl, Torsten Hothorn, and Achim Zeileis. Party on! A New,
Conditional Variable Importance Measure for Random Forests Avail-
able in the party Package. Technical report, Department of Statistics,
Ludwig-Maximilians-Universita¨t, Munich, Germany, 2009.
[100] Silke Janitza, Carolin Strobl, and Anne-Laure Boulesteix. An AUC-
based permutation variable importance measure for random forests.
BMC Bioinformatics, 14(1):119, April 2013.
[101] M. G. Jarvis and M. R. Hedges. Use of Soil Maps to Predict the
Incidence of Corrosion and the Need for Iron Mains Renewal. Water
and Environment Journal, 8(1):68–75, February 1994.
[102] Robert J. Wright. Spatial Decision Support for Estimating the Pipe-
Break Vulnerabilities in Water Distribution Mains. Meng, Imperial
College London, June 2011.
[103] Butler, M and Grimshaw, D. Factors Affecting the Natural Rate of
Rise of Leakage. Technical Report 09/WM/08/40, UKWIR, 2009.
277
[104] Allan Lambert and Julian Thornton. The relationships between pres-
sure and bursts - a ‘state-of-the-art’ update. Water21, April 2011.
[105] Marco Fantozzi, Allan Lambert, Bambos Charalambous, Ivo Pothof,
and Jurica Kovac. Training/coaching utilities in practical implemen-
tation of latest developments in analysing, predicting and validating
benefits of Pressure Management. In 7th IWA International Con-
ference on Efficient Use and Management of Water (Efficient 2013),
Paris, France, 22-25 October 2013.
[106] D. Adolphson and T. Hu. Optimal Linear Ordering. SIAM Journal
on Applied Mathematics, 25(3):403–423, November 1973.
[107] I.V. Proskuryakov and G.D. Kim. Jacobi method. Encyclopedia of
Mathematics, February 2011.
[108] T. Kohonen. The self-organizing map. Proceedings of the IEEE,
78(9):1464–1480, September 1990.
[109] A. P. Reynolds, G. Richards, B. de la Iglesia, and V. J. Rayward-
Smith. Clustering Rules: A Comparison of Partitioning and Hierar-
chical Clustering Algorithms. Journal of Mathematical Modelling and
Algorithms, 5(4):475–504, March 2006.
[110] Gerald Mu¨ller, Peter Geisenhainer, Guido Wolters, and Reinhard
Marth. Propagation of non-linear transient pressures through fresh
and sea water. Journal of Hydraulic Research, 46(sup1):87–95, June
2008.
[111] Gonzalo Navarro. A Guided Tour to Approximate String Matching.
ACM Comput. Surv., 33(1):31–88, March 2001.
[112] Robert A. Wagner and Michael J. Fischer. The String-to-String Cor-
rection Problem. J. ACM, 21(1):168–173, January 1974.
[113] The PostgreSQL Global Development Group. PostgreSQL: The
world’s most advanced open source database, 2015.
[114] MathWorks. MATLAB: The Language of Technical Computing, 2015.
[115] Larry Wall, Tom Christiansen, and Jon Orwant. Programming Perl.
O’Reilly Media, 3rd edition, July 2000.
278
[116] Remzi H. Arpaci-Dusseau and Andrea C. Arpaci-Dusseau. Operating
Systems: Three Easy Pieces. Arpaci-Dusseau Books, 0.90 edition,
March 2015.
[117] Shamkant Navathe, Stefano Ceri, Gio Wiederhold, and Jinglie Dou.
Vertical Partitioning Algorithms for Database Design. ACM Trans.
Database Syst., 9(4):680–710, December 1984.
[118] James Dicken. Power Extraction Circuits for Piezoelectric Energy
Harvesters and Time Series Data in Water Supply Systems. Phd, Im-
perial College London, Department of Civil and Environmental Engi-
neering, May 2013.
[119] D. Richard Hipp. SQLite, 2015.
[120] ITU-T Study Group 17. Information technology – Procedures for the
operation of object identifier registration authorities: Generation of
universally unique identifiers and their use in object identifiers. Rec-
ommendation ITU-T X.667, International Telecommunication Union,
October 2012.
[121] Theo Haerder and Andreas Reuter. Principles of Transaction-oriented
Database Recovery. ACM Comput. Surv., 15(4):287–317, December
1983.
[122] Poul-Henning Kamp. The One-second War. Commun. ACM,
54(5):44–48, May 2011.
[123] Arinc Research Corporation. Navstar GPS Space Segment/Naviga-
tion User Interfaces. Technical Report ICD-GPS-200, Arinc Research
Corporation, 2250 E. Imperial Highway, Suite 450 El Segundo, CA
90245-3509, October 1993.
[124] Brat Tech LLC. AngularJS: Superheroic JavaScript MVW Frame-
work, 2015.
[125] The Apache Software Foundation. The Apache HTTP Server Project,
2015.
[126] Jesse James Garrett. Ajax: A new approach to web applications,
February 2005.
279
[127] T. Bray. The JavaScript Object Notation (JSON) Data Interchange
Format. RFC 7159, Internet Engineering Task Force, March 2014.
[128] Neil Schemenauer. SCGI: A Simple Common Gateway Interface al-
ternative, June 2008.
[129] Intel. Intel Mote 2 - Platform Wiki, October 2011.
[130] A. Hoskins and J. McCann. Beasties: Simple wireless sensor nodes.
In 33rd IEEE Conference on Local Computer Networks, 2008. LCN
2008, pages 707–714, October 2008.
[131] Tadiran Batteries. TL-5937 DD Lithium Battery, November 2008.
[132] Gumstix Inc. Press Release: Gumstix expands Overo series with three
new OMAP35x-based modules and two expansion boards offering a
variety of wireless, networking, LCD and touch screen options, April
2009.
[133] Basic Electrotechnical Standards Sectional Committee. Degrees of
protection provided by enclosures (IP Code). Technical Report IEC
60529, International Electrotechnical Commission, 2001.
[134] Frederick Phillips Brooks. The Mythical Man Month and Other Essays
on Software Engineering. Addison Wesley Longman Publishing Co.,
December 1974.
[135] G. Jawaheer, A. Hoskins, and J.A. McCann. ANS: a look under the
hood. In Perspectives in Pervasive Computing, pages 29–36. IET,
2005.
[136] Julie McCann, Asher Hoskins, Chris Roadknight, Duncan Wilson, and
Jane Tateson. Beasties in the creative workplace. Intelligent Buildings
International, 1(3):222–229, 2009.
[137] ISA. Compatibility of Analog Signals for Electronic Industrial Pro-
cess Instruments. American National Standard ANSI/ISA-50.00.01-
1975 (R2002), The Instrumentation, Systems, and Automation Soci-
ety, November 2002.
[138] Measurement Specialities. US300 Stainless Steel Pressure Transducer,
August 2010.
280
[139] Robert Wright, Ivan Stoianov, and Panos Parpas. Dynamic topology
in water distribution networks. In Proceedings of the 12th Interna-
tional Conference on Computing and Control for the Water Industry,
CCWI2013, Perugia, Italy, 2–4 September 2013.
[140] Carmen Nobel. Why Companies Fail - and How Their Founders Can
Bounce Back, March 2011.
[141] Eric Ries. The Lean Startup: How Constant Innovation Creates Rad-
ically Successful Businesses. Penguin UK, October 2011.
[142] Alexander Osterwalder. The business model ontology: A proposition
in a design science approach. Phd, Universite de Lausanne, 2004.
[143] Bill Martin. The Business Model Canvas, July 2008.
[144] Ed Yourdon. Just Enough Structured Analysis. yourdon.com, 2006.
281
