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Abstract
We consider speeding up stochastic gradient descent (SGD) by parallelizing it
across multiple workers. We assume the same data set is shared among n workers,
who can take SGD steps and coordinate with a central server. Unfortunately, this
could require a lot of communication between the workers and the server, which
can dramatically reduce the gains from parallelism. The Local SGD method, pro-
posed and analyzed in the earlier literature, suggests machines should make many
local steps between such communications. While the initial analysis of Local SGD
showed it needs Ω(
√
T ) communications for T local gradient steps in order for the
error to scale proportionately to 1/(nT ), this has been successively improved in a
string of papers, with the state-of-the-art requiring Ω (n ( polynomial in log (T )))
communications. In this paper, we give a new analysis of Local SGD. A conse-
quence of our analysis is that Local SGD can achieve an error that scales as 1/(nT )
with only a fixed number of communications independent of T : specifically, only
Ω(n) communications are required.
1 Introduction
Stochastic Gradient Descent (SGD) is a widely used algorithm to minimize a convex or non-convex
function F in which model parameters are updated iteratively as follows:
xt+1 = xt − ηtgˆt,
where gˆt is a stochastic gradient of F at xt and ηt is the learning rate. This algorithm can be naively
parallelized by adding more workers independently to compute a gradient and then average them at
each step to reduce the variance in estimation of the true gradient∇F (xt) [DGBSX12]. This method
requires each worker to share their computed gradients with each other at every iteration.
However, it is widely acknowledged that communication is a major bottleneck of this method
for large scale optimization applications [MMR+17, KMY+16, LHM+18]. Often, mini-batch
parallel SGD is suggested to address this issue by increasing the computation to communication
ratio. Nonetheless, too large mini-batch size might degrades the performance [LSPJ18]. Along
the same lines of increasing compute to communication, local SGD has been proposed to reduce
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Table 1: Comparison of Similar Works
noise
model
H = T a
convergent
communication
rounds, R
convergence rate,
F (xˆt)− F ∗ Reference
uniform no Ω(
√
Tn) O( ξ0R3 + σ
2
µnT +
κG2
µR2 )
b [Sti19]
uniform with
strong-growth c no Ω((Tn)
1/3) O( ξ0R3 + κσ
2
µnT +
κ2σ2
µnTR ) [HKMC19]
uniform with
strong-growth no Ω(n ∗ poly-log(T )) O˜(
κnHξ0
exp(R/(κn)) +
σ2
µnT )
d [SK19]
uniform yes Ω(n ∗ poly-log(T )) O˜(κξ0T 2 + κσ
2
nµT +
κ2σ2
µTR ) [KMR20]
uniform with
strong-growth yes Ω(n) O(
κ4 ln(TR−2)ξ0
T 2 +
κσ2
µnT +
κ2σ2
µTR ) This Paper
a H is the length of inter-communication intervals.
b G is the uniform upper bound assumed for the l2 norm of gradients in the corresponding work.
c This noise model is defined in Assumption 2.
d O˜(.) ignores the poly-logarithmic and constant factors.
communications [MMR+17, DP19]. In this method, workers compute (stochastic) gradients and
update their parameters locally, and communicate only once in a while to obtain the average of their
parameters. Local SGD improves the communication efficiency not only by reducing the number
of communication rounds, but also alleviates the synchronization delay caused by waiting for slow
workers and evens out the variations in workers’ computing time [WJ18b].
On the other hand, since individual gradients of each worker are calculated at different points, this
method introduces residual error as opposed to fully synchronous SGD. Therefore, there is a trade-
off between having fewer communication rounds and introducing additional errors to the gradient
estimates.
The idea of making local updates is not new and has been used in practice for a while [KMY+16].
However, until recently, there have been few successful efforts to analyze Local SGD theoretically
and therefore it is not fully understood yet. The paper [ZDSMR16] shows that for quadratic functions,
when the variance of the noise is higher far from the optimum, frequent averaging leads to faster
convergence. One of the main questions we want to ask is: how many communication rounds are
needed for Local SGD to have the same convergence rate of a synchronized parallel SGD while
achieving performance that linearly improves in the number of workers?
[Sti19] was among the earlier works that tried to answer this question for general strongly convex
and smooth functions and showed that the communication rounds can be reduced up to a factor of
H = O(√T/n), without affecting the asymptotic convergence rate (up to constant factors), where
T is the total number of iterations and n is number of parallel workers.
Focusing on smooth and possibly non-convex functions which satisfy a Polyak-Lojasiewicz condition,
[HKMC19] demonstrates that only R = Ω((Tn)1/3) communication rounds are sufficient to achieve
asymptotic performance that scales proportionately to 1/n.
More recently, [KMR20] and [SK19] improve upon the previous works by showing linear-speed
up for Local SGD with only Ω (n poly log (T )) communication rounds when data is identically
distributed among workers and F is strongly convex. Their works also consider the cases when F is
not necessarily strongly-convex as well as the case of data being heterogeneously distributed among
workers in [KMR20].
In this work, we focus on smooth and strongly-convex functions with a very general noise model. The
main contribution of this paper is to propose a communication strategy which requires onlyR = Ω(n)
communication rounds to achieve performance that scales as 1/n in the number of workers. To
the best of the authors’ knowledge, this is the only work to show this result (without additional
poly-logarithmic terms and constants). Our analysis can also recover some of the best known rates
for special cases, e.g., when H is constant, where H is defined as the length of intercommunication
intervals. A summary of our results compared to the available literature can be found in Table 1.
2
The rest of this paper is organized as follows. In the following subsection we outline the related
literature and ongoing works. In Section 2 we define the main problem and state our assumptions.
We present our theoretical findings in Section 3 and the sketch of proofs in Section 4, followed by
numerical experiments in Section 5 and conclusion remarks in Section 6.
1.1 Related Works
There has been a lot of effort in the recent research to take into account the communication delays and
training time in designing faster algorithms [MHM10, ZCL15, BSS16, KMA+19]. See [TSC+20]
for a comprehensive survey of communication efficient distributed training algorithms considering
both system-level and algorithm-level optimizations.
Many works study the communication complexity of distributed methods for convex optimization
[AS15] [WPS+20] and statistical estimation [ZDJW13]. [WPS+20] presents a rigorous comparison
of Local SGD with H local steps and mini-batch SGD with H times larger mini-batch size and the
same number of communication rounds (we will refer to such a method as large mini-batch SGD) and
show regimes in which each algorithm performs better: they show that Local SGD is strictly better
than large mini-batch SGD when the functions are quadratic. Moreover, they prove a lower bound
on the worst case of Local SGD that is higher than the worst-case error of large mini-batch SGD in
a certain regime. [ZDJW13] studies the minimum amount of communication required to achieve
centralized minimax-optimal rates by establishing lower bounds on minimax risks for distributed
statistical estimation under a communication budget.
A parallel line of work studies the convergence of Local SGD with non-convex functions [ZC18].
[YYZ19] was among the first works to present provable guarantees of Local SGD with linear speed
up. [WJ18b] and [KLB+20] present unified frameworks for analyzing decentralized SGD with local
updates, elastic averaging or changing topology. The follow-up work [WJ18a] presents ADACOMM,
an adaptive communication strategy that starts with infrequent averaging and then increases the
communication frequency in order to achieve a low error floor. They analyze the error-runtime
trade-off of Local SGD with nonconvex functions and propose communication times to achieve faster
runtime.
In One-Shot Averaging (OSA), workers perform local updates with no communication during the
optimization until the end when they average their parameters. This method can be seen as an extreme
case of Local SGD with H = T , on the opposite end of synchronous SGD [MMS+09, ZWLS10,
ZDW13, RN16, GBS20]. [DP19] provides non-asymptotic analysis of mini-batch SGD and one-shot
averaging as well as regimes in which mini-batch SGD could outperform one-shot averaging.
Another line of work reduces the communication by compressing the gradients and hence limiting
the number of bits transmitted in every message between workers [LHM+18, AGL+17, WWLZ18,
SCJ18, SK19].
Asynchronous methods have been studied widely due to their advantages over synchronous methods
which suffer from synchronization delays due to the slower workers [SOP20]. [WSY+19] studies the
error-runtime trade-off in decentralized optimization and proposes MATCHA, an algorithm which
parallelizes inter-node communication by decomposing the topology into matchings. [HBM19]
provides an accelerated stochastic algorithm for decentralized optimization of finite-sum objective
functions that by carefully balancing the ratio between communications and computations match
the rates of the best known sequential algorithms while having the network scaling of optimal
batch algorithms. However, these methods are relatively more involved and they often require
full knowledge of the network, solving a semi-definite program and/or calculating communication
probabilities (schedules).
1.2 Notation
For a positive integer s, we define [s] := {1, . . . , s}. We use bold letters to represent vectors. We
denote vectors of all 0s and 1s by 0 and 1, respectively. We use ‖ · ‖ for the Euclidean norm.
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2 Problem Formulation
Suppose there are n workers V = {1, . . . , n}, trying to minimize F : Rd → R in parallel. We
assume all workers have access to F through noisy gradients. In Local SGD, workers perform local
gradient steps and occasionally calculate the average of all workers’ iterates.
Having access to the same objective function F is of special interest if the data is stored in one place
accessible to all machines or is distributed identically among workers with no memory constraints. We
hope that results presented here can be extended to applications with heterogeneous data distributions
[KMR20].
We will make the following additional assumptions.
Assumption 1. Function F : Rd → R is differentiable, µ-strongly convex and L-smooth for
L ≥ µ > 0. In particular,
µ
2
‖x− y‖2 ≤ F (y)− F (x)− 〈∇F (x),y − x〉 ≤ L
2
‖x− y‖2, ∀x, y ∈ Rd.
We define κ = L/µ to be the condition number of F .
We make the following assumption on the noise of the stochastic gradients.
Assumption 2. Each worker i has access to a gradient oracle which returns an unbiased estimate
of the true gradient in the form gˆi(x) = ∇F (x) + i, such that i is a zero-mean conditionally
independent random noise with its expected squared norm error bounded as
E[i] = 0, E[‖i‖2|x] ≤ c‖∇F (x)‖2 + σ2,
where σ2, c ≥ 0 are constants.
To save space, we define gˆti := gˆ(x
t
i) as the stochastic gradient of node i at iteration t, and
gti = ∇F (xti) as the true gradient at the same point.
The noise model of Assumption 2 is very general and it includes the common case with uniformly
bounded squared norm error when c = 0. As it is noted by [ZDSMR16], the advantage of periodic
averaging compared to one-shot averaging only appears when c/σ2 is large. Therefore, to study
Local SGD, it is important to consider a noise model as in Assumption 2 to capture the effects of
frequent averaging. Among the related works mentioned in Table 1, only [SK19] and [HKMC19]
analyze this noise model while the rest study the special case with c = 0. SGD under this noise
model with c > 0 and σ2 = 0 was first studied in [SR13] under the name strong-growth condition.
Therefore we refer to the noise model considered in this work as uniform with strong-growth.
In Local SGD, each worker i holds a local parameter xti at iteration t and a set I ⊂ [T ] of communi-
cation times, and performs the following update:
xt+1i =
{
xti − ηtgˆti , if t+ 1 /∈ I,
1
n
∑n
j=1(x
t
j − ηtgˆtj), if t+ 1 ∈ I.
(1)
When I = [T ], we recover the fully synchronized parallel SGD, while I = {T} recovers one-shot
averaging. The pseudo code for Local SGD is provided as Algorithm 1.
The main goal of this paper is to study the effect of communication times on the convergence of the
Local SGD and provide better theoretical guarantees. In what follows, we claim that by carefully
choosing the step size, linear speed-up of parallel SGD can be attained with only a small number of
communication instances.
3 Convergence Results
In this section we present our convergence results for Local SGD. In the following theorem, we
show an upper bound for the sub-optimality error, in the sense of function value, for any choice of
communication times I.
Before proceeding with our results, let us introduce some notation. Let 0 = τ0 < τ1 < . . . < τR = T
be the communication times. Define Hi := τi+1 − τi, as the length of i+ 1-th inter-communication
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Algorithm 1 Local SGD
1: Input x0i = x
0 for i ∈ [n], total number of iterations T , the step-size sequence {ηt}T−1t=0 andI ⊆ [T ]
2: for t = 0, . . . , T − 1 do
3: for j = 1, . . . , n do
4: evaluate a stochastic gradient gˆtj
5: if t+ 1 ∈ I then
6: xt+1j =
1
n
∑n
i=1(x
t
i − ηtgˆti)
7: else
8: xt+1j = x
t
j − ηtgˆtj
9: end if
10: end for
11: end for
interval, for i = 0, . . . , k − 1. Moreover, define x¯t := (∑ni=1 xti)/n as the the average of the iterates
of all workers. Notice that xti = x¯
t for t ∈ I.
The main results of this paper will be obtained by specializing the following bound.
Theorem 1. Suppose Assumptions 1 and 2 hold. Choose β ≥ 2κ2 and communication times
I = {τi|i = 1, . . . , R} such that it holds
9κ2c ln(1 +
Hi − 1
τi + β
) + 2κ(1 +
c
n
)− (τi + 1 + β) ≤ 0, i = 0, . . . , R− 1. (2)
Set ηk = 2/(µ(k + β)). Then, using Algorithm 1, we have
E[F (x¯T )]− F ∗ ≤ β
2(F (x¯0)− F ∗)
T 2
+
2Lσ2
nµ2T
+
9L2σ2
µ3T 2
T−1∑
t=0
t− τ(t)
t+ β
, (3)
where F ∗ := minx F (x) and τ(t) := max{t′ ∈ I|t′ ≤ t} is the most recent communication time.
The last term in Equation (3) is due the to disagreement between workers (consensus error), introduced
by local computations without any communication. As the inter-communication intervals become
larger, t− τ(t) becomes larger as well and increases the overall optimization error. This term explains
the trade-off between communication efficiency and the optimization error.
Note that condition (2) is mild. For instance, it suffices to set β ≥ max{9κ2c ln(1 + T/(2κ2)) +
2κ(1 + c/n), 2κ2}. Moreover, the bound in (3) is for the last iterate T , and does not require keeping
track of a weighted average of all the iterates.
Theorem 1 not only bounds the optimization error, but introduces a methodological approach to select
the communication times to achieve smaller errors. For the scenarios when the user can afford to
have a certain number of a communications, they can select τi to minimize the last term in (3).
We next discuss the implications of Theorem 1 under various conditions.
One-Shot Averaging. Plugging H = T in Theorem 1, we obtain a convergence rate of
O(κ2σ2/(µT )) without any linear speed-up. Among previous works, only [KMR20] shows a
similar result.
3.1 Fixed-Length Intervals
A simple way to select the communication times I , is to split the whole training time T to R intervals
of length at most H . Then we can use the following bound in Equation (3),
T−1∑
t=0
t− τ(t)
t+ β
≤ (H − 1)
T−1∑
t=0
1
t+ β
≤ (H − 1) ln(1 + T
β − 1).
We state this result formally in the following corollary.
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Corollary 1. Suppose assumptions of Theorem 1 hold and in addition, workers communicate at least
once every H iterations. Then,
E[F (x¯T )]− F ∗ ≤ β
2(F (x¯0)− F ∗)
T 2
+
2Lσ2
nµ2T
+
9L2σ2(H − 1)
µ3T 2
ln(1 +
T
β − 1). (4)
Linear Speed-Up. Setting H = O(T/(n ln(T ))) we achieve linear-speed up in the number of
workers, which is equivalent to a communication complexity of R = Ω(n ln(T )). To the best of the
authors’ knowledge, this is the tightest communication complexity that is shown to achieve linear
speed-up. [KMR20] and [SK19] have shown a similar communication complexity, however with
slightly higher degrees of dependence on ln(T ), e.g., R = Ω(n ln(T )2) in [KMR20].
Recovering Synchronized SGD. When H = 1, the the last term in (4) disappears and we recover
the convergence rate of parallel SGD, albeit, with a worse dependence on κ.
3.2 Varying Intervals
In the previous subsection, we observed that with our current analysis, having fixed-length inter-
communication intervals, linear speed-up can be achieved with only Ω(n ln(T )) rounds of com-
munications. A natural question that might arise is whether we can improve the result above even
further.
Let us allow consecutive inter-communication intervals, i.e., Hi := τi+1 − τi, grow linearly, where
0 = τ0 < τ1 < . . . < τR = T are the communication times. The following Theorem presents a
performance guarantee for this choice of communication times.
Theorem 2. Suppose Assumptions 1 and 2 hold. Choose the maximum number of communications
1 ≤ R ≤ √2T and set a := d2T/R2e ≥ 1, Hi = a(i + 1) and τi+1 = min(τi + Hi, T ) for
i = 0, . . . , R − 1. Choose β ≥ max{2κ2, 9κ2cmax{ln(3), ln(1 + T/(R2κ2))} + 2κ(1 + c/n)}
and set ηt = 2/µ(t+ β). Then using Algorithm 1 we have,
E[F (x¯T )]− F ∗ ≤ β
2(F (x¯0)− F ∗)
T 2
+
2Lσ2
nµ2T
+
72L2σ2
µ3TR
. (5)
The choice of communication times in Theorem 2 aligns with the intuition that workers need to
communicate more frequently at the beginning of the optimization. As the the step-sizes become
smaller and workers’ local parameters get closer to the global minimum, they diverge more slowly
from each other and, hence, less communication is required to re-align them.
Linear Speed-Up. Choosing communication rounds R = Ω(n), we achieve an error that scales
as 1/(nT ) in the number of workers when T = Ω(n2). This is the main result of this paper: it
shows that we can get a linear speedup in the number of workers by simply increasing the number of
iterations while keeping the total number of communications bounded.
4 Sketch of Proof
Here we give an outline of the proofs for the results presented in this paper. The proof of the following
lemmas are left to the Appendix.
Perturbed Iterates. A common approach in analyzing parallel algorithms such as Local SGD is to
study the evolution of the sequence {x¯t}t≥0. We have,
x¯t+1 = x¯t − ηt
n
n∑
i=1
gˆti = x¯
t − ηtg˜t, (6)
where g˜t := (
∑n
i=1 gˆ
t
i)/n is the average of the stochastic gradient estimates of all workers.
Let us define ξt := E[F (x¯t)]− F ∗ to be the optimality error. The following lemma, which is similar
to a part of the proof found in [HKMC19], bounds the optimality error at each iteration recursively.
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Lemma 1. Let Assumptions 1 and 2 hold. Then,
ξt+1 ≤ ξt(1− µηt) + L
2ηt
2n
E
[
n∑
i=1
‖x¯t − xti‖2
]
+
η2tL
2
E[‖g˜t‖22]−
ηt
2n
E
[
n∑
i=1
‖∇F (xti)‖2
]
.
Equipped with Lemma 1, we can bound the consensus error (E[
∑n
i=1 ‖x¯t − xti‖2]) as well as the
term E[‖g˜t‖2] in the following lemmas.
Consensus Error. In the following lemmas, we utilize the structure of the problem to bound the
consensus error recursively.
Lemma 2. Let Assumptions 1 and 2 hold. Then,
E
[
n∑
i=1
‖xt+1i − x¯t+1‖2
]
≤ E
[
n∑
i=1
‖xti − x¯t‖2
]
(1− 2ηtµ+ η2tL2)
+ (n− 1)η2t σ2 + (1−
1
n
)η2t cE[
n∑
i=1
‖gti‖2]. (7)
This lemma, bounds how much the consensus error grows at each iteration. Of course, when workers
communicate, this error resets to zero and thus, we can calculate an upper bound for the consensus
error, knowing the last iteration communication occurred and the step-size sequence. The following
lemma takes care of that. Before stating the following lemma, let us define Gt := 1n
∑n
i=1 ‖gti‖2.
Lemma 3. Let assumptions of Theorem 1 hold. Then,
E
[
n∑
i=1
‖xti − x¯t‖2
]
≤ 9(n− 1)
t−1∑
k=τ(t)
cE[Gk] + σ2
µ2(t+ β)2
. (8)
Variance. Our next lemma bounds E[‖g˜t‖2].
Lemma 4. Under Assumption 2 we have,
E[‖g˜t‖2] ≤ (1 + c
n
)E[Gt] +
σ2
n
.
The proofs of Theorems 1 and 2 follow from these lemmas. Due to space constraints, these proofs
are given in the supplementary information.
5 Numerical Experiments
To verify our findings and compare different communication strategies in Local SGD, we performed
the following numerical experiments.
5.1 Quadratic Function With Strong-Growth Condition
As discussed in [ZDSMR16, DP19], under uniformly bounded variance, one-shot averaging performs
asymptotically as well as mini-batch SGD. Therefore, to fully capture the importance of the choice of
communication times I, we design a hard problem, where noise variance is uniform with strong-
growth condition, defined in Assumption 2. Let us define F (x) = Eζf(x, ζ) where,
f(x, ζ) :=
d∑
i=1
1
2
x2i (1 + z1,i) + x
>z2, (9)
ζ = (z1, z2), where z1, z2 ∈ Rd, z1,i ∼ N (0, c1) and z2,i ∼ N (0, c2), ∀i ∈ [d] are random
variables with normal distributions. We assume at each iteration t, each worker i samples a ζti and
uses ∇f(x, ζti ) as a stochastic estimate of ∇F (x). It is easy to verify that F (x) = (1/2)x2 is
1-strongly convex, F ∗ = 0 and Eζ [‖∇f(x, ζ)−∇F (x)‖2] = c‖∇F (x)‖2 + σ2, where c = c1 and
σ2 = dc2.
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(a) Error over iterations. (b) Error over communications. (c) Speed-up in the network size.
Figure 1: Local SGD with different communication strategies with F (x) = Eζf(x, ζ) defined in (9),
c = 9, σ = 0.5, d = 3, β = 1. Figures (a) and (b) show the error of different communication methods
over iteration and communication round, respectively, with a fixed network size of n = 20. Figure
(c) shows the convergence of Local SGD with the communication method proposed in this paper (n
communication rounds) for different network sizes. The dashed lines are showing σ2/(µnt).
We use Local SGD to minimize F (x) using different communication strategies. We select c1 =
9, c2 = 0.25, d = 3, n = 20 machines and T = 1000 iterations and the step-size sequence
ηt = 2/µ(t+ β) with β = 1. We start each simulation from the initial point of x0 = 1d and repeat
each simulation 500 times. The average of the results are reported in Figures 1(a) and 1(b). Moreover,
average performance of Local SGD with different number of workers n and the communication
strategy proposed in this paper with R = n is shown in Figure 1(c) along with the respective
convergence rate of σ2/(µnt).
Figure 1(a) shows that the method with increasing communication intervals (Hi = 3(i+1)) proposed
in this paper performs better than all the other communication strategies in the transient time as well
as in the final error, requiring much less communication rounds. In particular, the method with the
same number of communications but fixed intervals (H = 25), has both higher transient error and
final error. This affirms the advantages of having more frequent communication at the beginning
of the optimization. Indeed, observe that in Figures 1(a), the only method which outperforms the
method we propose is the one that communicates at every step.
Figure 1(b) reveals the effectiveness of each communication round in different methods. We observe
that there’s an initial spike in the initial communications in methods H = 5 and Hi = 3(i + 1).
This is mainly because these two methods have more frequent communications at the beginning
of the training, where the step-sizes are larger. Other methods experience this increase as well,
however since they communicate later, it’s not observed in this figure. Indeed, observe that the only
method which makes better use of communication periods than our method in Figure 1(b) is one-shot
averaging, which is not competitive in terms of its final error.
Figure 1(c) verifies that linear-speed up in the number of workers can be achieved with only R = n
communication rounds. Moreover, it shows that Local SGD achieves the optimal convergence rate of
σ2/(nµT ) asymptotically.
5.2 Regularized Logistic Regression
We also performed additional numerical experiments with regularized logistic regression using two
real data sets. Due to space constraints, the results are presented in supplementary information.
6 Conclusion
We have presented a new analysis of Local SGD and studied the effect of choice of communication
times on the final optimality error. We proposed a communication strategy which achieves linear
speed-up in the number of workers with only Ω(n) communication rounds, independent of the total
number of iterations T . Numerical experiments further confirmed our theoretical findings, and
showed that our method achieves smaller error than previous methods using fewer communications.
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Broader Impact
The results presented in this paper could help speed up training in many machine learning applications.
The potential broader impacts are therefore somewhat generic for machine learning: this research
could amplify all the benefits ML can bring by making it cheaper in terms of computational cost,
while simultaneously amplifying all the ways ML could be misused.
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A Missing Proofs
Let us define the following notations used in the proofs presented here.
g¯t := (
n∑
i=1
gti)/n, G
t :=
1
n
n∑
i=1
‖gti‖2, ti := gˆti − gti .
Moreover, define F t := {xki , gˆki |1 ≤ i ≤ n, 0 ≤ k ≤ t− 1} ∪ {xti|1 ≤ i ≤ n}.
Lemma (1). Let Assumptions 1 and 2 hold. Then,
ξt+1 ≤ ξt(1− µηt) + L
2ηt
2n
E
[
n∑
i=1
‖x¯t − xti‖2
]
+
η2tL
2
E[‖g˜t‖22]− ηt
2n
E
[
n∑
i=1
‖∇F (xti)‖2
]
.
Proof of Lemma 1. By Assumption 1 and (6) we have,
E[F (x¯t+1)− F (x¯t)] ≤ −ηtE[〈∇F (x¯t), g˜t〉] + η
2
tL
2
E[‖g˜t‖22]. (10)
We bound the first term on the R.H.S of (10) by conditioning on F t as follows:
E[〈∇F (x¯t), g˜t〉|F t] = 1
n
n∑
i=1
〈∇F (x¯t),E[gˆti |xti]〉
=
1
2
‖∇F (x¯t)‖2 + 1
2n
n∑
i=1
‖∇F (xti)‖2 − 1
2n
n∑
i=1
‖∇F (x¯t)−∇F (xti)‖2
≥ µ(F (x¯t)− F ∗) + 1
2n
n∑
i=1
‖∇F (xti)‖2 − L
2
2n
n∑
i=1
‖x¯t − xti‖2, (11)
where we used 〈a, b〉 = 1
2
‖a‖2 + 1
2
‖b‖2 − 1
2
‖a − b‖2 in the second equation and (1/2)‖∇F (x)‖2 ≥
µ(F (x)− F ∗) as well as smoothness of F in the last inequality. Taking full expectation of (11) and combining
it with (10) concludes the lemma.
We state an important identity in the following lemma.
Lemma 5. Let u1, . . .un ∈ Rd be n arbitrary vectors. Define u¯ = (∑ni=1 ui)/n. Then,
n∑
i=1
‖ui − u¯‖2 =
n∑
i=1
‖ui‖2 − n‖u¯‖2.
Proof. We have
n∑
i=1
‖ui − u¯‖2 =
n∑
i=1
‖ui‖2 + n‖u¯‖2 − 2
n∑
i=1
〈ui, u¯〉
=
n∑
i=1
‖ui‖2 + n‖u¯‖2 − 2n〈u¯, u¯〉
=
n∑
i=1
‖ui‖2 − n‖u¯‖2.
Lemma (2). Let Assumptions 1 and 2 hold. Then,
E
[
n∑
i=1
‖xt+1i − x¯t+1‖2
]
≤ E
[
n∑
i=1
‖xti − x¯t‖2
]
(1− 2ηtµ+ η2tL2)
+ (n− 1)η2t σ2 + (1− 1
n
)η2t cE[
n∑
i=1
‖gti‖2].
Proof of Lemma 2. We have,
E[
n∑
i=1
‖xt+1i − x¯t+1‖2] =
n∑
i=1
‖E[xt+1i − x¯t+1]‖2 +
n∑
i=1
E
[‖xt+1i − x¯t+1 − E[xt+1i − x¯t+1]‖2] . (12)
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Let us consider the first term on the right hand side of (12). Taking conditional expectation of both sides of (6)
implies,
n∑
i=1
‖E[xt+1i − x¯t+1| F t]‖2 =
n∑
i=1
‖xti − x¯t − ηt(gti − g¯t)‖2
=
n∑
i=1
(‖xti − x¯t‖2 + η2t ‖gti − g¯t‖2 − 2ηt〈gti ,xti − x¯t〉) (13)
By L-smoothness of F ,
n∑
i=1
‖gti − g¯t‖2 = 1
n
∑
{i,j}
‖gti − gtj‖2 ≤ L
2
n
∑
{i,j}
‖xti − xtj‖2 = L2
n∑
i=1
‖xti − x¯t‖2. (14)
Moreover, by µ-strong convexity of F ,
n∑
i=1
〈gti ,xti − x¯t〉 =
n∑
i=1
〈gti , 1
n
n∑
j=1
(xti − xtj)〉
=
1
n
∑
{i,j}
〈gti − gtj ,xti − xtj〉 ≥ µ
n
∑
{i,j}
‖xi − xj‖2 = µ
n∑
i=1
‖xti − x¯t‖2, (15)
where we used 〈∇F (x)−∇F (y),x− y〉 ≥ µ‖x− y‖2 in the inequality. Combining (13)-(15) we obtain,
n∑
i=1
‖E[xt+1i − x¯t+1|F t]‖2 ≤
n∑
i=1
‖xti − x¯t‖2
(
1− 2ηtµ+ η2tL2
)
,
Now, consider the second term on the right hand side of (12). We have,
n∑
i=1
E
[∥∥xt+1i − x¯t+1 − E[xt+1i − x¯t+1]∥∥2 |F t] = n∑
i=1
E
[∥∥xt+1i − E[xt+1i ]− (x¯t+1 − E[x¯t+1])∥∥2 |F t]
= η2t
n∑
i=1
E
[∥∥ti − ¯t∥∥2 |F t]
= η2t
(
n∑
i=1
E
[∥∥ti∥∥2 |F t]− nE [∥∥¯t∥∥2 |F t]
)
= η2t
n∑
i=1
E
[∥∥ti∥∥2 |F t] (1− 1
n
)
≤ (n− 1)η2t σ2 + (1− 1
n
)η2t c
n∑
i=1
‖gti‖2,
where ti are defined at the beginning of this section and ¯
t := (
∑n
i=1 
t
i)/n and we used Lemma 5 in the third
equation and the conditional independence of ti to use E[‖¯t‖2|F t] = (1/n2)
∑n
i=1 E[‖ti‖2|F t] in the last
equality. Taking full expectation of the two relations above with respect to F t and combining them with (12)
completes the proof.
Lemma (3). Let assumptions of Theorem 1 hold. Then,
E
[
n∑
i=1
‖xti − x¯t‖2
]
≤ 9(n− 1)
t−1∑
k=τ(t)
cE[Gk] + σ2
µ2(t+ β)2
.
Before proving this lemma, let us state and prove the following lemma.
Lemma 6. Let b ≥ a > 2 be integers. Define Φ(a, b) = ∏bi=a (1− 2i ). We then have Φ(a, b) ≤ ( ab+1)2 .
Proof. Indeed,
ln(Φ(a, b)) =
b∑
i=a
ln
(
1− 2
i
)
≤
b∑
i=a
−2
i
≤ −2 [ln(b+ 1)− ln(a)] .
where we used the inequality ln(1 − x) ≤ −x as well as the standard technique of viewing ∑bi=a 1/i as a
Riemann sum for
∫ b+1
a
1/x dx and observing that the Riemann sum overstates the integral. Exponentiating both
sides now implies the lemma.
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Proof of Lemma 3. Define ak = E
[∑n
i=1 ‖xki − x¯k‖2
]
and ∆k = (1−2ηkµ+η2kL2) for k ≥ 0 . By Lemma
2,
at ≤ ∆t−1at−1 + η2t−1(n− 1)(σ2 + cE[Gt−1])
≤ ∆t−1(∆t−2at−2 + η2t−2(n− 1)(σ2 + cE[Gt−2])) + η2t−1(n− 1)(σ2 + cE[Gt−1])
≤ . . . ≤
t−1∏
k=τ(t)
∆ka
τ(t) + (n− 1)
t−1∑
k=τ(t)
η2k(σ
2 + cE[Gk])
t−1∏
i=k+1
∆i
= (n− 1)
t−1∑
k=τ(t)
η2k(σ
2 + cE[Gk])
t−1∏
i=k+1
∆i,
where we used aτ(t) = 0 in the last equation. By the choice of stepsize and β ≥ 2κ2, we have
∆k = 1− 4
(k + β)
+
4L2
µ2(k + β)2
≤ 1− 4
k + β
+
4κ2
(k + β)β
≤ 1− 4
k + β
+
2
(k + β)
= 1− 2
k + β
.
Therefore, by Lemma 6,
at ≤ (n− 1)
t−1∑
k=τ(t)
4(σ2 + cE[Gk])
µ2(k + β)2
(k + β + 1)2
(t+ β)2
≤ (n− 1)
t−1∑
k=τ(t)
9(σ2 + cE[Gk])
µ2(t+ β)2
,
where we used (k + β + 1)/(k + β) ≤ (β + 1)/β ≤ 3/2 since β ≥ 2κ2 ≥ 2.
Proof of Lemma 4. We have,
E[‖g˜t‖2|F t] = E[‖g¯t + ¯t‖2|Ft] = ‖g¯t‖2 + E[‖¯t‖2|F t] ≤ 1
n
n∑
i=1
‖gti‖2 + 1
n2
n∑
i=1
(σ2 + c‖gti‖2),
where in the last inequality we used Lemma 5 and the conditional independency of ti to separate the noise
terms.
Proof of Theorem 1. Combining Equations Lemmas 1-4 and plugging ηt = 2/(µ(t+ β)) we obtain
ξt+1 ≤ ξt(1− µηt) + 9L
2
µ3(t+ β)3
t−1∑
k=τ(t)
(cE[Gk] + σ2)
+
2L
µ2(t+ β)2
(
(1 +
c
n
)E[Gt] + σ
2
n
)
− 1
µ(t+ β)
E[Gt].
Let us multiply both sides of relation above by (t+ β)2 and use the following inequality
(1− µηt)(t+ β)2 = (1− 2
t+ β
)(t+ β)2 = (t+ β)2 − 2(t+ β) < (t+ β − 1)2,
to obtain,
ξt+1(t+ β)2 ≤ ξt(t+ β − 1)2 + 2Lσ
2
nµ2
+
9L2
µ3(t+ β)
t−1∑
k=τ(t)
(cE[Gk] + σ2)
+
(
2L
µ2
(1 +
c
n
)− t+ β
µ
)
E[Gt].
Summing relation above for t = τi, . . . , τi+1 − 1, where τi, τi+1 ∈ I are two consecutive communication
times, implies,
ξτi+1(τi+1 + β − 1)2 ≤ ξτi(τi + β − 1)2 + 2Lσ
2
nµ2
(τi+1 − τi) + 9L
2σ2
µ3
τi+1−1∑
t=τi
t− τi
t+ β
+
τi+1−1∑
t=τi
E[Gt]
τi+1−1∑
k=t+1
9L2c
µ3(k + β)
+
2L
µ2
(1 +
c
n
)− t+ β
µ
 .
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Each of the coefficients of E[Gt] in above can be bounded by,
τi+1−1∑
k=t+1
9L2c
µ3(k + β)
+
2L
µ2
(1 +
c
n
)− t+ β
µ
≤ 9L
2c
µ3
ln(
τi+1 + β − 1
τi + β
) +
2L
µ2
(1 +
c
n
)− τi + 1 + β
µ
=
1
µ
(
9κ2c ln(1 +
Hi − 1
τi + β
) + 2κ(1 +
c
n
)− (τi + 1 + β)
)
≤ 0,
where we used
∑t2
k=t1+1
1/k ≤ ∫ t2
t1
dx/x = ln(t2/t1) in the first inequality and the last inequality comes
from the assumption of the theorem. Now that the coefficients of E[Gk] are non-positive, we can simply ignore
them and obtain,
ξτi+1(τi+1 + β − 1)2 ≤ ξτi(τi + β − 1)2 + 2Lσ
2
nµ2
(τi+1 − τi) + 9L
2σ2
µ3
τi+1−1∑
t=τi
t− τi
t+ β
.
Recursing relation above for i = 0, . . . , R− 1 implies,
ξT (T + β − 1)2 ≤ ξ0(β − 1)2 + 2Lσ
2
nµ2
T +
9L2σ2
µ3
T−1∑
t=0
t− τ(t)
t+ β
.
Dividing both sides by (T + β − 1)2 concludes the proof.
Proof of Theorem 2. We have,
τj = τ0 +
j−1∑
i=0
Hi = a
j(j + 1)
2
, j = 0, . . . , k − 1.
Hence,
1 +
H0 − 1
τ0 + β
= 1 +
a− 1
β
≤ 1 + T
R2κ2
,
1 +
Hi − 1
τi + β
≤ 1 + a(i+ 1)
ai(i+1)
2
≤ 3, i ≥ 1.
Thus, 9κ2c ln(1 + Hi−1
τi+β
) + 2κ(1 + c
n
) − (τi + 1 + β) ≤ 0, i = 0, . . . , R − 1 and we can use Theorem 1.
Moreover,
T−1∑
t=0
t− τ(t)
t+ β
≤
R−1∑
j=0
Hj−1∑
i=1
i
τj + i+ β
≤ H0 +
R−1∑
j=1
Hj−1∑
i=1
i
τj + 1 + β
= a+
R−1∑
j=1
Hj(Hj − 1)
2(τj + 1 + β)
= a+
R−1∑
j=1
a(j + 1)(a(j + 1)− 1)
aj(j + 1) + 2(1 + β)
≤ a+
R−1∑
j=1
a2(j + 1)2
aj(j + 1)
≤ 2aR.
Plugging the values of R and a implies,
T−1∑
t=0
t− τ(t)
t+ β
≤ 2aR ≤ 2(2T
R2
+ 1)R =
4T
R
+ 2R ≤ 4T
R
+
4T
R
=
8T
R
,
where we used R ≤ √2T in the last inequality. Using the relation above together with Theorem 1 concludes the
proof.
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(a) Error over iterations. (b) Error over communication rounds.
Figure 2: Local SGD with different communication strategies on the NSQIP data set.
B More Numerical Experiments
In this section we present more numerical experiments as well as discussion on how different hyper-parameters
were selected.
B.1 An Experiment With Real Data: Logistic Regression for Hospitalization Prediction
We consider binary classification and select l2-regularized logistic regression with its corresponding loss function
as the objective function F to be minimized, i.e.,
F (x) =
1
N
N∑
j=1
(
ln(1 + exp(x>Aj))− 1(bj=1)x>Aj
)
+
λ
2
‖x‖22,
where λ is the regularization parameter, Aj ∈ Rd and bj ∈ {0, 1}, j = 1, . . . , N are features (data points)
and their corresponding class labels, respectively. We used a real data set from the American College of
Surgeons National Surgical Quality Improvement Program (NSQIP) to predict whether a specific patient will be
re-admitted within 30 days from discharge after general surgery. This data set consists of N = 722, 101 data
points for training with d = 231 features including (i) baseline demographic and health care status characteristics,
(ii) procedure information and (iii) pre-operative, intra-operative, and post-operative variables.
We perform Local SGD with n = 20 workers, λ = 0.05, β = 1, T = 500 iterations and batch size of b = 1 with
four different communication strategies for H: (i) one from [Sti19] with the choice of
√
T/(bn) ≈ 7, (ii) one
from [HKMC19] with the choice of T 2/3/(nb)1/3 ≈ 36, (iii) a strategy with the time varying communication
intervals with Hi = a(i+ 1), a = 5 and R = 20 communication rounds proposed in this paper, (iv) a strategy
with the same number of communications however with a fixed H = T/n = 50, and finally, (v) selecting
H = T for one-shot averaging. Each simulation has been repeated 10 times and the average of their performance
is reported in Figure 2.
It can be seen that all four communication strategies have similar behavior over the number of iterations.
However, the methods proposed in this paper reach the same error level with much less communication rounds,
i.e., 20 versus 143 ([HKMC19]) or 28([Sti19]). Surprisingly, one-shot averaging performs just as well as
synchronized SGD. This could be due to the fact that our bounds analyze the worst-case scenario. Studying
one-shot averaging and cases where it performs well is out of the scope of this paper and is left to future work.
We also notice that, as we get closer to the end of training, the methods with fixed-length communication
intervals, have smaller improvement with each communication (see Figure 2-b). However, with the growing
communication interval suggested in this paper, each communication decreases the error significantly. This
further confirms that less frequent communication is needed towards the end of training.
B.2 Logistic Regression on a9a Data Set
Here we repeat the experiment above on the a9a data set from LIBSVM [CL11]. This data set consists of
N = 32561 data points for training with d = 123 features. We use same parameters as we did for (NSQIP)
data set, except this time we repeat each training 50 times due to smaller size of the data set. The results are
presented in Figure 3. Here, we observe a similar performance of different communication strategies.
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(a) Error over iterations. (b) Error over communication rounds.
Figure 3: Local SGD with different communication strategies on the a9a data set.
B.3 Discussion
We note that other communication strategies proposed in related works have often suggested their own step-size
sequence or sometimes a fixed step-size. Designing an experiment to have a completely fair comparison of
different methods while capturing all possible applications is not easy, if possible at all. Therefore, to make our
comparison more fair, we used the same step-size sequence with β = 1 for all methods in each experiment.
Moreover, the central goal of the numerical experiments here, is to demonstrate the effectiveness of our suggested
communication strategy, using minimal number of communication rounds.
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