A popular approach to deal with the "curse of dimensionality" in relation with the analysis of high-dimensional datasets, is to assume that points in these datasets lie on a low-dimensional manifold immersed in a high-dimensional ambient space. Kernel methods operate on this assumption and introduce the notion of local affinities between data-points via the construction of a suitable kernel. Spectral analysis of this kernel provides a global, preferably low-dimensional, coordinate system that preserves the qualities of the manifold. In this paper, we extend the scalar relations used in this framework to matrix relations, which can encompass multidimensional similarities between local neighborhoods of points on the manifold. We utilize the diffusion maps method together with linear-projection operators between tangent spaces of the manifold to construct a super-kernel that represents these relations. The properties of the presented super-kernels are explored and their spectral decompositions are utilized to embed the patches of the manifold into a tensor space in which the relations between them are revealed.
Introduction
High-dimensional datasets have become increasingly common in many areas, due to high availability of data and continuous technological advances. Classical methods of statistical analysis fail on such datasets because of a problem known as "curse of dimensionality". More recent methods, originated from the field of machine learning, assume that the observable A recent work [12] suggests to enrich the information represented by a simplified version of the kernel used in the Diffusion Maps method. The original kernel expresses the notion of proximity or the neighborhood structure of the manifold. The enriched kernel also maintains the information about the orientation of the coordinate systems in each neighborhood. This information allows the resulting eigenmap (i.e., the map constructed by the eigenvalues and eigenvectors of the kernel) to be used for determining the orientability of the underlying manifold. In cases when the manifold is orientable, this method finds a suitable global orientation together with the global coordinate system of the embedded space. If the manifold is not orientable, a modification of the used kernel can be utilized to find a double-cover of this manifold.
In this paper, we extend the original Diffusion Maps method in particular and kernel methods in general by suggesting the concept of a super-kernel. We aim at analyzing patches of the manifold instead of analyzing single points on the manifold. Each patch is defined as a local neighborhood of a point in a dataset sampled from an underlying manifold. The relation between two patches is described by a matrix rather than a scalar value. This matrix represents both the affinity between the points at the centers of these patches and the similarity between their local coordinate systems. The constructed matrices between all patches are then combined in a block matrix, which we call a super-kernel.
We suggest few methods for constructing super-kernels. In particular, linear-projection operators between tangent spaces of data-points are suggested for expressing the similarities between the local coordinate systems of their patches. We also suggest using the original diffusion kernel for expressing the affinities between points on the manifold. We examine and determine the bounds for the spectra (i.e., the eigenvalues) of the suggested constructions.
Then, the eigenvalues and the eigenvectors of the constructed super-kernels are used to embed the patches of the manifold into a tensor space. We relate the Frobenius distance metric between the coordinate matrices of the embedded tensors to a new distance metric between the patches in the original space. We show that this metric can be regarded as an extension of the diffusion distance metric, which is related to the original Diffusion Maps method [3] .
The paper has the following structure: An overview includes the problem setup (section 2.1), description of Diffusion Maps (section 2.2), description of the super-kernel (section 2.3) and linear projection super-kernel (section 3). Description of the diffusion super-kernel is given in section 4. Description of the linear-projection diffusion super-kernel is given in section 5. Numerical examples, which demonstrate the above constructions, is given in section 6. Technical proofs are given in the appendix in section A.
Overview 2.1 Problem setup
Let M ⊆ R m be a set of n points sampled from a manifold M that lies in the ambient space m×d be a matrix whose columns are these vectors:
We will assume from now on that vectors in T 
is the linear projection of u on the tangent space T x (M). Section 2.2 explains the application of the original diffusion maps method for the analysis of the dataset M . Then, section 2.3 describes the new construction we propose for embedding patches of the manifold M based on the points in the dataset M .
Diffusion Maps
The original diffusion maps method [3, 10] can be used to analyze the dataset M by exploring the geometry of the manifold M from which it is sampled. This method is based on defining an isotropic kernel K ∈ R n×n , whose elements are defined as k(x, y) e
where ε is a meta-parameter of the algorithm. This kernel represents the affinities between points on the manifold. The kernel can be viewed as a construction of a weighted graph over the dataset M . The points in M are used as vertices and the weights of the edges are defined by the kernel K. The degree of each point (i.e., vertex) x ∈ M in this graph is
k(x, y). Kernel normalization with this degree produces a n × n row stochastic transition matrix P whose elements are p(x, y) = k(x, y)/q(x) for x, y ∈ M , which defines a
Markov process (i.e., a diffusion process) over the points in M .
The diffusion maps method computes an embedding of data points on the manifold into an Euclidean space whose dimensionality is usually significantly lower than the original data dimensionality. This embedding is a result of spectral analysis of the diffusion kernel. Thus, it is preferable to work with a symmetric conjugate to P , which is denoted by A and its elements are
We will refer to A as the diffusion affinity kernel or as the symmetric diffusion kernel. The eigenvalues 1 = σ 0 ≥ σ 1 ≥ . . . of A and their corresponding eigenvectors ψ 0 , ψ 1 , . . . are used to construct the desired map, which embeds each data-point x ∈ M onto the point
for a sufficiently small δ, which is the dimension of the embedded space and depends on the decay of the spectrum of A. This construction is also known as the Laplacian of the graph constructed by the diffusion kernel [2] .
The diffusion maps method uses scalar values to describe the affinities between points on the manifold. We extend this method by considering affinities, or relations, between patches (i.e., neighborhoods of points) on the manifold. These relations cannot be expressed by mere scalar values, since the similarity between patches must contain information about their relative positions in the manifold, their orientations and the correlations between their coordinates. We suggest to use the tangent spaces of the manifold M (i.e., similarities between them) together with scalar affinities between their tangential data points, to construct a block matrix, where each block represents the affinity between two patches. The rest of this section describes the construction of such block matrices that we call super-kernels.
Super-kernel
Let Ω ∈ R n×n be an affinity kernel defined on M ⊆ R m , i.e., each row or each column
in Ω corresponds to a data point in M , and each element in it,
[Ω] xy = ω(x, y) x, y ∈ M, represents an affinity between x and y. We will require, by definition, that Ω will be symmetric and positive semi-definite. Furthermore, we will require that its elements satisfy
The exact definition of Ω can vary. We will present few ways to define it in the following sections.
For x, y ∈ M , let O xy ∈ R d×d be a d × d matrix that represents the similarity between the matrices O x and O y , which were defined in Eq. 2.1. The matrices O x and O y represent bases of the tangent spaces T x (M) and T y (M), respectively. Thus, the matrix O xy represents, in some sense, the similarity between these tangent spaces. We will refer to it as a tangent similarity matrix. We will require that the tangent similarity matrices satisfy the following condition:
In following sections we will present a way to define such tangent similarity matrices.
We use the affinity kernel Ω and the tangent similarity matrices O xy in the following definition to introduce the concept of a super-kernel :
nd×nd where in terms of blocks, each block matrix is of size n × n and each block is a d × d matrix. Each row and each column of blocks in G corresponds to a point in M and a single block G xy (where x, y ∈ M ) represents an affinity or similarity between the patches N (x) and N (y). Each
It is convenient to consider each single cell in G as an element in a block, i.e., [G xy ] ij where x, y ∈ M and i, j ∈ {1, . . . , d}. We can also use the vectors o i x and o j y to apply this indexing scheme and use the following notation:
In this notation, it is easy to see that G is symmetric since
where the first equality is due to Eq. 2.3, to the symmetry of Ω and the definition of G xy .
It is important to note that g(o i
x , o j y ) is only a notation for convenience reasons and a single element of a block in G does not necessarily have any special meaning. The block itself, as a whole, holds meaningful similarity information.
We will use spectral decomposition for analyzing a super-kernel G, and utilize it to embed the patches N (x) of the manifold (for x ∈ M ) into a tensor space. Let |λ 1 | ≥ |λ 2 | ≥ . . . ≥ |λ | be the most significant eigenvalues of G and let φ 1 , φ 2 , . . . , φ be their corresponding eigenvectors. According to the spectral theorem, if is greater than the numerical rank of 5) where the eigenvectors are treated as column vectors. For convenience reasons, we will treat this approximation as an equality, since, from a theoretical point of view, can always be chosen to be large enough for actual equality to hold. In practice, the exact value of depends on the numerical rank of G, the decay of its spectrum, and the exact application of the construction. Usually, however, the affinity kernel and the tangent similarity matrices can be chosen in such a way that a small will obtain sufficient accuracy for the desired task.
Each eigenvector φ i , i = 1, . . . , }) is a vector of length nd. We use a similar notation to Eq. 2.4 to denote each of its elements as φ i (o j x ) where x ∈ M and j = 1, . . . , d. An eigenvector φ i can also be regarded as a vector of n sections, each of which is a vector of length d that corresponds to a point x ∈ M on the manifold. To express this notion we use the notation
Thus, the section in φ i , which corresponds to x ∈ M , is the vector (ϕ
We use the eigenvalues and eigenvectors of G to construct a spectral map whose definition is similar to the standard (i.e., classic) diffusion map:
where µ is a meta-parameter of the embedding. It depends on the specific affinity kernel and on tangent similarity matrices that are used. In section 3, we will use the value µ = 1 2
(for a positive semi-definite G), and in section 4, we will use the value µ = 1. By using this construction, we get nd vectors of length . Each x ∈ M corresponds to d of these vectors,
We use these vectors to construct the tensor
represented by the following × d matrix:
In other words, the coordinates of T x (i.e., the elements in this matrix) are
where µ is the meta-parameter that is used in Eq. 2.7. Each tensor T x represents an embed-
In the following sections, we will present several constructions for a super-kernel G and the properties of the embedded tensors, which result from its spectral analysis, are examined.
Specifically, we will relate the Frobenius distance between the embedded tensors, regarded as their coordinate matrices, to the relations between their corresponding patches in the original manifold.
Linear projection super-kernel
The proposed construction of a super-kernel (see Definition 2.1) encompasses both the affinities between points on the manifold M and the similarities between their tangent spaces.
The latter are expressed by the tangent similarity matrices, which can be defined in several ways. In this paper, we will use linear projection operators to define these similarity matrices. Specifically, for x, y ∈ M , assume that T 
i.e., for every x, y ∈ M , the blocks of G are defined as
The linear projection operators, which define the tangent similarity matrices by a LP super-kernel, express some important properties of the manifold structure, e.g., curvatures
between patches and differences in orientation. While there might be other ways to construct a super-kernel that expresses these properties, LP super-kernels do have an important property, which is given by the following theorem:
Theorem 3.1. A LP super-kernel G is positive semi-definite and its spectral norm satisfies
where Ω is the spectral norm of the affinity kernel.
To prove this theorem, we first need to some notations. Let u ∈ R nd be an arbitrary vector of length nd. We can view u as having n subvectors of length d, where each subvector u x corresponds to a point x ∈ M on the manifold. Let U ∈ R n×d be a n × d matrix such that for every x ∈ M its rows are the subvectors u x and let u 1 , . . . , u d be the columns of this matrix. Figure 3 .1 illustrates these notations. An element in U , which is in a row u x , x ∈ M and a column u j , j = 1, . . . , d, is denoted by u j x . Each subvector u x , x ∈ M , has d elements, therefore, it can be seen as a vector on the tangent space T x (M). We define the same vector, presented by m coordinates of the ambient Note that x 1 , . . . , x n are used here to denote all the points in M .
Since both u x andũ x represent the same vector (in two different orthonormal coordinate systems), their norms have the same value. Indeed,
For every x ∈ M , we denote byŨ ∈ R n×m the n × m matrix whose rows areũ x and we denote its columns byũ 1 , . . . ,ũ m . Each element inŨ , which is in a rowũ x , x ∈ M , and a
Lemma 3.2. Let G be a LP super-kernel and let u ∈ R nd be an arbitrary vector of length
where Ω is the affinity kernel, always holds.
The proof of Lemma 3.2 is technical and it is given in Appendix A. We can now prove Theorem 3.1.
Proof of Theorem 3.1. Let G ∈ R nd×nd be a LP super-kernel and let u ∈ R nd be an arbitrary vector of length nd. First, we recall that we require the affinity kernel Ω to be positive semidefinite, thus, from Lemma 3.2 we get
therefore,
Since u is an arbitrary vector of length nd, Eq. 3.3 shows that G is positive semi-definite.
This proves the first part of the theorem.
Next, we denote the spectral norm of Ω by σ = Ω , thus,
therefore, from Lemma 3.2 we get
Then, by using Eq. 3.1 we get
By combining Eqs. 3.6 and 3.5, we get
Since u is an arbitrary vector of length nd, Eq. 3.7 shows that the Raleigh quotient of G is at most σ. We have already shown that G is positive semi-definite, hence, its spectral norm is its largest eigenvalue, which is also the maximal value of its Raleigh quotient. Therefore, the spectral norm of G is at most σ, and the second part of the theorem is also proved.
In sections 3.1 and 3.2, we present two constructions of LP super-kernels. The first construction preserves global tangent similarities by ignoring the affinity between the points in M . The second construction uses binary affinities (i.e., 0 or 1) that preserves local tangent similarities. In Section 5, we will present our final construction, which uses the diffusion affinity kernel to define a LP super-kernel that is used to define the patch-to-tensor embedding.
Global linear-projection (GLP) super-kernel
A simple way to construct a LP super-kernel is to ignore the affinity kernel completely. In other words, we can use an all-ones matrix as the affinity kernel, thus, the resulting superkernel will contain only the information about the tangent similarities between patches.
While this approach may not be useful in practice, it will provide an insight into the effect the linear projection operators have on the embedding achieved by using a LP super-kernel.
The following definition formalizes the described construction of a global LP super-kernel.
Definition 3.2 (GLP super-kernel). A Global Linear-Projection (GLP) super-kernel is a
LP super-kernel G, as was defined in Definition 3.1, where the affinity kernel is defined as a constant ω(x, y) 1 x, y ∈ M ,
i.e., the affinity kernel Ω, in this case, is an all-ones matrix, and the blocks of G are defined
By definition, a GLP super-kernel G is a LP super-kernel, thus, Theorem 3.1 applies to it and G is positive semi-definite. Therefore, all the eigenvalues of G are non-negative, and a spectral map Φ (Eq. 2.7) can be defined using µ = , then
where the tensors are treated as matrices (i.e., their coordinate matrices). , then
where the tensors are treated as matrices (i.e., their coordinate matrices).
Proof. For x, y ∈ M , let O x and O y be the matrices defined in Eq. 2.1 and let D be the matrix norm described in the theorem. Then, by definition,
We recall the definitions of the blocks in a GLP super-kernel G, thus, the matrix product in the right-hand side Eq. 3.8 is
therefore, according to Lemma 3.3,
By combining Eqs. 3.9) and 3.8 we get
as stated in the theorem. , then:
1. The Frobenius distances, defined by the Frobenius (also called Hilbert-Schmidt) norm, in the embedded tensor space satisfy
2. The spectral distances, defined by the spectral (also called operator) norm, in the embedded tensor space satisfy
Proof. The Frobenius norm is defined by S F = tr(S T S) and the spectral norm is defined by S = λ max (S T S) (where λ max is a the largest eigenvector of a square matrix). Both definitions fit the form of the matrix norm in Theorem 3.4, thus its result applies for the distances defined by these norms.
Local linear-projection super-kernel
We presented an important property (Theorem 3.4 and Corollary 3.5) of the GLP superkernel construction, but it also has a critical flaw. Manifolds are based on local structures and the similarities between tangent spaces of far-away points are meaningless. The next construction introduces the notion of locality in a LP super-kernel.
We use the notion of neighboring points to define a simple local affinity kernel. We use the notation x ∼ y to denote the fact that two points x, y ∈ M on the manifold are Since, by definition, a LLP super-kernel is a LP super-kernel, both Theorem 3.1 and Lemma 3.3 are applicable for it. Thus, we can use it to embed patches on the manifolds to tensors by using a spectral map Φ (Eq. 2.7), with µ = 1 2 , to construct the tensors in Eq. 2.8. Theorem 3.4 showed that for a wide range of matrix distance metrics, when the embedding is done with a GLP super-kernel, the distance between embedded tensors is equal to the distance between the basis matrices (Eq. 2.1) of the original patches. While the result in this theorem is not globally true when the embedding is done with a LLP super-kernel, Theorem 3.6 shows that a similar result does apply to neighboring points in this embedding. Theorem 3.6. Let D be a matrix norm of the same form as in Theorem 3.4, let x ∼ y ∈ M be two neighboring points on the manifold and let T x and T y be their embedded tensors (Eq. 2.8).
If the embedding is done by using the spectral map Φ (Eq. 2.7) of a LLP super-kernel G, with the meta-parameter µ = 1 2 , then
Proof. Let G be the LLP super-kernel that is used to embed the data-points in the theorem.
According to Definition 3.3,
Also, according to the same definition, since any point is a neighbor of itself then we get
and by combining this result with Eq. 3.8 (from the proof of Theorem 3.4), which still applies here (since matrix norms of the same form are considered in both theorems), we get
Since Lemma 3.3 applies for LLP super-kernels, a calculation similar to the one in Eq. 3.9
gives
as stated in the theorem. Theorem 3.6 extends Theorem 3.4 to the case of LLP super-kernels and it shows that the embedding achieved by it is locally similar to the one achieved by a GLP super-kernel.
Locally similar means that the distances between the embedded tensors are equivalent in both cases of neighboring points. Corollary 3.5 stated that the result of Theorem 3.4 applies, in particular, to the Frobenius distance and to the spectral distance. A similar corollary can be stated for the result of Theorem 3.6 and its proof is the same as in Corollary 3.5. . Then, the Frobenius distances, defined by the Frobenius norm in the embedded tensor space and the spectral distances, defined by the spectral norm, in the embedded tensor space satisfy
The presented construction of a LLP super-kernel takes us one step closer to our final construction of a LP super-kernel that will be used to define the desired patch-to-tensor embedding, since it considers the local nature of the manifold. Section 4 will further examine this aspect by utilizing the diffusion affinity kernel to introduce the notion of locality in the construction of a super-kernel.
Diffusion super-kernel
The definition of a super-kernel (Definition 2.1) is based on an affinity kernel, which describes the relations between points on the manifold, and a set of tangent similarity matrices, which describe the relations between tangent spaces of the manifold. Section 3 explored mainly the latter part of this construction (i.e., the matrices O xy for x, y ∈ M ), and proposed two simple definitions of an affinity kernel to use in conjunction with the proposed LP super-kernel (see i.e., the affinity kernel is the symmetric diffusion kernel.
The Euclidean distance between data-points in the embedded space, which results from the application of the usual diffusion maps, is equal to a diffusion distance in the original ambient space. This diffusion distance measures the distance between two diffusion "bumps"
a(x, ·) and a(y, ·), each of which is a row in the symmetric diffusion kernel that defines the diffusion map. From a technical point of view, this relation means that the Euclidean distance between two arbitrary points in the range of a diffusion map is equal to the Euclidean distances between the corresponding rows of its symmetric diffusion kernel. Lemma 4.1 establishes the same technical relation between the spectral map Φ (Eq. 2.7) of a diffusion super-kernel G and the rows of the super-kernel itself.
Lemma 4.1. Let G be a diffusion super-kernel and let Φ be a spectral map (Eq. 2.7) of this kernel with the meta-parameter µ = 1. For every x, y ∈ M and j = 1, . . . , d, Theorem 4.2. Let x, y ∈ M be two points on the manifold and let T x and T y be their embedded tensors (Eq. 2.8). If the embedding is done by using the spectral map Φ (Eq. 2.7) of a diffusion super-kernel G with the meta-parameter µ = 1, then
where the tensors are treated as matrices (i.e., their coordinate matrices) when computing the Frobenius distance between them.
Proof. First, we use the definition of the Frobenius norm and the construction of the em-bedded tensor space to get
Next, we combine this result with Lemma 4.1 to get
as states in the theorem. 
where a(u, ·) denotes a vector of length n with the entries a(u, z) for every z ∈ M . In other words, the extended diffusion distance in this case is the original diffusion distance multiplied
Proof. According to Theorem 4.2,
and since the Frobenius norm comes from the Frobenius inner product (denoted by ':'),
If O xz and O yz are both d × d orthogonal matrices, as the corollary assumes, then so are 
therefore, if we combine this result with Theorem 4.2, we get
as stated in the corollary.
Linear-projection diffusion super-kernel
In Section 4, we utilized the diffusion affinity kernel to construct a super-kernel without defining the tangent similarity matrices. In section 3, we presented a general construction of a super-kernel that is based on linear-projection tangent similarity matrices (see Definition 3.1) without defining the affinity kernel. Definition 5.1 combines these constructions and introduces our construction of a linear-projection diffusion super-kernel. We will construct a patch-to-tensor embedding, which maps patches of the manifold into a meaningful tensor space by using the spectral map of this super-kernel.
Definition 5.1 (LPD super-kernel).
A Linear-Projection Diffusion (LPD) super-kernel G is both a diffusion super-kernel as was defined in Definition 4.1 and a LP super-kernel as was defined in Definition 3.1, i.e., its blocks are defined as
Since a LPD super-kernel is a LP super-kernel, Theorem 3.1 applies to it. We recall that the spectral norm of the symmetric diffusion kernel is A = 1, therefore, we get Corollary 5.1 for the case of LPD super-kernels, whose proof is an immediate result of this discussion. Proof. According to Corollary 5.1, an LPD super kernel G is positive semi-definite, thus, its eigenvalues are non-negative and the largest one is equal to the spectral norm of G, which satisfies G ≤ 1, according to the same corollary. Therefore, every eigenvalue of G is at least 0 and at most 1.
We recall that the original diffusion distance between two points x, y ∈ M is
According to Theorem 4.2 and Definition 5.1, when the spectral map Φ (Eq. 2.7) of a LPD super-kernel is used to embed the patches of these points, the Frobenius distance between the resulting embedded tensors (regarded as their coordinate matrices) satisfies
The vectors o is applied to each of these unit vectors and the squared lengths of the resulting vectors are summed. These terms can be seen as extensions of the terms (a(x, z)−a(y, z)) of the original diffusion distance, which only consider the differences between scalar affinities. 5.1(c) ). If the lengths of vectors in the direction of u are not changed by these projections (e.g., u is on both T x (M) and T y (M)), and if the coordinate systems of these tangent spaces are equivalent, in the sense that the direction of these projections is the same in both of them, then the length of the resulting vector will simply be the scalar difference a(x, z) − a(y, z). This is an extreme scenario. In most cases, these differences (i.e., the scalar difference and the length of the difference vector) will not coincide due to the curvature of the manifold and the difference in coordinate systems on the manifold.
We have shown that the embedding achieved by spectral analysis of a LPD super-kernel is similar, in some sense, to the one achieved by the original diffusion maps method. We use the name Patch-to-Tensor Embedding (PTE) for the presented embedding,
which maps each patch of the manifold to the corresponding tensor, defined by Eq. 2.8, by using the spectral map Φ (Eq. 2.7) with µ = 1, of a LPD super-kernel that is constructed over the input set M of points on the manifold. In section 6, simple (yet not optimal) algorithm for constructing a Patch-to-Tensor Embedding is presented. Its results are generated from its applications to two synthetically produced manifolds.
Numerical examples
This section presents several numerical results that demonstrate the PTE characteristics on synthetically produced datasets. Specifically, the following demonstration relates Theorem 3.1 and the corresponding corollary (Corollary 5.1) to the LPD super-kernels. Algorithm 1 is used to construct a PTE for the analysis of three exemplary manifolds. In order to analyze the support interval that the eigenvalues span, we compute the Cumulative Distribution Function (CDF) of the eigenvalues of the LPD super-kernel. The corresponding CDF is the probability that any real-valued eigenvalue of the LPD superkernel will have a value less than or equal to a threshold τ . More rigorously, the CDF is defined as 
Conclusion
In this paper, we presented an extension of the scalar-affinity kernels that are used in kernel methods. We used mainly a linear-projection-based construction of this extension, which we call a super-kernel. Other constructions such as ones based on orthogonal transformations can also be used. Such constructions will be explored in future works.
A Technical proofs
Proof. Let G be a LP super-kernel as was defined in Definition 3.1, and let u ∈ R nd be an arbitrary nd vector. The product u T Gu can be expressed block-wise as
Vy using the definition of the blocks of G, we get , then
Proof. Let x, y ∈ M be two points on the manifold, and let G be the LP super-kernel that is used to embed the points in the lemma. According to Eq. 2.9 (with µ = 
