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Abstract—
While the canonical behavior of today’s home Internet users involves
several residents concurrently executing diverse Internet applications, the
most common home configuration is a single external connection into
a wireless access point (AP) that promises to provide concurrent high-
bandwidth Internet access for multiple clients through a wireless local area
network (WLAN). Recent research has attempted to assess the performance
impact of clients with weak wireless connectivity upon the other WLAN
clients by employing measurement studies or analytic models that focus
primarily on wireless channel characteristics. This paper examines the in-
tertwined effects on performance of the user applications, the network pro-
tocol and the wireless channel characteristics via carefully designed mea-
surement experiments that leverage previously developed network mea-
surement tools. The study provides empirical evidence that suggests the
overall performance of a wireless network is not only determined by the in-
dividual wireless channel qualities associated with each client, but also by
the interaction of the various network layers with respect to transmission
contention, queuing at the access point, the transport protocol, and the be-
havior of the specific applications. These results imply that effective WLAN
performance modeling needs to include details on multiple network layers.
I. INTRODUCTION
It is increasingly common for home users to access the Inter-
net via a Wireless Local Area Network (WLAN) connected to a
single external broadband or ADSL connection. Such a config-
uration allows several home residents to concurrently access the
Internet while using a variety of Internet applications. Further-
more, growth in WLAN’s deployed at universities [9] increases
the likelihood that concurrent wireless hosts will access the In-
ternet through a common wireless access point (AP).
This growth in WLAN use has encouraged research in mod-
eling [5], [4] and measuring [9], [18] wireless networks to im-
prove current wireless protocols and develop high-performance,
wireless-friendly applications.
Recent research has investigated WLAN performance when
one host’s traffic affects the performance of other hosts [2], [10].
This research has shown that when there is a WLAN host with
weak wireless connectivity, the performance of all hosts can de-
grade considerably. These results are especially important for
wireless home networks since, despite the small size of home
wireless networks, the quality of wireless links in the home are
not guaranteed, regardless of transmission power or rate [18].
However, these results focus only on analyzing [10] and mea-
suring performance at the wireless MAC layer [2], and thus they
only provide meaningful results under narrow conditions. Pre-
vious work [13] indicates that performance aspects of the link
layer, network layer and application layer can be inter-layer
related. This suggests that effective models of infrastructure
WLAN performance need to be aware of interactions between
the network layers.
This paper provides insight into the performance inter-
connection of simultaneous applications running over the In-
ternet to last-mile wireless infrastructure networks. Leverag-
ing previously developed tools, experiments on a IEEE 802.11g
WLAN network measure performance across the wireless link
layer, network layer, transport layer, and application layer.
The contributions of this paper include: 1) confirmation
of the performance anomaly modeled by Heusse et al. [10],
whereby the 802.11 CSMA/CA channel access method causes
a host with poor wireless connectivity to degrade the through-
put of other hosts with better connectivity; 2) refinement of the
results in [10], showing the anomaly dominates performance
only when the wireless hosts use the same transport protocols,
while heterogenous host protocols pushes the performance bot-
tleneck elsewhere; 3) confirmation of the results by Bai and
Williamson [2], showing streaming over UDP to a host with
poor wireless connectivity causes AP queue overflow that de-
grades the performance of other wireless hosts; 4) refinement
of the results in [2], showing the AP queue overflow does not
occur when streaming over TCP or when streaming UDP below
the effective wireless capacity; and 5) demonstration that the be-
havior of the application influences performance above and be-
yond performance predicted at the wireless and transport layer.
The sum of these contributions illustrate the intertwined effects
between network layers for 802.11 transmissions.
The rest of this paper is organized as follows: Section II de-
scribes related work, Section III provides details on the measure-
ment methodology, Section IV analyzes the measurement re-
sults, Section V summarizes our results and Section VI presents
possible future work.
II. RELATED WORK
Understanding the performance of a flow traversing over a
wired Internet environment to a wireless LAN has been the sub-
ject of many research papers. However, two aspects of this
situation germane to this study are the transport protocol’s re-
action to wireless losses and the interactions between two or
more wireless hosts experiencing heterogeneous wireless trans-
mission quality.
While most of the published research involves TCP modifica-
tions (e.g. TCP-Westwood1) that alter TCP’s reaction to wire-
less packet losses and MAC layer retries, this paper provides a
multi-level view of the impact of TCP and UDP users on hosts
with poor wireless connectivity accessing the Internet through
an access point (AP) used concurrently by other wireless hosts.
Thus, this section considers only related work focused on cap-

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2turing the interactions between wireless hosts and then discusses
how the observed results from this study fit within the frame-
work of these prior research efforts.
Examples of earlier analytic models of IEEE 802.11 that cap-
ture detailed components of the wireless channel access mech-
anism include Cali et al. [5] and Bianchi [4]. Cali focused on
theoretical wireless LAN efficiency by dynamically determin-
ing the optimal local contention window size from the number
of active wireless hosts and the average packet size. Bianchi
extends this analytic model under ideal channel conditions to
determine throughput limits for 802.11 with and without the
RTS/CTS mechanism. Building on these two analytic models,
more recent research efforts [6], [7], [16] include MAC layer
retries and Bit Error Rate (BER) in their models to determine
delays and service times experienced by IP layer packets.
While these analytic models emphasize that wireless link
layer contention impacts performance, they fail to account for
significant aspects of newer wireless schemes such as 802.11b
and 802.11g when the that dynamically adapt the target wireless
capacity to the host transmission quality. However, recent wire-
less LAN measurement studies have provided new insights into
these issues.
Heusse et al. [10] introduce the term performance anomaly to
characterize the impact of a wireless slow host that transmits at
a degraded target wireless capacity (e.g., 1 Mbps) compared to
a fast wireless host that transmits at 11 Mbps (or 54 Mbps for
802.11g). Using a simplified version of a earlier analytic model
to characterize 802.11 backoff and MAC retry policies, they de-
rive a channel contention-based result that claims the fast host’s
maximum throughput is degraded to the slow host’s throughput.
They conduct wireless LAN measurements that show moderate
agreement with this result. While they assume degraded wire-
less capacities are actually due to bad transmission quality, their
model and experiments both assume low bit error rates.
Bai and Williamson [2] measure the performance of two hosts
streaming video over UDP through a common AP. Their results
show that a mobile host streaming over UDP can suddenly enter
a location with bad wireless connectivity and seriously degrades
the performance of a streaming host under good wireless con-
ditions. They claim that the host in the bad location causes the
UDP traffic to backlog since the wireless frames cannot be trans-
mitted as fast as they arrive, causing the AP queue to overflow.
In a recent study, Yarvis et al. [18] examine characteristics
of houses, physical location and wireless technology to show
that home wireless LANs can be highly asymmetric and that
transmission quality can vary significantly. Similar to the results
of Aguayo et al. [1], they conclude that there is a low correlation
between loss rate and distance and that precise node location
is the single most important factor in determining the quality
of wireless communication. Note, both of these studies ([18]
and [1]) involve individual constant rate transmissions where all
other wireless host machines are idle.
III. METHODOLOGY
This section discusses the experimental methodology used to
investigate the multi-layered impact of a wireless client with bad
connectivity on the performance of Internet traffic going to a
wireless host with good connectivity through a common wire-
less access point. The explanation of empirical techniques is
divided into three components:
1. Review the measurement tools used to concurrently record
multi-layer data at two wireless clients (Section III-A).
2. Explain the workloads chosen and the design of the experi-
ments (Section III-B).
3. Consider the consistency of the results as it applies to the
individual experimental cases over multiple runs (Section III-
C).
A. Tools
For this invesitgation, several previously-developed measure-
ment tools [13] for collecting data at multiple network layers
were installed on two client laptops. Table I lists the tools em-
ployed in this study and provides examples of the performance
measurements available from each tool.
TABLE I
MEASUREMENT TOOLS
Tools Performance Measures
UDP Ping Round-Trip Time
Packet Loss
Typeperf Wireless Throughput
Wireless Channel Capacity
WRAPI Wireless Frame Retries
Received Signal Strength Indicator (RSSI)
For network layer performance metrics such as round-trip
time and packet loss rate along the flow path, UDP ping, an
internally developed tool, is used. Preliminary experiments re-
vealed that since the standard ICMP ping provided by Windows
XP waits for the previous ping reply or a timeout before send-
ing out the next ping packet, a constant ping rate could not
be maintained over poor wireless conditions round-trip times
longer than 1 second were recorded. Thus, a customized ping
tool using UDP packets was built to provide constant ping rates,
ping intervals configurable in milliseconds, and configurable
ping packet sizes.
At the wireless data link layer, a publicly-available library,
called WRAPI [3] wass enhanced to collect information at the
wireless streaming host that includes: signal strength, frame re-
transmission counts and failures, and information about the spe-
cific wireless access point (AP) that handles the wireless last
hop to the host.
Additionally, typeperf, a performance monitoring tool built-
in to Windows XP, is used to collect network data including re-
ceived bitrate and the current wireless target capacity.
B. Experimental Design
This investigation conducted a series of experiments over a
wired campus network to wireless hosts at pre-determined loca-
tions in the WPI Computer Science Department building.
Figure 1 shows the experimental setup. The wireless portion
of the WPI campus network is partitioned from the wired in-
frastructure. Except for the last hop from the AP to the wireless
clients, all traffic traverses the same network path from a single
server on the wired campus network to a common AP. The WPI
3Fig. 1. Measurement Setup
wireless LAN uses Airespace2 AP’s to provide IEEE 802.11g
wireless service.
The two wireless hosts used in the experiments are labeled as
host A and host B. Host A is a Toshiba laptop and host B is a
Sony Vaio laptop. Both laptops run Windows XP home edition,
with Service Pack 1 and use Netgear WG511 802.11g network
adaptors.
At each host, the tools UDP ping, typeperf and WRAPI de-
scribed in Section III-A are run. Typeperf collects data every
1 second, WRAPI collects data every 500 ms, while UDP ping
collects data 1350 byte packets sent every 200 ms.
Although the tools are deployed concurrently, baseline mea-
surements indicated these tools consume only about 3% of the
processor time on either host and send only 5 packets per sec-
ond. Given that the streaming videos consumed at least 35% of
the processor time and AP beacons send 10 packets per second,
the assumption is the measurement tools do not significantly im-
pact the performance of the applications.
Since host mobility is not part of this study, all experi-
ments involve one or two stationary laptops in one of two dis-
tinct configuration layouts. In the first layout, both laptops
are placed in locations that provide good wireless connectiv-
ity. In the second layout, host A remains at its good location
while host B is placed at a location with bad wireless connectiv-
ity. Location identification and classification come from previ-
ous experiments [13] such that a good location has an average
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To simplify coordination of concurrent flow measurement, a
single server running Windows Server 2003 standard edition
was used for all experiments. To verify the server processor
was not a bottleneck, preliminary experiments using two dis-
tinct servers, one for each laptop, were run. These results show
that the two server and one server setups yield nearly identical
throughput over the wireless LAN (see [8] for details).
The offered load on the wireless LAN comes from two appli-
cations: the downloading of a large file and the streaming of a
high-bandwidth multimedia clip. These two heavy-load applica-
)
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tions were chosen to stress the wireless LAN such that conges-
tion and channel contention would be observed and measured.
wget, a publicly-available TCP download application,3 is used
to download a 400 MByte file from the server to a wireless host.
Windows Streaming Media (v9.0), developed by Microsoft,4 is
used to stream a high-motion, *
',+.-/+(0,0
resolution, 24 frames
per second, 2 minute 5 video clip to a wireless host. The mul-
timedia clip is encoded at a bitrate of 5.0 Mbps, with 4.8 Mbps
for video and 0.2 Mbps for audio. The server is configured to
support the two standard streaming transport protocol choices:
TCP and UDP.
TABLE II
EXPERIMENT CASES
Case Host A Host B
Good Location Good Location Bad Location
1 TCP Download - -
2 TCP Download TCP Download -
3 TCP Download - TCP Download
4 TCP Download - UDP Stream
5 TCP Download - TCP Stream
6 TCP Download TCP Stream -
7 TCP Download UDP Stream -
8 - - TCP Stream
9 - - UDP Stream
Table II lists the nine combinations (cases) of application
workloads discussed in this paper. A dash in the table implies
no application is running at that location. For example, case 4
represents a wireless measurement experiment where the server
simultaneously runs a TCP download to host A at the good sig-
nal location and uses UDP to stream the multimedia clip to host
B which has been placed at the bad signal location.
At the beginning of each experimental run, the measurement
tools described in Section III-A are started before the applica-
tion flows. To reduce the potential variability of the physical
environment (as noted in [18]), the two laptops were placed
in exactly the same locations with the same physical orienta-
tion for all the experiments. All experiments were conducted
at night time when no moving people were around and in loca-
tions known to have little wireless traffic in the evening. While
each experiment produced about two minutes of usable perfor-
mance data, only data between 50th second and 100th second
is analyzed. This provides time to get beyond both the initial
wireless experiment start up turbulence and the standard data
rate burst used by streaming media players to quickly fill their
playout buffer.
C. Consistency
Each of the nine cases in Table II were repeated three times to
get some sense of the stability of the external environment and
to guard against sporadic interference that might cause a particu-
lar run to yield inconsistent results. Figure 2 provides data from
all three runs for case 4. The six graphs in the figure demon-
strate that the performance patterns for the target wireless link
capacity and the measured signal strength quality do not change
1
http://www.gnu.org/software/wget/wget.html
2
http://www.microsoft.com/windows/windowsmedia/default.aspx
3
The median duration of video clips stored on the Internet [14] is 2 minutes.
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Fig. 2. Wireless Signal Strength and Channel Capacity for Three Separate Runs
significantly across the three runs. Comparing the results across
multiple runs for the other eight cases yielded similar behavior.
While there were a few cases where there was evidence of obvi-
ous interference, the length of the interference signal was short
relative to the two minute video clip and/or file download. Thus,
from the three runs the dominant performance characteristic was
clearly discernable despite small-duration interference within a
given run.
IV. ANALYSIS
A. 802.11 Performance Anomaly
The analysis begins with Figure 3 where the application layer
throughput for the first three cases in Table II are compared to
show the impact of a host in a bad location downloading a file
while a host in a good location concurrently downloads a file.
Figure 3(a) displays 50 seconds of measured throughput for case
1 where only host A (in a good location) is downloading a file
while host B lies dormant. Note, the average throughput of 18.8
Mbps for the single host is significantly lower than the 54 Mbps
maximum target capacity for an 802.11g channel but close to the
maximum effective throughput range calculated after overhead
is taken into account, as in [12], [17].
Figure 3(b) shows throughput for case 2. With both down-
loads going to good locations, host A receives an average
throughput of 9.3 Mbps and host B receives 9.6 Mbps. Thus,
the two wireless hosts receive approximately half the through-
put obtained by the single host at a good location. However, Fig-
ure 3(c) indicates that for case 3 the download to a bad location
causes the throughput for both hosts to significantly degrade. In
case 3, host A at a good location receives an average through-
put of 2.8 Mbps while host B at a bad location only receives an
average throughput of 2.1 Mbps.
Comparing case 2 wireless signal strength (received sig-
nal strength indicator, or RSSI) against case 3 wireless signal
strength in Figure 4 shows that the wireless signal for the host
in the good location is not affected by the signal of the host in
the bad location. This is reflected in the wireless target channel
capacities in Figure 5, where the download to the good location
consistently yields a target link capacity of 54 Mbps regardless
of the location of host B. However, when host B is at a bad lo-
cation its average target channel capacity falls below 11 Mbps.
The drop in the throughput of the host in the good location
in case 3 is due to the IEEE 802.11 Distributed Coordination
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Fig. 4. Wireless Received Signal Strength Indicators
Function (DCF). Since DCF provides all hosts with an equal
probability to access the wireless channel, hosts operating with
a higher channel capacity wait nearly as long on average be-
tween sending packets as hosts operating at lower channel ca-
pacities. Thus, the average throughput of all hosts is reduced
to the throughput of the host with the lowest channel capac-
ity. These results are consistent with the anomaly discussed by
Heusse et al. [10] and show their model of channel contention
to be relevant even when 802.11g dynamically adapts the target
channel capacity.
B. The Effect of the AP Queue
The next analysis investigates the difference in the 802.11
anomaly when the host at a bad location streams a multimedia
clip using UDP rather than downloads a file using TCP.
Figure 6(b) graphs throughput for case 4 where host A at
a good location downloads a file while host B at a bad loca-
tion receives a UDP stream. Comparing this data with the re-
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Fig. 5. Wireless Channel Capacities
sults in Figure 6(a) shows that host A’s throughput is essentially
eliminated by the UDP stream coming to host B. Host A has
a terrible average throughput of 0.3 Mbps while host B has a
throughput of 2.5 Mbps. The severe degradation in performance
cannot be explained by the previously discussed 802.11 perfor-
mance anomaly alone. The Heusse model [10] only accounts for
throughput degradation caused by sharing the wireless capacity.
The degraded TCP throughput for the host in the good location
in case 4 may also be due to packet loss and higher round-trip
times. Thus, loss and throughput at multiple network layers are
now examined.
Figure 7 compares the wireless frame retries for case 3 (TCP
download and TCP download) against wireless frame retries for
case 4 (TCP download and UDP stream). Due to the bad wire-
less conditions, host B in Figure 7(a) records an average retry
fraction of about 0.2, while host A at the good location has a
retry fraction of only about 0.05. In Figure 7(b), both hosts ex-
perience bursty frame retry behavior. Wireless retry behavior
alone cannot explain the performance difference between case
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Fig. 6. Throughput Comparison
3 and case 4. These results suggest refinement of the results in
[10], showing the anomaly dominates performance only when
the wireless hosts use the same transport protocols, while het-
erogenous host protocols push the performance bottleneck else-
where. To get more insight into the recorded performance, it is
necessary to also consider UDP packet loss behavior.
IEEE 802.11 MAC protocols respond to bit error rate or frame
contention loss by retransmitting frames up to a specified retry
limit. The wireless MAC layer thus insulates the IP layer above
from packet losses caused by bad wireless conditions, except
when the retry limit is exceeded and the dependent IP layer
packet is dropped. Comparing the retry fraction in Figure 7(a) to
the IP (UDP ping) packet loss rate in Figure 8(a) demonstrates
this effect. Host B in a bad location has many wireless frames
retransmitted, but the UDP packet loss is near zero, comparable
to that of host A.
However, Figure 8(b) presents a completely different picture
when host B is in a bad location and streams a multimedia
file over UDP. The extremely high UDP ping packet loss rates
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Fig. 7. Wireless Layer Retry Fraction Comparison
shown in Figure 8(b) are not readily explained by the 802.11
anomaly, but rather are due to network layer congestion at the
AP queue. The 5 Mbps UDP stream is unresponsive to the lim-
ited wireless capacity and overflows the AP queue, continuing
unabated in the face of extreme packet loss. Thus, the difference
in UDP ping loss behavior between Figure 8(a) and Figure 8(b)
shows how the 802.11 anomaly model does not capture conges-
tion in the AP queue.
Figure 9 presents cumulative distribution functions (CDFs)
for UDP ping round-trip times concurrently sent from both wire-
less hosts for cases 3 and 4. Figure 9(a) clearly shows higher
round-trip times for the host downloading at a bad location com-
pared to the host downloading at a good location. This moderate
increase in round-trip time can be attributed to the increase in
wireless layer retry fraction seen in Figure 7(a).
Figure 9(b) shows cumulative distribution functions of the
round-trip times for case 4. Note the x-axis range in Figure 9(b)
is considerably larger than the x-axis range in Figure 9(a). While
the left side of the round-trip time distributions in case 4 are dif-
ferent from those in case 3, it is difficult to draw conclusions
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from these cumulative distributions alone because as Figure 8(b)
has already shown, the UDP packet loss rates are very high.
Thus, the data points are sparse for the tail of the CDFs when
there is a host streaming UDP from a bad location. However,
the high round-trip times shown in Figure 9(b) provide further
evidence that both flows encounter a large AP queue.
These results are consistent with the results from [2] and show
streaming UDP traffic to a host with poor wireless connectivity
causes the AP queue to overflow, degrading the performance of
all wireless hosts. However, when UDP streaming is replaced
with TCP streaming, the AP queue is not the bottleneck. Com-
paring Figures 7(c), 8(c) and 9(c) with their corresponding UDP
streaming figures shows the AP queue does not fill up at all.
This suggests a refinement of the results in [2], showing the
AP queue overflow does not occur when streaming over TCP
or when streaming UDP below the effective wireless capacity.
The impact on the host in the good location is caused by the
intertwining of effects of the lower wireless layer, as shown in
Section IV-A, and the upper application layer, as shown in the
next Section.
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C. The Effect of the Application Layer
Figure 10 provides a top-level view of the intertwined effect
of the application and the node location on application layer
throughput. In Figures 10(a) and 10(b) where both hosts are
at good locations, host B is able to stream the 5 Mbps encoded
bitrate over both TCP and UDP. Note, contrary to general be-
liefs the UDP stream actually leaves slightly more capacity for
the concurrent TCP download than does the TCP stream.
Figures 6 and 10(c) can be compared to see the effect of
TCP versus UDP intertwined with whether or not the applica-
tion is a file download or a streaming video while the host is
at a bad location. The difference in throughput for the TCP
download versus the TCP stream at a bad location is because
streaming media servers can react to indications of inadequate
available capacity by performing media scaling at the applica-
tion layer, reducing the streaming bitrate. This effect can be seen
in Figure 10(c) where the TCP stream in a bad location yields a
throughput lower than the TCP download in bad location in Fig-
ure 6(a). However, both of these TCP-based applications leave
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some available capacity for the concurrent TCP download in a
good location. This lies in stark contrast to the previously an-
alyzed UDP stream in a bad location in Figure 6(b) that wipes
out throughput for the TCP download in the good location.
One more set of measurements is provided in Figure 11 for
cases 8 and 9. This is another attempt to separate out the in-
tertwined effects of the streaming application from the choice
of TCP or UDP for the transport protocol. For these cases, the
hosts streaming over TCP (case 8) or UDP (case 9) are in bad lo-
cations, but only contend with the UDP ping traffic (called UDP
light) on the host in a good location. With almost no channel
or AP queue contention due to the concurrent flow, the general
shape of the application throughput for TCP and UDP is quite
similar in Figures 11(a) and 11(b). The initial throughput spikes
lasting until about 20 seconds in both graphs are indicative of
the streaming servers initially attempting to send at a high data
rate to fill the media player playout buffer, consistent with re-
sults from [15]. The later ebbs and flows in both throughput
time lines can be explained by attempts by the Windows Media
server to match the encoded streaming bitrate to the available ca-
80
1
2
3
4
5
25 50 75 100 125 150
W
LA
N
 T
hr
ou
gh
pu
t(M
bp
s)
9
Time (sec)
Bad TCP Streaming (B)
(a) UDP Light Traffic in a Good Location and TCP Streaming in a
Bad Location
0
1
2
3
4
5
25 50 75 100 125 150
W
LA
N
 T
hr
ou
gh
pu
t(M
bp
s)
9
Time (sec)
Bad UDP Streaming (B)
(b) UDP Light Traffic in a Good Location and UDP Streaming in a
Bad Location
Fig. 11. Light Load Throughput Comparison
pacity. When the media players playout buffer drains, the server
reduces the encoded bitrate in an attempt to “thin” the stream to
match the observed capacity. At other times, the server deems
there is additional capacity available and increases the encoded
bitrate in an attempt to provide better quality. The critical point
is that the performance is not simply explained by the host being
at a bad location or by the transport protocol chosen, alone.
V. CONCLUSION
The continued growth in deployment of IEEE 802.11 net-
works brings an increase in the importance in understanding
their performance over a wide range of wireless network con-
ditions and diverse set of user applications. A common home
wireless network has concurrent users accessing a single access
point connected to the rest of the Internet. Despite their rela-
tively small size, wireless home networks tend to feature wire-
less paths with a variety of obstacles which may render wireless
communication difficult.
This paper takes a step towards providing a better under-
standing of 802.11 networks under a typical network condition,
namely when one host has good wireless connectivity while an-
other hosts has bad wireless connectivity. Carefully designed
experiments that induce heavy load on a real 802.11g wireless
network allow measurement at multiple network layers with pre-
viously developed tools. These tools capture network perfor-
mance at the wireless, network and transport and application
layers and enable analysis of the intertwined effects between
network layers for 802.11g transmissions.
Our experiments demonstrate that multiple 802.11g conversa-
tions sent through a common wireless access point (AP) cause
channel contention that lowers effective throughput. By varying
the higher layers in this investigation, our experiments provide
the following observations beyond the result that wireless link
layer contention impacts performance:
1. Network layer queues at the wireless access point impact
performance. When the wired network layer throughput is
higher than the effective capacity at the wireless link, the ac-
cess point queues can severely lower performance for all flows
traversing the AP due to increased queuing delay and buffer
overflow. Performance degradation for all wireless clients is ex-
acerbated when one client has bad wireless connectivity.
2. The choice of transport protocol impacts performance. TCP
and UDP clients at bad locations affect good clients differently
due not only to wireless channel contention but also due to con-
tention for the access point buffer. TCP flows self-contend with
their own acknowledgments and unresponsive UDP flows are
more likely to overflow the AP queue.
3. Application layer behavior also impacts wireless perfor-
mance. Above the transport layer, Internet applications may ad-
just to the wireless network environment. For example, while
an file download relies on TCP to adapt to low quality wireless
conditions, a streaming media server will invoke media scaling
in an attempt to stream at an encoded data rate that is below the
perceived available streaming capacity.
The significance of the above observations can be seen in a
recent work by Yoo et al. [11] that proposes to adjust the wire-
less frame size proportionally to the available wireless capacity.
While this methodology does address the 802.11 performance
anomaly, it does not address the other intertwined effects caused
by higher layer protocols and applications running at low quality
wireless locations.
VI. FUTURE WORK
Commensurate with the newness of wireless networks, there
are numerous areas for future work.
Similar to modeling work in other areas, a model encompass-
ing wireless contention, the AP queue, and an application may
capture the intertwined effects shown in this paper’s measure-
ments. As a starting point, the application can likely be mod-
eled as a bulk download, but there in an opportunity for more
sophisticated models of streaming media or Web browsing ap-
plications.
While the performance measurements in this paper are from
a real 802.11 network, the effect of cross traffic such as AP bea-
cons and other WLAN traffic to other APs was not controlled.
Understanding the effects of interfering, competing or contend-
ing traffic will provide additional insights into wireless network
performance.
ireless network allow measurement with previously devel-
oped tools. These tools capture network performance at the
wireless, network and transport levels and enable analsis of the
intertwined effects of between network layers for 802.11g trans-
missions.
Our experiments demonstrate that multiple 802.11g conver-
sations sent through a common wireless AP cause channel con-
tention that results that lowers effective throughput. In partic-
ular, a host streaming over UDP in a bad wireless location sig-
nificantly degrades the channel throughput for hosts with good
connectivity. By varying the higher layers in this investigation,
9our experiments provide the following observations beyond the
result that: wireless link layer contention impacts performance:
1. Network layer queues at the wireless access point impact
performance. When the wired network layer throughput is
higher than the effective capacity at the wireless link, the ac-
cess point queues can severely lower performance for all flows
traversing the AP due to increased queuing delay and buffer
overflow. Performance degradation for all wireless clients is ex-
acerbated when one client has bad wireless connectivity.
2. The choice of transport protocol impacts performance. TCP
and UDP clients at bad locations affect good clients differently
due not only to wireless channel contention but also due to con-
tention for the access point buffer. TCP flows self-contend with
their own acknowledgements and unresponsive UDP flows are
more likely to overflow the AP queue.
3. Application layer behavior also impacts wireless perfor-
mance. Above the transport layer, Internet applications may ad-
just to the wireless network environment. For example, while
an FTP download relies on TCP to adapt to low quality wire-
less conditions, a streaming multimedia server will invoke me-
dia scaling in an attempt to stream at an encoded data rate that
is below the perceived available streaming capacity.
The significance of the above observations can be seen in a
recent work by Yoo et al. [11] that proposes to adjust the wire-
less frame size proportionally to the available wireless capacity.
While this methodology does address the 802.11 performance
anomaly, it does not address the other intertwined effects caused
by higher layer protocols and applications running at low quality
wireless locations.
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VII. APPENDIX
TABLE III
RETRY FRACTION AVG AND STDEV
Avg (A) Avg(B) Stdev(A) Stdev(B)
TCP(Bad) 0.055 0.192 0.042 0.142
TCPStream(Bad) 0.179 0.186 0.067 0.212
UDPStream(Bad) 0.067 0.028 0.144 0.114
A. Supplement Graphs and Tables
TABLE IV
AVG THROUGHTPUT FOR ALL EXPERIMENTAL INSTANCES (MBPS)
Case Host A Host B
Good Location Good Location Bad Location
1 18.8 - -
2 9.3 9.6 -
3 2.8 - 2.1
4 0.3 - 2.5
5 4.7 - 0.9
6 11.1 5.2 -
7 13.9 5.2 -
8 - - 1.2
9 - - 0.9
TABLE V
STAND DEVIATION OF THROUGHPUT
Case Host A Host B
Good Location Good Location Bad Location
1 1.12 - -
2 0.93 0.88 -
3 1.19 - 0.39
4 1.11 - 0.72
5 2.03 - 0.70
6 0.86 0.47 -
7 0.89 0.31 -
8 - - 1.05
9 - - 1.07
TABLE VI
UPSTREAM RETRY FRACTION
Case Host A Host B
Good Location Good Location Bad Location
1 0.051 - -
2 0.044 0.019 -
3 0.054 - 0.192
4 0.067 - 0.028
5 0.180 - 0.187
6 0.050 0.046 -
7 0.030 0.128 -
8 - - 0.149
9 - - 0.028
TABLE VII
STANDARD DEVIATION OF UPSTREAM RETRY FRACTION
Case Host A Host B
Good Location Good Location Bad Location
1 0.013 - -
2 0.035 0.010 -
3 0.042 - 0.149
4 0.144 - 0.114
5 0.067 - 0.212
6 0.017 0.020 -
7 0.012 0.211 -
8 - - 0.174
9 - - 0.123
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Fig. 14. Preliminary test:TCP downloading from different server. Laptop A
at good location A, and Laptop B at good location B. They download file
from different machines: in detail A downloads from saco.wpi.edu while
B downloads from fossil.wpi.edu. Compared with Figure 3(b), it could say
the server is not the bottleneck.
