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ABSTRACT
Hu, Zhen Ph.D., Purdue University, December 2014. Observation of Upsilon Sup-
pression, Search for Long-lived Particles, and Observation of B0s → μ+μ− at the
LHC with the CMS Experiment. Major Professor: Ian P. Shipsey.
The LHC centre-of-mass energy allows abundant Υ production in lead-lead (PbPb)
collisions. A detailed measurement of the bottomonium production will help to char-
acterize the dense matter produced in heavy-ion collisions. The full spectroscopy of
quarkonium states has been proposed as a possible thermometer for the QGP [1]. The
measurement reported in Chapter 3 is performed with data recorded by CMS during
the first PbPb run at 2010 and the proton-proton (pp) run at 2011, both at
√
sNN =
2.76 TeV. The integrated luminosity corresponds to 7.28/μb for PbPb and 225/nb for
pp collisions. Using muons of transverse momentum (pT) above 4 GeV/c and pseudo-
rapidity (η) below 2.4, the double ratio of the Υ(2S+3S) excited states to the Υ(1S)
ground state in PbPb and pp collisions, [Υ(2S+3S)/Υ(1S)]PbPb/[Υ(2S+3S)/Υ(1S)]pp,
is found to be 0.31+0.19−0.15(stat.)±0.03(syst.) [2]. The probability to obtain such a mea-
sured value, if the real double ratio is 1, is calculated to be less than 1% [2]. Υ(1S)
suppression at
√
sNN = 2.76 TeV PbPb collisions is also reported in Chapter 3.
As a follow up study, the sequential suppression of the three individual Υ states in
PbPb collisions with respect to their yields in pp collisions has been measured [3] in
Chapter 4. The pp and PbPb datasets used in this chapter correspond to integrated
luminosities of 230/nb and 150/μb, respectively, collected at 2.76 TeV in 2011 [4].
The relative suppression of the excited Υ states with respect to the Υ(1S) ground
state has been measured as a double ratio [Υ(nS)/Υ(1S)]PbPb/[Υ(nS)/Υ(1S)]pp. The
absolute suppression of the Υ(nS) yields in PbPb relative to the yields in pp scaled
by the number of nucleon-nucleon collisions, RAA, is measured as a function of the
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collision centrality [3]. Integrated over centrality, the RAA values for Υ(1S), Υ(2S),
and the upper limit of Υ(3S) RAA are reported in this chapter, which demonstrate
the sequential suppression of the Υ(nS) states in PbPb collisions at LHC energies [3].
In Chapter 5, a search is performed for long-lived particles decaying to a final
state that includes a pair of leptons (μ+μ− or e+e−). The experimental signature
is a distinctive topology consisting of a pair of charged leptons originating from a
displaced secondary vertex [5]. Events were collected with the CMS detector at the
CERN LHC in pp collisions at
√
s = 8TeV, and selected from data corresponding
to an integrated luminosity of 20.5 (19.6) fb−1 in the muon (electron) channel. No
significant excess is observed beyond the standard model expectations. Upper limits
are set at 95% confidence level on the product of the cross section and branching
fraction of such a signal, as a function of the lifetime of the long-lived particle, in the
context of two specific models. In the first, Higgs bosons decay to a pair of long-lived
neutral bosons, each of which decays to dileptons. In the second, events contain a pair
of squarks that each decay to a long-lived neutralino, each of which in turn decays to
dileptons and a neutrino. We performed the search with the CMS tracker and muon
system separately and combined the limits obtained.
A search for B0s rare decays in pp collisions at
√
s = 8 TeV is performed by CMS.
An excess of B0s → μ+μ− events with respect to background is observed with a signifi-
cance of 4.3 σ [6]. The result is in agreement with the standard model expectation [6].
In Chapter 6, we present an independent analysis with samples corresponding to an
integrated luminosity of 20 fb−1, collected by the CMS experiment at the LHC. It
follows closely the method of the initial analysis and includes direct comparisons. It
identified incorrect procedures in the initial analysis. After these had been corrected
the two analyses were in good agreement. This agreement was crucial to bring to
publication the CMS observation of B0s → μ+μ− and the joint LHCb-CMS article
submitted to Nature [7] in 2014.
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1. THE STANDARD MODEL AND BEYOND
STANDARD MODEL
1.1 The Standard Model
The Standard Model (SM) of elementary particle physics is a theory of parti-
cle properties and particle interactions. It describes the electromagnetic, weak, and
strong interactions between the fundamental particles, and comprises the unified the-
ory of quantum chromodynamics and electroweak interactions.
The SM includes twelve elementary particles of spin 1/2 known as fermions (6
quarks: up, down, charm, strange, top, bottom; 6 leptons: electron, muon, tau,
electron neutrino, muon neutrino, tau neutrino), four elementary particles of spin 1
known as gauge bosons (photon, W, Z, gluon), and a massive scalar particle known
as the Higgs boson, as shown in Fig. 1.1 [8]. The fermions obey the Pauli exclusion
principle while the bosons do not.
The fermions are grouped, according to theirs masses, into three generations with
similar physical behavior, as shown in Table 1.1. Quarks are characterized by a
fractional electric charge (+2/3,−1/3). Electrons, muons, and tau particles have one
unit of electrical charge while neutrinos have no electrical charge. Each fermion has
an associated anti-fermion, which has the same mass as the fermion, but opposite
electric charge, color, and third component of weak isospin. Quarks possess color
charge, so they bind to each other via the strong interaction, forming color-neutral
composite particles (hadrons) containing either a quark and an antiquark (mesons)
or three quarks (baryons).
The SM gauge bosons are force carriers that mediate the strong, weak, and elec-
tromagnetic fundamental interactions. Photons are the force carriers of the electro-
magnetic interactions between electrically charged particles, modeled by quantum
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electrodynamics (QED). The W and Z gauge bosons mediate the weak interactions
between particles of different flavors (all quarks and leptons), in electroweak theory
(EWT). The strong interaction between color charged particles (quarks), carried by
eight gluons, is described by quantum chromodynamics (QCD).
The Higgs boson plays an important role in the SM, by explaining the origin of
mass of the other elementary particles. The Higgs mechanism explains why the Z,
W+ and W− bosons are heavy, while the photon has no mass. Elementary particle
masses, and the differences between electromagnetism and the weak force, are critical
to many aspects of the structure of microscopic (and hence macroscopic) matter. In
electroweak theory, the Higgs boson generates the masses of the leptons and quarks.
The Higgs boson interacts with itself since it is very massive. [8]
Fig. 1.1. The Standard Model of elementary particles, with the three
generations of matter, gauge bosons in the fourth column, and the Higgs
boson in the fifth. [8]
The Standard Model is successful in explaining high energy experimental results.




Generations Electr. Charge Antiparticle Colors Total number
1, 2, 3
Quarks u, c, t +2/3 Pair r, b, g 36
d, s, b −1/3
Leptons e, μ, τ −1 Pair - 12
νe, νμ, ντ 0
Gluons - 0 Own 8 8
W - 1 Pair - 2
Z - 1 Own - 1
Photon - 0 Own - 1
Higgs - 0 Own - 1
Total 61
haves exactly as the Standard Model predicts albeit within currently large experi-
mental uncertainties, which further confirms the SM is essentially correct.
The Standard Model falls short of being a complete theory of fundamental inter-
actions. It does not incorporate gravity. The model does not contain any viable dark
matter particle that possesses all of the required properties deduced from observa-
tional cosmology. It also does not incorporate neutrino oscillations and their non-zero
masses. Finally, it does not explain dark energy. [8]
In this thesis, we test QCD in different collision environments and study the quark-
gluon plasma (QGP) via measurements of quarkonia production and suppression. We
also preform a direct search for Beyond Standard Model (BSM) physics via a search for
long-lived particles, and an indirect search for BSM physics via the measurement of an
ultra rare decay. These studies have produced two long-sought flagship observations
and strict limits on new physics.
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1.2 Quarkonia suppression and quark-gluon plasma
In our universe today, quarks are always bound by gluons to form “composite”
particles. In QCD, strongly interacting matter undergoes a phase transition to an
unbound state, where quarks and gluons are no longer bound within hadrons. We
call this deconfined state the quark-gluon plasma. This medium can be reproduced in
heavy-ion collisions. A smoking gun signature of the QGP is that its high temperature
causes the sequential melting of quarkonia, which manifests itself as the suppression
of excited Υ states in heavy-ion collisions, with respect to the number of quarkonia
produced in pp collisions. Suppression of heavy quarkonium states, e.g. J/ψ, Υ, has
been proposed as a probe of the properties of the hot and dense medium created in the
high energy heavy-ion collisions [3, 9]. Calculations in lattice QCD [10] indicate that
the transition should occur at a critical temperature Tc ∼ 175 MeV, corresponding
to an energy density εc ∼ 1 GeV/fm3. The melting temperature is related to the
binding energy of the quarkonium state. The ground states, Υ(1S), are expected
to dissolve at significantly higher temperatures than excited states, which are more
loosely bound. However, a large fraction (around 50% [11]) of the observed Υ(1S)
yield comes from the decays of the excited states. Therefore even if the medium is
not hot enough to dissolve the Υ(1S) states directly, the melting of the heavier states
is expected to result in a significant suppression of the observed Υ(1S) yield.
J/ψ suppression in heavy-ion collisions with respect to proton-nucleus collisions
was observed by the NA38 [12], NA50 [13,14], and NA60 [15] fixed-target experiments
at the Super Proton Synchrotron (SPS), respectively, in sulfur-uranium, lead-lead,
and indium-indium collisions, at
√
sNN (center-of-mass energies per nucleon pair )
of about 20 GeV [16]. At the Relativistic Heavy Ion Collider (RHIC), the J/ψ sup-
pression measurements is extended to Au-Au collisions at
√
sNN = 200 GeV by the
PHENIX experiment. Bottomonia production becomes measurable at RHIC [16] but
is limited by modest integrated luminosities. The LHC allows for the detailed stud-
ies of the heavy quarkonium states in ultra-relativistic heavy-ion collisions. Given
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the good mass resolution achieved, the Compact Muon Solenoid (CMS) detector is
perfect for these measurements.
1.3 A direct search of BSM physics with long-lived particles
Long-lived particles are predicted by several new physics models, such as “hid-
den valley” models [17], “split SUSY(supersymmetric)” [18] or SUSY with very weak
R-parity violation [19], and Z′ models containing long-lived neutrinos [20]. In those
models, the massive long-lived particles could manifest themselves through their de-
layed decays to leptons, so that they can be differentiated from Standard Model par-
ticles by measuring the significant distance they travel in the volume of the Compact
Muon Solenoid detector.
In “hidden valley” models, the hidden sector couples to the Standard Model
weakly. The hidden sector particles may communicate to the SM particles through
a very heavy mediator, charged under both hidden sector and SM. The mass of the
mediator is typically TeV scale or higher. Taking into account the constraint from Z
pole physics at LEP, it is difficult to search for this particular class of hidden valley
at the Tevatron. However, The Large Hadron Collider may open up the possibility
of detection of physics beyond the Standard Model at the TeV scale. [17]
1.4 An indirect search of BSM physics with B0s rare decays
A B0s meson is a bound state of an anti-beauty quark and a strange quark. Physi-
cists have been searching for the B0s rare decays for decades, as they provide an
indirect way to search for new physics beyond the Standard Model.
The B0s meson may decay in many ways. It is forbidden to decay to a pair
of muons at tree level (i.e. a first order weak interaction). In the SM calculation,
tree level diagrams do not contribute to the flavor-changing neutral current (FCNC)
decays [6]. B0s → μ+μ− transition is mediated by a FCNC amplitude, and is helicity
suppressed. These two features lead to a double suppression mechanism, so that the
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B0s → μ+μ− decay is extremely rare [21]. The decay is also characterized by a purely
leptonic final state, which cause the process to be theoretically very clean [21]. The
branching fraction is predicted to be [22]:
BR(B0s → μ+μ− )SM = (3.2± 0.2)× 10−9 (1.1)
There are some theories of physics beyond the Standard Model that predict this
rare decay will occur far more often. Those theories include several models that
incorporate supersymmetry. All these considerations make the B0s → μ+μ− rare
decays one of the best probes of BSM physics. [21]
The B0s → μ+μ− decay had not been observed before the LHC start. The first
experimental evidence for this process was announced by the LHCb experiment in
November 2012. Since the CMS experiment is so good at detecting muons, it was
natural for it to attempt a search. The result from the CMS experiment shows an
excess of B0s → μ+μ− events with a significance of 4.3 standard deviations [6]. The
fraction of B0s → μ+μ− decay was consistent with predictions of the Standard Model.
The latest results from searches at the ATLAS experiment at CERN and the CDF
and DZero experiments at Fermilab are consistent with the results from the LHCb
and CMS experiments.
A B0 particle, a bound state of an anti-beauty quark and a down quark, should
decay even more rarely into a pair of muons than a B0s particle. Currently we do not
have enough data to make a definitive statement about B0 → μ+μ− at the LHC. But
the current upper limit indicates that LHC should be able to obtain evidence for this
process after the restart at higher energy in 2015.
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2. THE LARGE HARDRON COLLIDER AND THE
COMPACT MUON SOLENOID EXPERIMENT
The LHC (Large Hadron Collider) is the world’s largest and highest-energy particle
accelerator. It was built by the European Organization for Nuclear Research (CERN).
Its purpose is to test the different theoretical predictions of particle physics, and
particularly to prove if the Higgs boson really exists or not and to find the new
particles predicted by supersymmetric theories. The discovery of a particle matching
the Higgs boson was confirmed with data from the LHC in 2012, which led to a Nobel
Prize in Physics in 2013 being awarded to Peter W. Higgs and François Englert.
The LHC is a proton-proton accelerator located in a 27 kilometer ring about 100
meters under the French-Swiss border near Geneva. It is consists of 1232 super-
conducting electromagnets maintaining a strong magnetic field to guide the proton
beams around the accelerator ring. After injection into the accelerator, the two
counter-rotating particle beams travel at close to the speed of light. A series of ac-
celerating elements boost the energy of the particles in the beams along the way.
For most of their journey around the ring, the beams circulate in two separate ul-
trahigh vacuum pipes, but at four points they collide in the hearts of the particle
detectors, as shown in Fig. 2.1 [23]: two general purpose particle detectors CMS
(Compact Muon Solenoid) [24] and ATLAS (A Toroidal LHC ApparatuS) [25], the
LHCb (Large Hadron Collider beauty) [26] dedicated to B physics, and ALICE (A
Large Ion Collider Experiment) [27] devoted to study heavy ion collisions. [28]
2.1 The Luminosity of LHC
The luminosity of the LHC machine is important since it represents how many
physical events occur in a specific time period T. To explore rare processes, a higher
8
Fig. 2.1. LHC layout (Beam 1- clockwise, Beam 2 anticlockwise). [23]
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luminosity increases the probability of the process being observed in the experiment.
The number of events per second produced in the LHC collisions is given by [28]:
Nevent = Lσevent (2.1)
where L is the machine luminosity and σevent is the cross section for the physics process
under study. The machine luminosity, depending only on the beam parameters, can





where Nb is the number of particles per bunch, nb is the number of bunches per beam,
frev is the revolution frequency, γr is the relativistic γ factor, εn is the normalized
transverse beam emittance, β∗ is the beta function at the collision point, and F is





)2 + 1)−1/2 (2.3)
θc is the full crossing angle at the interaction point, σz is the RMS bunch length, and
σ∗ is the transverse RMS beam size at the interaction point.
The LHC has two high luminosity experiments, ATLAS and CMS, both aiming
at a peak luminosity of L = 1034cm−2s−1 for proton collisions. There is also is
a low luminosity experiment LHCb for B-physics, aiming at a peak luminosity of
L = 1032cm−2s−1. In addition to the proton collisions, the LHC also has one dedicated
ion experiment, ALICE, studying the heavy ion collisions, aiming at a peak luminosity
of L = 1027cm−2s−1 for nominal lead-lead ion operation.
The LHC began operation in December 2009 with center of mass energy
√
s at 0.9
TeV. The center of mass energy then increased to 7 TeV in 2010, and to 8 TeV in 2012.
The performance during the period 2010 to 2013 increased dramatically. In 2010 the
peak luminosity reached L = 2× 1032cm−2s−1 and during 2011 increased by a factor
10 to L = 3.5×1033cm−2s−1. The total integrated luminosity in 2010 was L = 40pb−1,
while in 2011 it increased to L = 5fb−1, in 2012 it increased to L = 20fb−1 [29]. The
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Fig. 2.2. LHC performance in 2010, 2011 and 2012. [29]
11
2.2 CMS detector
The CMS experiment is a multi-purpose proton-proton detector. CMS is installed
about 100 meters underground close to the French village of Cessy, between Lake
Geneva and the Jura mountains [24]. The CMS apparatus has an overall length of
22 m, a diameter of 15 m, and weighs 14 000 tones. Fig. 2.3 [30] gives a 3D sectional
view of CMS.
Fig. 2.3. Sectional view of the CMS detector. [30]
The central feature of the CMS apparatus [24] is a superconducting solenoid of
6 m internal diameter. Within the superconducting solenoid volume are a silicon
pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL),
and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel
and two endcap sections. Muons are measured in gas-ionization detectors embedded
in the steel flux-return yoke outside the solenoid. Extensive forward calorimetry
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complements the coverage provided by the barrel and endcap detectors. A transverse
slice of the CMS detector is shown in Fig. 2.4 [24].
Fig. 2.4. A transverse slice of CMS detector showing particles incident
into the different sub-detectors. [24]
CMS uses a right-handed coordinate system, with the origin at the nominal in-
teraction point, the x-axis pointing to the centre of the LHC, the y-axis pointing up
(perpendicular to the LHC plane), and the z-axis along the anticlockwise-beam di-
rection. The polar angle, θ, is measured from the positive z-axis in the y-z plane and
the azimuthal angle, φ, is measured in the x-y plane from the x-axis. The pseudo-
rapidity η is defined as η = − ln[tan(θ/2)]. The use of pseudo-rapidity instead of the
polar angle is motivated by the fact that the difference in pseudo-rapidity between
two particles is invariant under Lorentz boosts along the beam axis.
2.2.1 Calorimetry
In the region |η| < 1.74, the HCAL cells have widths of 0.087 in pseudorapidity
and 0.087 in azimuth (φ). In the η-φ plane, and for |η| < 1.48, the HCAL cells
map on to 5× 5 ECAL crystals arrays to form calorimeter towers projecting radially
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outwards from close to the nominal interaction point. At larger values of |η|, the size
of the towers increases and the matching ECAL arrays contain fewer crystals. Within
each tower, the energy deposits in ECAL and HCAL cells are summed to define the
calorimeter tower energies, subsequently used to provide the energies and directions
of hadronic jets.
Jets are reconstructed offline from the energy deposits in the calorimeter towers,
clustered by the anti-kt algorithm [31] [32] with a size parameter of 0.5. In this process,
the contribution from each calorimeter tower is assigned a momentum, the absolute
value and the direction of which are given by the energy measured in the tower, and
the coordinates of the tower. The raw jet energy is obtained from the sum of the tower
energies, and the raw jet momentum by the vectorial sum of the tower momenta, which
results in a nonzero jet mass. The raw jet energies are then corrected to establish a
relative uniform response of the calorimeter in η and a calibrated absolute response
in transverse momentum pT.
The electron energies are measured by the ECAL and their directions are measured
by the tracker [33]. The electromagnetic calorimeter consists of 75 848 lead tungstate
crystals which provide coverage in pseudorapidity |η| < 1.479 in a barrel region (EB)
and 1.479 < |η| < 3.0 in two endcap regions (EE). A preshower detector consisting of
two planes of silicon sensors interleaved with a total of 3X0 of lead is located in front
of the EE.
2.2.2 Muon system
One of the main design objectives of the CMS detector is to obtain a high precision
muon momentum measurement, because well-measured muons play an important
role both in new physics searches and in Standard Model measurements. Muons
are measured in the pseudorapidity range |η| < 2.4, with detection planes made
using three technologies: drift tubes (DTs), cathode strip chambers (CSCs), and
resistive plate chambers (RPCs). The layout of the CMS muon system is shown in
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Fig. 2.5 [34] . Matching muons to tracks measured in the silicon tracker results in
a relative transverse momentum resolution for muons with 20 < pT < 100GeV of
1.3–2.0% in the barrel and better than 6% in the endcaps, The pT resolution in the
barrel is better than 10% for muons with pT up to 1TeV [35]. The muon detection
system has nearly 1 million electronic channels.
Fig. 2.5. Layout of one quadrant of CMS. The four DT stations in the
barrel (MB1-MB4, green), the four CSC stations in the endcap (ME1-
ME4, blue), and the RPC stations (red) are shown. [34]
2.2.3 Tracker
The silicon tracker is composed of pixel detectors (three barrel layers and two
forward disks on either end of the detector) surrounded by strip detectors (ten barrel
layers plus three inner disks and nine forward disks at each end of the detector). The
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tracker covers the pseudorapidity range |η| < 2.5, where η = − ln[tan(θ/2)] and θ is
the polar angle with respect to the anticlockwise-beam direction. All tracker layers
provide two-dimensional hit position measurements, but only the pixel tracker and a
subset of the strip tracker layers provide three-dimensional hit position measurements.
Owing to the strong magnetic field and the high granularity of the silicon tracker,
promptly produced charged particles with transverse momentum pT = 100 GeV/c are
reconstructed with a resolution in pT of ≈ 1.5% and in transverse impact parameter
d0 of ≈ 15 μm. The track reconstruction algorithms are able to reconstruct displaced
tracks with transverse impact parameters up to ≈ 25 cm from particles decaying
up to ≈ 50 cm from the beam line. The performance of the track reconstruction
algorithms has been studied with data [36]. The silicon tracker is also used to recon-
struct the primary vertex position with a precision of σd ≈ 20 μm in each dimension.
Fig. 2.6 [24] shows a projected view of the CMS tracker layout in the r-z plane.
Fig. 2.6. Projected view of the CMS tracker layout in the r-z plane, show-
ing the pseudorapidity coverage. Each line represents a detector module.
Double lines indicate back-to-back modules which deliver stereo hits. [24]
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2.2.4 The energy resolution
The energy resolution for photons with ET≈60GeV varies between 1.1% and 2.6%
over the solid angle of the ECAL barrel, and from 2.2% to 5% in the endcaps [33].
The ECAL energy resolution for electrons with ET≈45GeV from Z → ee decays is
better than 2% in the central region of the ECAL barrel (|η| < 0.8), and is between
2% and 5% elsewhere. For low-bremsstrahlung electrons, where 94% or more of their
energy is contained within a 3×3 array of crystals, the energy resolution improves to
1.5% for |η| < 0.8 [33]. The mass resolution for Z → ee decays when both electrons
are in the ECAL barrel is 1.6%, and is 2.6% when both electrons are in the endcaps.
2.2.5 The Particle Flow algorithm
The particle-flow event reconstruction consists of reconstructing and identifying
each single particle with an optimized combination of all subdetector information.
The energy of photons is directly obtained from the ECAL measurement, corrected
for zero-suppression effects. The energy of electrons is determined from a combina-
tion of the electron momentum at the primary interaction vertex as determined by
the tracker, the energy of the corresponding ECAL cluster, and the energy sum of
all bremsstrahlung photons spatially compatible with originating from the electron
track. The energy of muons is obtained from the curvature of the corresponding track.
The energy of charged hadrons is determined from a combination of their momentum
measured in the tracker and the matching ECAL and HCAL energy deposits, cor-
rected for zero-suppression effects and for the response function of the calorimeters
to hadronic showers. Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energy.
The jet momentum is determined as the vectorial sum of all particle momenta in
this jet, and is found in the simulation to be within 5% to 10% of the true momentum
over the whole pT spectrum and detector acceptance. Jet energy corrections are de-
rived from simulation, and are confirmed with in situ measurements with the energy
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balance of dijet and photon+jet events [37]. The jet energy resolution amounts typi-
cally to 15% at 10GeV, 8% at 100GeV, and 4% at 1TeV, to be compared to about
40%, 12%, and 5% obtained when the calorimeters alone are used for jet clustering.
2.2.6 Trigger
The CMS trigger system is designed to cope with an unprecedented high lumi-
nosity and interactions rates. The LHC collides proton bunches at a rate of 40 MHz
which leads to ∼ 109 interactions per second at design luminosity. The first level (L1)
of the CMS trigger system, composed of custom hardware processors, uses informa-
tion from the calorimeters and muon detectors to select the most interesting events
in a fixed time interval of less than 4μs. The high level trigger (HLT) processor farm
further decreases the event rate from around 100 kHz to around 400 Hz, before data
storage. A more detailed description of the CMS detector can be found in Ref. [24].
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3. INDICATION OF Υ SUPPRESSION WITH 2010 DATA
3.1 Introduction
If a deconfined medium is formed in high-energy heavy-ion collisions, one of the
most striking expected characteristics is the suppression of quarkonium states [9].
This takes place as the force between the constituents of the quarkonium state, a
heavy quark and antiquark pair, is weakened by the color screening produced by the
surrounding light quarks and gluons. The suppression is predicted to occur above a
critical temperature of the medium, and sequentially, in the order of the QQ binding
energy. Quenched lattice QCD calculations [38, 39] originally predicted that the Υ
states melt at 1.2 Tc (3S), 1.6 Tc (2S), and above 4 Tc (1S), while modern spectral-
function approaches with complex potentials [40] favour somewhat lower dissolution
temperatures. Since Υ(1S) is the most tightly bound state among all quarkonia, it
is expected to be the one with the highest dissociation temperature [3, 41]. This
sequential melting pattern is generally considered a smoking-gun signature of the
QCD deconfinement transition. Such a suppression pattern is expected to further
depend on complications arising from additional phenomena sometimes referred to
as hot and cold nuclear matter effects [42, 43]. The study of charmonium (J/ψ, ψ′,
χc) and bottomonium (Υ(1S),Υ(2S),Υ(3S), χb) production at the unprecedented
medium created at the LHC is accordingly much awaited. The LHC allows for the
first detailed studies of the bottomonium family of states in ultra-relativistic heavy-
ion collisions. Given the momentum resolution attained, and the capability of the
trigger system, CMS is well positioned to lead these studies.
In this chapter, we presents the first measurement of the Υ(1S) and Υ(2S+3S)
productions via their decay into μ+μ− pairs in pp and PbPb collisions at
√
sNN =
2.76 TeV in the CMS experiment. This measurement is performed by comparing
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Υ(nS) production rates in PbPb and pp collision data taken at the same collision
energy. In particular, the yield of the higher-mass states is measured relative to the
ground state. In this way, we explore the double ratios – Υ(2S+3S) vs Υ(1S) and
PbPb vs pp – which allows a self-calibrating measurement [1]. Several effects associ-
ated to selection, acceptance, and reconstruction mostly cancel, and only remaining
factors need to be accounted for, as corrections to the fitted ratio of raw signal yields.
Differential cross sections and nuclear modification factors RAA for Υ(1S) are also
reported in this chapter, in bins of pT, rapidity, and centrality of the collision. This
is the first indication of Υ suppression at the LHC [2].
3.2 Data selection
3.2.1 Event selection
The minimum bias trigger
The data were recorded during the 2010 heavy ion run. The minimum bias trigger
strategy and offline definition are the same as used in the heavy ion dijet imbalance
analysis [44].
Hadronic PbPb collisions were selected using information from the two Beam
Scintillator Counters (BSC) and Forward Hadronic calorimeters (HF), in coincidence
with a bunch crossing identified by the BPTX. Two trigger combinations were used,
which gave a low noise (fake) rate and very high efficiency (97 ± 3% [45] after an
additional reconstructed vertex requirement)
The minimum bias trigger was unprescaled at the Level-1 (L1) before reaching
about 60Hz collision rate. Then it was prescaled by 2 or 3, depending on the collision
rate, to fit into the 150Hz total High Level Trigger (HLT) physics trigger limitation.
The HLT passed those minimum-bias events to the AllPhysics data stream, while
to the CorePhysics data stream has those events further prescaled by a factor of 10,
together with hard probe triggers like dimuons or jets.
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In order to clean the minimum bias events from background, single-beam inter-
actions with the environment (beam halo, beam-gas collisions, etc. ), PKAM (Previ-
ously Known As Monsters) and UPC (ultra-peripheral collisions) events, and cosmic-
ray muons, events are further filtered offline by requiring a reconstructed primary
vertex with at least two tracks, and at least three towers on each HF with an energy
deposit > 3 GeV per tower. These cleaning cuts have only a small effect on the num-
ber of selected events. (97±3)% of the inelastic hadronic cross section is accepted by
the minimum-bias trigger since a small fraction of the most peripheral PbPb collisions
can not pass the trigger [41]. In the end, a 55.7 million minimum-bias events sample
passes all these filters. Assuming an inelastic PbPb cross section of σPbPb = 7.65b [46],
this sample corresponds to an integrated luminosity of L = 7.28μb−1 [41].
The double muon trigger
As not all minimum bias collisions could be recorded (only about half of them),
Level-1 and HLT double muon trigger have been employed to select interesting events
for the dilepton analyses. In addition a series of single muon trigger have been used
in order to measure the double muon trigger efficiency.
In contrast to the Z analysis [47], this analysis was performed on the AllPhysics
dataset, which includes an unprescaled, very loose double muon trigger, named
HLT HIL1DoubleMuOpen. It is based solely on L1 decisions and requires the presence
of two L1 muon objects without any constrain on their momenta and the coincidence
of the BPTX trigger. This double muon trigger is adapted to quarkonia as it is loose
in pT and selects dimuons.
Figure 3.1 summarizes our minimum bias centrality distribution in black and how
our double muon triggered events are more peaked in central events, in red. The
centrality variable is defined as the fraction of the total cross section, starting at 0%
for the most central collisions [41]. This fraction is determined from the distribution
of total energy measured in both HF calorimeters [48]. Using a Glauber-model cal-
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culation as described in Ref. [49], one can estimate variables related to the centrality,
such as the number of nucleons participating in the collisions (Npart) and the nuclear
overlap function (TAA), which is equal to the number of elementary nucleon-nucleon
(NN) binary collisions divided by the elementary NN cross section and can be inter-
preted as the NN equivalent integrated luminosity per heavy ion collision, at a given
centrality [50]. The minimum bias trigger efficiency is very high, and the 3% loss
arises in the peripheral bin. We counted no events in the most peripheral bin. The
fraction of double muon triggered events from the minimum bias events in the most
central bin is only 1.6%. Events triggered by double muon triggers are biased towards
central collisions since the main physics processes that generate high-pT muon pairs
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Fig. 3.1. Centrality distribution of the minimum-bias sample (solid black




The data analysis starts with the Onia2MuMu skim which contains all pairs of
global muons with an invariant mass larger than 2GeV/c2. All charge combinations
are considered and all possible combinations within an event are kept.
Starting from this skim a TTree is filled with single muons and muon pairs that
pass quality criteria to reject the background of fake muons while keeping the effi-
ciency of selecting real muons high. The quality cuts have been tuned on Monte Carlo
and the study to tune these cuts is described in section 3.2.2.
Analysis quality selection
In order to select good quality muons, different variables were studied in the
analysis.
• the number of valid hits within the pixels and the strips (inner tracker) a single
muon track has, indicating how good the inner track part of the track is;
• the number of pixel layers, with valid hits, crossed by a single muon. There are
2-3% of muons with tracks with 0 pixel hit;
• the χ2/ndf of the single muon inner track, which indicates the quality of the
inner track fit;
• the χ2/ndf of the single muon global track, which indicates the quality of the
global fit;
• the distance between the event vertex and the muon track in the transverse
plane, Dxy, and the longitudinal plane, Dz, which indicates if the muon comes
from a decay in flight or is a prompt muon, and removes cosmics;
• the arbitration cut on the muons is applied TrackerMuonArbitrated. It helps
resolving ambiguities when two muons share the same segment in the muon
stations. For more detail see CMS AN-2008/097 (chapter 6.2);
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• the muons must be both global and tracker muons : isGlobal() and isTracker().
• the probability of two tracks to belong to the same decay vertex;
In order to estimate what would be the best set of cuts to reject background but
keep as much signal as possible, the following samples were used :
• realistic J/ψ embedded in HYDJET PbPb background: where the signal effi-
ciency can be studied with the caveat that because one signal is embedded per
minimum bias event, the signal over background ratio is greatly over-estimated;
• prompt reconstruction of the data : where the background rejection can be
studied
Each variable will be studied for muons falling in the J/ψ mass range ∈ [2.6, 3.5] GeV/c2,
using a gaussian fit. For significance calculations, the signals events are obtained by
the integration of the fit result in [−2σ, 2σ]. For estimating the background, we fit it
in the same window [−2σ, 2σ] and extract its level from the integral of the fit. Such
a fit is illustrated Fig. 3.2
For efficiency studies, the signal events are obtained by total fit peak area. The
background is estimated by integrating the background function fit in windows [2.6,−4σ]
and [4σ, 3.5] .
Cuts will be chosen very loose and within reasonable selections to stay away from
data/MC disagreements.
The quantities that will help deciding on the best set of cuts are :
• the significance of the signal using the data sample as it has the right background
proportion. It is defined as Significance = signal√
signal+background
.
• the efficiency of the signal using the MC sample is defined as the number of
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Fig. 3.2. Illustration of the signal and the background side band fits to
extract the number of signal and background in the cut study.These are
the mass distributions with MC(left) and with real data(right).
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• the background rejection using the MC sample is defined as 1− the background
estimated after applying the cut over the background estimated without the
cut.
It is important to note that using the significance on data to check the effect of a
cut on the signal and background could lead to a bias in the results if one would try
to optimize the signal only looking at the data. This is why a careful attention was
made to only use the significance as an indicator of the impact of the background
rejection. We always associated the significance value with the efficiency estimation
based on the MC sample. Detailed study can be found in Appendix A.
The tables below summarize the effect of the cuts chosen. Table 3.1 indicates the
impact of applying only a particular cut on the efficiency and background rejection
using the MC sample. Applying all the cuts keeps between 89% and 94% of the signal
depending on the rapidity region, with is an intermediate value at 92%, for the outer
J/ψ. Slightly more signal is lost at forwad than a mid-rapidity. The background
rejection is estimated to be between 19% to 40%, the bigger rejection being in the
intermediate region. Requiring the number of inner tracker hit to be higher than 10
together with the muon arbitration cut have the biggest impact on the background
rejection.
Table 3.2 and 3.3 shows the effect on the signal efficiency and background rejection
when applying all other cuts but the one studied, on MC and data. It gives an
indication of the correlation between the cuts. The cuts have very little impact on
the signal loss. The arbitration cut is the one that removes the most background in
the data. The final cuts are based on the efficiency on MC from Tab. 3.1 and the
background rejection from 3.3. They are listed in the first column of table 3.1.
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Table 3.1
Signal efficiency and background rejection in % on MC when applying
each cut, in 3 rapidity bins.
Cut Variable
|y| <1.2 1.2< |y| < 1.6 1.6< |y| <2.4
εSig [%] RejBkg [%] εSig [%] RejBkg% εSig [%] RejBkg [%]
InnerTrackHits > 10 97.7 17.2 98.7 24.0 99.1 19.1
PixeLayers > 0 98.1 0.0 98.8 0.4 99.8 5.0
InnerTrackχ2/ndf <4. 99.7 1.8 99.9 0.07 100 8.4
Dxy < 3. cm 98.1 0.0 98.8 0.4 99.8 5.0
Dz < 15. cm 98.1 0.0 98.8 0.4 99.8 5.0
GlobalTrackχ2/ndf <20 96.3 1.2 99.7 0.4 98.7 0.8
vProb > 0.01 98.5 10.3 98.3 5.5 97.3 15.4
TrackerMuonArbitrated=1 96.9 0 95.8 32.3 93.5 26.1
All cut 92.6 19.5 93.6 39.6 89.5 33.4
Table 3.2
Signal efficiency and background rejection in % on MC after applying all
other cuts but the one listed, in 3 rapidity bins.
Cut Variable
|y| <1.2 1.2< |y| < 1.6 1.6< |y| <2.4
εSig [%] RejBkg% εSig [%] RejBkg εSig [%] RejBkg [%]
InnerTrackHits 92.6 9.7 93.9 38.9 90.1 27.7
PixeLayers 92.6 19.5 93.6 39.6 89.5 33.4
InnerTrackχ2/ndf 92.6 19.3 93.6 39.6 89.5 33.4
Dxy 92.6 19.5 93.6 39.6 89.5 33.4
Dz 92.6 19.5 93.6 39.6 89.5 33.4
GlobalTrackχ2/ndf 95.9 19.2 93.9 39.2 90.4 33.1
vProb 93.4 19.6 95.3 33.5 91.8 34.6
TrackerMuonArbitrated 93.7 20.3 96.7 30.2 95.5 26.9
All cut 92.6 19.5 93.6 39.6 89.5 33.4
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Table 3.3
Signal efficiency and background rejection in % on real data after applying
all other cuts but the one listed, in 3 rapidity bins.
Cut Variable
|y| <1.2 1.2< |y| < 1.6 1.6< |y| <2.4
εSig [%] RejBkg [%] εSig [%] RejBkg [%] εSig [%] RejBkg [%]
InnerTrackHits 83.6 61.6 78.4 58.8 100 59.6
PixeLayers 82.8 65.4 72.9 62.1 100 64
InnerTrackχ2/ndf 83.6 65.3 70.7 61.0 100 64.3
Dxy 82.8 65.4 72.9 62.1 100 64
Dz 82.8 65.4 72.9 62.1 100 64
GlobalTrackχ2/ndf 85.9 63.2 80.5 59.5 100 63.5
vProb 84.7 58.7 80.1 57.9 100 59.9
TrackerMuonArbitrated 85.8 39.5 78.4 33.2 83.2 21.3
All cut 82.8 65.4 72.9 62.1 100 64
Kinematic limits
Finally, for the Υ analysis, where the background is much higher than in the J/ψ
mass range, only a single muon pT cut of pT > 4 GeV/c is used, as it allows to reject
a lot of background.
In Fig. 3.3, the red triangles show the invariant mass spectrum of μ+μ− pairs in
the Υ mass region after applying the single muon quality cuts. The solid blue circles
in Fig. 3.3 show the invariant mass spectrum after adding the single muon pT cut.
The same sign muon pair spectrum is overlaid as open red circles.
3.3 Signal extraction
In order to reduce the background under the Υ mass peaks, only muons with a
transverse momentum (pμT ) larger than 4 GeV/c are considered. Following the method
described in [51], an extended unbinned maximum likelihood fit is performed to ex-
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Fig. 3.3. Invariant mass spectrum of μ+μ− pairs without single μ’s pT
cuts(red triangles), μ+μ− pairs with μ’s pT > 4GeV/c cuts(solid bluecir-
cles), and same sign muon pairs with μ’s pT > 4GeV/c cuts(open red
circles).
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tract the signal yields. The fitted mass lineshape for each Υ state is parameterised by
a CB (Crystal Ball) function, which is a Gaussian resolution function with a power
law tail on the left side to describe FSR (final state radiation). The yields of the
three Υ states are left free in the fitter. The Υ(1S) mass is also left free, to accommo-
date the possible bias in the momentum scale calibration [1,41]. The mass differences
among the states are fixed to their world average values [52] and the mass resolution is
forced to scale with the resonance mass. The Υ(1S) resolution is fixed to 92 MeV/c2,
which is estimated from the Monte Carlo simulation and is also compatible with the
resolution measured from both the pp and PbPb data. The FSR tail parameters are
also fixed to the values obtained via Monte Carlo. Finally, a second-order polyno-
mial function is used to model the background in the 7–14 GeV/c2 mass range. The
dimuon invariant mass distributions are shown in Fig. 3.4 for the PbPb (left) and pp
(right) data sets. In the pp plot, all the three Υ peaks are clearly observed, but in the
PbPb plot, the Υ(2S) and Υ(3S) peaks are not visible over the background. From this
fit, before applying the acceptance and efficiency corrections, the measured Υ(1S) raw
yield in PbPb collisions is 86 ± 12. The observed relative suppression of the excited
states will be discussed in 3.6. The fitted mean value is m0 = (9.44 ± 0.02)GeV/c2,
which is slightly below the PDG value mΥ(1S) = 9.46GeV/c
2 [52].
Furthermore, data has been binned in pT and rapidity of the μ
+μ− pairs, and in
bins of the event centrality (0–10%–20%–100%). Fig. 3.5 illustrates the centrality
bins of the Υ invariant mass distribution. The bins in rapidity are: 0.0 ≤ |y| < 1.2
and 1.2 ≤ |y| < 2.4. The sum of the yields in each pT or rapidity interval is consistent
with the yield determined from a fit to the entire rapidity and pT range of this
analysis within uncertainty. In contrast to the J/ψ case, CMS has acceptance for Υ
with pT = 0GeV/c over the full rapidity range [41]. The pT bins in this analysis are
0 ≤ pT < 6.5GeV/c, 6.5 ≤ pT < 10GeV/c, and 10.0 ≤ pT < 20GeV/c.
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Fig. 3.4. Invariant mass spectrum of μ+μ− pairs (solid black circles) with
pT < 20 GeV/c and |y| < 2.4 in minimum bias collisions, for muons above
4 GeV/c, for the PbPb(left) and pp(right) data sets.
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Fig. 3.5. Dimuon invariant-mass distributions in 0–10%, 10–20% and 20–
100% centrality for |y| < 2.4 and pT < 20GeV/c.
3.4 Acceptance and efficiency
3.4.1 Acceptance
The dimuon signal acceptance, α, is defined as the fraction of dimuon signal
produced within a restricted mass interval M , for which the muons are declared
detectable and reconstructible in the CMS detector.






|yμ+μ− |<2.4(pT , y;λθ)
(3.1)
where
• Nμ+μ−detectable,M is the number of generated events in the Monte Carlo simulation,
declared detectable in a given (pT , y) bin according to the cuts defined in
Sec. 3.2.2, within a mass interval M ([8.0, 12.0]GeV/c2 for Υ ).
• Nμ+μ−|yμ+μ− |<2.4 is the number of all dimuons generated within the muon stations
coverage of the CMS detector.
α depends on the transverse momentum pT, the pseudo-rapidity η, and the polariza-
tion scenario chosen λθ.
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Different polarizations of the Υ will cause different single muon angular distribu-
tions in the laboratory frame, and hence, different probability for the muons to fall
outside the CMS detector acceptance. Given the fact that polarization has not been
well measured so far by experiments, final results are quoted for the no-polarization
scenario only. The impact of the polarization on the acceptance is estimated to be
of the order of 20% [53]. The acceptance values obtained in this way are used to
calculate the integrated invariant yield.
Figure 3.6 top shows the acceptance (pT vs. y) for Υ(1S) at
√
sNN = 2.76 TeV.
Figure 3.6 bottom illustrates the pT (left) and rapidity (right) projections for the
prompt J/ψ and Υ(1S) acceptance.
The systematic uncertainty on the acceptance corrections were estimated varying
by 30% up and down the baseline MC-generated rapidity and pT shape. The variations
were done between y = −2.0 and y = 2.0 for the rapidity shape and pT = 0 and
pT = 20 (30 for J/ψ) GeV/c. The RMS of the variations are summed quadratically
to compute the final relative uncertainty. The biggest systematic relative uncertainty
obtained is 4.2%, 3.2%, 2.8% respectively for the prompt J/ψ, non-prompt J/ψ, and
Υ(1S).
3.4.2 Efficiency
Trigger, reconstruction and selection efficiencies of μ+μ− pairs are estimated using
the MC signal embedded in PbPb events . These events were processed through the
trigger emulation and event reconstruction chain. The final efficiency corrections
correspond to the fraction of reconstructed signal passing all the analysis selections
with respect to the generated signal, in each analysis bin. On the embedded sample,
the ratio of signal over background is increased compared to data, so a simple counting
is used to extract the signal instead of using a fit. Only muons in the kinematic region
defined in Sec. 3.2.2 are considered. The efficiency uncertainties are cross-checked with
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Fig. 3.6. Top : acceptance pT vs. rapidity distribution for the Υ(1S).
Bottom: Acceptance pT (left) and rapidity (right) of the quarkonium
signals at 2.76 TeV, for prompt J/ψ in red square symbol and Υ(1S) in
green diamond symbol. [41]
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two different methods based on MC truth information and using exactly the same
fits as if it were real data, giving further confidence in the final corrections.
Figures 3.7 illustrates the efficiency corrections as a function of the dimuon pT,
rapidity and centrality, for each signal: in red filled squares for prompt J/ψ, orange
stars for non prompt J/ψ, and green diamonds for Υ(1S). The efficiency of non-
prompt J/ψ is lower than of the prompt J/ψ, reaching about 35% above 10 GeV/c.
This is the effect of a filter present in the heavy ion tracking algorithm, that restricts
the reconstruction to tracks that point within certain limits of the primary vertex.
The prompt J/ψ efficiency increases until about 10 GeV/c stabilizing a little above
50%, while the Υ(1S) efficiency stays more or less flat above 50%. The rapidity
distributions decreases at the very forward and very backward rapidities as well as
around |y| = 0. Versus centrality, the efficiencies are decreasing slowly, the difference
between peripheral and central collisions being 17.2%.
The systematic uncertainty on the final corrections takes into account the statis-
tical precision of the Monte-Carlo sample, which dominates, and a 30% variation of
the input generated pT and rapidity shape used to estimate the efficiencies, similar
to the acceptance variation described in the previous section. The final systematic
uncertainties on efficiencies are on the order of 1-1.5%, 2-4% and 1.5-3% for prompt
J/ψ, non-prompt J/ψ and Υ respectively.
The individual components of the MC efficiency are cross checked using real data
and muons from J/ψ, with the data-driven tag-and-probe method, similar to the
method used in the corresponding pp Υ measurement [53]. In the tag-and-probe
method, high quality muons (the tags) are combined with muons (the probes) that
are selected without applying the selections whose efficiency is to be measured . Probe
muons that pass these selections are then considered as passing probes, the others are
consididerd as failing probes. A simultaneous fit to the tag-passing probe and tag-
failing probe mass distributions provides the efficiency of the probed selection [41].
1. The trigger efficiency is probed by testing the trigger response to global muons



























 = 2.76 TeVNNsPbPb  
PYTHIA+EvtGen+HYDJET(Bass)
y






















 = 2.76 TeVNNsPbPb  
PYTHIA+EvtGen+HYDJET(Bass)
partN






















 = 2.76 TeVNNsPbPb  
PYTHIA+EvtGen+HYDJET(Bass)
Fig. 3.7. Efficiency corrections as a function of pT, rapidity and centrality
for each signal: in red squares and orange stars for prompt and non prompt
J/ψ respectively, and in green diamonds for Υ(1S). [41]
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was used to describe the J/ψ peak. The pμT and η
μ dependence of the trigger
efficiency compares rather well between data and MC as shown in Fig. 3.8 left
column for J/ψ with pT > 6.5 GeV/c. The p
μ
T and η
μ integrated trigger effi-
ciency is 95.9% in MC and (95.1± 0.9)% in data. As the difference is less than
the statistical precision with which the data efficiency is measured, twice the
relative statistical uncertainty is used as a systematic on the dimuon trigger
efficiency : 1.8%. This value covers the uncertanties of this measurement even
when going to lower J/ψ pT, at forward rapidity, where the trigger efficiency is
slightly different. Also shown, in Fig. 3.8 left column bottom plot, is the trig-
ger efficiency as function of centrality which, as expected, shows no significant
centrality dependence in data or MC.
2. The silicon tracker reconstruction efficiency, including matching between the
tracker track and the muon stations track, and the quality selection criteria, are
probed with stand-alone muons passing quality selections of the analysis. For
this efficiency estimation, in data, the signal is fitted with a Gaussian function
and the background with a polynomial of order 2. Fig. 3.8 right column shows
this efficiency as function of pμT, η
μ and centrality for all J/ψ. No cut pT >
6.5 GeV/c cut was used here, as the poor pμT resolution of stand-alone muons
would have biased the measurement. MC and data show a very good agreement,
respectively with 84.9% and (83.7+0.57−0.53)% for single muon efficiency. Similarly
to the trigger efficiency measurement, as agreement between MC and data is
better than twice the relative statistical uncertainty is used as a systematic
on the tracking efficiency which amounts to 13.6%. Within uncertainties, no
difference in the centrality dependence of the tracking efficiency between data
and MC is observed. The bin 30-100% is not peripheral enough to observe a
higher efficiency when compared to the most central bin 0-10%.
The stand-alone muon reconstruction efficiency could not be probed with tracker
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Fig. 3.8. Comparison of the trigger efficiency (left column) and tracking
efficiency (right column) measured with Tag and Probe in PbPb data (red
circles) and Monte Carlo (blue squares) as function of pT (top), η (middle)
and centrality, Npart (bottom).
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adequate constraint of the background. As this part of the reconstruction is identical
to the pp algorithm, an additional 1% systematics on the dimuon measurement is
added, to account for the stand-alone muon uncertainty, following [54].
3.5 Υ(1S) invariant yields and nuclear modification factor















• NΥ is the number of measured Υ in the μ+μ− decay channel.
• NMB is the number of minimum bias events sampled by the event selection. It
is multiplied by the centrality bin width for distributions as a function of Npart.
• α is the geometric acceptance which depends on the pT and rapidity of the
quarkonium state;
• ε is the combined trigger and reconstruction efficiency which depends on the pT
and rapidity of the quarkonium state and the centrality of the collision;
• Δy and ΔpT are the bin width in rapidity and pT
• TAA is the nuclear overlap function which varies with the centrality of the col-
lision and has units of mb−1. It is defined as: TAA = Ncoll/σpp, with σpp the
inelastic pp cross section.
where the raw yields of Υ(1S) (NΥ) are corrected for acceptance (α) and efficiency (ε)
and divided by the geometric overlap function TAA and the number of minimum bias
events (NMB). This quantity can be directly compared to cross sections measured
in pp collisions. Fig. 3.9 shows the invariant yield normalized by TAA of Υ(1S) as
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Fig. 3.9. Invariant yield divided by TAA as a function of Npart (top left),
pT (top right) and rapidity (bottom) for the Υ(1S). The lines show the
statistical uncertainty and the green boxes represent the systematic un-
certainty. [1]
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Using the data sample collected from the pp run at 2.76 TeV corresponding to
an integrated luminosity of Lpp = 225 nb
−1, the nuclear modification factor RAA is









based on raw yields NPbPbΥ and N
pp
Υ , correcting only for the multiplicity-dependent of
the efficiency.
All the other factors are expected to cancel in the PbPb/pp ratio to the first order
and the possible biases are treated as systematic.
Fig. 3.10 shows the Υ(1S) RAA as function of Npart (top left), pT (top right) and
rapidity (bottom). The pT dependence plot indicates a suppression by a factor ∼ 2.3
at low pT but it is not clear for pT > 6.5 GeV/c due to the limited statistics. The
rapidity dependence plot shows a suppression at central rapidity, but the statistical
uncertainties are too big for making a strong conclusion [1].
3.6 Suppression of excited Υ states in PbPb collisions
The ratios of the observed yields of the Υ(2S+3S) excited states to the Υ(1S)
ground state in the PbPb and pp data are:
Υ(2S + 3S)/Υ(1S)|pp = 0.78+0.16−0.14 (stat.)± 0.02 (syst.), (3.4)
Υ(2S + 3S)/Υ(1S)|PbPb = 0.31+0.13−0.12 (stat.)± 0.02 (syst.). (3.5)
The most important systematic comes from the limited knowledge of the lineshape,
which produces a 10% relative uncertainty on the ratio for the PbPb data and 3%
for the pp data. It includes the following inputs:
• the CB-tail parameters are randomly varied based on their covariance matrix
and within conservative values covering FSR in the underlying process and
imperfect knowledge of the amount of detector material;
• the resolution is varied by ±5 MeV/c2, which is a conservative variation given
the current understanding of the detector performance and reasonable changes
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Fig. 3.10. The nuclear modification factor as function of Npart (top left),
pT (top right) and rapidity (bottem) for the Υ(1S). A 7% uncertainty on
the integrated luminosity measurement of the pp data sample is indicated
by the gray box at RAA =1 since it is a global scale uncertainty. The lines
illustrate the statistical uncertainty and the rectangle boxes on the points
show the systematic uncertainty. [1]
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that can be anticipated in the Υ-resonance kinematics between pp and PbPb
data;
• the back-ground shape is changed from second to first order polynomial while
the mass range of the fit is redueced from (6,15) GeV/c2 to (8,12) GeV/c2; the
observed RMS of the fits is taken as the systematic uncertainty.
The ratio of the Υ(2S+3S)/Υ(1S) ratios in pp and PbPb benefits from an almost
perfect cancellation of possible differences in acceptance or efficiency while the recon-
struction of the resonances. A simultaneous fit to the pp and PbPb mass distributions
gives the double ratio
Υ(2S + 3S)/Υ(1S)|PbPb
Υ(2S + 3S)/Υ(1S)|pp = 0.31
+0.19
−0.15 (stat.)± 0.03 (syst.) (3.6)
The systematic uncertainty (9%) arises from varying the lineshape in the simultaneous
fit, thus taking into account partial cancellations of systematic effects. Fig. 3.11 is
used to visually illustrate the level of suppression.
In Fig. 3.12, using an ensemble of one million pseudo-experiments, generated with
the signal lineshape obtained from the pp data (Fig. 3.4), the background lineshapes
from each data set, and a double ratio equal to unity within uncertainties, the prob-
ability of finding the measured value of 0.31 or below is estimated to be 0.9%, which
corresponds to 2.4σ in a one-tailed integral of a Gaussian distribution.
In the absence of QGP formation, production yields of quarkonium states can
also be modified by cold nuclear matter effects [55] from pp to PbPb collisions. But
such effects should have a small impact on the Υ double ratio measured here [2].
The production of the three Υ states involves very similar partons, canceling in the
ratio at least to first order, so the nuclear modifications of the parton distribution
functions (shadowing) should have an equivalent effect. The same should also happen
to any other initial-state nuclear effects. In general, the larger and more loosely bound
excited quarkonium states are more likely to be broken up by final-state interactions
while traversing the nuclear matter, something extensively studied in the context
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Fig. 3.11. Dimuon invariant-mass distribution in the PbPb
√
sNN = 2.76
TeV dataset, with fit result. The dashed-red line shows the fit results ob-
tained by imposing the Y(1S) as obtained in the nominal fit (continuous-
blue line; same as Fig. 3.4 left), and the 2S/1S and 3S/1S ratios to the


























Fig. 3.12. Distribution of one million pseudo-experiments generated under
the null-hypothesis that there is no suppression, i.e. for which the double-
ratio Υ(2S+3S)/Υ(1S)|PbPb
Υ(2S+3S)/Υ(1S)|pp consistent with unity. The value measured by CMS
for the double-ratio is represented by the vertical line. The probability
to measure this value or a lower one is 0.0092 and corresponds to the
cross-hatched region.
45
of charmonium suppression at lower energies [56]. This nuclear absorption becomes
weaker with increasing energy, and should be negligible at the LHC energy.
3.7 Summary
In this chapter we presented the first measurements of the Υ(1S) and Υ(2S+3S)
mesons via their decay into μ+μ− pairs in pp and PbPb collisions at
√
sNN 2.76 TeV.
The measurements are based on a data sample collected by the CMS detector during
the first PbPb run at the end of 2010, and during the pp run in March 2011, both at
2.76 TeV.
The Υ(1S) yields have been measured as a function of pT, rapidity, and centrality.
No strong centrality dependence is observed within errors. The yields of Υ resonances
have been compared in pp and PbPb collisions both at
√
sNN = 2.76 TeV. The nuclear
modification factor for the 20% most central collisions is RAA = 0.60 ± 0.12(stat) ±
0.10(syst).
The double ratio of the Υ(2S+3S) excited states to the Υ(1S) ground state in
PbPb and pp collisions is found to be 0.31+0.19−0.15(stat.)± 0.03(syst.), for muons within
|η| < 2.4 and pT > 4GeV/c. The probability to obtain this measured value (or lower),
if the real double ratio equals to 1, has been calculated to be less than 1%. [2]
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4. OBSERVATION OF SEQUENTIAL Υ SUPPRESSION
WITH 2011 DATA
In Chapter 3, we reported the indication of the Υ excited states suppression at the
LHC, which was published in 2011 [2] with the first 7.28/μb PbPb data at
√
sNN =
2.76 TeV collected in 2010. In this Chapter, we report a follow up study revealing
the observation of sequential Υ suppression with full 150/μb PbPb data collected in
2011 by the CMS experiment published in 2012 [3].
4.1 Introduction
Based on the dataset collected during the first LHC PbPb run, at
√
sNN =
2.76TeV, in 2010, and in the special pp run at the same energy in early 2011, CMS
has published first results on upsilon production and suppression in PbPb collisions.
These included the first evidence for suppression of the excited Υ states relative to
the ground state, at the 2.4 σ level [1, 2]. Suppression of the Υ(1S) state, relative to
pp collisions at the same energy, has also been measured [1,57]. These two measure-
ments were found to be consistent with suppression of only the excited states, which
result in reduced feeddown from excited to ground states. These main results may
be summarized as follows:
Υ(2S + 3S)/Υ(1S)|PbPb = 0.24+0.13−0.12 ± 0.02 ,
Υ(2S + 3S)/Υ(1S)|pp = 0.78+0.16−0.14 ± 0.02 ,
(χ ≡)Υ(2S + 3S)/Υ(1S)|PbPb
Υ(2S + 3S)/Υ(1S)|pp = 0.31
+0.19
−0.15 ± 0.03 ,
(RAA ≡)Υ(1S)|PbPb; 0−20%
Υ(1S)|pp = 0.681± 0.143± 0.119 .
In the new 2011 PbPb run, CMS collected a dataset approximately 20 times larger
than that gathered in 2010 at
√
sNN = 2.76TeV. In this chapter, these new data will
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be scrutinized, in order to extract further novel and precision results. The detailed
measurements of the production and suppression of the Υ(1S), Υ(2S), and Υ(3S)
states are performed.
4.2 Datasets
4.2.1 PbPb dimuon trigger and skim
A primary dataset (/HIDiMuon/HIRun2011-PromptReco-v1/RECO) based on all
events selected by the muon trigger has been used for this analysis. The RAW files
and the prompt reconstruction files are stored at T1 FR CCIN2P3. At the Tier-1,
they were skimmed for events with two global muons that form a pair with an invari-
ant mass of more than 2GeV/c2 (/HIDiMuon/
tdahms-Onia2MuMu Skim-v3-*/USER). All charge combinations have been consid-
ered in the pairing. In addition to a muon trigger firing in the event a coincidence
with the minimum bias trigger was required. This minimum bias trigger was defined
by the logical or of the following three triggers, which were unprescaled during the
run:
• A bunch crossing signal sent by the BPTX (BptxAND) and, two coincident
HF towers above a certain threshold (set in the firmware) on each side of the
detector (HcalHfCoincPm) or at least one BSC segment (of the 16) giving a
signal on each side of the detector (BscMinBiasThreshold 1):
L1 HcalHfCoincPmORBscMinBiasThresh1 BptxAND instance1.
• BSCThreshold1 which requires at least one BSC hit on each side (out of the 32
channels): ’L1 NotBsc2 BscMinBiasOR. ‘NotBsc2’ is always ’True’ so it can be
ignored.
• coincidence of two HF towers on each side of the detector: HFL1 HcalHfCoincidencePm.
Signal candidates are required to have fired the trigger path HLT HIL1DoubleMu0 HighQ.
This trigger was unprescaled during the whole run. It is based solely on L1 decisions
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and requires the presence of two L1 muon objects with quality > 4, without any con-
straint on their momenta. Coincidence with the BPTX trigger is required. The trigger
path has tighter quality requirements than the path HLT HIL1DoubleMuOpen used
in the 2010 PbPb run, and than the path HLT L1DoubleMu0 used in the 2011 pp
2.76TeV run.
Furthermore, the default good event selection as in the 2010 analysis has been
applied. This requires a veto on BSC halo triggers, a reconstructed primary vertex
with two or more tracks, and the pixel cluster-length being compatible with the
primary vertex to reject PKAM events. An additional requirement to remove UPC
(ultra-peripheral collisions) events was the offline HF coincidence, requiring at least 3
HF towers on each side of the interaction point with at least 3GeV energy deposited
per tower.
In summary, the events used for this analysis are required to pass the following
filters : the BSC halo filter, a reconstructed primary vertex made of at least two tracks,
the pixel cluster-length compatibility with the vertex, the requirement of an off-line
HF coincidence with at least 3 towers on each side of the interaction point in the HF
with at least 3 GeV energy deposited per tower, and the HLT HIL1DoubleMu0 HighQ
muon trigger.
The CMSSW release 4 4 2 patch5 and the global tag GR P V27A were used dur-
ing the skimming and analysis steps.
4.2.2 pp sample
The same pp sample as for the 2010 analysis has been used [1, 2, 57]. Signal
candidates are required to have fired the trigger path HLT L1DoubleMu0. The
data have been re-reconstructed in the same CMSSW release as the 2011 PbPb
data (4 4 2 patch5) with the global tag GR R 44 V10: /AllPhysics2760/Nov2011 HI-
SD MuHI-276TeV ppRereco/RECO.
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4.2.3 Monte Carlo samples
Υ(1S) events were simulated in pythia and embedded into hydjet as for the
previous analysis in Chapter 3. For this Υ(1S) were generated with realistic pT and
rapidity distributions in several bins of pT (0–3, 3–6, 6–9, 9–12, 12–15, 15–30, and
> 30GeV/c) to enhance the statistics at high pT.
4.3 Event selection
The data analysis starts with the Onia2MuMu skim which contains all pairs of
global muons with an invariant mass larger than 2 GeV/c. All charge combinations
are considered and all possible combinations within an event are kept. The package
that was used for the skimming can be found in CVS under:
CMSSW/HeavyFlavorAnalysis/Onia2MuMu
Starting from this skim a TTree is filled with single muons and muon pairs that pass
quality criteria to reject the background of fake muons while keeping the efficiency of
selecting real muons high.
In order to select good quality muons, different variables were studied. This
section describes how the cuts are defined and what is the final set of quality criteria
that used in the analysis. These might not be very important for a ratio analysis but
it is also a preparation for a more detailed analysis of the nuclear modification factor.
Muon candidates are selected if reconstructed as global muons. Muon arbitration
requirements are applied, specifically muons must be both global and tracker muons
(accessed via the standard methods isGlobal() and isTracker()). Muon candidates
are accepted if belonging to the kinematic region given by
|ημ| < 2.4 and pμT > 4.0GeV/c . (4.1)
This region is within acceptance for muon reconstruction. The optimal muon pT
threshold for the analysis is investigated in Sec. 4.3.3.
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4.3.1 Optimization procedure
The leading figure of merit employed in the optimization study is the Υ(1S) peak




where Nsignal and Nbackground are the Υ(1S) signal and background yields, respectively,
estimated in a ±100MeV/c2 signal window around the Υ(1S) peak. The signal yields
are obtained from the Monte Carlo sample. The background yields are estimated
from the data in the signal window. The starting signal/background level is set from
a fit to the data obtained with default cuts. Possible dependencies of the determined
significance on the starting default cuts or signal-window size are inspected, and
alternative figures of merit are also further explored (see subsection 4.3.3).
The samples used include:
• realistic Υ embedded in HYDJET PbPb background: where the signal effi-
ciency can be studied with the caveat that because one signal is embedded per
minimum bias event, the signal over background ratio is greatly over-estimated;
• prompt reconstruction of the data: where the background rejection can be
studied
4.3.2 Track and dimuon quality
The following quantities are studied:
• the number of valid hits within the pixels and the strips (inner tracker) a single
muon track has, indicating how good the inner track part of the track is;
• the number of pixel layers, with valid hits, crossed by a single muon. There are
2-3% of muons with tracks with 0 pixel hit;
• the χ2/ndf of the single muon inner track, which indicates the quality of the
inner track fit;
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• the χ2/ndf of the single muon global track, which indicates the quality of the
global fit;
• the number of muon valid hits
• the distance between the event vertex and the muon track in the transverse
plane, Dxy, and the longitudinal plane, Dz, which indicates if the muon comes
from a decay in flight or is a prompt muon, and removes cosmics;
• the probability of two tracks to belong to the same decay vertex.
In addition to the significance S, the following factors are also estimated: (i) the
efficiency of the signal using the MC sample, defined as the signal fraction measured
after applying the cut, relative the number of signal events found before applying the
cut; and (ii) the background rejection, defined as one minus the background fraction
estimated after applying the cut, relative to the background yield estimated without
the cut. These estimators are evaluated for each variable, applying all other cuts, as
a function of the cut threshold value. This is an iterative process, where the standard
thresholds of Ref. [58] are used as a first iteration step.
The procedure is applied to several track quality criteria. The aim is to confirm
the goodness of the standard thresholds applied, and identify potential gains in sig-
nificance that could be attained by adjusting the threshold of some of the inspected
variables. In general, when only marginal significance improvements would be ob-
tained, we opt to conservatively retain the initial standard cut thresholds; this is
true in particular for those variables which could be affected by possible mismatches
between data and simulation.
Figures 4.1–4.8 show, for each variable, the variation of the significance S, on
the left. On the right hand side, the signal efficiency and background rejection, as a
functions of the probed cut value, are also displayed. For all variables but the one
being studied, the default values are applied.
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Figure 4.1 shows that, for the inner track number of valid hits, the significance
starts dropping when more than 13 valid hits for the muon inner track is required on
the data and the efficiency at 12. The cut chosen is mu innerTrack Hits>10.
InnerTrackHits







































(b) Signal and background rejection efficien-
cies
Fig. 4.1. Number of muon inner track valid cut study (default: > 10).
Figure 4.2 shows that for the number of pixel layers, with valid hits, crossed, the
significance and the efficiency are flat for 1 or 2 but there is a slight efficiency drop
with the requirement of 3 pixel layers to be fulfilled, as does the significance slightly.
The cut chosen is mu pixelLayers> 0.
Figure 4.3 shows that for the inner track χ2/ndf , the significance is mostly flat
while the efficiency increases until about 2 and then stay maximal. The conservative
cut picked is: mu innerTrack chi2NDOF<4.
Figure 4.4 shows that for the global track χ2/ndf , the significance increases up to
above 4 and then is constant. The conservative cut picked is:
mu globalTrack chi2NDOF<20.
Figures 4.6 and 4.7 shows the significance on data and the efficiency and back-
ground rejection on MC for different values of Dxy and Dz while applying all other
cuts. The final cuts are chosen: mu dxy<3.0 cm and mu dz<15.0 cm.
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(b) Signal and background rejection efficien-
cies
Fig. 4.2. Number of muon pixel layers cut study (default: > 0).
Chi2_In







































(b) Signal and background rejection efficien-
cies
Fig. 4.3. Number of muon inner track χ2/ndf cut study (default: < 4).
Figures 4.8 show for for the vertex probability study, the significance is constant
as all other cuts are applied. A reasonable 5% cut for the vertex probability is chosen.
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Chi2_Gl







































(b) Signal and background rejection efficien-
cies
Fig. 4.4. Number of muon global track χ2/ndf cut study (default: < 20).
ValidMuHits







































(b) Signal and background rejection efficien-
cies
Fig. 4.5. Number of valid muon hits cut study (default: ≥ 0).
4.3.3 Kinematic threshold
The single muon pT cut was chosen according to the described optimization pro-
cedure considering also the effect of the pT cut on the shape of the background.
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Dxy







































(b) Signal and background rejection efficien-
cies
Fig. 4.6. Dxy cut study (default: < 3).
Dz







































(b) Signal and background rejection efficien-
cies
Fig. 4.7. Dz cut study (default: < 15).
Statistical optimization
The optimization of the single muon pT cut is here based on the 1S peak singi-
ficance, as in Eq. 4.2. Similarly to what was already described above, the signal is
determined from MC counting the dimuons falling into the ±100MeV/c2 mass window
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(b) Signal and background rejection efficien-
cies
Fig. 4.8. Dimuon vertex probability cut study (default: > 5%).
around the Υ(1S) peak normalized to the signal in data. The signal level in data is
determined from the simultaneous fit of the Υ(nS) mass peaks and the background,
where we take the integral of the 1S peak fit in the same mass window. The back-
ground is derived from the mass sidebands, counting the dimuons falling into two
1 GeV/c2 wide intervals placed symmetrically around the Υ(1S) peak. The number
of counts then must be normalized to the size of the signal window to estimate the
background below the peak.
The results of the calculation are shown in Fig. 4.9, for three different values of
the signal mass window size. The points show a maximum at the single muon pT >
4.0 GeV/c, independent of the size of the signal window chosen. This optimization
method indicates the best choice of the cut value to be 4.0 GeV/c.
It is important to note that this optimization procedure finds the single muon pT
cut giving the most significant Υ(1S) yield. As one of the main goals of this analysis
is the measurement of the relative suppression of Υ excited states with respect to the
ground state and pp reference, alternative figures of merit are further investigated. It
should be further noted that systematic effects are not accounted for in the procedure.
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2Signal window 0.1 GeV/c
2Signal window 0.2 GeV/c
2Signal window 0.3 GeV/c
Fig. 4.9. Significance of Υ(1S) peak as a function of the single muon pT
cut
Background shape sculpting
In the selection of the single muon pT cut, the dependence on the shape of the
background should be also considered. These effects may be conveniently estimated
by inspecting the invariant mass spectrum of the same-sign muon pairs. Figure 4.10
shows the same-sign muon-pairs mass spectra, in the vicinity of the Υ(nS) mass
region, obtained with different pμT cut thresholds. The Υ(nS) signal nominal masses
are: 9.46 GeV/c2 (1S), 10.02 GeV/c2 (2S), 10.36 GeV/c2 (3S). In all cases, a peaking
background distribution is expected, within the nominal fitting range; the mass value
where the maximum occurs increases with the increasing pT cut.
In the previous analysis [2], the cut pT > 4GeV/c was chosen. In this case, the
background displays a peak hight underneath the Υ(nS) signal mass region. This
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T
 pμ
Fig. 4.10. Same-sign muon pairs invariant mass distribution with different
muon pT cuts, shown in the vicinity of the Υ(nS) mass region.
results in a potentially larger systematic uncertainty associated to the background
shape.
In case of the pT > 3.5 GeV/c cut, the peak in the background spectrum is located
to the left of the Υ signal region. This should allow a better constraint by the fitter
of the background shape under the signal peaks. This argument therefore favors the
3.5 GeV/c cut.
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The pT cut dependence of the combinatorial background shape was studied also
in pp collisions at
√
s = 7 TeV in data and simulation [59]. A very similar trend is
observed in pp collisions with much higher statistics. The kinematic cut removes a
large portion of the background in the lower mass region and produces a step-like
shape. For the case of the pT > 3.5 GeV/c cut, this shape is located to the left of
the Υ signals; in case of pT > 4 GeV/c cut, it occurs instead well within the signal
region, which leads to potential increases of the fit procedure uncertainties.
Alternative figures of merit
Alternative figures of merit were also investigated which aim at optimizing the
precision of the ratio measurement (instead of the 1S peak significance).
The first alternative method attempts to minimize the uncertainty on the ratio
N(Υ(2S)+Υ(3S))/N(Υ(1S)), where the ratio is approximately estimated as 2B/(S+
B). S is the signal counted from the MC Υ(1S) peak and B is the background in the
signal window determined from the data sidebands assuming a linear mass shape. The
2S and 3S peaks are approximated by the background hypothesis, that is, assuming
the background level overwhelms the signal, which is approximately the case. To
normalize the background from data and signal from MC together, the 1S peak in
data is fitted and the integral in the given signal window is used as normalization
factor.












B as estimates for the uncer-
tainties on S and B. The results of the calculation are shown in Fig. 4.11, for three
different values of the signal mass window size. The points reach a minimum at single
muon pT > 4 GeV/c independent of the size of the signal window. This optimization
method favors a pT cut value at 4 GeV/c.
A third optimization method has also been explored, where we attempt to as-
sess the expected sensitivity on the double ratio directly, by employing pseudo-
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2Signal window 0.1 GeV/c
2Signal window 0.2 GeV/c
2Signal window 0.3 GeV/c
Fig. 4.11. Uncertainty on the 2B/(S + B) quantity as a function of the
single muon pT cut.
experiments, generated according to fits performed to the data after each cut. The
procedure is as follows. We fit the data sample and then generate 10000 toy MC
pseudo-data according to parameters in the covariant matrix from the fitting. The
double ratio of PbPb/pp is generated at unity in the pseudo-data. The statistics of
each sample is fixed to the amount of data we observe. These toys represent the
outcome of many CMS experiments assuming nature had no upsilon excited state
suppression. We plot the distribution of the ratio parameter, χ, measured in each toy
experiment. We find the p-value (see Section 4.6.5) associated to a reference χ− 0.5
value. We repeat the same steps for different selection cuts and identify the best cut
the one resulting in the smallest p-value.
The plots for two different single muon transverse momentum thresholds, pμT >
3.5GeV/c and pμT > 4.0GeV/c, are shown in Fig. 4.43. The reach of the two cuts is
similar with the tighter cut yielding a smaller p-value. This is likely due to the signal
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to background ratio being better with the tighter cut. However, relevant systematic
effects have not been included in the pseudo-experiments study.
Υ(1S) signal pT
If we define the Υ(1S) signal region as (9.2, 9.8), the side-band region as (8,
8.5) and (12, 14), we can plot the signal events pT distribution, side-band events pT
distribution, and side-band subtracted events pT distribution, as shown in Fig. 4.12.
The Υ(1S) signal mean pT is 5.9GeV/c after side-band subtraction.
(a) Signal region (b) Sideband region
(c) Sideband subtracted
Fig. 4.12. Υ(1S) pT distributions
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4.3.4 Summary of offline selection
In order to select good quality muons the effect of different cut thresholds on a
variable set was studied. Table 4.1 shows the effect on the significance, as well as
signal efficiency and background rejection, when applying all other cuts but the one
studied. It further gives an indication of the correlation between the cuts. Once the
nominal cut thresholds are applied, variations of a single cut have little impact on
the significance.
Table 4.1
Estimated Υ(1S) yield significance, signal efficiency (MC) and background




1− εBkg [%] εSig [%]
InnerTrackHits > 10 51.0 85.0 14.5
PixeLayers > 0 54.1 84.6 14.6
InnerTrackχ2/ndf <4. 53.2 84.7 14.5
Dxy < 3. cm 54.1 84.6 14.6
Dz < 15. cm 54.1 84.6 14.6
GlobalTrackχ2/ndf <20 51.8 87.2 15.1
vProb > 0.05 20.2 89.5 13.7
TrackerMuonArbitrated =1 52.7 84.9 14.5
All cuts 54.1 84.6 14.6
The choice of the muon pT cut value involves various considerations. The nominal
cut is chosen to be pT > 4.0 GeV/c, which was also used in the previous analysis iter-
ation [2]. This is supported by the outcome of the statistical optimization procedure,
employing different heuristic figures of merit; in addition, the systematic effect due
to the kinematic background may be controlled, as discussed in Sec. 4.4.2.
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4.4 Fitting the dimuon spectra
The parameters of interest are extracted from the data samples via an extended
unbinned maximum likelihood fit to the dimuon invariant-mass spectra. In this sec-
tion, the fitter study is carried out for two selected pμT cut, 3.5 and 4.0 GeV/c. But the
final results in Section 4.6 is given with the nominal 4.0 GeV/c cut only. The baseline
fitting model is improved relative to the publication using the 2010 dataset. We ex-
plored complementary approaches for background modeling (eg employing like-sign
parameterizations, track rotation).
The baseline fitting model is inspired in that used in [58, 60]. Each of the Υ(nS)
signals is modeled via a crystal-ball shape (CB), which is a Gaussian resolution func-
tion with a power law tail on the left side to describe final state radiation (FSR). The
crystal-ball function is given by:




























|α| − |α| .
The CB function is parameterized by four parameters – the mass mean x̄ and reso-
lution σ, and the tail parameters α and n – which are constrained amongst the three
signal peaks: the tail parameters are common; the resolution forced to scale with the
resonance mass; the differences of the mass means are fixed to their PDG values.
In the previous iteration of the analysis [2], based on the 2010 dataset, the signal
PDF shape parameters were fixed from MC simulation: α = 1.6, n = 2.3, σ1S =
92MeV/c2. In view of the larger dataset currently available, such constraints have
been relaxed. Specifically, the following signal shape parameters are free in the fit:
the Υ(1S) mass mean and resolution, the tail parameter α. Note that, given α and n
are strongly correlated, the constraint n = 2.3 is kept in the fit.
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The pT threshold applied for muon selection induces a sculpting of the mass back-
ground distribution, as described in Section 4.3.3. The background parameterization
adopted corresponds to an exponential function (exp), multiplied by an error-function









The background model is thus described by three parameters: the exponential decay
constant, and the turn-on mean and width. All background parameters are left free.
The nominal fit results to the PbPb data are shown in Fig. 4.13.
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Fig. 4.13. Fit to the dimuon invariant-mass distributions, for the PbPb
sample. (150μb−1)
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4.4.1 Signal model studies
Final state radiation model
We first estimate the CB tail from Monte Carlo simulation of final state radiation.
The MC sample is first split in multiple (about 50) sub-samples, of statistics compa-
rable to data. These samples are fitted in turn, and the average parameter values are
determined. This is shown in Fig. 4.14.
(a) fixed: σ = 92MeV/c2, n = 2.3; float: α (b) fixed: σ = 92MeV/c2, α = 1.674; float: n
Fig. 4.14. FSR parameter estimation from MC.
For estimating the CB tail from data, the fit is performed after subtracting the
like-sign dimuon mass distribution. This procedure results in a mostly flat remaining
background. In this way, the (binned) fit to the subtracted data is able to better con-
strain the background shape from the mass side-bands, allowing also a more reliable
determination of the CB tail. Fit examples are shown in Fig. 4.15.
Table 4.2 summarizes the CB tail parameter estimations achieved from simulation
and data. It illustrates the level of variations that may be attained. In the nominal
configuration, the α CB parameter is determined from the fit to the data.
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Entries  390
Mean    10.31
RMS     1.743
Integral    1923
 / ndf 2χ  126.6 / 92
(1S) ΥYield  45.4± 515.3 
Mean      0.007± 9.449 
Sigma     0.00877± 0.07427 
   α  0.201± 1.149 
(2S) ΥYield  26.22± 83.27 
(3S) ΥYield  23.8± -16.7 
a         5.740± -2.032 
b         0.507± 1.327 
]2dimuon invariant mass [GeV/c
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RMS      1.74
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 / ndf 2χ  100.9 / 62
(1S) ΥYield  44.6± 519.5 
Mean      0.008± 9.447 
Sigma     0.00779± 0.07817 
   α  0.208± 1.041 
(2S) ΥYield  25.93± 88.79 
(3S) ΥYield  24.46± -15.16 
a         7.933± -1.521 
b         0.708± 1.756 
]2dimuon invariant mass [GeV/c
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]2dimuon invariant mass [GeV/c












Fig. 4.15. FSR parameter estimation from like-sign subtracted data.
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Table 4.2
Final state radiation and resolution parameter values.
α n (fixed) σ (MeV/c2)
Monte Carlo 1.67 2.3 90
pp 7 TeV data 1.4± 0.1 2.3 62± 2
like-sign subtracted PbPb data 1.0± 0.3 2.3 73− 87
PbPb data (nominal fit) 0.98± 0.2 2.3 78.2± 0.5
PbPb and pp data (nominal simul. fit) 1.12± 0.13 2.3 79.4± 0.4
4.4.2 Background model studies
We explore alternative estimations and parameterizations of the background, with
respect to the second order polynomial model used in [58,60].
Like-sign dimuon spectrum
Here we carry out fits to the upsilon data, by constraining the background model
utilizing information from the like-sign dimuon spectrum. The like-sign dimuon com-
binations contain no signal component, and provide a useful handle to estimate the
combinatorial background shape in the mass region under the signal peaks. The
like-sign spectrum is not expected to match exactly, in shape and normalization, the
combinatorial opposite-side spectrum: different, small contributions may arise from
Drell-Yan and open flavor sources. This residual component is expected to be smooth
and non-peaking, and is accommodated by allowing an extra polynomial component
in the fit the (oppositely charged dimuon) data.
The like-sign dimuon mass distribution is employed to define a PDF component,
in the following two ways:
• Like-sign dataset smoothing. We use the RooFit implementation via the
class RooKeysPdf [61], which implements a one-dimensional kernel estimation
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PDF which models (smoothens) the distribution as a superposition of Gaussian
kernels, one for each data point, each contributing 1/N to the total integral of
the PDF.
• Like-sign parameterized fit. We fit the like-sign distribution utilizing an
Erf × Exp model. The high-mass spectrum is well described by an exponen-
tial, describing random track combinations. To describe the acceptance turn-on
shape induced by the single muon kinematic threshold, the exponential is multi-
plied by an error function. Tested variations of the turn-on function parameters
gave negligible deviations of the extracted yields.
The shape of the like-sign distribution matches well that of the mass sidebands
in the opposite-sign sample. The fit to the opposite-sign signal sample is performed
employing a linear combination of the like-sign extracted PDF, along with an extra
polynomial component. The latter is included in order to allow for potential discrep-
ancies that might arise between the like-sign and opposite-sign mass spectra. The fit
results are displayed in Fig. 4.16 and demonstrate a good description of the data.
Track-rotation method
We explore an independent method to estimate the combinatorial background.
This is normally referred to as “track-rotation method” and consists of the following
steps: (i) all like-sign muon pairs (or the unlike-sign muon pairs) in the event are
formed, (ii) for each pair, one of the muons is randomly selected, and (iii) its φ
coordinate is rotated by π. In this way we obtain an uncorrelated sample of tracks,
extracted directly from the data and thus matching the data kinematics, from which
the combinatorial mass distribution can be estimated.
Having extracted the combinatorial background PDF, the same fitting strategy as
described in Sec. 4.4.2 for the like-sign case is employed when fitting the oppositely
charged dimuon data. The track rotation PDF is normalized to like-sign yield. The
results are shown in Fig. 4.17 for like-sign, in Fig. 4.18 for unlikesign. They display
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(d) pμT > 4.0GeV/c, exp*erf, 150μb
−1
Fig. 4.16. Mass fits, with background constrained from like-sign dimuon
spectrum.
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a good description of the data. A comparison of like-sign pairs shape, track rotation
pairs shape, and unlike-sign pairs shape is shown in Fig. 4.19.
)2 (GeV/cμμm




















800  0.0045± =  9.4567 
(1S)Υ
μ
 0.0052± =  0.0784 (1S)Υσ
 95± =  9069 
bkg
NLikesign
 78± =  1379 (1S)ΥN
 0.038± =  0.159 1S/N2S+3SN
 0.027± =  0.129 1S/N2SN
 150± =  11604 bkgN
 0.12±alpha =  0.99 
 0.35± =  0.14 
a1
bkg
 0.19± = -0.087 
a2
bkg
 0.47±decay =  4.92 
 0.22±turnOn =  8.09 
 0.23±width =  2.23 
/ndf = 17.4/142χ
(a) erf*exp + pol.2
)2 (GeV/cμμm




















800  0.0043± =  9.4561 
(1S)Υ
μ
 0.0048± =  0.0800 (1S)Υσ
 95± =  9069 
bkg
NLikesign
 65± =  1365 (1S)ΥN
 0.036± =  0.170 1S/N2S+3SN
 0.026± =  0.137 1S/N2SN
 134± =  11604 bkgN
 0.11±alpha =  1.05 
 0.092± =  0.483 
a1
bkg




(b) keysPdf + pol.2
Fig. 4.17. Mass fit, with background constrained from the track-rotated
like-sign dimuon spectrum shown in magenta (pμT > 4.0GeV/c, 150μb
−1).
4.4.3 Fits to the pp data
The pp 2.76 TeV dataset is the same as employed in the previous measurement [2].
The same background fitting model as employed therein is adopted as nominal for
the pp case: second order polynomial.
The same fitting model as devised for the PbPb dataset is applied to the pp
dataset as well, to probe stability. Fit results are shown in Fig. 4.20 for the nominal
background model (error function times exponential), and in Fig. 4.21 for fits utilizing
like-sign information. The results are displayed for the pμT > 3.5GeV/c and p
μ
T >
4.0GeV/c selections, and for the cases where the signal shape parameters are left
floating and are fixed to the PbPb results. Despite the excessive number of parameters
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(b) keysPdf + pol.2
Fig. 4.18. Mass fit, with background constrained from the track-rotated
unlike-sign dimuon spectrum shown in magenta points. The magenta
curve is normalized to like-sign pairs yield.
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Fig. 4.19. Compare like-sign, track rotation, and unlike-sign pairs
of the background model, when applied to the limited-statistics pp dataset, the fit
results show a fair stability.
4.5 Efficiency estimations
The signal reconstruction efficiencies may differ for the individual Υ(nS) states
reconstructed in the pp and PbPb data. These are expected to cancel to first order
in the double ratio. In this section, these efficiencies and their residual differences are
estimated, based on Monte Carlo simulation. In particular, in order to estimate the
corresponding corrections required for the double ratio, the reconstruction efficiency
is calculated as a function of centrality for the Υ(1S) and Υ(2S) states.
When referring to the ratios measured in the analysis, we use the notation specified
in Equations 4.10, 4.11, 4.13, and 4.14 in Sec. ?? and Eq. 4.16 in Sec. 4.7.
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PbPb
Fig. 4.20. Mass fits to the pp data (231nb−1) with error func-
tion. Figs 4.20(a), 4.20(b): signal shape parameters are left floating;
Figs 4.20(c), 4.20(d): signal shape parameters are fixed to the PbPb re-
sults.
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(d) pμT > 4.0GeV/c; signal shape fixed to
PbPb
Fig. 4.21. Mass fits to the pp data (231nb−1), using like-sign informa-
tion. Figs 4.21(a), 4.21(b): signal shape parameters are left floating;
Figs 4.21(c), 4.21(d): signal shape parameters are fixed to the PbPb re-
sults.
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4.5.1 Monte Carlo estimations
In order to make the comparison for the reconstruction (including online and offline
selections) efficiency for the Υ(1S) and Υ(2S) in PbPb and pp collisions, Monte Carlo
events are used, where an Υ is produced and decays via the μ+μ− channel. We use
ε = Nreco/Ngen, where Ngen is the number of events that fall within our acceptance
conditions (|η| < 2.4, pT > 4(3.5) for each of the muons), and Nreco is the number
of dimuons that are reconstructed, match the trigger, pass the quality cuts presented
in Section 4.3, and fall within an invariant-mass window of [9.0, 10.0] for Υ(1S) and
[9.5, 10.5] for Υ(2S). Yields were estimated by counting and, alternatively, fitting the
MC mass spectrum to account for backgrounds.
Tables 4.3 and 4.4 show the reconstruction efficiencies of Υ(1S) and Υ(2S) in
various centrality bins with two different single muon pT cuts. It is observed, in
Fig. 4.24, that the ratio of Υ(1S) and Υ(2S) efficiencies in PbPb collisions are flat
with respect to the centrality bins used in the analysis.
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Reconstruction efficiency for Υ(1S) and Υ(2S) embedded in MB HYDJET




[0− 100%] 48.6± 0.2% 49.3± 0.2%
[0− 5%] 46.6± 0.6% 47.3± 0.8%
[5− 10%] 47.1± 0.6% 48.0± 0.8%
[10− 20%] 49.2± 0.5% 49.0± 0.5%
[20− 30%] 49.1± 0.5% 50.2± 0.5%
[30− 40%] 51.0± 0.4% 51.1± 0.5%
[40− 50%] 51.7± 0.5% 51.5± 0.5%
[50− 100%] 51.6± 0.3% 53.0± 0.3%
[50− 60%] 51.1± 0.4% 53.0± 0.4%
[50− 100%] 52.1± 0.3% 53.0± 0.3%
pp – 48.7± 0.1% 49.4± 0.2%
Figure 4.22 shows the centrality dependence of the Υ(1S) and Υ(2S) total effi-
ciencies in PbPb, compared with the same in pp. The efficiency, for either Υ(1S)
or Υ(2S) in PbPb, is shown to decrease as a function of the event centrality (being
smallest for the highest multiplicity events, or lowest centrality percentile). This is
expected, as the effect of larger tracking reconstruction inefficiencies for the higher
track multiplicities which characterize the more central collisions. The slightly larger
efficiency for Υ(2S) than Υ(1S) arises from the softer muon distribution from Υ(1S)
decays, illustrated in Fig. B.1 in Appendix B.
The comparison between pp and PbPb events, shown as the rightmost bins in
Fig. 4.22, indicates a larger efficiency for PbPb peripheral than pp, which is not
readily expected. This is clarified in Fig. 4.23. It shows a decrease of efficiency for
very peripheral (> 80%) events, induced by the primary vertex selection requirement.
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Table 4.4
Reconstruction efficiency for Υ(1S) and Υ(2S) embedded in MB HYDJET
sample. An acceptance cut of single muon pT > 3.5 GeV is applied for
these values; the corresponding results for the nominal analysis selection
are shown in Table 4.3.
Centrality Υ(1S) Υ(2S)
PbPb
[0− 100%] 43.6± 0.2% 44.8± 0.2%
[0− 5%] 41.8± 0.5% 43.0± 0.7%
[5− 10%] 42.1± 0.5% 44.2± 0.6%
[10− 20%] 44.1± 0.4% 44.2± 0.4%
[20− 30%] 44.4± 0.4% 45.3± 0.4%
[30− 40%] 45.4± 0.4% 46.9± 0.4%
[40− 50%] 46.0± 0.4% 46.9± 0.4%
[50− 60%] 46.4± 0.2% 47.2± 0.4%
[60− 100%] 46.9± 0.2% 47.9± 0.2%
pp – 43.5± 0.08% 44.6± 0.2%
As seen in Fig. 4.23(b), the primary vertex selection efficiency is flat in PbPb for
centralities up to about 80% and is larger than for pp: 99.7± 0.4% (PbPb) vs 96.5±
0.1% (pp). For peripheral PbPb as well as for pp collisions, which are characterized
by small track multiplicities, the primary vertex selection induces inefficiencies. It
is shown, finally in Fig. 4.23(a), that the efficiencies for pp and most peripheral
events coincide. In addition to these verifications in MC, the primary vertex selection
efficiency was estimated directly in the pp minbias dataset as well: the fraction of
events found to satisfy this selection requirement is 95.9 ± 0.8%, in agreement with
the pp value estimated in MC quoted above (96.5± 0.1%).
Figure 4.24 shows the centrality dependence of the Υ(1S)/Υ(2S) ratio of total
efficiencies in PbPb, compared with the same in pp. In order to estimate possible
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(a) Total Υ(1S) efficiency. The red tri-
angle indicates the pp efficiency.
Centrality(%)




















(b) Primary vertex selection efficiency. The hori-
zontal dashed, red line indicates the pp efficiency.
(Shown for pΥT < 3GeV/c.)
Fig. 4.23. Total and primary-vertex selection efficiencies as a function of
centrality, for PbPb simulated events (shown for Υ(1S), pμT > 4.0GeV/c).
It illustrates an efficiency decrease for very peripheral events.
efficiency corrections to the double ratio observable, we calculate the double ratio of
efficiencies:
χ efficiency correction ≡ εΥ(1S)/εΥ(2S) |PbPb
εΥ(1S)/εΥ(2S) |pp .
The value of such a possible correction, evaluated for different centrality bins, is
shown in Table 4.10. It is found to lie in the range (0.98 to 1.03). This is found
to be consistent and fluctuating about unit; the variations are small and negligible
compared to the statistical uncertainty expected for the double ratio measurement.
Though we embed Υ in all centralities in a democratic way, the final MC centrality
distribution, shown in Fig. 4.25, is not flat. This is due to the fact that the variable
used to define the centrality bins for an event, the number of hits in the Forward
Hadronic Calorimeters (HF), is based upon the simulated minimum bias HYDJET
PbPb collision. Since a pp collision is embedded into that minimum bias event, the
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Fig. 4.24. Ratios of total efficiencies as a function of centrality, comparing
PbPb and pp.
underlying event leaves extra hits in the HF, which shifts the number of HF hits
up, leaving less most peripheral events. This shift can be most strongly seen for the
> 70% bins.
Figures B.1 and B.2 in Appendix B show the kinematic distributions of the
dimuons and single muons from Υ(1S) and Υ(2S) decays, selected with the muon
kinematic cut pT > 4.0GeV/c and pT > 3.5GeV/c respectively. The most noticeable
difference is the softer pT distribution for Υ(1S), which arises as expected from the
higher Υ(2S) mass.
The comparison of Monte Carlo simulation and data are in Appendix C.
4.5.2 Tag and probe
We explore the data-driven tag and probe (T&P) method to estimate single-muon
trigger, identification, and tracking efficiencies. A comparison of the results obtained
80
centrality(%)












Fig. 4.25. Shape of the event centrality distribution in simulation. The
non-flatness of the shape in MC is explained in the text.
by applying the technique to both data and MC simulation allows to estimate related
systematic uncertainties.
The procedure is identical to that used in the previous analysis iteration, based
in the 2010 PbPb dataset, documented in Ref. [58]. The T&P analysis is done using
the official tag and probe framework, as employed for example in Ref. [58, 60]. The
J/ψ signal resonance is used to differentiate signal from background. Two tag-probe
invariant mass distributions are formed, in the vicinity of the J/ψ nominal mass,
according to whether the probe passes or fails the criteria for which the efficiency
is being measured. The two mass distributions are then fit simultaneously, and the
efficiency ε (and its uncertainty) is extracted as a common parameter in the fit,
Npass = ε×Nprobes , (4.5)
Nfail = (1− ε)×Nprobes ,
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where Nprobes, Npass, and Nfail are the number of all probes, passing probes, and failing
probes, respectively.
Some challenges arise in measuring the tracking efficiency because in heavy ions
fake and tracking efficiency can be “correlated” due to the high multiplicity, i.e. one
can have a fake match in events in which one has removed the true match. Yet another
problem is that measuring the matching efficiency between a standalone muon and
an inner track (necessary to promote a standalone muon to a global muon) is not
straightforward in heavy ions [58]. Furthermore, to fit failing tag and probe pairs
becomes challenging due to the poor resolution of the standalone (STA) muons. In
general, we will compare the efficiency estimations found with T&P in Monte Carlo
simulation and data as a cross check of the Monte Carlo based efficiency corrections.
Tags are selected as high quality, global muons, which are matched to the single
muon trigger path HLT HIL1SingleMu0 HighQ, that also pass the offline muon se-
lection used in the data analysis. These tag muons are combined with probe muons
to form tag-probe pairs. The probe muon selection depends on the efficiency being
measured. A condition is applied to the probes which are split into the passing and
failing probe categories. It is the efficiency of this condition relative to all probes
that is measured with T&P. We have used the following three probe categories to
measure the inner-track reconstruction, muon reconstruction and identification, and
muon trigger efficiencies:
• inner-track reconstruction efficiency (including inner to outer track matching,
and track quality criteria):
– probe: a standalone muon (the four-momentum information is taken from
the standalone part exclusively)
– passing probe: probe that is also a global muon passing the quality cuts
• global muon reconstruction and identification efficiency (relative to tracker
muon)
– probe: tracker muon
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– passing probe: probe that can be matched to a global muon and that
fulfills the analysis muon selection criteria
• trigger efficiency:
– probe: (global) muon that satisfies the offline analysis selection criteria
– passing probe: probe that can be matched to (one leg of) HLT HIL1DoubleMu0 HighQ
trigger path.
In order to attempt a reduction of the background level, further selection criteria
have been tried. A requirement on the dimuon pT > 6.5GeV/c is applied and as well
as a single muon pT > 4.0GeV/c In all cases, identical selection criteria are applied to
both data and simulation: this is necessary for yielding reliable systematic estimates
based on data-MC efficiency results comparison.
The efficiency in simulation is measured using T&P on a prompt J/ψ sample. The
MC sample is weighted for the centrality dependence (which scales with Ncoll) and
for the relative weights between the different pT bins used in the sample production.
While the T&P framework allows for weighted samples, the uncertainty estimates
using the current version of RooFit for weighted datasets is not accurate. However,
employing large MC statistics, we will take the size of the corresponding errors to be
negligible.
The estimation of the systematic uncertainty will be assigned by comparing results
between data and simulation. We also note that only results above the single-muon
pT of 4.0GeV/c are within the acceptance used in the analysis. This tends to reach
the muon efficiency plateau, and is less affected by systematics related to the detailed
description of the efficiency turn-on.
Trigger efficiency
The trigger efficiency is, in general, the easiest one to fit for, given the cleaner
probe sample. The signal shape is describe by a Crystal Ball plus a Gaussian. The
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addition of the Gaussian is motivated to describe varying detector resolution. The
parameters in the Crystal Ball as well as the width of the Gaussian are free parameters
of the fit. The background is described by an exponential function.
Figure 4.26 shows fits to the passing and failing samples of T&P pairs for the trig-
ger efficiency measurement, using the integrated data and MC samples. Figure 4.27
shows the trigger efficiency measured as a function of probe pT and pseudo-rapidity.
Also shown is the trigger efficiency as function of centrality which, as expected, shows
no significant dependence. A reasonable agreement between data and simulation is
obtained especially in the most peripheral bins.
Muon identification efficiency
We fit simultaneously the passing and failing tag-probe pairs mass distribution
using a Crystal Ball function and (when needed to account for different resolutions)
a Gaussian. A first order polynomial is used to describe the background. For the MC
case, a Crystal Ball and an exponential describe the signal and background shapes.
T&P mass fits for the muon identification efficiency are shown in Fig. 4.28, for
the integrated data and MC samples. These illustrate the considerably high level
of background involved, in the heavy-ion environment. Figure 4.29 shows the muon
identification efficiency measured as a function of probe pT and pseudo-rapidity, and
event centrality. A good agreement between data and simulation is observed.
Tracking efficiency
The fits for the tracking efficiency are challenging due to the poor resolution of
the standalone muons used as probes. For the same reason, an enlarged fitting range
is used. A Crystal Ball (and an additional Gaussian when needed to account for
different event resolutions, eg for the MC fits) is chosen to describe the signal shape




















































































 0.1±alpha =  1.8 
 0.003±efficiency =  0.972 
 0.09±f =  0.65 
 0.1±lp = -0.03 
 0.0007±mean1 =  3.0941 
 0.3±n =  1.0 
 12±numBackgroundFail =  113 
 92±numBackgroundPass =  1929 
 102±numSignalAll =  3535 
 0.002±sigma1 =  0.024 
 0.005±sigma2 =  0.045 
(a) Data
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 0.06±alpha =  1.83 
 0.001±efficiency =  0.943 
 0.02±f =  0.63 
 2±lf = -0.4 
 1.0±lp =  1.0 
 0.0002±mean1 =  3.0963 
 0.10±n =  1.35 
 9±numBackgroundFail =  11 
 30±numBackgroundPass =  99 
 177±numSignalAll =  30389 
 0.0005±sigma1 =  0.0226 
 0.0010±sigma2 =  0.0451 
(b) Monte Carlo
Fig. 4.26. Examples of tag-probe pair mass fits used to extract the trigger
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(a) Trigger efficiency dependence on muon pT.
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(b) Trigger efficiency dependence on muon η.
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 + 0.0012011 MC PYTHIA+EvtGen(PHOTOS) (HLT_HIL1DoubleMu0_HighQ): 0.943
 - 0.003
 + 0.0032011 Data (HLT_HIL1DoubleMu0_HighQ): 0.968
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(c) Trigger efficiency dependence on event central-
ity.
Fig. 4.27. Trigger efficiency measurements with tag and probe, and de-
pendencies on probe muon pT and pseudo-rapidity and event centrality.
The efficiencies measured in the full samples are represented as open sym-












































































 0.04±alpha =  1.55 
 0.2±cFail = -0.50 
 0.1±cFail2 = -0.45 
 0.04±cPass = -0.500 
 0.007±cPass2 = -0.5000 
 0.001±efficiency =  0.955 
 0.0002±mean =  3.0970 
 0.4±n =  4.1 
 15±numBackgroundFail =  122 
 54±numBackgroundPass =  822 
 181±numSignalAll =  30467 
 0.0002±sigma =  0.0304 
(a) Data
)2Tag-Probe Mass (GeV/c















































































 6±alpha =  6 
 0.003±cFail = -0.5000 
 0.02±cFail2 =  0.06 
 0.07±cPass = -0.342 
 0.6±cPass2 =  0.5 
 0.008±efficiency =  0.955 
 0.02±f =  0.65 
 0.0005±mean1 =  3.0935 
 0.7±n =  1.0 
 124±numBackgroundFail =  11138 
 297±numBackgroundPass =  2083 
 325±numSignalAll =  8012 
 0.0006±sigma1 =  0.0305 
 0.02±sigma2 =  0.22 
(b) Simulation
Fig. 4.28. Examples of tag-probe pair mass fits for the muon identification
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(a) Muon id efficiency dependence on muon pT.
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(b) Muon id efficiency dependence on muon η.
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 + 0.0442011 Data: 0.955
 - 0.001
 + 0.0012011 MC PYTHIA+EvtGen(PHOTOS): 0.955
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 = 2.76 TeVNNsPbPb  
 >4.0 GeV/c
T
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T
p
(c) Muon id efficiency dependence on event cen-
trality.
Fig. 4.29. Muon identification efficiency measurements with tag and
probe, and dependencies on probe muon pT and pseudo-rapidity and event
centrality. The efficiencies measured in the full samples are represented
as open symbols and the corresponding numerical values are displayed for
data and simulation.
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T&P mass fits for the tracking case are shown in Fig. 4.30, for the integrated data
and MC samples. These illustrate the considerably large level of background involved,
and the degraded mass resolution. Shown in Fig. 4.31 is the tracking efficiency as
function of the probe muon pT and rapidity and event centrality. The MC is seen to
overestimate the data, by about 5%.
Finally we summarize in Table 4.5 all the efficiency estimations as a function of
centrality, based on the full data and simulation PbPb samples.
Table 4.5
Tag and probe efficiency measurements in PbPb data and simulation; an
acceptance cut pμT > 4.0GeV/c on the probe muons is applied; values are
in percent, and errors are statistical only.
PbPb Muon Identification Trigger Tracking
centrality MC data MC data MC data
0-10% 94.6± 0.2 94.6± 5.0 93.9± 2.1 96.7± 0.5 83.6± 0.4 76.1± 2.5
10-20% 95.3± 0.3 94.9± 1.8 95.1± 4.8 96.9± 0.5 88.0± 0.6 80.6± 2.5
20-50% 95.3± 0.2 95.8± 2.5 94.4± 0.7 96.7± 0.4 83.1± 2.0 81.7± 1.5
50-100% 95.9± 0.6 97.8± 0.8 94.3± 0.7 96.8± 3.2 86.1± 2.0 81.7± 1.5
0-100% 95.5± 0.1 95.5± 4.4 94.3± 0.1 96.8± 0.2 85.2± 0.3 79.6± 1.2
Table 4.6 also summarizes the tag and probe results obtained from the pp data
and MC datasets. These studies were performed in the analysis documented in
Ref. [57]. While different selection criteria were employed therein, which prevents
a direct comparison of results for pp and PbPb, this may be used for the purpose of
data–simulation systematic estimation.
4.5.3 Systematic uncertainties
In this section, we gather the systematic uncertainties associated to the estima-
tions of the efficiencies and their ratios. In particular, the effect of possible variations
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 7±alpha =  4 
 0.004±cFail =  0.273 
 0.004±cFail2 =  0.046 
 0.004±cFail3 = -0.0424 
 0.001±cPass = -0.1377 
 0.001±cPass2 =  0.066 
 0.001±cPass3 =  0.027 
 0.001±efficiency =  0.920 
 0.001±mean1 =  3.134 
 2±n =  1 
 15±numBackgroundFail =  5512 
 47±numBackgroundPass =  54019 
 30±numSignalAll =  5188 
 0.001±sigma1 =  0.177 
(a) Data
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 0.008±alpha =  1.000 
 0.1±cFail =  0.2 
 0.08±cFail2 = -0.500 
 0.03±cPass =  0.03 
 0.001±cPass2 = -0.5000 
 0.001±efficiency =  0.974 
 0.006±f =  0.102 
 0.001±mean1 =  3.118 
 0.5±n =  4.0 
 20±numBackgroundFail =  223 
 136±numBackgroundPass =  6503 
 196±numSignalAll =  26081 
 0.0001±sigma1 =  0.0400 
 0.002±sigma2 =  0.232 
(b) Simulation
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(b) Tracking efficiency dependence on muon η.
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(c) Tracking efficiency dependence on event cen-
trality.
Fig. 4.31. Tracking efficiency measurements with tag and probe, and de-
pendencies on probe muon pT and pseudo-rapidity and event centrality.
The efficiencies measured in the full samples are represented as open sym-




Tag and probe efficiency measurements in pp data and simulation; an
acceptance cut pμT > 4.0GeV/c on the probe muons is applied; values are
in percent, and errors are statistical only; results from [57].
Trigger Tracking
MC data MC data
pp 0.943 ± 0.002 0.925 ± 0.006 0.846 ± 0.010 0.82 ± 0.02
on the transverse momenta and rapidity distributions, and of the unknown polariza-
tions, are estimated.
Momentum and rapidity shape
Since the efficiency has dependences on pT and y, the uncertainties of the generated
distributions of these variables can cause a systematic uncertainty in the average
efficiency over a pT or y bin. To estimate the uncertainty, the shapes of the MC
predicted pT and y distributions are varied by applying a weight that increases linearly
from 0.7 to 1.3 over the range 0 < |y| < 2.4 and pT < 20GeV/c.
We set the following notation. V denotes the efficiency for pp and W is efficiency
for PbPb. V-(V+) or W-(W+) are the efficiencies obtained by a change in the
distribution by -30% (+30%). V/W is central ratio of efficiencies, in a centrality bin.
The systematic error due to shape variations is (V-/W+ - V+/W-) on mid value of
V/W on that bin.
Tables 4.7 and 4.8 show the central value of efficiencies and values after pT and
rapidity shape change for Υ(1S) and Υ(2S), for PbPb MC pp MC.
Tables 4.9 and 4.10 show systematic uncertainty for the single ratio and the double
ratio from pT and rapidity shape change for PbPb MC and pp MC.
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Tables 4.11 and 4.12 show the systematic uncertainty on efficiency ratio PbPb vs
pp for Υ(1S) and Υ(2S) from pT and rapidity shape changes. Systematic values are
found between 2.7% to 5.2% for Υ(1S) and 2.2% to 5.7% for Υ(2S).
The efficiency and systematic uncertainty tables in pT and rapidly bins are shown
in Appendix D.
Table 4.7
Reconstruction efficiency for Υ(1S) with ±30% variation in pT and rapid-
ity shape
Centrality Υ(1S) Υ(1S) pT +30% Υ(1S) pT-30% Υ(1S) y +30% Υ(1S) y-30%
[0− 5%] 46.6± 0.6% 46.9± 0.6% 46.5± 0.7% 46.2± 0.7% 47.1± 0.6%
[5− 10%] 47.1± 0.7% 47.5± 0.6% 46.9± 0.7% 46.3± 0.7% 47.9± 0.7%
[10− 20%] 49.2± 0.5% 49.4± 0.4% 49.1± 0.5% 48.8± 0.5% 49.6± 0.5%
[20− 30%] 49.1± 0.5% 49.5± 0.4% 48.8± 0.5% 48.5± 0.5% 49.7± 0.5%
[30− 40%] 51.0± 0.4% 51.3± 0.4% 50.7± 0.5% 50.5± 0.5% 51.5± 0.5%
[40− 50%] 51.7± 0.5% 52.0± 0.4% 51.4± 0.5% 51.2± 0.5% 52.1± 0.5%
[50− 100%] 51.6± 0.3% 52.0± 0.2% 51.2± 0.3% 51.2± 0.3% 52.0± 0.3%
[50− 60%] 51.1± 0.4% 51.5± 0.4% 50.8± 0.5% 50.8± 0.5% 51.5± 0.5%
[60− 100%] 52.1± 0.3% 52.6± 0.2% 51.7± 0.3% 51.7± 0.3% 52.5± 0.3%
[0− 100%] 48.6± 0.2% 48.9± 0.2% 48.4± 0.2% 48.1± 0.2% 49.1± 0.2%
pp 48.7± 0.1% 49.2± 0.1% 48.3± 0.1% 48.1± 0.1% 49.3± 0.1%
Unknown polarization
The impact of the unknown production polarization on the efficiency ratios is
studied for extreme (transverse, longitudinal) polarization scenarios in the Collins-
Soper (w2,w3) and helicity (w4,w5) reference frames.
Table 4.13 and Table 4.14 show the central value of efficiencies and values after
different polarizations for Υ(1S) and Υ(2S) evaluated in PbPb MC and pp MC.
Table 4.15 and Table 4.16 shows the corresponding variations on the efficiency ratio
93
Table 4.8
Reconstruction efficiency for Υ(2S) with ± 30 % variation in pT and ra-
pidity shape
Centrality Υ(2S) Υ(2S) pT +30% Υ(2S) pT-30% Υ(2S) y +30% Υ(2S) y-30%
[0− 5%] 47.3± 0.8% 47.4± 0.8% 47.2± 0.8% 46.7± 0.8% 47.9± 0.8%
[5− 10%] 48.0± 0.8% 48.2± 0.7% 47.9± 0.6% 47.4± 0.8% 48.6± 0.8%
[10− 20%] 49.0± 0.5% 49.2± 0.5% 48.9± 0.6% 48.5± 0.6% 49.6± 0.5%
[20− 30%] 50.2± 0.5% 50.3± 0.4% 50.1± 0.5% 49.7± 0.5% 50.6± 0.5%
[30− 40%] 51.1± 0.5% 51.3± 0.4% 51.0± 0.5% 50.6± 0.5% 51.6± 0.5%
[40− 50%] 51.5± 0.5% 51.7± 0.4% 51.3± 0.5% 51.1± 0.5% 51.8± 0.5%
[50− 100%] 53.0± 0.3% 53.2± 0.3% 52.8± 0.3% 52.6± 0.3% 53.4± 0.3%
[50− 60%] 53.0± 0.4% 53.2± 0.4% 52.8± 0.5% 52.6± 0.4% 53.4± 0.5%
[60− 100%] 53.0± 0.3% 53.2± 0.4% 52.9± 0.3% 52.5± 0.3% 53.5± 0.3%
[0− 100%] 49.3± 0.2% 49.5± 0.2% 49.2± 0.2% 48.8± 0.2% 49.9± 0.2%
pp 49.4± 0.2% 49.8± 0.2% 49.1± 0.2% 48.7± 0.2% 50.1± 0.2%
from different polarizations. These are about 0.5% and negligible compared to other
sources.
Note that possible different polarization between PbPb and pp are not considered.
These would induce modifications of the acceptance, which would not cancel in the
ratios. The effect of such possible modifications of the polarization in PbPb relative
to pp are considered as part of the physics being studied and incorporated in the
measured ratios.
Trigger efficiency in simulation
The latest signal MC simulation for pp employed a trigger table which does not re-
produce the trigger paths used online in early 2011. Some difficulties arose re-running
the old menu in the more recent software release (related to apparent incompatibili-
ties between menu, release and global tag). The correct trigger simulation was per-
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Table 4.9
Systematic uncertainty for the single ratio R2 using pT and rapidity shape
change. (all numbers with % are relative errors)
CentBin R2 EffRatio PtSyst RapSyst Total
0-5% 1.02 1.28% 4.46% 4.64%
5-10% 1.02 1.89% 5.9% 6.2%
10-20% 0.996 1.22% 3.87% 4.06%
20-30% 1.02 1.82% 4.24% 4.61%
30-40% 1.0 1.76% 3.92% 4.3%
40-50% 0.996 1.94% 3.1% 3.66%
50-100% 1.03 2.31% 3.06% 3.83%
0-100% 1.01 1.64% 4.29% 4.59%
pp 1.02 3.26% 5.3% 6.2%
Table 4.10
Systematic uncertainty for the double ratio χ2 using pT and rapidity shape
change (all numbers in % are relative uncertainties).
CentBin χ2 EffRatio PtSyst RapSyst Total
0-5% 0.999 0.864% 0.978% 1.30%
5-10% 0.995 1.090% 0.532% 1.21%
10-20% 1.022 0.413% 0.952% 1.04%
20-30% 0.992 1.480% 0.284% 1.51%
30-40% 1.010 0.997% 0.357% 1.06%
40-50% 1.020 0.785% 0.012% 0.786%
50-100% 0.988 1.260% 0.337% 1.30%
0-100% 1.000 0.851% 0.542% 1.01%
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Table 4.11
Systematic uncertainty for the Υ(1S) RAA using pT and rapidity shape
change (all numbers in % are relative uncertainties).
Centrality Υ(1S) RAA EffRatio PtSyst RapSyst Total
0-5% 1.05 2.7% 4.39% 5.15%
5-10% 1.03 3.11% 5.86% 6.64%
10-20% 0.99 2.46% 4.09% 4.77%
20-30% 0.992 3.27% 4.91% 5.90%
30-40% 0.955 3.03% 4.43% 5.36%
40-50% 0.942 3.01% 4.21% 5.18%
50-100% 0.944 3.4% 4.01% 5.26%
50-60% 0.953 3.21% 3.83% 5.00%
60-100% 0.929 3.59% 4.02% 5.39%
0-100% 1.00 2.87% 4.52% 5.36%
formed in the previous MC production, also used in the previous analysis iteration,
of Ref. [58].
Table 4.17 shows the reconstruction, trigger, and total efficiencies estimated us-
ing different simulations. From these values, the efficiency ratios evaluated for the
different ratio observables explored in the analysis are shown in Table 4.18. When
using total-efficiency estimates from the recent pp simulation (missing the correct
trigger emulation), a correction factor a on RAA is needed for the trigger efficiency
(the actual path used online has a larger efficiency than the simulated one). These
correction factors, employing Table 4.17, are given by aΥ(1S) = 93.91/90.22 = 1.041,
and aΥ(2S) = 93.64/90.20 = 1.038. Although a different release, with slightly different
reconstruction software, is used to estimate the trigger correction for pp, the effect on
the trigger efficiency estimation is considered negligible; no systematic uncertainty is
assigned for this effect.
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Table 4.12
Systematic uncertainty for Υ(2S) RAA using pT and rapidity shape change.
(all numbers in % are relative errors)
CentBin Υ(2S) RAA EffRatio PtSyst RapSyst Total
0-5% 1.04 1.84% 5.37% 5.68%
5-10% 1.03 2.04% 5.33% 5.71%
10-20% 1.01 2.03% 5.07% 5.46%
20-30% 0.984 1.82% 4.63% 4.98%
30-40% 0.967 2.0% 4.79% 5.19%
40-50% 0.959 2.19% 4.2% 4.74%
50-100% 0.932 2.17% 4.34% 4.86%
50-60% 0.932 2.17% 4.16% 4.69%
50-100% 0.932 1.98% 4.72% 5.12%
0-100% 1.0 2.02% 5.06% 5.45%
Possible differences data - simulation (T&P)
Comparisons of data to simulation distributions are discussed in Sec. C. No cor-
responding systematic uncertainty is assigned.
Data-driven efficiency estimations, employing the tag and probe technique, are
discussed in Sec. 4.5.2 and summarized in Tables 4.5 and 4.6. A comparison of
the T&P results obtained for data and simulation is used to estimate systematic
uncertainties. While these are considered to be negligble for the double ratios, the
propagation of these efficiency uncertainties on the RAA measurements is investigated.
• Method A:
The total PbPb systematic uncertainty on the T&P measurement, denoted
by ΔT&P , is formed as the quadratic sum of trigger, muon ID, and tracking
efficiency systematic errors, which themselves are taken as twice (for the muon
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Table 4.13
Reconstruction efficiency for Υ(1S) with different polarization scenarios.
Centrality Υ(1S) Υ(1S) w2 Υ(1S) w3 Υ(1S) w4 Υ(1S) w5
[0− 5%] 46.6± 0.6% 46.4± 0.6% 47.0± 0.7% 46.8± 0.6% 46.4± 0.7%
[5− 10%] 47.1± 0.7% 46.9± 0.7% 47.4± 0.7% 47.3± 0.6% 46.9± 0.7%
[10− 20%] 49.2± 0.5% 49.0± 0.5% 49.4± 0.5% 49.2± 0.4% 49.2± 0.5%
[20− 30%] 49.1± 0.5% 49.0± 0.4% 49.3± 0.5% 49.2± 0.4% 48.9± 0.5%
[30− 40%] 51.0± 0.4% 50.8± 0.4% 51.2± 0.5% 51.0± 0.4% 50.9± 0.5%
[40− 50%] 51.7± 0.4% 51.5± 0.5% 51.9± 0.5% 51.8± 0.4% 51.5± 0.5%
[50− 100%] 51.6± 0.3% 51.4± 0.3% 51.9± 0.3% 51.7± 0.2% 51.4± 0.3%
[0− 100%] 48.6± 0.2% 48.4± 0.2% 48.8± 0.2% 48.7± 0.2% 48.5± 0.2%
pp 48.7± 0.1% 48.5± 0.1% 48.9± 0.1% 48.8± 0.1% 48.5± 0.1%
Table 4.14
Reconstruction efficiency for Υ(2S) with different polarization scenarios.
Centrality Υ(2S) Υ(2S) w2 Υ(2S) w3 Υ(2S) w4 Υ(2S) w5
[0− 5%] 47.3± 0.8% 47.1± 0.8% 47.5± 0.8% 47.3± 0.8% 47.3± 0.8%
[5− 10%] 48.0± 0.8% 47.7± 0.8% 48.4± 0.8% 47.9± 0.8% 48.1± 0.8%
[10− 20%] 49.0± 0.5% 48.9± 0.5% 49.2± 0.5% 49.0± 0.5% 49.1± 0.5%
[20− 30%] 50.2± 0.5% 49.9± 0.5% 50.4± 0.5% 50.0± 0.4% 50.3± 0.5%
[30− 40%] 51.1± 0.5% 50.9± 0.5% 51.4± 0.5% 50.9± 0.4% 51.3± 0.5%
[40− 50%] 51.5± 0.5% 51.2± 0.5% 51.8± 0.5% 51.4± 0.4% 51.6± 0.5%
[50− 100%] 53.0± 0.3% 52.8± 0.3% 53.3± 0.3% 52.9± 0.3% 53.1± 0.3%
[0− 100%] 49.3± 0.2% 49.1± 0.2% 49.6± 0.2% 49.2± 0.2% 49.4± 0.2%
pp 49.4± 0.2% 49.2± 0.2% 49.7± 0.2% 49.5± 0.2% 49.3± 0.2%
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Table 4.15
Systematic uncertainty for Υ(1S) using different polarizations (all num-
bers in % are relative uncertainties).










Systematic uncertainty for Υ(2S) using different polarizations (all num-
bers in % are relative uncertainties).









pair) the difference between data and simulation (the largest difference across
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Table 4.17
Efficiency comparisons from different simulations.
total efficiency reco efficiency trigger efficiency
Υ(1S)old MCpp 54.0± 0.15 57.5± 0.15 93.91± 0.015
Υ(1S)new MCpp 48.9± 0.08 54.2± 0.08 90.22± 0.014
Υ(1S)new MCPbPb 48.8± 0.20 54.1± 0.20 90.20± 0.03
Υ(2S)old MCpp 54.5± 0.13 58.2± 0.13 93.64± 0.014
Υ(2S)new MCpp 49.3± 0.07 54.6± 0.07 90.20± 0.03
Υ(2S)new MCPbPb 48.9± 0.30 54.3± 0.30 90.05± 0.05
Table 4.18
Efficiency ratios and comparisons from different simulations.
total reco trigger
Rold MC2, pp eff ratio =
Υ(2S)old MCpp eff
Υ(1S)old MCpp eff
1.009± 0.0003 1.012± 0.0003 0.9971± 0.0001
Rnew MC2, pp eff ratio =
Υ(2S)new MCpp eff
Υ(1S)new MCpp eff
1.008± 0.0002 1.007± 0.0001 1.0010± 0.0001
Rnew MC2, PbPb eff ratio =
Υ(2S)new MCPbPb eff
Υ(1S)new MCPbPb eff
1.002± 0.0020 1.004± 0.0018 0.9984± 0.0002
χold MC2 eff ratio =
Rold MC2, pp eff raito
Rnew MC2, PbPb eff ratio
1.007± 0.0016 1.008± 0.0014 0.9988± 0.0001
χnew MC2 eff ratio =
Rnew MC2, pp eff ratio
Rnew MC2, PbPb eff ratio
1.006± 0.0018 1.004± 0.0016 1.0020± 0.0001
Υ(1S) Rold MCAA eff ratio =
Υ(1S)new MCPbPb eff
Υ(1S)old MCpp eff
0.9037± 0.0011 0.9409± 0.0010 0.9605± 0.0002
Υ(1S) Rnew MCAA eff ratio =
Υ(1S)new MCPbPb eff
Υ(1S)new MCpp eff
0.998± 0.0025 0.9982± 0.0022 0.9998± 0.0002
Υ(2S) Rold MCAA eff ratio =
Υ(2S)new MCPbPb eff
Υ(2S)old MCpp eff
0.8972± 0.0033 0.9330± 0.0030 0.9617± 0.0004
Υ(2S) Rnew MCAA eff ratio =
Υ(2S)new MCPbPb eff
Υ(2S)new MCpp eff
0.9919± 0.0046 0.9945± 0.0042 0.9974± 0.0005
the centrality bins is taken) of the T&P results estimated for a single-muon leg,
as in Table 4.5.
The full variation, ΔT&P , evaluated from PbPb T&P is not a suitable contribu-
tion to the RAA uncertainty: in fact, as RAA involved the ratios of efficiencies
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between PbPb and pp, only the non-cancelling, centrality-dependent component
of the efficiency would be affected.
Following the procedured employed in the previous RAA measurement, docu-
mented in Ref. [57], an estimation method is considered where the systematic
on the RAA is given by:
ΔT&P × |1− εpp/εPbPb| . (4.6)
From tables 4.11 and 4.12, the second term in Eq. (4.6), as evaluated from MC
simulation, is rather small. A typical value of order of 0.5% for the systematic
is obtained.
• Method B:
A more conservative estimate is attempted by considering the variation of ef-
ficiencies with centrality. In this method, the T&P uncertainty on the RAA
results is assigned as the product of ΔT&P and the largest efficiency difference
across the centrality bins used in the analysis, as estimated from PbPb MC in
Table 4.3. In this way, the data-MC efficiency systematic uncertainty is effec-
tively applied only to the centrality-dependent portion of the efficiency (as the
remaining, centrality-independent component is expected to cancel in the RAA
ratio, pp/PbPb). Specifically, the uncertainty in RAA is evaluated as
ΔT&P × |ε spread with centrality| . (4.7)
The result is shown in Table 4.19. A systematic value of order 2.1% for Υ(1S)
is obtained.
This approach is more conservative than that previously decribed (method A),
as the efficiency spread amongst centrality bins is larger than the efficiency





Relative systematic uncertainty for Υ(1S) and Υ(2S) RAA from tag and
probe efficiency estimates (method B).
Υ(1S) Υ(2S)
ΔT&P , fractional data-MC efficiency difference in T&P, from Table 4.5 19.1%
highest efficiency for all centrality bins, from Table 4.3 51.7% 53.0%
lowest efficiency for all centrality bins, from Table 4.3 46.6% 47.3%
Δεcent, fractional efficiency spread in centrality 10.9% 12.1%
T&P systematic on RAA: ΔT&P ×Δεcent 2.1% 2.3%
In the two methods described above, the assumption is made that the MC
simulation accurately describes possible differences betwee PbPb and pp. That
is, the second factor in equations 4.6 and 4.7 are estimated from simulation.
The approach described next attempts to include data-based estimates of such
possible differences, by employing T&P measurements from both PbPb and pp.




≡ ζ . (4.8)
The efficiency ratio will be nominally estimated from MC simulation. As a
systematic error, we estimate its fractional difference between data and simu-
lation, employing the T&P results summarized in Tables 4.5 and 4.6. This can
be expressed as

























The results are summarized in Table 4.20.
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Table 4.20
Relative systematic uncertainty for RAA from tag and probe efficiency es-
timates (method C).
efficiency pp
factor data MC ς(≡ data
MC
)
trigger 0.925 ± 0.006 0.943 ± 0.002 0.981
tracking 0.82 ± 0.02 0.846 ± 0.010 0.969
muon ID – – –
combined 0.758 0.798 0.951
efficiency PbPb difference




trigger 0.968 ± 0.003 0.943 ± 0.001 1.031 4.4%
tracking 0.796 ± 0.010 0.852 ± 0.001 0.948 -3.7%
muon ID 0.955 ± 0.008 0.955 ± 0.001 1.000 –
combined 0.736 0.767 0.959 0.9%
The final systematic uncertainty in the RAA is evaluated as follows: (i) we take
the ratio difference, in Table 4.20 (0.9%), (ii) we multiply this by a factor of 2 (to go
from per-leg ro per-event efficiency), (iii) we sum the result in quadrature with the
estimation from Method B, for further accounting for centrality dependences. In the
end, the systematic for Υ(1S) and Υ(2S) from tnp method is 3%.
4.6 Relative suppression of excited Υ states
Bottomonium suppression in PbPb collisions is studied in this section by mea-
suring the ratios of observed yields of excited Υ states relative to the ground Υ(1S)
state, with the 150μb−1 2011 PbPb data. The suppression is inferred by performing
a comparison of the ratios measured in PbPb against the pp reference. Dependencies
on the centrality of the PbPb collision are explored.
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The data samples, reconstruction and selection criteria are described in Sec-
tions 4.2 and 4.3. The parameters of interest are extracted from the data samples
directly via an extended unbinned maximum likelihood fit to the dimuon invariant-
mass spectra, described in Section 4.4.
4.6.1 Single ratio measurement
The following ratios of observed yields of Υ excited states relative to the ground
state are studied:
R23 ≡ N (Υ(2S) + Υ(3S))
N(Υ(1S))
, (4.10)
R2 ≡ N (Υ(2S))
N(Υ(1S))
, (4.11)
R3 ≡ N (Υ(3S))
N(Υ(1S))
. (4.12)
In addition to the combined excited-to-ground ratio, R23, the current statistics allow
to extract the separate 2S and 3S ratios, R2 and R3. No evidence for the Υ(3S) state
is found in the PbPb data, and the corresponding ratio is studied in Sec. 4.6.6.
These ratios are measured from fits to the PbPb and pp datasets, separately
performed. The nominal pT > 4.0GeV/c cut is used. These fits are displayed in
Fig. 4.32. The fit results are shown in Table 4.21 for the PbPb data, and in Table 4.22
for the pp (2.76 TeV) dataset.
Various systematic variations of the fit model are performed, to further establish
the stability of the results. For the fit to the PbPb data, the following variations are
considered:
• like-sign background modeling: the background model is formed of two com-
ponents, given by the like-sign distribution and a second order polynomial; the
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(b) Fit to the pp data
Fig. 4.32. Nominal mass fits, performed separately to the PbPb (150μb−1)
and pp (231nb−1) full datasets.
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• like-sign background modeling: the background model is formed of two com-
ponents, given by the like-sign distribution and a second order polynomial;
the PDF from the like-sign data is obtained from the RooKeysPdf smoothing
method (Fig 4.33(d))
• track-rotation background modeling: the background model is formed of two
components, given by the track-rotation distribution and a second order poly-
nomial; the PDF from the track-rotation data is obtained from a fit employing
the erf * exp model (Fig 4.33(h) and 4.33(i))
• track-rotation background modeling: the background model is formed of two
components, given by the track-rotation distribution and a second order poly-
nomial; the PDF from the track-rotation data is obtained from the RooKeysPdf
smoothing method (Fig 4.33(e) and 4.33(f))
• the CB signal tail parameters are fixed (α = 1.4, from high-statistics pp data
as in Table 4.2) (Fig 4.33(a))
• the resolution is fixed (σ1S = 92MeV/c2) (Fig 4.33(b))
• the signal shape parameters are fixed (α = 1.4, n = 2.3, σ1S = 92MeV/c2)
(Fig 4.33(c))
For the fit to the pp data, these variations are considered:
• the CB signal tail parameters are fixed (α = 1.4, from high-statistics pp data
as in Table 4.2)
• the resolution is fixed (σ1S = 92MeV/c2)
• the signal shape parameters are fixed (α = 1.4, n = 2.3, σ1S = 92MeV/c2)
• like-sign background modeling: the background model is formed of two com-
ponents, given by the like-sign distribution and a second order polynomial; the
PDF from the like-sign data is obtained from a fit employing the erf * exp model
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• like-sign background modeling: the background model is formed of two com-
ponents, given by the like-sign distribution and a second order polynomial;
the PDF from the like-sign data is obtained from the RooKeysPdf smoothing
method
• error function for background shape
The associated systematic uncertainties are summarized in Table 4.21 for PbPb,
and in Table 4.22 for pp. From the several variations, two estimates of the systematic
uncertainty are provided: (i) the quadratic-mean deviation relative to the nominal




variation - nominal)2/(n− 1)); and (ii) the
largest deviation. The latter is used as the estimated systematic uncertainty.
Table 4.21
Summary of single-ratio results, for the PbPb dataset.
pμT > 4GeV/c, Cent. 0-100%
R23 R2 R3
nominal (erf*exp) 0.155± 0.038 0.127± 0.027 0.027± 0.025
systematic variations:
like-sign (LS) keyspdf + pol.2 0.159± 0.037 0.130± 0.027 0.029± 0.046
LS erf*exp + pol.2 0.151± 0.038 0.124± 0.027 0.027± 0.047
OS Track Rotation (TR) keyspdf + pol.2 0.157± 0.037 0.120± 0.027 0.037± 0.046
opposite-sign (OS) TR erf*exp + pol.2 0.152± 0.037 0.125± 0.027 0.025± 0.046
fix CB tail from MC (alpha = 1.4) 0.130± 0.038 0.113± 0.027 0.017± 0.047
fix resolution from MC (92 MeV/c2) 0.159± 0.038 0.128± 0.028 0.031± 0.047
fix both CB and resolution from MC 0.140± 0.037 0.118± 0.027 0.022± 0.046
fit systematic (RMS) 0.011 0.007 0.005
fit systematic (largest variation) 0.026 0.016 0.015
other checks:
LS Track Rotation (TR) keyspdf + pol.2 0.170± 0.036 0.137± 0.026 0.033± 0.044
LS TR erf*exp + pol.2 0.159± 0.038 0.129± 0.027 0.030± 0.047
nominal simultaneous fit (erf*exp) 0.143± 0.038 0.119± 0.027 0.024± 0.024
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Fig. 4.33. PbPb fit model variations (150μb−1).
108
Table 4.22
Summary of single-ratio results for the pp 2.76 TeV dataset.
pμT > 4GeV/c
R23 R2 R3
nominal (pol2; signal pdf fixed from PbPb) 0.88± 0.17 0.50± 0.12 0.38± 0.10
systematic variations:
fix CB tail from MC 0.85± 0.16 0.49± 0.11 0.36± 0.19
fix resolution from MC 0.89± 0.16 0.49± 0.12 0.40± 0.20
fix both CB and resolution 0.87± 0.16 0.49± 0.11 0.38± 0.19
erf*exp 0.86± 0.16 0.49± 0.11 0.37± 0.19
LS keyspdf + pol.2 0.84± 0.17 0.48± 0.12 0.36± 0.21
LS erf*exp + pol.2 0.87± 0.16 0.49± 0.12 0.38± 0.20
fit systematic (RMS) 0.023 0.012 0.015
fit systematic (largest variation) 0.051 0.024 0.035
nominal simultaneous fit (pol2) 0.97± 0.19 0.56± 0.13 0.41± 0.11
4.6.2 Centrality dependence
Effects induced by the hot medium are expected to display, in general, a depen-
dence on the centrality of the collision – the effect is more accentuated for the most
central collision events, and approaching the most peripheral events tend asymptoti-
cally towards the results expected in the absence of medium effects. The pp collision
results are taken as reference for absence of nuclear effects.
We repeat the single ratio measurement, by splitting the PbPb dataset in ranges
of the collision centrality. The mass fit results are shown in Figures 4.34.
The systematic uncertainties are evaluated for the nominal selection, and summa-
rized in Table 4.23. The corresponding differential results are displayed in Fig. 4.35.
In these plots, the single ratio values are normalized by the central value of the mea-
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surement performed using the pp data. Note these normalization values depend on
the pT threshold case, and are obtained from the fit to the pp data with constrained
signal shape from MC, displayed in Table 4.22. Uncertainties on the single-point
pp measurement are not included, as such common uncertainty factor is not rele-
vant for point-to-point comparison in this plot showing the double ratio trend with
Npart. Some error bars in Fig. 4.35 reach negative values, so we refine this using
Feldman-Cousins limit calculation as shown in Fig. 4.36.
No clear dependence can be inferred within the statistical precision offered by
the data. We also note that the most peripheral bin in PbPb and the pp reference
do not necessarily match, both because a fully peripheral bin is not accessible given
limited statistics in the data, and as a consequence of complexity of the underlying
phenomena.
4.6.3 Double ratio measurement
Here we study the comparison of the single ratios measured in PbPb and pp. Such




[N (Υ(2S) + Υ(3S))/N(Υ(1S))]PbPb














No evidence for the Υ(3S) state is found in the PbPb data, and the corresponding
ratio is studied in Sec. 4.6.6.
Several effects, and associated uncertainties, cancel out in the computation of
these doubly normalized observables, including efficiency and acceptance correction
factors.
The PbPb and pp data samples are fitted simultaneously, and the double ratios
are directly extracted as fit parameters. The background is described by the nominal
erf*exp model, in the case of the PbPb dataset. For the pp dataset, in view of the
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Fig. 4.35. Centrality dependence of the double ratios χ23 and χ2; the
PbPb statistical and systematic uncertainties are included; the graphs
are normalized by the corresponding pp single-ratio central values; pp
uncertainties are represented by gray box at unity, and are excluded from
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Fig. 4.36. Replace the negative error bars in Fig. 4.35 with Feldman-
Cousins limits. The relative uncertainties of the centrality independent
quantities are shown by the box on unity. They are not combined into
the data points as these common uncertainties do not affect the point-to-
point trend. The centrality bins are indicated by percentage intervals on
the righthand side plot.
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smaller statistics, a simpler background model is employed, namely a second order
polynomial (that is, the same model and dataset as in previous publication [2]). The
signal shape parameters are common, while the backgrounds float separately in the
simultaneous fit. The fit projections are shown in Figures 4.37.
The double-ratio results and systematic uncertainties are summarized in Table 4.24.
For the signal fit function, we tried 7 different systematic variations (Table 4.24):
• the CB signal tail parameters are fixed (α = 1.4, from high-statistics pp data
as in Table 4.2)
• the Υ(1S) mass resolution is fixed to Monte Carlo (92 MeV)
• fix both the CB parameters and mass resolution
• let the CB tail float separately in pp and PbPb samples (it is shared for nominal)
• let the resolution float separately in pp and PbPb samples (it is shared for
nominal)
• let both the CB tail and resolution float separately in pp and PbPb samples
(they are shared for nominal)
• share Υ(1S) mass mean in pp and PbPb samples (they float separately in the
nominal configuration).
For the background function, we tried the following three sets of variations (Ta-
ble 4.24):
• keep the second order polynomial for pp, but vary the PbPb fit with 4 different
pdfs
• keep the erf*exp function for PbPb, but vary the pp fit with 4 different pdfs
• vary both PbPb and pp background pdfs at the same time
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The systematic uncertainties associated to the signal and background modeling
are estimated as the RMS, computed relative to the nominal fit value, for the cor-
responding set of variations described above. The total systematic uncertainty is
obtained as the quadrature sum of these two sources. The systematic uncertainties
on the double ratios are detailed in Table 4.24.
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Fig. 4.37. Simultaneous fit to the PbPb (150μb−1) and pp (231nb−1)
datasets, for pμT > 4.0GeV/c.
4.6.4 Kinematic dependences
The single-ratio and double-ratio measurements are performed in bins of dimuon
rapidity and transverse momentum, for the nominal (pT > 4.0GeV/c) selection. The
fits to the data are shown in Figures 4.38 and 4.39. The background level and shape
are seen to vary considerably in the different regions, as expected. For example, the
kinematic effect due to the muon pT selection threshold is more noticeable for low
dimuon pT and high rapidity regions, with softer muon pT spectra.
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The double-ratio results are represented in the graphs in Fig. 4.40. Due to the
limitted statistics in the pp sample, the statistical precision available does not allow to
infer possible dependencies of the double ratio on the inspected kinematic variables.
)2 mass (GeV/cμμ
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Fig. 4.38. Mass fits in ranges of dimuon rapidity.
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Fig. 4.39. Mass fits in ranges of dimuon momentum.
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(d) pT dependence, with syst.
Fig. 4.40. Rapidity and pT dependences of the double ratios.
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(a) PbPb data fit projection
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(b) pp data fit projection
Fig. 4.41. Mass projections of the fit overlaid with the same fit under the
assumption of the null hypothesis show in the dashed green curve, used
in the estimation of the significance.
4.6.5 Significance
Double ratio significance
Here we attempt to quantify the significance of the observed relative suppression
of the excited-to-ground states, estimated through the double ratios χ23 and χ2.
The nominal method employed consists of employing the profile likelihood calcula-
tor, implemented in the Root/RooStats package (ProfileLikelihoodCalculator).
The null hypothesis is that χ23 and χ2 are unity. Utilizing the nominal fit procedure,
and ignoring systematic uncertainties, the obtained p-value of our result with respect
to the null hypothesis corresponds to 6.3σ. The projections of the fit overlaid with
the fit under the null hypothesis is shown in Fig. 4.41.
The propagation of systematic uncertainties is challenging. In particular, the
various systematic variations considered cannot be readily expressed as nuisance pa-
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(b) pp data fit projection
Fig. 4.42. Mass projections of the fit overlaid with the same fit under the
assumption of the null hypothesis show in the dashed green curve, used
in the estimation of the significance; the fit is performed in a restricted
mass range, as to account for the systematic and statistical uncertainties,
as described in the text.
rameters of the nominal fit model. Instead, we adopt for this purpose a modified fit
configuration, identical to our nominal except that we restrict the fitting range to
(8, 14)GeV/c2. This has the effect of increasing the statistic fit uncertainties on the
parameters of interest (ie the double ratios) to the level expected for the total un-
certainties from the nominal fit range, including the corresponding systematic errors.
We also include systematic errors on the fixed FSR tail parameter. This procedure
yields a p-value estimate corresponding to 5.4σ. The projections including the null
hypothesis are shown in Fig. 4.42.
For the previous measurement [2], we estimated the probability for a fluctuation
of the background to yield a result as extreme as the one observed, by generating
pseudo-experiments according to the no-suppression scenario (null hypothesis), and
counting the fraction of occurrencies (p-value) for which the double ratio value χ is
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smaller than that observed in the data. In further detail, the following steps are
performed:
1. Take the signal and background distribution for the nominal pp fit. And take
the background from the PbPb fit to the sidebands. In the signal shape allow
for known fluctuations of the fixed shape parameters.
2. Generate a pp pseudo-data sample using the fit to the pp data as a template.
In this, allow the relative contributions from the background and three signal
resonances to shift within their respective statistics, but fix the total number of
events to the number observed in data.
3. Generate background pseudo-data using the hi background model.
4. Generate the PbPb signal pseudo-data using the pp signal model. The number
of events is constrained so that Nbkg (generated in step 3) and Nsig from this step
equals the number of events observed in the data. Because we are generating
this with the pp signal model the χ23 is unity up to statistical fluctuations.
5. Fit these pseudo-data samples using the nominal fitter.
6. From the distributions of χ23 and χ2 obtained in this fashion, integrate from
−∞ to the observed data value to get the p-value of the measurement.
To cross-check our new profiled likelihood significance calculation we employed it
on the data from the 2011 result [2]. In this, we calculated the significance using the
procedure just described. When we included all systematic uncertainties we found
the significance of our result was 2.4 σ. Using the profile likelihood procedure with the
data and models of the 2011 measurement we find a significance of 2.8σ, where this is
purely statistical. The compatibility of these two methods provides some validation
for the profiled likelihood significance determination.
Applying this method to half of the current data and nominal fit configuration,
the distributions of χ23 obtained from 10k generated pseudo-experiments are shown
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(a) pμT > 3.5GeV/c (b) p
μ
T > 4.0GeV/c
Fig. 4.43. Distributions of χ23 from pseudo-experiments generated under
the hypothesis of no suppression. The arrow indicates the χ23 value that
would correspond to 3σ significance.
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in Fig. 4.43. The vertical, red lines indicated in the plots, at 0.472 (pμT > 3.5GeV/c)
and 0.488 (pμT > 4.0GeV/c), denote the extracted 3 σ equivalent χ23 values. The
measured double ratio results, shown in Table 4.24, are indeed smaller than these
marks, which therefore indicate a significance higher than three standard deviations.
We then generated 500k pseudo-experiments as per our outlined procedure (pμT >
4.0GeV/c). The χ2 and χ23 values were smeared from unity at generation according to
their respective % systematic uncertainty. This is an extremely conservative approach
since the magnitude of the error certainly doesn’t scale with the central value, but
since we don’t know how it scales this is what we’ve adopted since it is conservative.
This accounts for the systematic errors on the double ratios. As shown in Fig. 4.44,
there are no events with an χ2 value as extreme as we observe. This corresponds to
a p-value smaller than 2.7e-6 which is larger than 4 σ. 4 σ is the limit of what we can
probe with this method.
Fig. 4.44. Distributions of χ2 from pseudo-experiments generated under
the hypothesis of no suppression. The arrow indicates the χ2 value that
would correspond to 4σ significance (systematic included).
Given the very small expected p-value, associated to the considerably higher sig-
nificance of the current result compared to our previous measurement [2], this same
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(a) PbPb data fit projection
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(b) pp data fit projection
Fig. 4.45. Mass projections of the fit overlaid with the same fit under
the assumption of the null hypothesis show in the dashed green curve,
used in the estimation of the significance. Null hypothesis: Υ(1S)RAA =
1,Υ(2S)RAA = 1,Υ(3S)RAA = 1
method is impractical to attempt. Indeed, an estimation of the significance would
require the tail of the p-value distribution in Fig. 4.43 and Fig. 4.44 to be well popu-
lated, which in turn requires larger generation of pseudo-experiments – beyond what
is reasonably feasible. This justifies the usage of the alternative method described
above for estimating the significance level of our current result.
RAA significance
Similar approvch is applied to compute the significance for RAA. The result is
summarised in Table 4.25. The fit plots for each case are shown in Fig. 4.45, Fig. 4.46,
Fig. 4.47, and Fig. 4.48.
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(a) PbPb data fit projection
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(b) pp data fit projection
Fig. 4.46. Mass projections of the fit overlaid with the same fit under
the assumption of the null hypothesis show in the dashed green curve,
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(a) PbPb data fit projection
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(b) pp data fit projection
Fig. 4.47. Mass projections of the fit overlaid with the same fit under the
assumption of the null hypothesis show in the dashed green curve, used
in the estimation of the significance. Null hypothesis: Υ(1S)RAA = 1
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(a) PbPb data fit projection
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(b) pp data fit projection
Fig. 4.48. Mass projections of the fit overlaid with the same fit under the
assumption of the null hypothesis show in the dashed green curve, used
in the estimation of the significance. Null hypothesis: Υ(1S)RAA = 1.
(centrality < 10% cut is used for the PbPb sample.)
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4.6.6 Upper limits on the Υ(3S) state
The Υ(3S) peak is not significantly observed in the mass spectrum in the PbPb
data. The significance of Υ(3S) peak is 0.86σ, evaluated form the profile likelihood
ratio, as shown in Fig. 4.49. In this section we quantify the relative suppression of
the 3S signal state.
)2 (GeV/cμμm
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Fig. 4.49. Υ(3S) significance, estimated via likelihood ratio, by allowing
and disallowing Υ(3S) p.d.f. in two fits.
In some of the centrality bins the data is affected by large downward fluctuations
of the background yielding negative yields for the signal Υ(3S). We proceed then to
set upper limits for the signal 3S .
Approximate methods of confidence interval construction, in particular, the likelihood-
ratio method, are often used in order to reduce computation. However, true confi-
dence intervals can be obtained using the original (defining) Neyman construction [62].
Therefore we opted for the unified Feldman-Cousins (FC) approach since this treat-
ment solves the problem whether to set an upper limit or two-sided intervals if the
choice is based on the data alone as in our case.
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As a cross check we also present a pure frequentist approach, the modified, or
conservative CLs criterion. Here, we use the ratio of p-values, CLs = CLsb/CLb,
instead of the numerator only, to set an upper limit on the single and double ratios
involving the 3S. Finally other implementations based on 95% credible intervals are
presented as cross-checks.
Single ratio R3 limits
Instead on setting upper limits for the Υ(3S) signal per se we use the single ratio
of the third peak over the first peak (R3) in PbPb as our parameter of interest. The
idea of the method can be formulated in terms of hypothesis testing in a frequentist
approach. (for an explanation see [63]). We define Hb as the alternative hypothesis
that no signal 3S is present over the background (single ratio of zero) and Hsb the
null hypothesis that the signal is indeed present. In order to quantify the degree in
which each hypotheses are favored or excluded by the experimental observation one
chooses a test-statistics which ranks the possible experimental outcomes. A commonly
used test statistics consist as the ratio of the likelihood function in both hypotheses:
Q = Lsb/Lb, for our study the test statistic of choice is −2 lnQ.
We introduce the systematic uncertainties into the model via a nuisance parame-
ter. Variation of such parameter corresponds to certain systematic uncertainty. The
nuisance parameter is either profiled or marginalized depending on whether we are
using the frequentist approach or the Bayesian one.
The computed 95% CL upper limit with FC is: 0.0737 +/- 0.0014. Cross checks
based on alternative methods are provided in Appendix E.
Double ratio χ3 limits
The same statistical instruments shown above are also used to set the limits for
double ratio χ3. Employing the Feldman Cousins technique, the upper limit at 95%
C.L. is χ3 ≤ 0.173± 0.021, as represented in Fig. 4.51.
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Fig. 4.50. Upper limit results for R3 in PbPb using the Feldman-Cousins
method. Shown is a p-value scan using 1000 pseudo experiments for each
scanned point. The 95% C.L. upper limit corresponds to the point where
the observed CLs crosses the 0.05 horizontal/red line.
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Frequentist CL Scan for workspace result_x3
Fig. 4.51. 95% interval on χ3 with Feldman Cousins technique after in-
cluding systematic uncertainties.
130
Using the profile likelihood calculator as cross-check, the 95% C.L. interval is
χ3 ∈ [0.042, 0.104], which is shown in figure Fig. 4.52.
3
χ


















Fig. 4.52. 95% interval on χ3 with profile likelihood calculator not includ-
ing systematic uncertainties.
4.7 Absolute suppression of Υ (nS) states
In addition to the relative excited-to-ground-state suppression, explored in Sec. ??,
a measurement of the absolute suppression of the individual Υ(nS) states is per-
formed. Additional, relevant information about the suppression phenomena is this
way extracted from the data. Effectively, the ratio of the Υ(nS) cross sections in PbPb
and pp is determined. The procedure employed follows the description in Ref. [58].
Such a ratio is estimated via the nuclear modification factor, RAA, which can be









and based on raw yields, and correcting for the multiplicity-dependent fraction of the
efficiency ( εpp
εPbPb
). The individual terms entering in Eq. 4.16 are:
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• Npp and NPbPb are the number of measured Υ(nS) in the pp and PbPb data,
respectively;
• Lpp, luminosity of the pp 2.76 TeV dataset, 231± 14nb−1;
• NMB = 1126653312, is the number of minimum bias events sampled by the
event selection. It is multiplied by the centrality bin width for distributions as
a function of Npart;
• TAA is the nuclear overlap function which varies with the centrality of the colli-
sion, has units of mb−1, being defined as TAA = Ncoll/σpp, with σpp the inelastic
pp cross section.
• ε is the combined trigger and reconstruction efficiency which depends on the pT
and rapidity of the quarkonium state and the centrality of the collision;
4.7.1 Υ(1S) and Υ(2S) RAA measurements
Measuremens are provided for the Υ(1S) and Υ(2S) states, individually. The
Υ(3S) state is not prominent in the PbPb dataset; an upper limit on the corresponding
RAA may be set, using the descriptions and results presented previously in Sec. 4.6.6.
The observed Υ(1S) and Υ(2S) yields are summarized in Tables 4.26, 4.28 and 4.27,
for PbPb and pp. The efficiency corrections are those from Table 4.3. The RAA values
for the various centrality bins are listed in Table 4.31 and displayed in the graphs in
Fig. 4.53. A log scale RAA plot is shown in Fig. 4.54.
The results indicate a significant suppression of the Υ(nS) states in heavy-ion colli-
sions compared to pp collisions at the same per-nucleon-pair energy. The data support
the hypothesis of increased suppression of less strongly bound states: the Υ(1S) is
the least suppressed and the Υ(3S) is the most suppressed of the three states. A
strong centrality dependence can be observed for the RAA of both Υ(1S) and Υ(2S).
The observed Υ(nS) yields contain decays from the heavier bottomonium states. As
a result, the measured suppression is affected by the dissociation of these states. The
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detailed discussion about the feed-down contribution is in [11]. These results indicate
the directly produced Υ(1S) state is not significantly suppressed, however the quan-
titative conclusions requires a more precise estimation of the feed-down contribution
which matches the phase space used in this suppression measurement [3]. In addition
to the QGP formation, cold-nuclear-matter effects can also lead to the differences
between quarkonium production yields in pp and PbPb collisions [55].
The RAA values for the various pT and rapidity bins are listed in Table 4.33 and
displayed in the graphs in Fig. 4.55. We also studied the stability of RAA results
against different single muon pT cut, as displayed in Fig. 4.54.
The uncertainty on the RAA measured values is estimated from the uncertainties
associated to each term in Eq. 4.16. The statistical uncertainty on the RAA mea-
surement corresponds to the statistical uncertainty on the yields. The systematic
uncertainties from the yields determination (Tables 4.26, 4.27, method discussed in
Sec. 4.6.1), from the efficiency ratio determination (Tables 4.11, 4.12), from the tag-
and-probe systematic (3%), and from TAA, are represented as the smaller error bar in
the data points of Fig. 4.53. The common systematic uncertainty in Fig. 4.53 contains
the pp luminosity measurement systematic (6%) and the pp yield systematic (2.3%
for Υ(1S) and 3.3% for Υ(2S)), which is represented in Fig. 4.53 as the gray square
at unity. For Fig. 4.55, however, the TAA uncertainty and pp luminosity uncertainty
belong to the common systematic, since it is the same for all the pT and rapidity bins.
4.7.2 RAA comparisons
A comparison of the centrality-dependent results with Υ(1S) and Υ(2S) RAA with
prompt J/ψ RAA, Υ(1S) RAA, and charged particle RAA measured with 2010 data is
shown in Fig. 4.56. The pp statistical error is treated as bin-to-bin error in the 2010
data, while in this analysis it is assigned as the common error. Comparisons of the
Υ(1S) and Υ(2S) RAA result with the ALICE and STAR experiments are shown in
Fig. 4.57 and Fig. 4.58. Comparicons with some theory model predictions [64] [65] are
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(b) split the most peripheral bin for Υ(1S)
Fig. 4.53. Centrality dependence of the nuclear modification factors RAA
for the Υ(1S) and Υ(2S) states. The two relative uncertainties from cen-
trality independent quantities (pp yields, efficiency and integrated lumi-
nosity) are shown by the two boxes at unity. These common uncertainties
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(a) Υ(1S) and Υ(2S) RAA vs muon pT cut (b) Υ(1S) and Υ(2S) RAA in log scale
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Fig. 4.55. Υ(1S) and Υ(2S) nuclear modification factors, RAA, and their
dependence on Υ pT and rapidity. (150μb
−1)
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shown in Fig. 4.59, displaying a good compatibility. The black error bars in Fig. 4.56,
Fig. 4.58 and Fig. 4.59 are statistical error only.
4.7.3 Υ(3S) RAA upper limit
Once the Raa for the Υ(3S) signal is extracted from the simultaneous ML fit,
we employ the Feldman-Cousins (FC) prescription to set a limit at 95% confidence
level [66]. While the expected limit on the nuclear modification factor is close to a
non-physical (≤ 0) result, the FC prescription guarantees a physically meaningful
result and tells us how to smoothly transition from one-sided to two-sided limit. It
uses a likelihood ratio as an ordering principle for selecting the acceptance region and
creating confidence bands. The likelihood ratio is defined as the following:
Q(x) =
P (x|RAA(Υ(3S))0)
P (x|RAA(Υ(3S))max) , (4.17)
where Q(x) is a likelihood ratio for given RAA(Υ(3S)), x, a given RAA(Υ(3S)) and
finally RAA(Υ(3S))0, and RAA(Υ(3S))max is the RAA(Υ(3S)) for the maximum likeli-
hood among all possible RAA(Υ(3S)) values.
For the centrality-integrated bin (0 -100%) the computed upper limit for the
nuclear modification factor, RAA(Υ(3S)), using the FC method is about 0.095 (95%
CL). This can be seen from Fig. 4.60, when the observed CLs (red dots) crosses the
horizontal threshold (red line). We generate 1000 pseudo experiments at each scanned
point to discriminate the null hypothesis (no signal 3S is present) from the alternative
(signal plus background) hypothesis.
The systematics uncertainties on the pp luminosity, the nuclear overlap function
TAA and the efficiency ratios as well as the uncertainties for the background shape and
the signal FSR need to be taken into consideration when setting the upper limit. We
fold in these systematics, which were previously specified, via nuisance parameters in
the fit.
Figure 4.62 shows cross checks using the profile likelihood ratio implementation,
where an RAA(Υ(3S)) upper limit of about 0.0952 (95% CL) is obtained. Notice that
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(d) Compare with 2010 charged particle RAA
Fig. 4.56. Compare Υ(1S) and Υ(2S) RAA with 2010 Υ(1S), 2010 prompt
J/ψ, 2011 promot J/ψ, and 2010 charged particle RAA.
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Fig. 4.57. Comparison of the Υ(1S) and Υ(2S) nuclear modification factor
RAA centrality dependence results to the Υ(1S) RAA measured in the
forward rapidity range (2.5 < y < 4) by ALICE (arXiv:1405.4493). The
grey box at unity displays correlated systematic errors relative to the pp
reference. On the right hand side a smaller panel is included, suggesting
a comparison between centrality-integrated results.
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(a) Comparison of the Υ(1S) and Υ(2S)
nuclear modification factor RAA central-
ity dependence result to the Υ(1S+2S+3S)
RAA measurent by STAR (preliminary re-
sult, proceedings: arXiv:1109.3891). For a
proper comparison one needs to convert the
CMS results into an RAA of Υ(1S+2S+3S),
which can be done using the measured ex-
cited state suppression and results in RAA
Υ(1S+2S+3S) 0.44 when integrating over
centrality.
(b) Comparison of the Υ(1S) nuclear modifi-
cation factor RAA centrality dependence re-
sult to the Υ(1S) RAA measurent by STAR
(arXiv:1312.3675). The STAR Results are
binned in classes of centrality 0-10%, 10-30%,
30-60%.
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(a) Comparison of the Υ(1S) and Υ(2S)
nuclear modification factor RAA centrality
dependence result to theory prediction M.
Strickland
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(b) Strong-binding scenario (SBS) predic-
tion, produced using the calculations per-
formed in the paper Eur. Phys. J. A48
(2012) 72, based upon the approach devel-
oped in Phys.Rev. C 73 (2006) 064906. The
significance of cold-nuclear-matter effects has
been simulated by employing two nuclear ab-
sorption cross sections to estimate an upper
and lower bound. For LHC 0.0 mb and 2.0
mb are used to produce the bands seen in the
plots. The regeneration component is calcu-
lated during plotting as ”Total RAA ” - ”Pri-
mordial RAA ”.
Fig. 4.59. Comparison of the Υ(1S) RAA results with the STAR experi-
ment and the model predictions.
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(a) Pseudo-experiments for null and alternative hypotheses and using likelihood ratio test statistics.
Fig. 4.61. A thousand pseudo-experiments for each of the ten points
scanned. Hsb; red curve, Hb blue curve and black line is the test statistic.
As we increase our parameter of interest it is easier to differentiate between
the two hypotheses and the area under the red curve becomes smaller than
the area under the blue curve.
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both results are consistent within uncertainties. The results for the two implementa-
tions are summarized in Table 4.34.
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Fig. 4.62. Profiled likelihood ratio. It shows the confidence interval at
95% confidence level.
Since we are interested in the suppression pattern of the three Υ states and because
the errors for the Raa for the Υ(1S) and Υ(2S) have been calculated with a 1 σ error,
we also set the upper limits at a 68% confidence level.
In this scenario the upper limit using the Feldman Cousins technique is
RAA(Υ(3S)) ≤ 0.064± 0.001 at 68% confidence level.
4.8 Summary
The relative suppression of the Υ excited states has been measured, based on
the first 150μb−1 of the 2011 PbPb dataset. The observed results (χ2 ≡ 2S/1S =
0.21 ± 0.07 ± 0.02 and χ23 ≡ (2S + 3S)/1S = 0.15 ± 0.05 ± 0.02) are considerably
more precise than, and found compatible with, the previous measurements based on
the 2010 PbPb dataset in Chapter 3. Profile likelihood based estimations show the
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Frequentist CL Scan for workspace result_raa3
Fig. 4.63. p-value scan for RAA(Υ(3S)) using the Feldman-Cousins tech-
nique at 68 % confidence level.
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significance of the relative excited-to-ground state suppression is larger than 5 σ. The
larger luminosity of the PbPb dataset further allows to carry out the measurement
in ranges of the dimuon kinematics and the centrality of the collision. No definitive
trend is identified with the current precision. A clear dependence on the collision
centrality is observed for the nuclear modification factors for the individual Υ(1S)
and Υ(2S) states. The Υ(3S) state is not shown prominently in the PbPb data. An
upper limit on the 3S/1S double ratio is set at 95% C.L.. Fig. 4.64 illustrates of the
excited to ground states relative Υ suppression in PbPb compared to pp. Fig. 4.65 is
a similar plot but the pp signal peaks are scaled by the RAA values.
)2 (GeV/cμμm
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Fig. 4.64. Illustration of the excited to ground states relative Υ suppres-
sion in PbPb compared to pp, and comparison of the effect observed using
the 2010 (left) and 2011 (right) PbPb datasets. The fit to the PbPb data,
shown by the continuous line, is overlaid with the result of the pp fit, rep-
resented by the dashed line (shown on top of a common PbPb background
shape, for comparison). For a better comparison, the background shape,
background yield, mass peak width, mass peak tail shape and the Υ(1S)
yields in the red line are fixed to the PbPb fit, while the Υ(2S)/Υ(1S) and
Υ(3S)/Υ(1S) ratios are fixed to the pp fit values. These plots are provided
for illustration, and do not reflect the analysis details.
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Fig. 4.65. Dimuon invariant-mass distribution from the PbPb data, with
the fit results shown as the solid (data + background) and dot-dashed
(background-only) lines. The dashed curve illustrates the corresponding
signals in pp data, scaled by the RAA values. The same reconstruction
algorithm and analysis criteria are applied to the PbPb and pp datasets,



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































pμT > 4.0GeV/c, Cent. 0-100%
χ23 χ2 χ3
nominal result 0.15± 0.05 0.21± 0.07 0.06± 0.06
signal pdf systematic variations:
fix CB tail to MC 0.135± 0.047 0.200± 0.066 0.063± 0.054
fix resolution to MC 0.153± 0.049 0.217± 0.070 0.081± 0.063
fix CB and resolution to MC 0.144± 0.047 0.207± 0.067 0.000± 0.000
separated floating CB tail 0.166± 0.052 0.226± 0.070 0.098± 0.058
separated floating resolution 0.149± 0.048 0.215± 0.070 0.080± 0.064
separated CB tail and resolution 0.163± 0.048 0.223± 0.064 0.098± 0.063
shared mean 0.150± 0.048 0.219± 0.064 0.076± 0.062
background pdf systematic variations:
PbPb model pp model
LS erf*exp + pol.2; pol.2 0.157± 0.047 0.220± 0.070 0.075± 0.064
LS keys + pol.2; pol.2 0.161± 0.049 0.223± 0.071 0.040± 0.061
OS TR erf*exp + pol.2; pol.2 0.157± 0.047 0.221± 0.070 0.094± 0.067
OS TR keys + pol.2; pol.2 0.164± 0.050 0.215± 0.069 0.070± 0.062
LS keys + pol.2; LS keys + pol.2 0.167± 0.053 0.234± 0.076 0.042± 0.065
LS erf*exp + pol.2; LS erf*exp + pol.2 0.158± 0.048 0.222± 0.071 0.075± 0.046
erf*exp; erf*exp 0.153± 0.050 0.219± 0.071 0.079± 0.068
erf*exp; erf*exp(shared erf) 0.143± 0.045 0.216± 0.066 0.070± 0.062
erf*exp; LS erf*exp + pol.2 0.148± 0.049 0.215± 0.071 0.075± 0.046
erf*exp; LS keys + pol.2 0.155± 0.043 0.224± 0.063 0.081± 0.069
Total systematic from fit (RMS of all the fit variations):
Fit relative systematic 7.6% 4.0% 46.8%
Fit absolute systematic 0.01 0.01 0.03
Total systematic from fit(take the largest one from equivalent variations):
Fit relative systematic 19.3% 11.7% 100.6%
Fit absolute systematic 0.03 0.02 0.06
systematic from efficiency 1.0% 1.0% 1.0%
Total systematic:
Total relative systematic 19.3% 11.8% 100.6%
Total absolute systematic 0.03 0.02 0.06
other checks:
LS TrkRot erf*exp + pol.2; pol.2 0.170± 0.049 0.236± 0.072 0.061± 0.080


















































































































































































































Υ(1S), Υ(2S) and Υ(3S) raw yields for the PbPb dataset versus centrality.
centrality Υ(1S)± stat.± syst. Υ(2S)± stat.± syst. Υ(3S)± stat.± syst.
0-5% 237± 25± 21 32.0± 17.6± 4.6
5-10% 199± 22± 12 10.1± 14.0± 4.2
10-20% 329± 27± 21 22.7± 17.9± 6.9
20-30% 253± 22± 19 54.1± 16.4± 6.2
30-40% 169± 17± 11 29.1± 12.0± 2.8
40-50% 80± 13± 6 16.8± 9.2± 2.2
50-100% 116± 14± 7.5 17.6± 9.2± 2.4
50-60% 65± 11± 4
60-100% 51.3± 9.9± 4
0-100% 1317± 73± 85 156± 38± 14.5 31.5± 33.5± 4.3
Table 4.27
Υ(1S), Υ(2S) and Υ(3S) raw yields for the pp dataset versus centrality.
Υ(1S)± stat.± syst. Υ(2S)± stat.± syst. Υ(3S)± stat.± syst.
pp data 88± 11± 2 49± 10± 2 36± 9± 2
Table 4.28
Υ(1S) and Υ(2S) raw yields versus pT and rapidity.
PbPb Υ(1S)± stat. PbPb Υ(2S)± stat. pp Υ(1S)± stat. pp Υ(2S)± stat.
0 < pT < 6.5 826.5± 64.8 86.8± 33.7 73.8± 10.6 23.1± 7.5
6.5 < pT < 10 259.6± 37.3 11.9± 17.0 14.1± 4.7 9.1± 4.3
10 < pT < 30 222.6± 21.6 24.1± 10.6 10.1± 3.6 14.2± 4.4
6.5 < pT < 30 466.4± 37.9 36.5± 18.8 24.7± 5.7 24.0± 6.0
0 < |y| < 1 665.1± 47.8 65.5± 24.3 53.0± 8.2 25.2± 6.5
1 < |y| < 2.4 744.2± 72.7 106.7± 34.9 49.8± 9.5 24.1± 8.1
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Table 4.29
Υ(1S), Υ(2S) and Υ(3S) nuclear modification factors systematic (in per-
cent).
MC eff. TnP PbPb fit TAA pp fit pp lumi
Υ(1S) 5.36 3 6.5 5.7 2.3 6
Υ(2S) 5.45 3 9.3 5.7 3.3 6
Υ(3S) 5.45 3 13.7 5.7 4.2 6
Table 4.30
Υ(1S) and Υ(2S) nuclear modification factors systematic for centrality
bins (in percent).
Υ(1S) Υ(2S)
Npart (centrality) MC eff. TnP PbPb fit TAA MC eff. TnP PbPb fit TAA
381 ( 0- 5%) 5.15 3 8.9 4.1 5.68 3 14.4 4.1
329 ( 5- 10%) 6.64 3 6.0 4.6 5.71 3 41.6 4.6
261 (10- 20%) 4.77 3 6.4 5.2 5.46 3 30.4 5.2
187 (20- 30%) 5.90 3 7.5 6.6 4.98 3 11.5 6.6
130 (30- 40%) 5.36 3 6.5 8.5 5.19 3 9.6 8.5
86 (40- 50%) 5.18 3 7.5 10.9 4.74 3 13.1 10.9
22 (50-100%) 5.26 3 6.5 15.0 4.86 3 14.2 15.0
54 (50- 60%) 5.00 3 6.2 15.0
14 (60-100%) 5.39 3 7.8 15.0
151
Table 4.31
Υ(1S), Υ(2S) and Υ(3S) nuclear modification factors, RAA, versus cen-
trality.
Npart (centrality) Υ(1S)± syst.± stat. Υ(2S)± syst.± stat. Υ(3S)± syst.± stat.
381 ( 0- 5%) 0.41± 0.05± 0.04 0.11± 0.02± 0.06
329 ( 5- 10%) 0.43± 0.05± 0.05 0.04± 0.02± 0.06
261 (10- 20%) 0.48± 0.05± 0.04 0.07± 0.02± 0.05
187 (20- 30%) 0.61± 0.08± 0.05 0.26± 0.04± 0.08
130 (30- 40%) 0.68± 0.09± 0.07 0.24± 0.04± 0.10
86 (40- 50%) 0.59± 0.09± 0.10 0.25± 0.05± 0.14
22 (50-100%) 1.01± 0.18± 0.12 0.30± 0.07± 0.16
54 (50- 60%) 0.98± 0.17± 0.17
14 (60-100%) 1.05± 0.19± 0.20
114 ( 0-100%) 0.56± 0.07± 0.08 0.12± 0.02± 0.04 0.03± 0.01± 0.04
Table 4.32
Υ(1S), Υ(2S) and Υ(3S) nuclear modification factors systematic versus
pT and rapidity(in percent).
MC eff. TnP PbPb fit TAA pp fit pp lumi
Υ(1S), 0 < pT < 6.5 3.46 3 8.1 5.7 6.7 6
Υ(1S), 6.5 < pT < 30 6.52 3 6.6 5.7 4.8 6
Υ(1S), 0 < |y| < 1 3.20 3 7.0 5.7 6.3 6
Υ(1S), 1 < |y| < 2.4 4.79 3 14.7 5.7 11.5 6
Υ(2S), 0 < pT < 6.5 4.78 3 38.8 5.7 7.0 6
Υ(2S), 6.5 < pT < 30 6.71 3 8.3 5.7 4.6 6
Υ(2S), 0 < |y| < 1 2.71 3 12.9 5.7 7.5 6
Υ(2S), 1 < |y| < 2.4 4.85 3 27.7 5.7 15.6 6
Υ(3S), 0 < |y| < 2.4 5.45 3 13.7 5.7 4.2 6
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Table 4.33
Υ(1S) and Υ(2S) nuclear modification factors, RAA, versus pT and rapid-
ity.
Υ(1S)± stat.± syst. Υ(2S)± stat.± syst.
0 < pT < 6.5 0.41± 0.07± 0.06 0.14± 0.07± 0.06
6.5 < pT < 10 0.70± 0.25 0.05± 0.07
10 < pT < 30 0.85± 0.32 0.06± 0.03
6.5 < pT < 30 0.71± 0.17± 0.10 0.06± 0.03± 0.01
0 < |y| < 1 0.47± 0.08± 0.06 0.10± 0.05± 0.02
1 < |y| < 2.4 0.56± 0.12± 0.12 0.16± 0.08± 0.06
Table 4.34
RAA(Υ(3S)) upper limits.
95% C.L upper limit
centrality best fit value Feldman-Cousins profile likelihood ratio
0 - 100% 0.032± 0.031 0.09506± 0.00130 0.0952
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5. SEARCH FOR LONG-LIVED PARTICLES DECAYING
TO FINAL STATES THAT CONTAIN TWO ELECTRONS
OR TWO MUONS
5.1 Introduction
This chapter describes a search, using proton-proton (pp) collision data collected
during 2012 at
√
s = 8 TeV by the CMS detector at LHC, for massive long-lived
neutral particles decaying to a pair of charged muons or electrons (dileptons). We
search for any events as long as there is a pair of oppositely charged dileptons decaying
from a common secondary vertex within the CMS inner tracker, and with a significant
transverse displacement from the event primary vertex. This topological signature
has the potential to provide clear evidence for new physics beyond the standard
model (SM). It is also very powerful in suppressing backgrounds from standard model
processes. [5]
This signature can probe a wide class of models. The search results are presented
in a way that is approximately model-independent, although the results are formally
computed within the context of two specific models, so as to give a quantitative
indication of the typical sensitivity. In the first model, the long-lived particle is a
spinless boson X, which has a non-zero branching fraction to dileptons. The X is
pair-produced in the decay of a (non-SM) Higgs boson, i.e. H → XX, X → 	+	− [67],
where the Higgs boson is produced through gluon-gluon fusion and 	 represents either
an electron or a muon. In the second model, the long-lived particle is a neutralino χ0
which has an R-parity violating decay into a neutrino and two leptons. The neutralino
is produced in events containing a pair of squarks, where a squark can decay via the
process q̃ → qχ̃0, χ̃0 → 	+	−ν. Both models predict up to two displaced dilepton
vertices in the tracking volume per event, of which we require that only one to be
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found. In this paper, we will use LL particle to refer to any long-lived particle, such
as the X or χ̃0 particle considered in our signal models.
The search presented here is an update of a previous CMS analysis that used a
smaller data sample collected at
√
s = 7 TeV during 2011 [5]. The higher integrated
luminosity collected in 2012 gives the new analysis sensitivity to signal cross sections
about a factor five smaller than the old one. In addition, almost all theoretical models
of such a signal would predict larger cross sections at the higher centre-of-mass energy.
An improved analysis strategy used in 2012 substantially broadens the range of signal
models to which the analysis is sensitive. The analysis presented here complements
two published CMS analyses: one searching for events that each contain one electron
and one muon from LL particle decays [68]; and another that searches for LL particles
decaying to dijets [69].
The ATLAS Collaboration has performed similar searches that are sensitive to
decay lengths up to about 20 meters by exploiting the ATLAS muon spectrometer,
using different decay channels [70,71] or lower-mass LL particles [72]. The D0 Collab-
oration has also performed searches for leptons from non-prompt decays in its tracker
volume [73, 74], but those searches are only sensitive to a much smaller kinematic
phase space region than CMS.
Section 5.2 presents the data and Monte Carlo samples used in this analysis and
includes a discussion of the triggers, whilst Section 5.3 describes how candidate events
are reconstructed and selected, and shows distributions of the selection variables and
the signal selection efficiency. Section 5.4 explains how the background is estimated
whilst Section 5.5 looks at systematic uncertainties that affect the signal and back-
ground. Section 5.6 describes the method to place the final limits on the signal
process. Section 5.7 presents a similar search of long-lived particles but using only
the muon chambers. Finally, Section 5.8 gives the combined limits of the two searches.
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5.2 Data and simulated samples
In this chapter, pp collision data at
√
s = 8 TeV corresponding to an integrated
luminosity of 19.6±0.5 (20.5±0.5) fb−1 is used in the electron (muon) channels. The
lower luminosity in the electron channel is due to different performance requirements
for various sub-detectors to those in the muon channel.
The CMS datasets used to produce all the results in this chapter, unless stated
otherwise, are listed in Table 5.1. These were reprocessed by CMS with cmssw 5 3 7
in January 2013, and are known as the rereco data. A second set of data was used
to study the sensitivity of the analysis to tracker misalignment. This data is listed in
Table 5.2. It covers the same time period as the rereco data, but comprises a mix of
promptly reconstructed data and data reprocessed in July/August 2012. It is known
as the prompt data, and was reconstructed with an inferior set of tracker alignment
constants. The luminosity for the two is slightly different due to changes in the good
run list.
Table 5.1
The CMS datasets used for the main analysis. Taken together, they make
up the full 2012 data run. These were reprocessed in January 2013 and






For the electron channel, these data are collected with a trigger that requires two
clustered energy deposits in the ECAL [5]. The leading (sub-leading) energy deposit is
required to have transverse energy ET > 36 GeV (25 GeV). The shape of the clusters
must be consistent with that expected from a photon or electron. The clusters are
156
Table 5.2
The CMS datasets used for checking the effect of tracker misalignment.
Taken together, they make up the full 2012 data run. They are a mix of
promptly reconstructed data and data reprocessed in July/August 2012.









required to be isolated and the energy in the HCAL behind the cluster in the ECAL
must not exceed 5% of the energy in the ECAL. For more details, see [75].
For the muon channel, the trigger requires two muons, each reconstructed in
the muon chambers without using any primary vertex constraint and having pT >
23 GeV/c [5]. Both muons are also required to have at least two reconstructed hits
in the cathode strip chambers or drift tubes. To prevent cosmic ray muons from
passing these criteria, the opening angle between the two muons must be less than
2.5 radians. The tracker information is not used in either trigger. A detailed study
of the performance of these triggers for the displaced leptons search can be found in
Ref. [76].
The H → XX signal samples are generated with pythia V6.426 [77]. The H pro-
duction is simulated through gluon fusion (gg → H). The generated H is forced to
decay to two long-lived exotic particles (H → XX) with spin 0. The X particles then
decay to either dielectrons or dimuons (X → 	+	−), Several samples with different
combinations of H masses (MH = 125, 200, 400, 1000 GeV/c
2) and X boson masses
(MX = 20, 50, 150, 350 GeV/c
2) are generated. Each sample is furthermore produced
with three different lifetimes of the X bosons, corresponding to mean transverse de-
cay lengths of approximately 2 cm, 20 cm and 200 cm in the laboratory frame. The
Higgs boson resonance is assumed to be narrow for the purposes of simulation, but
the analysis has negligible dependence on this. These samples are listed in Table 5.3.
An example of a generated event, for a H mass of 400GeV/c2 and X boson mass of
150GeV/c2, is shown in Figure 5.1. In this event, one X boson decays to dimuons
and the other to dielectrons. For the χ̃0 → 	+	−ν model, pythia was used to simu-
late squark pair production and subsequent decay to χ̃0, using four combinations of
squark mass and neutralino mass (mq̃,mχ̃0) = (1500, 494), (1000, 148), (350, 148),
and (120, 48)GeV/c2, also listed in Table 5.3. The R-parity violating parameters λ122
and λ121 are set to non-zero values to enable the decay of the χ̃
0 into two leptons and
a neutrino. The values of λ122 and λ121 are chosen to give a mean transverse decay
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length of approximately 20 cm. The chosen masses explore the range to which CMS
is currently sensitive.
Several simulated background samples generated with pythia are used, corre-
sponding to tt̄, Z/γ → 	+	− (including jets), W/Z boson pair production with leptonic
decays, and QCD multijet events. In all the samples, the response of the detector
is simulated in detail using Geant4 [78]. The samples are then processed through
the trigger emulation and event reconstruction chain of the CMS experiment. This
Monte Carlo has a very large cross section, which leads to very large event weights
being needed (> 100). This unfortunately means that simulation can not predict
accurately the QCD background, and this explains the poor agreement between data
and simulation in several plots shown later.
Fig. 5.1. An example of a simulated Monte Carlo event with a H mass of
400GeV/c2 and X boson mass of 150GeV/c2.
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Table 5.3
The simulated signal samples used in the analysis. For the H decay sam-
ples, the masses of the H and X bosons are given, as are the three mean
proper decay lengths of the X boson used for the generation of each sam-
ple. These correspond to mean transverse decay lengths in the laboratory
frame of approximately 2 cm, 20 cm and 200 cm, respectively. For the
RPV SUSY samples, the masses of the q̃ and χ̃01 are shown. The mean
proper decay lengths of these samples correspond to a mean transverse




1000 350 (3.5, 35.0, 350.0)
1000 150 (1.0, 10.0, 100.0)
1000 50 (0.4, 4.0, 40.0)
1000 20 (0.15, 1.5, 15.0)
400 150 (4.0, 40.0, 400.0)
400 50 (0.8, 8.0, 80.0)
400 20 (0.4, 4.0, 40.0)
200 50 (2.0, 20.0, 200.0)
200 20 (0.7, 7.0, 70.0)
125 50 (5.0, 50.0, 500.0)









5.3 Event reconstruction and selection
5.3.1 Selection of long-lived exotica
For the online selection, the electron trigger used is a diphoton trigger originally
developed for the H → γγ analysis, while the muon trigger is a custom dedicated
trigger optimized for displaced leptons. For the electron channel, the trigger requires
two energy clusters in the ECAL: one with ET > 36 GeV and the other with ET > 22
GeV, whilst for the muon channel it requires two muons reconstructed in the Muon
Detector with pT > 23 GeV/c. Further details of these are given in Section 5.2.
Events are required to contain a primary vertex [79] with at least four associated
tracks whose position is displaced from the nominal interaction point by no more
than 2 cm in the direction transverse to the beam and no more than 24 cm in the
direction along the beam. Furthermore, to reject events produced by the interaction
of beam-related protons with the LHC collimators, the fraction of tracks classified as
“high purity”, as defined in Ref. [36], must exceed 25% in any event with at least 10
tracks. These are standard CMS event cleaning cuts.
Standard CMS offline lepton identification algorithms are not applied, since they
are inefficient for leptons from highly displaced vertices. However, these algorithms
are not needed to suppress the very low backgrounds present in this analysis. Leptons
are reconstructed using tracks reconstructed in the tracker, which must be classified
as high-purity, and have pseudorapidity |η| < 2, since the efficiency for finding tracks
from displaced secondary vertices falls off at large |η|.
A track is considered to be identified as a muon if it matches a muon trigger object
within ΔR =
√
(Δη)2 + (Δφ)2 < 0.1. Here, Δη and Δφ are the differences between
the track and the muon trigger object in η and φ, the azimuthal angle about the
anticlockwise-beam direction.
A track is identified as an electron if its direction is consistent within a cone of
size ΔR < 0.1 with an energy deposit in the ECAL identified as a photon. The
energy of the electron is taken from this ECAL deposit, since it is less affected by
161
bremsstrahlung than the track. Some quality requirements are placed on the ECAL
deposit: it must not lie in the narrow region between the ECAL barrel and endcap;
the ratio of hadronic energy in the HCAL tower behind the seed crystal of the ECAL
energy deposit to the energy of the ECAL energy deposit (H/E) must be less than
0.05; and a measure of the spread in η of the ECAL deposit, known as σiηiη, must
satisfy σiηiη < 0.012 (0.034) if the ECAL deposit is in the barrel (endcap) region of
the ECAL.
The X boson candidates are formed from pairs of oppositely-charged lepton can-
didates. In the dimuon channel, the two tracks must each have pT > 26 GeV/c. In
the dielectron channel, the higher (lower) ET electron must satisfy ET > 40 GeV
(25 GeV), where the energy is taken from the ECAL measurement. These thresholds
are slightly higher than the corresponding trigger requirements, to ensure that the
trigger has good efficiency. In the dielectron channel, the two tracks must also satisfy
pT > 36 GeV/c (21 GeV/c) if associated to the higher (lower) ET electron. This pT
requirement, which is slightly lower than the corresponding ET requirement placed on
the ECAL deposit, suppresses electrons that have large amounts of bremsstrahlung.
No charge requirement is applied in the electron case, as bremsstrahlung following
by subsequent conversion of the bremsstrahlung photon can confuse the tracking and
result in incorrect charge reconstruction.
To reject promptly produced particles, the tracks must have a transverse impact
parameter significance with respect to the leading primary vertex of |d0|/σd > 12.
(The value of 12 was chosen so as to given an expected background significantly
below one event, which gives the best signal sensitivity for the vast majority of the LL
particle lifetimes considered in this paper.) When calculating the transverse impact
parameter, a precise estimate of the primary vertex position is needed. If one or both
leptons are very close (|d0|/σd < 3) to the reconstructed primary vertex, then by
default in CMS, they are included amongst the tracks used to fit the primary vertex
position. This biases the latter, by pulling it towards the leptons, which, being high
momentum, tend to have impact parameters with very small estimated uncertainties.
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To avoid this bias, if one or both leptons were originally included in the primary vertex
fit, then we refit the position of this vertex after excluding them. In such cases, it is
required that before excluding the leptons, the primary vertex should have at least
4 associated tracks, in order to ensure good fit stability after removing the leptons.
Figure 5.2 shows the effect on the |d0|/σd distribution of refitting the primary vertex
position, after excluding the leptons.
The two tracks of each dilepton candidate are fitted to a common vertex, which is
required to have a chi-squared per degree of freedom χ2/dof < 10(5) in the electron
(muon) channel. The tracks are required to have in total no more than 1 hit closer to
the centre of CMS than their common vertex. Reconstructed tracks can occasionally
have missing hits along the trajectory of the track; i.e., where a track passes through
an active sensor without any hit being associated to it. The tracks forming the LL
particle candidate are together required to have no more than 3 (4) missing hits on
their trajectories in the electron (muon) channel between their common vertex and
the innermost hit on each track. The invariant mass of the candidate is computed
using the tracks fitted to the common vertex. To eliminate background from J/ψ
and Υ decays and from γ conversions, this invariant must exceed 15GeV/c2. Finally,
the difference in azimuthal angle, ΔΦ, between the dilepton momentum vector and
the vector from the primary vertex to the dilepton vertex, is required to satisfy
|ΔΦ| < π/2, where ΔΦ is measured in the range −π < ΔΦ < π. (Candidates
satisfying the other cuts but with |ΔΦ| > π/2 are used to define a control region, as
detailed in Section 5.4.)
Both lepton candidates are required to be isolated, to reject background from
jets. The isolation criterion used is relative tracker isolation. A hollow isolation
cone of radius 0.03(0.04) < ΔR < 0.3 is constructed around each muon (electron)
candidate. Within this isolation cone, the
∑
pT of all tracks with pT > 1GeV/c,
excluding the other lepton candidate, divided by the pT of the lepton must be less
than 0.1. Figure 5.3 shows the dependence of the mean relative isolation on the
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number of reconstructed primary vertices per event, for simulated signal events with
mH = 1000GeV/c
2, mX = 150GeV/c
2.
Cosmic ray muons may be reconstructed as back-to-back displaced tracks. To
reject them, for candidates in the muon channel, a requirement of cos(α) > −0.79
is applied, where α is the opening angle between the two tracks. This criterion is
slightly tighter than that applied in the trigger and is described in more detail in
Section 5.5. Background from misidentified muons is reduced by requiring that the
two muon candidates are not both matched to the same trigger object. Owing to the
difficulty of modelling the rather poor trigger efficiency for closely spaced muon pairs,
the two tracks in muon channel candidates must be separated by ΔR > 0.2.
Events containing at least one candidate that passes all selection requirements are
accepted. Where more than one candidate is found in an event, the one with largest
|d0|/σd is used, unless stated otherwise. The |d0|/σd of a candidate is defined as the
minimum of the two |d0|/σd values of the pair of leptons that comprise it.
When considering the signal simulated samples, it is useful to define a set of
acceptance criteria applied at generator level, which define a region in which it is
possible to reconstruct LL particles at CMS. The requirements that we apply are as
follows:
• The generated transverse decay length Lxy of the LL particle must be < 50 cm.
• The generated lepton |η| must be < 2.
• The generated lepton momentum/energy must pass the same requirements as
the reconstructed selection; that is, in the muon channel, both must have pT >
26GeV/c, and in the electron channel, the leading (second) electron must have
ET > 40(25)GeV.
The acceptance A is defined as the fraction of LL particles that pass the acceptance
criteria. For events where two LL particle decays to the chosen lepton species, both
LL particles are required to pass the acceptance criteria for either LL particle in the
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Fig. 5.2. This figure illustrates the need to refit the primary vertex po-
sition after excluding the two leptons. The minimum transverse impact
parameter significance of the two leptons in the candidates is shown for
the dielectron (left) and dimuon (right) channels. The upper plots show
the distorted shape obtained if the dileptons are not excluded from the
primary vertex fit, whereas the lower plots show the simpler shape ob-























































Fig. 5.3. The mean
∑
pT/pT
lepton in an isolation cone around electrons
(left) and muons (right), as a function of the number of pileup interactions,
for simulated signal events with mH = 1000GeV/c
2, mX = 150GeV/c
2.
This is shown for the candidates that pass all selection criteria, except
that on the lepton isolation.
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Table 5.4 summarises the selection cuts described above. Figure 5.4 shows, from
simulation, how the efficiency to select a given LL particle decay varies as a function
of the generated LL particle decay length measured transverse to the beam axis, both
for the dielectron and dimuon channels. In the H → XX case, only X bosons with
the central value of mean lifetime were used; i.e., the X has a mean transverse decay
length of 20 cm. The figure shows two H → XX scenarios with different mH and mX
and one χ̃0 → 	+	−ν scenario.
Table 5.4
Summary of selection cuts for the dielectron and dimuon channels.
Selection cut Electron channel Muon channel
Min. track pT (GeV/c) 36, 21 26
Min. supercluster ET (GeV) 40, 25 —
Max. track |η| 2 2
Max. relative isolation 0.1 0.1
Max. vertex χ2 10 5
Min. ΔR between leptons — 0.2
Min. cos(α) — -0.79
Max. total hits before vertex 1 1
Max. total missing hits after vertex 3 4
Min. dilepton mass (GeV/c2) 15 15
Max. |ΔΦ| π/2 π/2
Min. lepton |d0|/σd 12 12
Figures 5.5 to 5.12 show the distributions of the principal variables that are used
to select the signal for selected candidates. Since applying the final |d0|/σd > 12 cut
would leave a very small number of selected candidates, we instead define and apply
a loose selection for making these plots, which has the same requirements as the full
selection, except that it uses a looser requirement of |d0|/σd > 4.5(3) in the electron
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Fig. 5.4. The efficiency to select LL particle decays as a function of trans-
verse decay length for dielectron (left) and dimuon candidates (right).
These show the efficiencies for events in which one LL particle, which
passes the acceptance criteria, decays to the desired dilepton species.
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(muon) channel. When plotting these distributions, all cuts are applied except for
any on the variable being plotted. Any entries beyond the right-hand side of the
histogram (overflow) are added to the contents of the final visible bin of the histogram.
If more than one dilepton candidate is selected in a given event, then all the selected
candidates are plotted. These figures compare the distributions seen in data with
those in the simulated background. In addition to this, the expected distributions
from two signal processes are plotted: namely from H → 2X, X → 	+	−, with
mH = 1000GeV/c
2, mX = 350GeV/c
2; and from χ̃0 → 	+	−ν, with mq̃ = 350GeV/c2,
mχ̃01 = 140GeV/c
2. This is done using signal events in which only one of the two LL
particles decayed to the chosen lepton species. Furthermore, the cross section for the
signal to produce this final state is taken to be 0.5 pb.
Several discrepancies are seen between data and the simulated background in
these plots. The discrepancies arise only in the regions that are rejected by the
signal selection requirements, so can not be explained by the hypothesis that the data
contains LL particles. The discrepancies are predominantly caused by an insufficient
number of simulated QCD multijet background events, with event weights of ≈ 100
needed to scale the QCD Monte Carlo to the 2012 integrated luminosity, as mentioned
in Section 5.2, and correspondingly large statistical uncertainties. For this reason,
the simulated events are used only to help identify the principal background sources.
The estimate of the number of background events passing all selection requirements
is entirely data-driven, as will be shown in Section 5.4. Furthermore, the distribution
of each of the selection variables in background events can be determined using an
entirely data-driven method, which is described in Appendix F. This profits from the
fact that the distribution of all selection variables will be identical for background in
the signal (|ΔΦ| < π/2) and control (|ΔΦ| > π/2) regions, but that LL particles will
inhabit almost exclusively the signal region.
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Fig. 5.5. The dilepton vertex χ2/NDF distribution for the dielectron (left)
and dimuon (right) channels. This is required to be less than 5 (10) in the
dimuon (dielectron) channel. The open histograms represent LL signal
events in which just one of the LL particles decays to the chosen lepton
species, and where the cross section to produce this final state is taken as
0.5 pb. The candidates shown pass all loose selection requirements except
the cut on this quantity and are in the signal region (|ΔΦ| < π/2).
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Fig. 5.6. The |ΔΦ| distribution for the dielectron (left) and dimuon (right)
channels. The signal region is defined as |ΔΦ| < π/2. The candidates
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Fig. 5.7. Comparison of the relative isolation variable in data and sim-
ulated background events, for dielectron (left) and dimuon (right) can-
didates. The candidates shown pass all loose selection criteria except
isolation and are in the signal region (|ΔΦ| < π/2).
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Fig. 5.8. The number of tracker hits which lie in front of the reconstructed
vertex position (i.e. closer to the centre of CMS), summed over both
lepton candidates. It is shown for the dielectron (left) and dimuon (right)
channels. It is required to be no more than 1. The candidates shown pass
all loose selection requirements except the cut on this quantity and are in
the signal region (|ΔΦ| < π/2).
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Number of missing hits after vertex
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Fig. 5.9. The number of missing tracker hits after the reconstructed ver-
tex position (i.e., farther away from the centre of CMS), summed over
both lepton candidates. It is shown for the dielectron (left) and dimuon
(right) channels. It is required to be no more than 3 (4) in the dielec-
tron (dimuon) channels. The candidates shown pass all loose selection
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Fig. 5.10. The dilepton vertex mass. It is shown for the dielectron (left)
and dimuon (right) channels. It is required to be greater than 15GeV/c2
in both channels to eliminate background from non-prompt J/ψ decay
etc. (This background is visible in the lowest mass bin of the plot for
the dielectron channel). The candidates shown pass all loose selection
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Fig. 5.11. The cosine of the angle between the two leptons that form a
candidate (left). This is only shown for the dimuon channel, since its goal
is to reject cosmic rays, so it is not relevant for the dielectron channel.
It must exceed −0.79, to reject back-to-back tracks. On the right is the
ΔR between the two leptons. Again this is only shown for the muon
channel, as its purpose is to remove closely spaced muon pairs for which
it is difficult to model the trigger efficiency. It is required to exceed 0.2.
The candidates shown pass all loose selection requirements except the cut
on this quantity and are in the signal region (|ΔΦ| < π/2).
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Fig. 5.12. The minimum transverse impact parameter significance of the
two leptons in the candidates for the dielectron (left) and dimuon (right)
channels. The candidates shown pass all other selection criteria and are
in the signal region |ΔΦ| < π/2.
175
5.3.2 Selection efficiency
Tables 5.5 and 5.6 show the candidate selection efficiency of the individual cuts
for the electron and muon channels. Reasonable agreement between data and the
background simulation is seen (compared with the assumed systematic uncertainties,
discussed in Section 5.5). The efficiency of each cut is also shown for a H → XX
sample and a χ̃0 → 	+	−ν sample. Only events where exactly one LL particle that
passes the acceptance criteria and decays to the chosen lepton species are considered
in making these tables. The mean lifetimes of the LL particle in both samples shown
is such that the mean transverse decay length is approximately 20 cm. Most of the
efficiency loss for signal is caused by the preselection requirement. By reweighting
the available signal Monte Carlo to different LL particle lifetimes, tables 5.7 and 5.8
explore how the preselection efficiency depends on the lifetime. For small lifetimes,
it is close to 100%, suggesting that most of the efficiency loss at longer lifetimes is
caused by the preselection requirement that both lepton tracks be reconstructed. The
tracking efficiency falls for non-prompt particles.
The overall signal efficiency is defined as the fraction of events in which at least
one dilepton candidate passes the full set of selection criteria. It is determined from
the simulation, separately for the electron and muon channels, and independently for
two different classes of events: first for events in which only one LL particle (X or
χ̃0) decays to the chosen lepton species, defining efficiency ε1, and second for events
in which both LL particles decay to the chosen lepton species, defining efficiency ε2.
The efficiencies are estimated for a range of LL particle lifetimes, corresponding
to mean transverse decay lengths of ≈ 200μm– 200m, by reweighting the simulated
signal events. A subset of these efficiencies is shown in Table 5.9. The maximum effi-
ciency ε1, which is attained for H → XX with mH = 1000GeV/c2, mX = 150GeV/c2,
cτ = 1 cm) is approximately 36% (46%) in the electron (muon) channel, but becomes
significantly smaller at lower H masses or longer or shorter lifetimes. For example,






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Preselection efficiencies in the electron channel. These are shown for
the H → XX sample with mH = 1000GeV/c2, mX = 350GeV/c2 with
a range of LL particle lifetimes. Only events in which exactly one LL
particle passes the acceptance criteria, is associated with a generator-level
LL particle, and decays to the desired dilepton species are considered.
cτ (cm) Mean Lxy (cm) Trigger Preselection Total
350 257 86.7% 23% 19.9%
35 25.7 90.3% 31.5% 28.5%
3.5 2.57 90.9% 78.4% 71.2%
0.35 0.257 91.2% 85.3% 77.8%
0.035 0.0257 91.1% 92.4% 84.2%
Table 5.8
Preselection efficiencies in the muon channel. These are shown for the
H → XX sample with mH = 1000GeV/c2, mX = 350GeV/c2 with a range
of LL particle lifetimes. Only events in which exactly one LL particle
passes the acceptance criteria, is associated with a generator-level LL
particle, and decays to the desired dilepton species are considered.
cτ (cm) Mean Lxy (cm) Trigger Preselection Total
350 257 62.3% 33.9% 21.1%
35 25.7 70.2% 45.3% 31.8%
3.5 2.57 75.1% 85.2% 64%
0.35 0.257 75.3% 90.3% 68%
0.035 0.0257 72.5% 97.5% 70.6%
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electron (muon) channel. For extremely long lifetimes, such that most LL particles
decay too far from the primary vertex to be reconstructed, the efficiency should scale
in inverse proportion to the proper lifetime cτ of the LL particle.
It is also instructive to look at efficiencies for LL particles that satisfy the ac-
ceptance criteria defined in Section 5.3.1. Table 5.10 shows these efficiencies. For
events where both LL particles decay to the chosen lepton species, both LL particles
must satisfy the acceptance criteria for either LL particle be considered as satisfying
the acceptance criteria. They are naturally substantially higher than those shown in
Table 5.9; e.g., for mH = 1000GeV/c
2, mX = 150GeV/c
2, cτ = 1 cm, the efficiency
within acceptance, ε1/A is approximately 44% (58%) in the electron (muon) channel.
More importantly, it shows much less dependence on the exact choice of signal model;
e.g., for this same choice of masses, but with cτ = 20 cm, the efficiency defined in this
way falls only to 28% (40%) in the electron (muon) channel.
5.4 Background estimation
5.4.1 Signal and control region
The difference in azimuthal angle, ΔΦ, between the dilepton momentum vector
and the vector from the primary vertex to the dilepton vertex, should be small for
signal events, as the dilepton system is likely to be thrown forward in the direction in
which the LL particle was moving. Indeed, this is certain for LL particles that decay
only to dileptons. For background events, |ΔΦ| should show no forward-backward
asymmetry, as in this case, the displacement of the dilepton vertex relative to the
primary vertex does not correspond to the flight direction of any LL particle. In
particular, defining a signal region and control region corresponding to |ΔΦ| < π/2
and |ΔΦ| > π/2, respectively, signal should inhabit almost exclusively the signal
region, whilst background should populate the two regions equally. The expected
background level in the signal region with |d0|/σd > 12 can therefore be derived
from the number of candidates seen in the control region with the same requirement.
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Table 5.9
The efficiency of events containing LL particle decays to pass all selection
criteria, both for events in which only one LL particle decays to the chosen
lepton species ε1 and for the case where both decay to the chosen lepton
species ε2. The uncertainties on these efficiencies are not shown in the
table. They are dominated by the relative uncertainty related to the
tracking performance.
mH mX cτ Dielectron channel Dimuon channel
(GeV/c2) (GeV/c2) (cm) ε1 ε2 ε1 ε2
1000 350 3.5 0.35 0.56 0.46 0.78
35.0 0.12 0.23 0.2 0.4
350.0 0.017 0.036 0.03 0.058
1000 150 1.0 0.36 0.59 0.46 0.78
10.0 0.21 0.36 0.3 0.55
100.0 0.033 0.061 0.05 0.1
1000 50 0.4 0.28 0.52 0.32 0.63
4.0 0.2 0.39 0.22 0.49
40.0 0.036 0.069 0.043 0.093
1000 20 0.15 0.13 0.3 0.012 0.026
1.5 0.1 0.23 0.015 0.027
15.0 0.016 0.036 0.0035 0.009
400 150 4.0 0.2 0.37 0.38 0.65
40.0 0.064 0.14 0.15 0.3
400.0 0.0084 0.018 0.018 0.039
400 50 0.8 0.2 0.37 0.34 0.58
8.0 0.13 0.24 0.22 0.43
80.0 0.022 0.044 0.036 0.082
400 20 0.4 0.14 0.31 0.2 0.43
4.0 0.11 0.21 0.13 0.31
40.0 0.017 0.041 0.023 0.056
200 50 2.0 0.066 0.12 0.15 0.3
20.0 0.026 0.053 0.071 0.16
200.0 0.0045 0.0081 0.0094 0.026
200 20 0.7 0.073 0.14 0.15 0.29
7.0 0.04 0.094 0.095 0.21
70.0 0.0083 0.017 0.016 0.039
125 50 5.0 0.0063 0.013 0.033 0.073
50.0 0.0020 0.0023 0.010 0.022
500.0 0.00022 0 0.0012 0.0026
125 20 1.3 0.013 0.032 0.043 0.08
13.0 0.0061 0.014 0.022 0.051
130.0 0.00083 0.00092 0.0031 0.0054
mq̃ mχ̃01 cτ Dielectron channel Dimuon channel
(GeV/c2) (GeV/c2) (cm) ε1 ε2 ε1 ε2
1500 494 16.0 0.2 0.37 0.3 0.5
1000 148 6.0 0.2 0.37 0.28 0.52
350 148 17.3 0.086 0.14 0.17 0.33
120 48 16.5 0.008 0.0096 0.021 0.049
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Table 5.10
The efficiency for those events that contain LL particle decays that pass
the acceptance criteria to also pass all selection criteria, both for events in
which only one LL particle decays to the chosen lepton species ε1 and for
the case where both decay to the chosen lepton species ε2. The uncertain-
ties on these efficiencies are not shown in the table. They are dominated
by the relative uncertainty related to the tracking performance.
mH mX cτ Dielectron channel Dimuon channel
(GeV/c2) (GeV/c2) (cm) ε1 ε2 ε1 ε2
1000 350 3.5 0.4 0.62 0.53 0.85
35.0 0.17 0.3 0.28 0.53
350.0 0.11 0.15 0.19 0.41
1000 150 1.0 0.44 0.7 0.58 0.91
10.0 0.31 0.49 0.45 0.75
100.0 0.23 0.27 0.32 0.59
1000 50 0.4 0.35 0.63 0.4 0.75
4.0 0.31 0.56 0.35 0.67
40.0 0.27 0.38 0.34 0.68
1000 20 0.15 0.16 0.36 0.015 0.018
1.5 0.16 0.33 0.023 0.025
15.0 0.12 0.18 0.028 0.12
400 150 4.0 0.27 0.48 0.52 0.81
40.0 0.11 0.24 0.25 0.47
400.0 0.065 0.16 0.14 0.25
400 50 0.8 0.35 0.61 0.59 0.89
8.0 0.27 0.48 0.46 0.77
80.0 0.22 0.47 0.38 0.67
400 20 0.4 0.24 0.49 0.35 0.67
4.0 0.23 0.43 0.3 0.65
40.0 0.2 0.39 0.27 0.53
200 50 2.0 0.25 0.39 0.53 0.84
20.0 0.13 0.21 0.32 0.7
200.0 0.12 0.33 0.24 0.48
200 20 0.7 0.26 0.44 0.49 0.81
7.0 0.18 0.37 0.43 0.72
70.0 0.16 0.41 0.37 0.65
125 50 5.0 0.16 0.22 0.39 0.67
50.0 0.10 0 0.21 0.62
500.0 0.088 -1 0.15 0.4
125 20 1.3 0.23 0.43 0.46 0.85
13.0 0.18 0.27 0.36 0.59
130.0 0.16 -1 0.33 -1
mq̃ mχ̃01 cτ Dielectron channel Dimuon channel
(GeV/c2) (GeV/c2) (cm) ε1 ε2 ε1 ε2
1500 494 16.0 0.25 0.44 0.38 0.57
1000 148 6.0 0.31 0.5 0.43 0.72
350 148 17.3 0.18 0.3 0.35 0.59
120 48 16.5 0.13 1 0.31 0.95
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Fig. 5.6 shows the distribution of |ΔΦ| for candidates in both signal and background
samples, with the loose selection requirements applied to the |d0|/σd.
Let us explore the reasoning behind these statements more carefully, considering a
few concrete examples. In the case of Drell–Yan production of dimuons, any displace-
ment of the reconstructed dimuon vertex from the primary vertex is due to detector
resolution or scattering. The track impact parameter distributions arising from these
are intrinsically symmetric about zero in an aligned tracker, which in turn causes the
|ΔΦ| distribution to be forward-backward symmetric. (It may help to note that the
covariance matrix representing the uncertainty in the vertex position due to resolu-
tion is symmetric under parity, as is always true for any covariance matrix. So the
vertex position is equally likely to be smeared forward or backward with respect to
the dilepton momentum vector. As an aside, note that the error ellipse described by
the covariance matrix may be elongated in shape along the momentum vector of one
of the muons, since each individual muon track constrains the vertex position much
more precisely perpendicular to its momentum than parallel to it. In consequence,
the vertex position could potentially be correlated with the dilepton momentum vec-
tor, which would cause ΔΦ to be non-flat for background events. However, it would
remain forward-backward symmetric). To take another example, in the case of Drell–
Yan production of ditaus, where each tau decays to a muon, the muons may have
significant |d0|/σd due to the non-zero lifetime of the τ lepton. However, a dimuon
vertex formed from two such muons would not be a genuine long-lived particle decay
vertex in this case, so again, it will not introduce any forward-backward asymmetry
into the ΔΦ distribution. The requirement that the dilepton invariant mass should
exceed 15GeV/c2, mentioned in Section 5.3, rules out the possibility that both leptons
come from the decay of the same long-lived SM particle, such as a B hadron, or from
a γ conversion. And cosmic rays, which would each be reconstructed as two muons
tracks and so could also be a potential background, are eliminated by the requirement
that cos(α) > −0.79.
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To verify that the number of background events in the signal and control regions is
indeed equal, we make three checks that are described in Section 5.4.2. Also discussed
in that section are additional checks done to verify that any background related to
cosmic rays is either negligible, or is symmetric between the signal and control regions
(or both).
We observe zero events in data with a best candidate with |d0|/σd > 12 in the
control region, and this determines the probability distribution of the expected back-
ground level, as explained in Section 5.6. The systematic uncertainty on the expected
background level is derived in Section 5.5.6.
5.4.2 Background validation
In the absence of signal, one could simply verify the correctness of our background
estimation by comparing the distributions of events in the data in the signal and con-
trol region. Of course, one cannot actually perform this comparison for the |d0|/σd
region where signal might lie, but we can still check by comparing the data at lower
|d0|/σd values. As the background estimate is derived by examining the total number
of events with |d0|/σd greater than a given cut, we are most interested in the tail
cumulative distribution of |d0|/σd; that is, the integral from x to ∞ of the |d0|/σd
distribution. Figure 5.13 shows this distribution for the signal and control regions.
To avoid contamination from potential signal in the high-|d0|/σd region, the region
|d0|/σd > 6 (4.5) is excluded from the signal region (and, to allow meaningful com-
parison of the integrals, also from the control region) in the electron (muon) channel.
We see reasonable agreement between the two distributions; this is quantified in the
bottom plot, which shows the difference between the two distributions, expressed in
units of the uncertainty on that difference. This difference is generally consistent with
0.
As a second check, one can, instead of dividing the data into a signal and control
region, divide the data into two equal regions ΔΦ < 0 and ΔΦ > 0. Both signal and
184
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Fig. 5.13. Comparison of the tail cumulative distribution for |d0|/σd for
the signal (|ΔΦ| < π/2) and control (|ΔΦ| > π/2) regions in data. The
signal region above |d0|/σd > 6(4.5) in the electron (muon) channel is hid-
den. The bottom plot shows the difference between the two distributions,
expressed in units of the uncertainty on that difference. The dielectron
channel is on the left and dimuon channel is on the right.
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background should be equally divided between these two regions, so the asymmetry
between them can be checks for all |d0|/σd values. Figure 5.14 shows the results of this
test. In this case the agreement is not as good, implying that some systematic effect
must be causing the discrepancy. We explore this question further in Section 5.5.6.
dσ|/0|d




































































































Fig. 5.14. Comparison of the tail cumulative distribution for |d0|/σd for
events with ΔΦ > 0 and ΔΦ < 0 in data. The bottom plot shows the
difference between the two distributions. The dielectron channel is on the
left and dimuon channel is on the right.
Finally, one can validate by comparing the two signal and control regions in sim-
ulated background events. This is done in Figure 5.15, which again shows good
agreement. Table 5.11 compares the number of selected dilepton candidates in the
signal and control regions that pass loosened cuts on |d0|/σd, breaking them down
into all the individual background sources. This also indicates that all these back-
grounds are consistent with being equal in the signal and control regions, although
even with the loosened cuts, the statistics available are poor, except for the Drell–Yan
backgrounds.
A sample of cosmic muons collected for the study discussed in Section 5.5.3 has
been used to verify that the requirement cos(α) > −0.79 rejects essentially all cosmic
186
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Fig. 5.15. Comparison of the tail cumulative distribution for |d0|/σd for
the signal (|ΔΦ| < π/2) and control (|ΔΦ| > π/2) regions in simulation.
The bottom plot shows the difference between the two distributions. The
dielectron channel is on the left and dimuon channel is on the right.
Table 5.11
This table compares the number of selected dilepton candidates in the
signal and control regions, with loosened |d0|/σd cuts, as estimated using
simulated background events.
Electron Channel Muon Channel
Candidates with |d0|/σd > 4 Candidates with |d0|/σd > 3
|ΔΦ| > π/2 |ΔΦ| < π/2 Stat. sig. |ΔΦ| > π/2 |ΔΦ| < π/2 Stat. sig.
DYToLL 560± 25 507± 23 1.6 210± 14 198± 13 0.4
DYToTauTau 3.4± 1.8 3.4± 1.9 0 12± 4 13± 4 0.1
Diboson 4.9± 0.7 4.9± 0.6 0 1.0± 0.3 0.45± 0.16 1.6
TTJets 8.5± 0.7 7.5± 0.6 1.1 1.4± 0.3 1.2± 0.3 0.5
QCD 0± 0 0± 0 0 4.5± 4.5 0± 0 1
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ray muons. The sample was collected during periods with no beam activity and
with the trigger L1 SingleMuOpen. More details of how the sample was collected can
be found in Section 5.5.3. Cosmic ray muons are reconstructed by the CMS event
reconstruction software as two back-to-back tracks, which will often be consistent
with forming a displaced vertex. In this sample, 119 dimuon candidates, formed from
the cosmic rays, are found that pass all offline selection requirements, except that on
cos(α). All of these candidates have cos(α) < −0.999, making it highly unlikely that
cosmic rays could survive the cos(α) > −0.79 requirement imposed in the analysis.
By removing the selection on cos(α), one can also verify that the 119 candidates are
equally distributed between the signal and control regions, with 56 in the signal region
and 63 in the control region, meaning that even if background from this source did
somehow pass the cos(α) requirement, its amount could be reliably estimated from the
control region, as for the other background sources. Cosmic rays can potentially also
contribute to the background by forming fake vertices with muons produced in the pp
collision. Since a cosmic muon could pass near a muon from the pp collision anywhere
along the latter’s flight trajectory, the probability of such a fake vertex forming should
be approximately independent of its transverse decay length Lxy (aside from small
changes due to variations in the tracker hit resolution with Lxy). To check that this
background is negligible, we removed the requirements on the number of tracker hits
before/after the vertex, which would tend to suppress this background. Then looking
at the region d0 > 0.2 cm, so as to suppress standard model backgrounds, we loosened
the requirement on the vertex χ2 from 5 to 500. The latter change should increase by
a factor 10 the probability of background of this kind being accepted, since it allows
the cosmic muon and the other muon to be separated by a distance ten times larger
than with the original χ2 requirement. No candidates were found in this sample.
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5.5 Systematic uncertainties
There are three sources of systematic uncertainty in this search: the uncertainty
in the efficiency to detect and reconstruct signal events, the uncertainty on the back-
ground estimation, and the uncertainty on the integrated luminosity of the data
sample used. Of these, the signal efficiency is the largest source of uncertainty. This
uncertainty derives from uncertainties in the efficiency of reconstructing tracks from
displaced vertices, the trigger efficiency, the modelling of pileup in the simulation, the
parton distribution function sets, the renormalisation and factorisation scales used in
generating simulated events, and the effect of higher order QCD corrections.
Table 5.12 summarises the nonnegligible sources of systematic uncertainty affect-
ing the signal efficiency.
Table 5.12
Systematic uncertainties affecting the signal efficiency over the range of
mH and mX values considered. In all cases, the uncertainty specified
is a relative uncertainty. The NLO uncertainty is significant only for the
mH = 125GeV/c




Parton distribution functions < 1%
Renormalisation and factorisation scales < 0.5%
Tracking efficiency from cosmics 6.1%
Tracking efficiency from track embedding 3.5%
Tracking efficiency loss from bremsstrahlung (e only) 5.8%
Trigger efficiency 1.7% (e), 6.2% (μ)
NLO effects (for the mH = 125GeV/c
2 case only) 5–7%
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5.5.1 Luminosity
For the running period corresponding to this analysis, CMS estimates the relative
uncertainty on the luminosity to be 2.6% [80]. We use this uncertainty in calculating
the final cross section estimates.
5.5.2 Effect of pileup
The likelihood of a given number of pileup events occurring in the data can be
calculated from the distribution of the instantaneous luminosity during the 2012 run.
The number of true pileup events in the simulation is also known. The simulation can
therefore be reweighted to match the data. This is done using the procedure in [81].
Fig. 5.16 compares the number of reconstructed primary vertices per event in data
and in simulation following this reweighting.
The systematic uncertainty in this procedure is estimated by adjusting the reweight-
ing so as to vary the mean number of primary vertices in the simulation by ±5%,
following the recommendation of [82]. The results of the reweighting including the
systematic variations are also shown in Fig. 5.16. This uncertainty gives rise to a
relative systematic uncertainty in the signal selection efficiency of less than 2% for all
mass points.
5.5.3 Track-finding efficiency
Three methods have been explored to understand if the efficiency to reconstruct
displaced tracks is correctly modelled by the CMS detector simulation. The first
exploits cosmic rays and checks the efficiency to reconstruct isolated particles. The
second embeds individual simulated displaced tracks in real data events and so de-
termines the reconstruction efficiency in a high-occupancy environment. The third,
which merely provides a cross-check, uses K0s decays. Since the physics analysis pur-
sued here searches for isolated leptons, the first of these three methods is considered
190
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Fig. 5.16. The number of reconstructed primary vertices per event in data
and simulation, following the pileup reweighing procedure for the dielec-
tron sample (left) and dimuon sample (right). All selection criteria except
the cut on lepton |d0|/σd are applied. The grey band in the simulation his-
tograms shows the variation obtained following the procedure to estimate
pileup systematics.
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to be more pertinent. However, as both of the first two methods show potentially
non-negligible differences, both are taken into effect in the final systematic assessment.
None of the three methods explicitly measure the tracking efficiency for displaced
electrons, which could potentially be lower than that for displaced muons. This
question is addressed in Section 5.5.3. In this section, we only discuss method one.
The other two methods will be described in Appendix G and H.
Tracking efficiency from cosmic muons
Cosmic muons provide an abundant source of very displaced tracks. Since the
alignment of the tracker relies heavily on them, they are collected frequently, both
during proton-proton collisions and when there is no beam in the LHC. By recon-
structing the cosmic rays in the muon chambers and measuring the fraction of the
events in which associated tracks are found in the CMS tracker, one can estimate the
track finding efficiency for isolated tracks.
The timing of cosmic muons can be an issue, as the readout of the tracker (which
can only occur at multiples of 25 ns) can not be perfectly synchronized with the
cosmic rays. When there is no beam, the silicon strip tracker is therefore read out
in a special data taking mode, known as peak mode [36], in which its time resolution
is significantly larger than 25 ns. (It is not expected that changing to ‘peak mode’
should have any significant effect on the tracking efficiency, which, for isolated tracks,
is mainly influenced by the fraction of bad silicon modules.)
This study uses events from good cosmic runs taken during breaks in the 2012 data
taking, and also before the start of the year’s data dating (the so called CRAFT runs)
All were taken during 2012 without LHC beam and reconstructed with cmssw 5 3.






All the above datasets were reconstructed privately to include the ‘cosmicMuons1Leg’
[83] collection. The cosmic ray muons are reconstructed using the muon chambers
alone. Those cosmic rays which traverse the tracker will give rise to two ‘stand-
alone’ muons in the top and bottom halves of CMS. These two ‘stand-alone’ muons
are combined into a single reconstructed track crossing the entire detector by the
dedicated ‘cosmicMuons1Leg’ algorithm.
The main trigger used in cosmic runs is L1 SingleMuOpen. Only events where the
silicon tracker and muon detectors are operating in good conditions are used in this
analysis.
The data are compared with a dedicated Monte Carlo sample of simulated cosmic
rays
• /TKCosmics p10/Summer12-COSMC 53 PEAC pp-v1/GEN-SIM-RECO
It should be noted that the latter only includes cosmic rays traversing the tracker
(within 80 cm of the central z-axis of CMS), so differs from the data.
Tracker tracks are reconstructed using the standard algorithm used in pp collisions.
They are then matched in a ΔR cone to the reconstructed cosmic muon track. For
each cosmic ray muon, two tracker tracks are thus searched for.
Here and in all that follows in this subsection, all impact parameters are calculated
with respect to the centre of CMS.
In order to select a sample of cosmic muons that are well-reconstructed in the muon
chambers, the following cuts are used. The cuts on impact parameter improve the
agreement between data and simulation by rejecting large impact parameter cosmics,
which were not generated in the simulation.
• Exactly one cosmic muon in the event
• pT > 35GeV/c
193
• |η| < 2
• Transverse impact parameter |d0| < 50 cm
In addition, to ensure that the cosmic muon is well measured, the estimated
uncertainties on the transverse (σd0) and longitudinal (σz0) impact parameters are
both required to be less than 1 cm. They must both also be less than f(min(pT, 200)),
where f(pT ) is a third order polynomial fitted on the σd0 distribution and shifted by
0.1 along the positive direction of the y-axis. Its purpose is to reject outliers from the
main distribution.
The dependencies of the impact parameter uncertainties on the muon pT are shown
in Fig. 5.17, together with a curve indicating the cut placed on these uncertainties.
After applying the cosmic muon selection cuts, the agreement between data and
simulation is improved as shown in Figs. I.2–I.4 in Appendix I.
The asymmetric pseudorapidity distribution arises from the uneven distribution of
mass above the CMS experiment (notably the presence of the shaft to the surface at
one end). The poor χ2 distribution in the simulated events is related to inadequacies
in the simulation of the cosmic muon arrival time, and is not thought to influence the
tracking performance.
A matching Tracker track is searched in a cone of radius ΔR < 1 (allowing for the
fact that reconstructed tracks may go in the opposite direction to the cosmic). This
wide cut is sufficient to identify the track as shown in Fig. 5.18.
Tracker tracks are selected with the same cuts used for the physics analysis, de-
scribed in Section 5.3.1:
• pT > 26GeV/c
• |η| < 2
• ‘high purity’ requirement



































































































































Fig. 5.17. The distributions of the uncertainties in the transverse (a,c)
and longitudinal (b,d) impact parameters for cosmic muons reconstructed
in the muon chambers alone. The upper plots are for simulated events























Fig. 5.18. ΔR between selected cosmic muons reconstructed in the muon
chambers and the closest tracker track. Data is black, simulation red.
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The kinematic characteristics of these tracks in data and simulation are shown in
Figs. I.5–I.7 in Appendix I.
The efficiency to reconstruct a tracker track associated to a cosmic muon re-
constructed in the muon chambers, as a function of the transverse and longitudinal
impact parameters, is shown in Figs. 5.20 and 5.21. When making the first plot a cut
on |z0| < 10 cm was applied, while for the second plot a cut on |d0| < 4 cm is applied.
To estimate the systematic uncertainty for the dilepton candidates, we take into
account the |d0| distributions of each lepton in signal MC samples. If 〈εData〉 and
〈εMC〉 are the mean efficiency to reconstruct both lepton tracks in X → 	+	− or











• i and j are bins in |d0| distributions of each of the two leptons as shown in
Fig. 5.22.
• gMC(i, j) is the number of generated signal decays in which the two leptons have
|d0| in bin (i, j) in a given MC sample.
• εData(i) and εMC(i) are the efficiency to reconstruct a single track with |d0| in
bin i in data and MC, as given in Fig. 5.20. Since the |d0| distribution of the
cosmics reconstructed in the muon chambers extends to at least |d0| = 50 cm,
as shown in Fig. I.4(a), we know the efficiencies for all |d0| below this.
The ratios for all MC samples are shown in Fig. 5.19. From this figure we conclude
that a 6.1% systematic uncertainty per candidate would cover all considered signals.
As an additional cross check, the efficiency as a function of the transverse impact
parameter measured in MC is compared with the MC-truth efficiency. Two different
cosmic MC samples are used in this check:






















































































































































































































































































































































Fig. 5.19. Ratio of the efficiencies convoluted with the signal MC distri-



































Fig. 5.20. Efficiency of the tracker to find a track given a cosmic ray
muon as a function of the transverse impact parameter of the muon. Only
muons with |z0| < 10 cm are used. The bottom plot shows the ratio of




































Fig. 5.21. Efficiency of the tracker to find a track given a cosmic ray muon
as a function of the longitudinal impact parameter of the muon when no
cut is applied on this variable. Only muons with |d0| < 4 cm are used.





























































































































































































































































































































































































































































































































Fig. 5.22. Distributions for the |d0| of both leptons from the decay of the
same LL particle in Monte Carlo signal samples. From left to right, mX
= 20, 50, 150, and 350. From top to bottom, mH = 1000, 400, 200, and
120. The last line of plots is for the neutralino channel and the masses
are from left to right: (squark, neutralino) mass = (120, 48), (1000, 148),
(350, 148), (1500, 494). The generated cτ of each sample can be found
from Fig. 5.19.
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• /TKCosmics p100/Summer12-COSMC 53 PEAC pp-v1/GEN-SIM-RECO
The results are shown in Fig. 5.23, and a good agreement is found between measured























Fig. 5.23. Tracking efficiency from cosmics simulation compared with
MC-truth. A good agreement is found.
Tracking efficiency for displaced electrons
Sections 5.5.3 derives displaced tracking efficiency for muons. The tracking effi-
ciency for electrons is slightly lower than that of muons because of bremsstrahlung.
This is shown in Fig. 5.24, which compares the tracking efficiency of electrons and
muons from simulated X → 	+	−, where mH = 1000GeV/c2, mX = 350GeV/c2 and
cτ = 35 cm. In making this plot, only electrons and muons passing the generator-level
acceptance criteria listed in Section 5.3.1 are used, since only these have any chance
of being reconstructed. The track reconstruction efficiency shown is defined as the
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fraction of the time that within a cone of radius ΔR = 0.1 of the generated lepton,
there exists a reconstructed track passing the same pT and η requirements as used in
Section 5.3.1.
 [cm] xy L






















Fig. 5.24. Tracking efficiency from simulation for muons and electrons
from X → 	+	− as a function of the generated transverse decay length
of the X boson. Only leptons passing the acceptance criteria were used
to make this plot. In the case of the electrons, the results are shown
separately for electrons passing the high (low) ET requirement from the
acceptance criteria.
Since bremsstrahlung is caused by interaction of electrons with the tracker ma-
terial, the difference in efficiency between electrons and muons will be proportional
to the amount of such material. The material budget in the tracker is modelled in
simulation with an accuracy Δmat better than 10% [84], implying that the simulation
should also model the relative loss α in tracking efficiency caused by bremsstrahlung
at the 10% level. Hence, we can write an equation for α:
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εe = εμ · (1− α) . (5.1)
The relative systematic uncertainty on the tracking efficiency for electrons Δtrke













Figure 5.25 shows the value of the parameter α as a function of the generated
transverse decay length Lxy of the X bosons from simulated events. The value of α
Lxy [cm]











Fig. 5.25. The relative loss in tracking efficiency of electrons relative to
muons, corresponding to the parameter α, as a function of the transverse
decay length of X bosons in simulated events. The error bars shown give
the statistical uncertainty.
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appears fairly independent of the transverse decay length. To avoid being dominated
by the measured α values at high Lxy, where the statistics are poor, we compute
a weighted average of the α using the Lxy distribution of the signal sample. The
result is 〈α〉Lxy = 0.22. Using this value and Δmat = 0.1 in Eq. (5.3), we obtain
Δtrke = 2.9%. As this is the relative uncertainty on the tracking efficiency of a single
electron caused by bremsstrahlung effects, the corresponding systematic uncertainty
on the dielectron candidates is 5.8%.
5.5.4 Trigger efficiency measurement
The trigger efficiency is measured using the Tag and Probe method. In this
method, one looks for pairs of leptons coming from the decay of a resonance, chosen
here to be the Z boson. One of the two leptons (referred to as the Tag) is required to
pass tight lepton identification selection criteria, including the requirement to match
within ΔR < 0.5 with a single trigger object at a particular trigger threshold.
The other candidate (referred to as the Probe) is used to estimate the efficiency
that a lepton passing the offline selection cuts of the analysis (Section 5.3.1, apart
from trigger matching in the muon channel), would also match within ΔR < 0.5 with
one of the dilepton trigger objects used to select events in this analysis.
Muon trigger efficiency
The trigger used in the analysis for the muon channel is HLT L2DoubleMu23 -
NoVertex 2Cha Angle2p5. It requires two muons to be reconstructed using only
the muon chambers and does not impose any constraint on the primary vertex or
beamspot. The selection applied is in part the same as for HLT L2DoubleMu23 -
NoVertex where the muons must satisfy pT > 23GeV/c. On top of this it introduces
new selection criteria, namely the muons must have at least two chambers with hits,
and the 3D angle between them must be less than 2.5 radians. Because of this angle
cut, the trigger efficiency of the two muons is correlated. In the analysis, the cosine of
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the angle between the two muons is required to be at least -0.79. Fig. 5.26 shows the
efficiency to pass the HLT L2DoubleMu23 NoVertex 2Cha Angle2p5 trigger selection
as a function of the cosine of the angle between the two offline tracks. The efficiency
is computed taking Z boson dimuon decays passing the HLT L2DoubleMu23 NoVertex
trigger as denominator and those that pass the HLT L2DoubleMu23 NoVertex 2Cha -
Angle2p5 trigger as numerator. The figure shows that the cut applied in the analysis
is enough to remove the dependency of the efficiency on the angle between the two
muons, thus removing this source of correlation. Due to the implementation of the
trigger, we can only match the probe to its muons if there were at least two passing
the cuts. To measure the efficiency of HLT L2DoubleMu23 NoVertex 2Cha Angle2p5
trigger we split it into two parts. The first part corresponds to the efficiency of HLT -
L2DoubleMu23 NoVertex, and the second part is the efficiency of the extra chambers
and angle cuts.
The efficiency of a single leg of the trigger HLT L2DoubleMu23 NoVertex can be
estimated from the fraction of the probes that match, within a ΔR < 0.5, with a
trigger object from the trigger HLT L2DoubleMu23 NoVertex. It is also required that
the tag and the probe are separated by ΔR > 0.2 at the innermost muon chamber
layer, in order to avoid the region of low trigger efficiency from nearby muons. The
same cut is applied in the analysis for the muon channel. The tag is required to
match the IsoMu24 single muon trigger and we use the singleMu dataset for this
measurement.
The efficiency is extracted as a parameter from a simultaneous fit to the two ‘tag
and probe’ categories, where the probe is and where it is not matched to a single leg
of the HLT L2DoubleMu23 NoVertex path. The trigger efficiency of a single leg for
path HLT L2DoubleMu23 NoVertex is shown, integrated in pseudorapidity η and as a
function of the pT of the probe in Fig. 5.27.
For the second part of the efficiency we compute how many times events passing
HLT L2DoubleMu23 NoVertex pass also HLT L2DoubleMu23 NoVertex 2Cha Angle2p5.
We select and categorize events exactly as described before and we plot the resulting
205
efficiency as a function of the pT of one of the two muons. The muon chosen is the
one matched to the highest pT trigger object. Given the much worse pT resolution at
trigger level this essentially randomizes the choice of the muon. The pT distributions
of the selected muon and of the second muon are shown in Fig. 5.28 and they are
almost indistinguishable. The measurement is performed on the doubleMu dataset
and again in the vicinity of the Z boson mass. A simultaneous fit for passing and
failing events is done. The resulting distribution of efficiency as a function of the
probe pT is shown in Fig. 5.29.
Finally we combine the two efficiency parts by multiplying the square of the sin-
gle muon efficiency measured on HLT L2DoubleMu23 NoVertex with the chambers
and angle efficiency measured from the ratio of HLT L2DoubleMu23 NoVertex 2Cha -
Angle2p5 and HLT L2DoubleMu23 NoVertex events. We obtain an estimate of the
total efficiency of HLT L2DoubleMu23 NoVertex 2Cha Angle2p5. This is not an exact
estimate of the trigger efficiency for our signal models because it does not take into
account their kinematic distributions. However, by taking the square of the single leg
efficiency it maximizes the data-MC difference in each bin and it is therefore bigger
or equal than the possible variations in all signal samples. The biggest difference is
found to be 6.2% and this is taken as systematic uncertainty on the trigger efficiency.
The trigger software performs a cleaning step to reject tracks sharing any hit in
order to avoid spurious double-muon signatures generated by a single muon. This
leads to inefficiency for closely spaced pairs of muons. Fig. 5.30 shows the efficiency
for the trigger path HLT L2DoubleMu23 NoVertex 2Cha Angle2p5 as function of the
ΔR between the muons for data and simulation. However, the angular separation of
dileptons from Z boson decays is too large to allow them to be used to study this






























































(c) Data zoom on curve
pair_cosine


















(d) MC zoom on curve
Fig. 5.26. Efficiency as function of the cosine of the angle between the two
muons in the pair, for data (left) and MC (right). The bottom two plots
are a zoomed view on the turn-on portion of the curve. All plots are for
the path HLT L2DoubleMu23 NoVertex 2Cha Angle2p5.
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Fig. 5.27. Efficiency for a single leg of the HLT L2DoubleMu23 NoVertex


























Fig. 5.28. Distribution of the pT of the first and second muon in a dimuon
candidate passing HLT L2DoubleMu23 NoVertex. The muon candidates
pass the offline selection with the difference of being matched to trigger
objects from HLT L2DoubleMu23 NoVertex. The sample used is the DY-






















































Fig. 5.29. Efficiency for an event passing HLT L2DoubleMu23 NoVertex to
pass HLT L2DoubleMu23 NoVertex 2Cha Angle2p5 after offline selection
(apart from lifetime related cuts) is applied for data (left) and MC (right).
The component of the efficiency of HLT L2DoubleMu23 NoVertex 2Cha -
Angle2p5 measured in this case is the requirement of valid hits in at least
two muon chambers (excluding RPC) and of a 3D angle of less than 2.5
radians between the two muons. The pT shown is the one of the muon
matched to the first trigger object, as explained in the text.
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Fig. 5.30. Efficiency as function of ΔR for data (left) and MC (right) for
the path HLT L2DoubleMu23 NoVertex 2Cha Angle2p5. For the leftmost
point in the plots, the fit does not converge due to the small number of
events.
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Trigger efficiency for long-lived particles
To ensure that the efficiencies obtained from the Z boson sample, which contains
prompt electrons and muons, are valid for our signal sample as well, we also examine
the trigger efficiency in simulated signal events as a function of the mean lifetime
of the X boson. This study is performed at Monte Carlo generator level using a
sample with mH = 400GeV/c
2 and mX = 50GeV/c
2. Only LL particles passing the
acceptance criteria defined in Section 5.3.1 are used, since those failing these criteria
have no chance of being reconstructed offline, and so the trigger efficiency for them is
irrelevant. The sample is reweighted to obtain a variety of mean lifetimes following
the same procedure as used in the rest of the analysis. The results of this study are
shown in Fig. 5.31.
We observe that the electron efficiency changes by less than ± 1.5% over the
range of cτ values considered in our analysis, which is smaller than the systematic
for the trigger efficiency assigned in this channel; the change in the muon channel is
approximately ± 3%, significantly smaller than the assigned systematic, so we can
conclude that the existing systematic is adequate to cover the uncertainty from this
source.
5.5.5 Effect of higher-order QCD corrections
In the Higgs channel
The signal efficiency is sensitive to the modelling of the Higgs pT spectrum, which
may in turn be influenced by higher order QCD corrections. To study this effect,
we reweight the LO H pT spectrum from our signal sample to match the corre-
sponding Higgs pT spectrum evaluated at NLO [85]. For mH = 125GeV/c
2 and
mX = 20 (50)GeV/c
2 the signal efficiency changes by 5% (7%). This change is taken
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Fig. 5.31. Trigger efficiency as a function of mean lifetime for the electron
trigger (left) and muon trigger (right) used in our analysis.
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case. For larger H masses, the corresponding systematic uncertainty is below 0.5%,
and hence neglected.
In the neutralino channel
The two main production processes for q̃ at LHC are
• q + q → q̃ + q̃ , with t-channel exchange of a gluino,
• q + q → q̃ + q̃, with s-channel annihilation through a gluon.
In the MC samples used throughout the analysis, the gluino mass is set to 5TeV.
The MC simulation used for producing the neutralino samples is pythia, which uses
a LO approximation. To estimate the effect of higher order corrections on our results
we compute the NLO cross sections of the two processes by using the prospino
program [86]. The results for both pythia and prospino are shown in Table 5.13.
We rescale the relative fraction of the two production mechanisms in pythia to
the fraction given by the prospino NLO calculation. Figs. 5.32- 5.35 show the pT
spectrum and the relative contributions from the two production mechanisms as pro-
duced by pythia. They also show the pT spectrum after the reweighting of the two
contributions using the prediction from prospino. The variation of the efficiencies
between the original and the reweighted samples are shown in Table 5.14. The vari-
ations are typically at the per-mille level and within the statistical uncertainty. We
consider this effect to be negligible with respect to the other systematic uncertainties.
5.5.6 Background systematics
The plots shown in the preceding section are constructed from using the ‘rereco’
of the data (defined in Section 5.2). However, if we make similar plots using the
‘prompt’ data, which is known to have inferior tracker alignment, we observe a no-
ticeably greater difference in the |d0|/σd distributions in the signal and control regions.
This suggests that misalignment can affect our |d0|/σd distributions and hence our
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Table 5.13
Cross sections for the SUSY scenario where the only possible observable
signature at LHC is q̃q̃ and q̃q̃ both decaying to a lightest neutralino.
squark mass
120GeV/c2 350GeV/c2 1000GeV/c2 1500GeV/c2
q̃ -q̃ cross section prospino NLO 0.33 nb 1.9 pb 8.6 fb 0.55 fb
q̃ -q̃ cross section prospino NLO 2.26 nb 8.1 pb 5.8 fb 0.12 fb
total cross section prospino NLO 2.59 nb 10.0 pb 14.4 fb 0.67 fb
q̃ q̃ /q̃ q̃ cross section ratio prospino NLO 0.15 0.22 1.5 4.6
q̃ q̃ /q̃ q̃ cross section ratio prospino LO 0.03 0.13 2.8 10.3
q̃ q̃ /q̃ q̃ cross section ratio PYTHIA 0.0015 0.09 3.1 11.5
scale uncertainty prospino NLO [%] 15 16 13 15
Table 5.14
Efficiencies before and after reweighting.
mq̃ mχ̃01 cτ Dielectron channel Dimuon channel
(GeV/c2) (GeV/c2) (cm) Before reweighting After reweighting Before reweighting After reweighting
1500 494 16.0 0.202± 0.008 0.202± 0.009 0.22± 0.01 0.29± 0.01
1000 148 6.0 0.204± 0.009 0.206± 0.009 0.27± 0.01 0.27± 0.01
350 148 17.3 0.077± 0.006 0.080± 0.006 0.166± 0.008 0.163± 0.008









































Fig. 5.32. pT distribution for the neutralino sample with 1500GeV/c
2
squark mass and 494GeV/c2 neutralino mass. The left figure shows the
distribution generated by pythia and the contributions from the two
production mechanisms. The right figure shows the distribution from
pythia compared to the one reweighted to the prospino prediction of




































Fig. 5.33. pT distribution for the neutralino sample with 1000GeV/c
2
squark mass and 148GeV/c2 neutralino mass. The left figure shows the
distribution generated by pythia and the contributions from the two
production mechanisms. The right figure shows the distribution from
pythia compared to the one reweighted to the prospino prediction of


















































Fig. 5.34. pT distribution for the neutralino sample with 350GeV/c
2 squark
mass and 148GeV/c2 neutralino mass. The left figure shows the distribu-
tion generated by pythia and the contributions from the two production
mechanisms. The right figure shows the distribution from pythia com-
pared to the one reweighted to the prospino prediction of the relative





































Fig. 5.35. pT distribution for the neutralino sample with 120GeV/c
2 squark
mass and 48GeV/c2 neutralino mass. The left figure shows the distribu-
tion generated by pythia and the contributions from the two production
mechanisms. The right figure shows the distribution from pythia com-
pared to the one reweighted to the prospino prediction of the relative
fractions of the two production mechanisms.
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background estimate. While the misalignment is greatly reduced in the rereco, as we
see in Figure 5.13, there remains the possibility that residual misalignment effects,
not visible in this comparison, could affect our background estimate. Figure 5.14 also
suggests some misalignment effect, as there is otherwise no reason to expect different
distributions for ΔΦ > 0 and ΔΦ < 0. We thus need to assign a systematic to our
background estimate to account for this effect.
We start by quantifying the size of the misalignment in the prompt data (in which
some modules are known to be misaligned by up to 100μm). In order to do so, we take
a sample of muon tracks and measure the bias in the mean signed d0 and z0 of these
tracks (which, in an ideal detector, should be identically zero). We can then correct
the track impact parameters to remove this bias. To perform the bias measurement,
we select muons that form a dilepton vertex but with no cut on the χ2/ndof of that
vertex, with muon |d0| and |z0| < 500 μm. The mean d0 and z0 is then measured
in bins of θ and φ. In addition, since the average values vary over time during the
2012 run, we split the run into regions where the bias is approximately constant, and
derive corrections for each run region. Figure 5.37 shows how the mean bias in d0
changes over the 2012 running period. This is shown for both the prompt and the
rereco data. Figure 5.36 shows an example of the measured bias in d0 in bins of θ
and φ for run D of the rereco data. The run range 207883–208307 was known to have
larger misalignment effects compared with the rest of this run period in the prompt
data. The mean d0 has been calculated separately for this running period and has
not been included in the calculation of the mean bias in figure 5.36.
Figure 5.38 shows the effect of applying the impact parameter corrections to the
prompt data. We can see that the corrections significantly reduce the asymmetry
observed between the ΔΦ > 0 and ΔΦ < 0 regions.
Figure 5.39 shows the final distributions of |d0|/σd in the rereco data after the
impact parameter corrections are applied, which is the data that we use in our final
analysis. We can see that the two distributions agree quite well after the corrections.
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Fig. 5.36. The measured mean bias in the signed d0 for run D of the rereco
data in bins of θ and φ. Runs 207883-208307 are not included here.
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Fig. 5.37. Mean signed d0 as a function of run number. This is shown for
both the prompt data (top) and the rereco data (bottom).
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Fig. 5.38. Comparison of the tail cumulative distribution for |d0|/σd for
events with ΔΦ > 0 and ΔΦ < 0 before (left) and after (right) the d0 and
z0 corrections are applied for prompt data. The top row shows the results
in the dielectron channel, and the bottom the dimuon channel.
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Fig. 5.39. Comparison of the tail cumulative distribution for |d0|/σd for
events in the signal region (|ΔΦ| < π/2) and the control region (|ΔΦ| >
π/2) for the dielectron channel (left) and the dimuon channel (right) in
the rereco data, after the d0 and z0 corrections are applied.
223
By applying the impact parameter corrections to the rereco data, we can estimate
the systematic uncertainty due to misalignment. The details are described in Ap-
pendix J. In the end, to be conservative, we take a total systematic of 11% and 21%
in the electron and muon channels on the estimated amount of background.
We also employ a second approach to assess the systematics, which addresses
a potential issue with the preceding method, which is that the latter measures the
systematic uncertainty in the background normalisation at lower values of |d0|/σd
than are used in our standard selection requirement. In the data, the bias on the
track d0 due to misalignment is less than 5μm, whereas our |d0|/σd > 12 requirement
typically corresponds to a requirement on |d0| of approximately 180μm. This suggests
that misalignment should not be a significant effect at large |d0|/σd. Nonetheless, to
allow for the possibility that it might be, we employ the second approach; namely,
when computing our final limits, we do so twice, once with the impact parameter
corrections applied, and once without them, and then take the worse limits as our
final result. This should be conservative, given that as stated above, the impact
parameter corrections remove the majority of any asymmetry caused by misalignment.
In practice, the misalignment is so small that these two sets of limits are identical.
5.6 Limits
This section summarizes the results of the search for LL particles decaying to
dileptons.
5.6.1 Upper limits
Events from background sources are equally likely to populate the signal and
control regions, whereas any events arising from LL particles will populate almost
exclusively the signal region. In consequence, the presence of a signal in the data
would reveal itself as a statistically significant excess of events in the signal region
compared to the control region. After all selection requirements are applied, no events
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are found in the signal or control regions in either the electron or muon channel. There
is thus no statistically significant excess. The |d0|/σd distributions of events in the
signal and control regions were shown in Figs. 5.12 and F.7, respectively.
Figures 5.40 and 5.41 show the reconstructed dilepton mass and transverse de-
cay length, respectively, of selected candidates for both the dielectron and dimuon
channels in the signal region.
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Fig. 5.40. The reconstructed dilepton mass in the dielectron (left) and
dimuon (right) channels after all selection cuts have been applied. In
both channels the remaining background after all cuts is extremely small.
We set 95% confidence level (CL) upper limits on the signal processes using the
Bayesian method described in Ref. [87]. This is done using the statistics software
package developed by the CMS Higgs Group [88], which is based upon RooStats.
The limits are determined from a comparison of the number of events observed in the
signal region with the number expected in the signal plus background hypothesis.
The limit calculation takes into account the systematic uncertainties in the signal
yield, described in Section 5.5, by introducing nuisance parameters for each of the
uncertainties that are marginalized through an integration over their log-normal prior
225
 [cm]xyCandidate L





























 (8 TeV)-119.6 fb
CMS
 [cm]xyCandidate L





























 (8 TeV)-120.5 fb
CMS
Fig. 5.41. The reconstructed transverse decay length of the candidates in
the dielectron (left) and dimuon (right) channels, after all selection cuts
have been applied. In both channels the remaining background after all
cuts is extremely small.
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distributions. The expected number of background events μB in the control region,
and hence also in the signal region, is an additional nuisance parameter. It is con-
strained by the observed number of events NC in the control region. Its probability




exp(−μB), as can be shown using
Bayesian methodology assuming a flat prior in μB [87]. The expected background
in the signal region may differ from that in the control region, as a result of tracker
misalignment. This is taken into account as described in Section 5.4, by including a
systematic uncertainty in it, and by evaluating the limits twice, once with and once
without correcting the track impact parameters for tracker misalignment, and taking
the worse of these two sets of limits as the result.
If a genuine signal were present, it would give rise to an excess of events in the
signal region with an expected number of:
μS = Lσ
[











where L is the integrated luminosity, ε(1,2) are the signal efficiencies defined in
Section 5.3.2, σ is the production cross section of H → XX (or q̃q̃ + q̃q̃) and B
is the branching fraction for the decay X → 	+	− (or q̃ → qχ̃0, χ̃0 → 	+	−ν). The
parameter f is the mean number of signal events expected to fall in the control region
for each signal event in the signal region. This fraction is very small, being less than
3% for all the X → 	+	− samples and less than 5% for all the χ̃0 → 	+	−ν samples
considered here. Its effect is to reduce slightly the effective signal efficiency, by causing
some of the signal to be misinterpreted as background. One expects ε2 ≥ 1−(1−ε1)2,
where the two terms are equal if the efficiency to select each of the two LL particles
in an event is independent of the other, or the first term is larger if the presence
of one LL particle increases the efficiency to select the other (as can happen if one
lepton from each causes the event to trigger). Assuming ε2 = 1− (1− ε1)2, which is







(1− f) . (5.5)
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Since μS in Eq. (5.5) depends not only on σB, but also on B, the upper limits
on σB depend on the assumed value of B, scaling approximately as the expression
1/[1− 1
2
Bε1]. The upper limits are thus best for low values of B, though the dependence
of the limits on B is fairly small, particularly if ε1 is small.
For each combination of the H and X boson masses listed in Table 5.3, and for
a range of X boson lifetimes, 95% CL upper limits on σ(H → XX)B(X → 	+	−) are
calculated. The observed limits for the dielectron and dimuon channels are shown
in Figs. 5.42 and 5.43, respectively. The worse limits for the muon channel in the
mH = 1000GeV/c
2, mX = 20GeV/c
2 case are caused by poor trigger efficiency, and
associated ΔR requirement, for nearby muons. The corresponding limits on σ(q̃q̃ +
q̃q̃)B(q̃ → qχ̃0, χ̃0 → 	+	−ν) are shown in Fig. 5.44. The solid curves in these plots
show the limits which are valid for B = 1, whilst the dotted curve shows limits valid
for Bε1  1. There is negligible difference between them, except for the highest Higgs
or squark masses, when the efficiencies are largest. For intermediate values of B, the
limit will lie between the solid and dotted curves. The shaded bands in all these plots
show the ±1σ range of variation of the expected 95% CL limits.
To check that the observed limits are sensible, one can also place 95% CL upper
limits on the expected number of signal events in the signal region μS. In all cases,
this limit is close to 3.0, as one would naively expect, given zero observed events.
Limits for different X boson lifetime to those which were simulated are obtained by
reweighting the lifetime distribution of one of the generated samples and recalculating
the signal efficiencies at the new lifetime. Reweighting the lifetime of a sample to
a longer lifetime results in large weights, from events in the tails of the lifetime
distribution, having to be applied. This causes the calculated signal efficiencies to
become unstable. Therefore, samples are only reweighted to smaller lifetimes. For a
limit at a given lifetime, the sample with the generated lifetime closest to the lifetime
being considered is used. The limit at a given lifetime is not plotted if the statistical
uncertainty in the signal efficiency exceeds 30%.
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There is one exception where the lifetime of a sample is reweighted to longer
lifetimes. The lifetime distribution of the samples generated with the largest lifetime,
where the mean transverse decay length of the long-lived particles are approximately
200cm, means that many exotics will decay well beyond the tracker. The exponential
lifetime distributions of these samples can be truncated at a value of cτ , such that
there is zero efficiency for an exotic with a longer lifetime to be reconstructed. By
using this truncated lifetime distribution, the sample can be reweighted to longer
lifetimes without suffering from instabilities in the calculated signal efficiencies due
to large event weights.
At
√
s = 8TeV, the theoretical cross sections for SM Higgs boson production
through the dominant gluon-gluon fusion mechanism are 19.3, 7.1, 2.9, and 0.03 pb
for Higgs boson masses of 125, 200, 400, and 1000GeV/c2, respectively [89]. The
theoretical cross sections for q̃q̃ + q̃q̃ production are 2590, 10, 0.014, and 0.00067 pb
for q̃ masses of 120, 350, 1000, and 1500GeV/c2, as evaluated with the prospino
generator [90] assuming a gluino mass of 5TeV/c2. The observed limits on σB are
usually well below these theoretical cross sections, implying that nontrivial bounds
are being placed on the decay modes involving LL particles.
Figures 5.45 and 5.46 show for the dielectron and dimuon channels, respectively,
the limits on σ(H → XX)B(X → 	+	−)A(X → 	+	−), where A is the acceptance
defined in Section 5.3.2.
Figure 5.47 shows the corresponding limits on σ(q̃q̃ + q̃q̃)B(q̃ → qχ̃0, χ̃0 →
	+	−ν)A(q̃ → qχ̃0, χ̃0 → 	+	−ν). These limits within the acceptance region show
substantially less dependence on the Higgs boson and X boson masses and the lifetime
of the X boson. They are also less model dependent, as can be seen by the fact that the
limits on σBA are similar for X → 	+	− and χ̃0 → 	+	−ν. The residual dependence
of the limits on lifetime is due to the |d0|/σd > 12 requirement at small lifetimes;
whereas at longer lifetimes, it is caused by the fact that, even within the acceptance
region, the tracking efficiency falls for leptons produced far from the beam-line with
very large impact parameters.
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Fig. 5.42. The 95% CL upper limits on σ(H → XX)B(X → e+e−) for
Higgs boson masses of 1000GeV/c2 (top left), 400GeV/c2 (top right),
200GeV/c2 (bottom left), and 125GeV/c2 (bottom right). In each plot,
results are shown for several different X boson masses. Shaded bands
show the ±1σ range of variation of the expected 95% CL limits.
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Fig. 5.43. The 95% CL upper limits on σ(H → XX)B(X → μ+μ−)
for Higgs boson masses of 1000GeV/c2 (top left), 400GeV/c2 (top right),
200GeV/c2 (bottom left), and 125GeV/c2 (bottom right). In each plot, re-
sults are shown for several different X boson masses. Shaded bands show
the ±1σ range of variation of the expected 95% CL limits.
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Fig. 5.44. The 95% CL upper limits on σ(q̃q̃ + q̃q̃)B(q̃ → qχ̃0, χ̃0 →
	+	−ν) for the electron (left), and muon (right) channels, as a function of
the neutralino lifetime. Shaded bands show the ±1σ range of variation of
the expected 95% CL limits.
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Fig. 5.45. The 95% CL upper limits on σ(H → XX)B(X → e+e−)A(X →
e+e−) for Higgs boson masses of 1000GeV/c2 (top left), 400GeV/c2 (top
right), 200GeV/c2 (bottom left), and 125GeV/c2 (bottom right). In each
plot, results are shown for several different X boson masses. Shaded bands
show the ±1σ range of variation of the expected 95% CL limits.
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Fig. 5.46. The 95% CL upper limits on σ(H → XX)B(X → μ+μ−)A(X →
μ+μ−) for Higgs boson masses of 1000GeV/c2 (top left), 400GeV/c2 (top
right), 200GeV/c2 (bottom left), and 125GeV/c2 (bottom right). In each
plot, results are shown for several different X boson masses. Shaded bands
show the ±1σ range of variation of the expected 95% CL limits.
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Fig. 5.47. The 95% CL upper limits on σ(q̃q̃ + q̃q̃)B(q̃ → qχ̃0, χ̃0 →
	+	−ν)A(q̃ → qχ̃0, χ̃0 → 	+	−ν) for the electron (left), and muon (right)
channels, as a function of the neutralino lifetime. Shaded bands show the
±1σ range of variation of the expected 95% CL limits.
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For H or X boson (or q̃ or χ̃0) masses other than those plotted in Figs. 5.45–
5.47, the exact limit is not known, since no simulated signal samples are available with
which to determine the signal selection efficiency. However, one can infer approximate
limits for other masses, provided the latter lie within the range of the simulated
samples. For example, for mH = 1000GeV/c
2, it should be safe to assume that the
limits for mX = 170GeV/c
2 would be at least as good as the weaker of the limits for
mX = 150GeV/c
2 and mX = 350GeV/c
2. The limits on σBA show very little mass
dependence, allowing such interpolations to be made with confidence.
5.6.2 Limits on similar models with long-lived exotica
Although the limits described above are determined in the context of two specific
models, the analysis is sensitive to any process in which a LL particle is produced and
subsequently decays to a final state that includes dileptons. To place approximate
limits on this more general class of models, one should use the limits within the
acceptance region (i.e. on σBA), because of their smaller model dependence. In most
signal models in which each event contains two identical LL particles that decay in
this way, the limits on σBA shown in Figs. 5.45–5.47 should remain approximately
valid. (The variation amongst the limit curves shown in these plots for different signal
models and particle masses gives an indication of the accuracy of this statement.)
However, four effects can introduce a model dependence into the efficiency to
select signal inside the acceptance criteria, and so render these limits inaccurate:
(i) Even within the acceptance requirement Lxy < 50 cm, the lepton reconstruction
efficiency depends on both the impact parameters of the lepton and the radial and
z-coordinates of its production point relative to the primary vertex. It decreases
for larger values of these parameters. The lepton selection efficiency also decreases
for small transverse impact parameters, due to the selection requirement |d0|/σd >
12, which since σd ≈ 15μm for high pT leptons, makes the analysis insensitive to
leptons with |d0|  180μm. (ii) The requirement that the dilepton mass should
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exceed 15GeV/c2, and the additional requirement in the dimuon channel that the
two muons should have ΔR > 0.2, makes the analysis insensitive to models in which
the two leptons are close together. (iii) Models in which the parameter f is large, for
example because the LL particle is slow moving and has a high decay multiplicity, will
have worse limits. If this parameter is estimated from simulation, the corresponding
worsening of the limit can be inferred from Eq. (5.5). (iv) The leptons are assumed
to be isolated.
In models where each event contains only one LL particle that can decay to dilep-
tons (plus optionally additional particles), the expected number of selected signal
events for given σB will be up to a factor of two lower, and so the limits on σBA will
be up to a factor of two worse than shown in Figs. 5.45–5.47.
The acceptance A for any given model can be determined with a generator-level
simulation, allowing limits on σBA to be converted to limits on σB. The following
example illustrates this. The limits on σ(H → XX)B(X → 	+	−) quoted above are for
H bosons produced through gluon-gluon fusion. If the H bosons were instead produced
by the sum of all SM production mechanisms, their momentum spectra would be
slightly harder. For mH = 125GeV/c
2, the acceptance would then be larger by a
factor of approximately 1.18 (1.12) for mX = 20 (50) GeV/c
2, with a corresponding
improvement in the limits on σB. The change is smaller for larger H boson masses.
5.7 Search for long-lived particles decaying to final states that contain
dimuons reconstructed using only the muon chambers
5.7.1 Introduction of StandAlone Muon based analysis
In this section, we present a new search for long-lived neutral particles decaying
to muon pairs reconstructed using only the muon chambers (StandAlone Muon) of
the CMS detector, with the same data for the tracker-based search in the previous
sections. This StandAlone Muon based analysis is fully complementary to the tracker-
based analysis in that the displaced muons reconstructed by the muon chambers that
237
are matched to the tracker tracks are rejected. That is, the set of events passing the
full selection of the analysis does not overlap with the one satisfying the selection
criteria of the tracker-based analysis. But the two analyses investigate the same sig-
nal models and utilize similar techniques for event selection, background estimation,
evaluation of systematic uncertainties, and upper limit calculations.
Although the tracker-based analysis benefits from the precision with which tracks
are measured in the silicon tracker, the major limitations comes from the fact that
the reconstruction efficiency for a track in the silicon tracker is essentially zero for
tracks with transverse impact parameter (d0), the closest distance between the track
and the interaction point in the transverse plane of the detector, greater than 40 cm.
The tracker-based analysis has little sensitivity to particles with longer lifetimes. On
the other hand, the muon chambers give non-vanishing reconstruction efficiency even
a few meters away from the interaction point. Therefore, the muon chambers can
be used to extend the lifetime sensitivity of this analysis. Note, however, that the
muon chambers have a much lower muon pT resolution and higher level of cosmic
muon background compared to the tracker-based analysis. Importantly, the double
muon trigger that is used to collect the events has a vanishing efficiency beyond 2.5
meters of the collision point in the transverse plane. Hence, the effective range of the
analysis is 2.5 meters, which is only halfway through the muon chambers.
5.7.2 Event reconstruction and selection
By design, the analysis does not use the silicon tracker information in muon track
reconstruction. Muon candidates are reconstructed utilizing only the hits in the muon
chambers and a final refit step is applied to minimize possible biases from a loose
beamspot constraint in the seeding step. We will refer to them as refitted stand-alone
(RSA) muons.
We require the RSA muons to satisfy pT > 26GeV/c and pseudorapidity, |η| < 2.
The momentum threshold is slightly higher than the corresponding trigger require-
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ment, which is pT > 23GeV/c, to ensure that the trigger has a good efficiency and its
systematic uncertainty is minimal.
A distinctive track rejection step is applied to make the analysis fully complemen-
tary to the tracker-based analysis described in the previous sections and to exclude
prompt muons in the most effective way. All muons reconstructed in the muon cham-
bers are rejected if they can be matched to a track reconstructed in the silicon tracker
with pT > 10GeV/c. The matching is done by extrapolating the track from the silicon
tracker to the muon’s innermost hit in the muon system. The track and the muon are
considered matched if ΔR (where ΔR =
√
Δφ2 +Δη2 between the innermost hit of
the muon and the extrapolated position of the tracker track in the muon chambers)
is less than 0.1. The pT requirement on the tracker tracks is relaxed compared to to
account for the low pT resolution of RSA muons. Loosening this requirement further
does not lead to the removal of extra prompt events in data. No overlap is found in
the events selected by the two analyses when applying their full selection to all signal
MC samples.
To select muons of good quality, the fit of the hits in the muon chambers to build
each muon track should meet the condition χ2/dof < 2. Each muon must have at least
3 muon stations with at least a valid hit. Given non-negligible cosmic muon contami-
nation, each muon is also required to have at least 17 valid hits (DT+CSC+RPC) as
a sanity check since in most cases out-of-time muons with cosmic origin tend to have
lower number of valid hits compared to in-time muons, that is, muons arising from
pp collisions. Finally, muons should have a transverse impact parameter significance,
|d0|/σd > 4, where |d0|/σd is the ratio of the transverse impact parameter to its error
evaluated with respect to the highest pT primary vertex in the event. For muons
passing this selection, except the track rejection step, the typical d0 resolution is of
∼ 2cm and the typical relative pT resolution is ∼ 40%.
Non-isolated muons, such as those produced from a semileptonic b decay, can
have a significant impact parameter and represent a possible source of background.
However, the track rejection step suppresses this source of background and no ad-
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ditional isolation requirement is necessary. The absence of an isolation requirement
makes this analysis sensitive to models producing highly displaced b quarks, such as
long-lived particles decaying to bb̄ where the two b produce a muon each. Due to the
softness of the pT spectrum and to the fact that the muons are not collinear with the
original direction of flight of the b quark the sensitivity to models as X → bb̄ is not
competitive with other direct searches for displaced jets, such as [91].
The long-lived (LL) particle candidates are formed by pairing all muons in the
event in all possible combinations. There is no opposite charge requirement enforced
when building the dimuon candidates to eliminate the unfavourable effect of charge
mis-measurement by the muon system. The efficiency of correctly signed muons
drops as a function of the generated muon pT and as a function of the generated
muon d0. The efficiency goes down to around 80% when the generated d0 > 50 cm,
which suggests the opposite charge requirement should not be applied in this analysis.
When one muon is shared among more than one LL candidate we only keep the LL
candidate with the smallest χ2/dof of the secondary vertex, which two muon tracks
are fitted to. The procedure avoids the double counting of muons.
We discard dimuons consistent with coming from J/ψ and Υ decays and γ con-
versions by requiring an invariant mass greater than 15GeV/c2. Although the tracker
track rejection step should already remove this background, the minimum mass cut is
kept as a sanity check. The two muon tracks are required to form a secondary vertex
with χ2/dof < 4. The angular difference in the azimuthal plane, ΔΦ, between the
dimuon momentum vector and the vector from the primary vertex to the dilepton
vertex should satisfy |ΔΦ| < π/2, where ΔΦ is measured in the range −π < ΔΦ < π.
The region, |ΔΦ| < π/2, is called signal region and the one with |ΔΦ| > π/2 is defined
as control region. The control region should be signal-free, whereas the background
should be symmetrically distributed in both regions.
A significant amount of background arises from cosmic rays, which may be re-
constructed as back-to-back muons that are often displaced from the primary vertex.
Such events should, in principle, be removed at trigger level. However, the trigger
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requirement cos(α) > −0.8 is tightened to cos(α) > −0.75, where α is the 3D opening
angle between the two muons. Furthermore, a dimuon candidate can also be recon-
structed from half a cosmic and another (fake or real) muon in the event. To remove
these combinations, candidates are rejected when one of the two muons is back-to-
back (cos(α) ≤ −0.75) to a third muon in the same event that is not included in
another dimuon candidate.
The double muon trigger efficiency becomes difficult to model when the two muons
are very close to each other. Hence, it is required that the two muons are separated by
ΔR > 0.2. Finally, LL candidates should have a transverse decay length significance
of Lxy/σLxy > 12, where Lxy is defined as the distance between the primary and the
secondary vertices in the transverse plane. The Lxy resolution is appoximately 3 cm.
We generate the signal to be within the CMS detector acceptance region given by:
• The generated transverse decay length Lxy of the LL particle must be < 500 cm.
• The generated muon pseudorapidity must be |η| < 2.
• The generated muon momentum must satisfy pT > 26GeV/c.
This defines a region where it is possible to reconstructed long-lived particle decays
in CMS. We call acceptance (A) the fraction of long-lived particle decays that fall in
the acceptance region.
Figure 5.48 demonstrates that our analysis is mostly sensitive to LL particles
with long lifetimes while being completely insensitive to prompt events. That plot
also suggests that although RSA muons have non-null reconstruction efficiency up to
5 meters away from the beam spot in the transverse plane. The effective range of the
analysis is restricted to 2.5 meters since the dimuon trigger efficiency vanishes around
that distance. The inefficiency of the trigger is due to a bias in the reconstructed
muon pT as a function of the transverse impact parameter. This bias causes the
pT requirement of the trigger to be inefficient for longer decay lengths. The modest







































































Fig. 5.48. (Left) The efficiency to find muons from long-lived particles
decays as a function of the generated Lxy. (Right) The efficiency computed
only for particles decaying within the detector acceptance. Although the
RSA muon reconstruction efficiency is non-null up to ≈ 5 meters in the
transverse plane, the effective range of the analysis is up to 2.5 meters
in the transverse plane due to the trigger efficiency. The signal sample
shown on the diagram has the following mass points: MH = 1000GeV/c
2
and MX = 350GeV/c
2 with cτ = 350 cm.
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No event in data passes the full selection in the control region of the analysis.
This implies that the number of expected background events in the signal region of
data is zero as well, given the established symmetry between the two regions. The
systematic uncertainty from the expected background is estimated in Section 5.5.6.
The selection efficiency and the limits are determined in terms of the number of
events passing our selection, rather than the number of the dimuon candidates. The
full signal efficiency is simply the ratio of the total number of generated events to
the number of events in which at least a LL candidate passes the full selection. It is
computed separately for two different cases. In the first case, the events that have
only one generated LL particle (X or χ̃0) decaying to muons give the efficiency ε1;
whereas the efficiency for the events in which two LL particles decay to muons is
denoted by ε2. The efficiencies are estimated by reweighting the generated events
with respect to the generated lifetimes.
5.7.3 Signal and background systematic uncertainties
There are three main classes of systematic uncertainty in this analysis. These
are the uncertainty on the integrated luminosity (Section 5.5.1), the uncertainty in
the signal selection, and the uncertainty that arises when deriving the background
estimate.
Signal systematic
The dominant systematic uncertainties in the analysis are associated with the
signal efficiency and are caused by uncertainties in the trigger and reconstruction ef-
ficiencies of the displaced RSA muons and by the pileup modelling in the simulation.
A summary of the sources of systematic uncertainty affecting the signal efficiency is
presented in Table 5.15, which is further explained in Appendix K. In addition, we
consider the effect of pileup on the cosmic muon and tracker track rejection cuts and
the effect of RSA muon pT resolution. They appear to be negligible and we do not
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assign any additional systematic uncertainty, as detailed in Appendix K. Additional
systematics from the parton distribution function sets, the renormalisation and fac-
torisation scales used in generating simulated events, and the effect of higher order
QCD corrections are described in Section 5.5.5.
Table 5.15
Systematic uncertainties related to the signal selection. The uncertainty




Tracking efficiency from cosmics 18%
Trigger efficiency 17%
Parton distribution functions < 1%
Renormalisation and factorisatino scales < 0.5%
NLO effects 5− 7%
Background systematic
The background symmetry is confirmed for data by comparing the Lxy/σLxy tail-
cumulative distribution in the signal region with that in the control region at modest
Lxy/σLxy and |d0|/σd values where the data is background-dominated. Similarly, the
study is also repeated using simulated background events, though the distribution
is not expected to have similar normalization as in data since background MC sam-
ples do not fully describe the data. For both studies, the full selection except the
Lxy/σLxy cut is implemented and the cut on the minimum |d0|/σd is reversed, min-
imum |d0|/σd < 4. Note that this requires only the smallest of the two |d0|/σd to
be less than four, while no explicit requirement is made on the biggest of the two.
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The Lxy/σLxy tail-cumulative plot for data excludes the region Lxy/σLxy > 6 where
potential signal events might appear.
Figure 5.49 shows the tail-cumulative distributions (i.e., the integral from the cut
value on the horizontal axis to infinity) of Lxy/σLxy in the signal and control regions for
both data and simulated background events. Additionally, the discrepancy between
control and signal regions is expressed in terms of the combined uncertainty for each
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Fig. 5.49. Comparisons of Lxy/σLxy tail-cumulative distributions between
signal, |ΔΦ| < π/2, and control, |ΔΦ| > π/2, regions for both data
(upper left) and background MC samples (upper right). The full selection
is applied with the exception of the Lxy/σLxy cut. The |d0|/σd cut is
reversed to |d0|/σd < 4. The plots on the bottom left and the bottom right
show the statistical significance of the difference between the two regions
for data and MC, respectively. The Lxy/σLxy > 6 region is excluded in
data to avoid the possible signal contamination.
Since we estimate the background from the control region, a possible source of sys-
tematic uncertainties are differences between the background distributions in the sig-
nal and control regions. To quantify this systematic uncertainty, a fit to the Lxy/σLxy
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distribution is performed in the control region and in a background dominated part of
the signal region. The fit functions are extrapolated to high Lxy/σLxy values and are
used to estimate the expected background for Lxy/σLxy > 12. The difference of these
estimates from the fit in the control and in the signal regions is taken as systematic
uncertainty. There is not enough statistics to perform a meaningful fit of the Lxy/σLxy
distribution after the full selection. To increase the avaialable statistics we relax the
selection on the number of valid muon stations. Instead of requiring at least 3 valid
stations on both muon candidates in a LL particle candidate we require for one of the
muons candidates to have at least 3 and the other to have at least 2. Since the muon
chambers are very far from the region where we are able to reconstruct secondary
vertices the decrease in the number of valid stations is not associated to muons being
produced inside the muon chambers. Instead, we are selecting a set of slightly lower
quality muons. The rest of the selection is still applied and the normalized track χ2
and vertex χ2 cuts ensure that the candidates we collect still have an overall good
quality. We utilize the sample obtained by relaxing the cuts only to fit the shape
of the Lxy/σLxy distribution. An exponential fit is performed in the range from 3 to
9. The minimum threshold is set to avoid the drop at low Lxy/σLxy caused by the
|d0|/σd cut while the upper threshold is applied to avoid possible signal contamination
in the fit. To obtain an estimate of the expected background events for Lxy/σLxy > 12
after the full selection, we normalize the fitted function to the number of observed
events in the corresponding Lxy/σLxy range after the full selection is applied. In the
range 3 < Lxy/σLxy < 9 we observe 3 events both in the control and in the signal
region after the full selection. The same number of events is also observed in the
control region when considering Lxy/σLxy > 3. After the normalization we estimate
an expected 0.028 events in the signal region and 0.023 events for the control region
for Lxy/σLxy > 12. The relative difference of the two estimates is 16%. To take into
account the possibility of statistical fluctuations in the observed number of events we
double the normalization of the signal fit function to obtain an estimated background
of 0.056 events, and to a relative difference from the control region estimate of 58%.
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In the control region we also perform a fit in the range Lxy/σLxy > 3 from which
we can estimate 0.028 background events for Lxy/σLxy > 12. Using this number we
would estimate a negligible relative difference for the baseline case and 50% for the
case where we double the background estimated from the fit in the signal region.
We take the largest of all the relative differences, 58%, as our nominal systematic
uncertainty.
5.7.4 StandAlone Muon based limits
The 95% CL upper limits are calculated for all mass points of H → XX signal
samples as a function of X boson lifetime. The expected limits are illustrated in the
plots in Figure 5.50. The analysis is least sensitive to the MH = 125GeV/c
2 case
due to the low signal selection efficiencies in particular when MX = 20GeV/c
2. The
corresponding limits on σ(q̃q̃ + q̃q̃)B(q̃ → qχ̃0, χ̃0 → 	+	−ν) are shown in Fig. 5.51.
The limits improve as the decay lifetime increases, as expected, since the analysis
has a negligible sensitivity for transverse decay lengths less than 40 cm. The shaded
bands in these limit plots represent the ±1σ range of variation of the expected 95%
CL limits.
The same lifetime reweighting procedure is applied as in Section 5.6.1 to obtain
the upper limits on σB. The signal efficiency for a given lifetime is estimated by
reweighting the lifetime distribution of the sample that has the closest generated
lifetime value to the one for which the estimation is performed. If the uncertainty in
the signal efficiency being recomputed is greater than 40%, the upper bound for that
lifetime is discarded.
5.8 Combined limits
Since the StandAlone muon based analysis and tracker-based analysis are orthog-
onal in the sense that there is no overlap in the events selected by the two analyses.
The results are combined to yield the best possible exclusion limits. To produce the
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Fig. 5.50. 95% CL upper limits on σ(H → XX)B(X → 	+	−) for MH0 =
1000GeV/c2, 400GeV/c2, 200GeV/c2 and 125GeV/c2 with various X mass
points. The limits derived for Bε1  1 are illustrated by the solid curves,
whereas the dotted curves represent those for B = 1 (the dotted curves
are difficult to discern due to the overlap with the solid curves). Shaded
bands show the ±1σ range of variation of the expected 95% CL limits.
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Fig. 5.51. The 95% CL upper limits on σ(q̃q̃ + q̃q̃)B(q̃ → qχ̃0, χ̃0 →
	+	−ν) for the muon channel as a function of the neutralino lifetime. The
limits derived for Bε1  1 are illustrated by the solid curves, whereas the
dotted curves represent those for B = 1 (the dotted curves are difficult to
discern due to the overlap with the solid curves). Shaded bands show the
±1σ range of variation of the expected 95% CL limits.
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combination, we use the same framework that was used to compute the exclusion
limits. The two analyses are treated as independent measurement channels of the
same physics signal.
All the systematic uncertainties of the two channels are uncorrelated except for
the integrated luminosity (fully correlated) and the trigger efficiency (partially corre-
lated). For the trigger efficiency correlation we take the most conservative assump-
tion when computing the combined expected limits. The tracker tracking efficiency
systematic uncertainty is also partially anticorrelated because of the tracker track
rejection cut applied in the muon chambers-based analysis. However, if this cut is re-
moved, there is at most 2% overlap in the set of events satisfying the selection criteria
of both analyses (relative to the RSA-based analysis), meaning that only about 2% of
the systematics is correlated. We consider this effect to be negligible and we assume
no correlation for the systematic uncertainty on the tracker tracking efficiency.
The results of the combination are shown in Figure 5.52 for the H → XX and
in Figure 5.53 for the q̃ → qχ̃0, χ̃0 → 	+	−ν. Figure 5.54 shows the comparison
of the upper limits for the tracker-based analysis, the RSA-based analysis, and the
combination of the two for the H → XX and the q̃ → qχ̃0, χ̃0 → 	+	−ν for two
example mass points. The comparisons are similar for the other mass points. The
limits coincide with the ones from the tracker-based analysis for lower lifetime values,
where the tracker-based analysis dominates the efficiency. For higher lifetime values
the exclusions are significantly improved by the combination, up to a factor of two.
5.9 Summary
A search has been performed, using pp collision data collected at
√
s = 8TeV, for
long-lived particles that decay to a final state that includes a pair of leptons (e+e−
or μ+μ−) reconstructed in silicon tracker. No such events have been seen. Another
search using only the muon chambers has also been performed with the same data
samples, which extends the scope of silicon tracker based analysis. Quantitative limits
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Fig. 5.52. Combined 95% CL upper limits on σ(H → XX)B(X → 	+	−) for
all H mass values of 1000GeV/c2, 400GeV/c2, 200GeV/c2 and 125GeV/c2
with various X mass points. The limits derived for Bε1  1 are illustrated
by the solid curves, whereas the dotted curves represent those for B = 1
(the dotted curves are difficult to discern due to the overlap with the solid
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Fig. 5.53. Combined 95% CL upper limits on σ(q̃q̃+q̃q̃)B(q̃ → qχ̃0, χ̃0 →
	+	−ν) for the muon channel as a function of the neutralino lifetime. The
limits derived for Bε1  1 are illustrated by the solid curves, whereas the
dotted curves represent those for B = 1 (the dotted curves are difficult to
discern due to the overlap with the solid curves). Shaded bands show the
±1σ range of variation of the expected 95% CL limits.
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Fig. 5.54. Comparison of the upper limit for the tracker-based analysis,
the RSA-based analysis and the combination of the two for the H → XX
for MH = 1000GeV/c
2 and MX = 350GeV/c
2 (left) and for the q̃ →
qχ̃0, χ̃0 → 	+	−ν for Mq̃ = 350GeV/c2 and Mχ = 148GeV/c2 (right).
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have been placed on the product of the cross section and branching fraction of such a
signal in the context of two specific models. In the first model, a Higgs boson, in the
mass range 125–1000GeV/c2, decays into a pair of X bosons in the mass range 20–
350GeV/c2, each of which decays to dileptons. The upper limits obtained are typically
in the range 0.2–10 fb for X bosons with lifetimes in the range 0.01 < cτ < 100 cm, but
weaken to 2–50 fb for the lowest considered Higgs mass of 125GeV/c2. In the second
model, events contain a pair of squarks, each of which decays to a long-lived neutralino
χ̃0, which subsequently decays to e+e−ν or μ+μ−ν. In this case, the upper limits are
typically in the range 0.2–5 fb for χ̃0 lifetimes in the range 0.1 < cτ < 100 cm and
squark masses above 350GeV/c2. For a lower squark mass of 120GeV/c2, the limits
are typically a factor of ten weaker. These limits are the most stringent in these
channels to date. To allow the results to be reinterpreted in the context of other
models, limits are also presented within the detector acceptance, rendering them less
model dependent. The expected upper limits for the StandAlone muon based analysis
and the tracker-based analysis are comparable for longer lifetimes. Given that the
two analyses are fully orthogonal, combined upper limits are presented which provide
the most stringent limits for this kind of search in the dimuon channel so far.
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6. SEARCH FOR THE B → μ+μ− RARE DECAYS
(PARALLEL ANALYSIS)
One of the most important goals in B physics since the 1980’s has been the observation
of B0s → μ+μ− which is very sensitive to the presence of Beyond Standard Model
physics. There have been many searches for the process and all of them have resulted
in an upper limit. This is because, until now, the experimental sensitivity has not
been great enough to detect the process.
With the full LHC data, both the LHCb and CMS experiments have sufficient
sensitivity to observe B0s → μ+μ− if it occurs at the rate expected in the Standard
Model. Though the analysis is difficult as the branching fraction is extremely small
and backgrounds are from several sources and are non-negligible.
Usually CMS has a single team performing each B physics analysis. But for
B0s → μ+μ− , given the importance of the analysis, once a small analysis team had
produced a preliminary internal result in order to ensure that the result was reliable
the Purdue team was asked to perform an independent analysis with independent
software. The independent analysis proved to be very valuable. It identified incorrect
procedures in the initial analysis. After these has been corrected the two analyses
were in good agreement. This chapter describes the independent analysis. The CMS
result for B0 → μ+μ− and B0s → μ+μ− was published in 2013 [6].
6.1 Datasets
In the independent analysis we focus on the 2012 data and simulation only. The
datasets used are shown in Table 6.1.
The analysis is based on a boosted decision tree (BDT) algorithm to select B0s →
μ+μ− events from the background. A preselection is applied to the data and MC
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Table 6.1
Datasets and global tags used in the parallel analysis.
Official MC datasets global tag
/BsToMuMu EtaPtFilter 8TeV-pythia6-evtgen
START53 V7G
Summer12 DR53X-PU S10 START53 V7C-v1/AODSIM
Data global tag
/MuOnia/Run2012A-13Jul2012-v1/AOD FT53 V10A AN3
/MuOnia/Run2012A-recover-06Aug2012-v1/AOD FT53 V10A AN3
/MuOnia/Run2012B-13Jul2012-v1/AOD FT53 V10A AN3
/MuOnia/Run2012C-24Aug2012-v1/AOD FT53 V10A AN3
/MuOnia/Run2012C-PromptReco-v2/AOD GR P V43
/MuOnia/Run2012D-PromptReco-v1/AOD GR P V43
/MuOnia/Run2012D-16Jan2013-v1/AOD FT P V43E AN4
samples to reduce the size and remove outliers that might confuse the BDT training.
The signal is taken from the B0s → μ+μ− MC sample, while the background is taken
from the sidebands in the data sample.
6.2 Variables definition
The primary vertex (PV) associated to the dimuon candidate is selected as the PV
closest in z to the extrapolated direction of the dimuon momentum to the beamspot.
This PV is then refitted using the AdaptiveVertexFitter algorithm by removing the
two muon tracks from the B candidate and adding the beamspot constraint. The
refitted PV is used for almost all the variables in this note and any exception is
explicitely stated. The secondary vertex (SV) formed by the two muon tracks is
fit with the kinematicVertexFitter algorithm. Default settings of the CMSSW 5 3 8
release are used. The variables associated to the dimuon are extracted from this fit
(such as mass and mass error), the variables of the two muons are also taken from
the refitted tracks with the SV constraint.
256
We provide here the definition of the variables used and comment on how some
variables could be improved. The two muons are sorted such that the first is always
the one with the highest pT .
• Invariant mass (m) and its error (me). They are computed from the kinemat-
icVertexFitter.
• dimuon pT (pt) and pseudo-rapidity (eta).
• pT and η of the first (m1pt, m1eta) and second (m2pt, m2eta) muon.
• decay length, distance between primary and secondary vertex, (fl3d) and its
significance (fls3d).
• normalized χ2 of the secondary vertex fit (chi2dof).
• impact parameter of the B momentum with respect to the refitted primary
vertex (pvip) and its significance (pvips).
• minimum distance of closest approach between the two muon trajectories (maxdoca).
• angle between the B momentum and the direction between primary and sec-
ondary vertex (alpha).
• number of tracks in close proximity to the B momentum (closetrk).
• minimum distance of closest approach (docatrk).
• isolation (iso) of the B.
• transverse decay length significance (lxysig).
• longitudinal impact parameter (pvlip) and its significance (pvlips).
• sum of the track probabilities for the tracks associated to the primary vertex
(pvw8).
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The variable closetrk deserves an extended explanation. Only the 20 closest tracks
among all tracks in the event are used for this calculation (sorted in increasing distance
of closest approach to the B momentum). Among those, only tracks associated to the
same primary vertex of the B or not associated to any primary vertex and with pT >
0.5 GeV/c, distance of closest approach doca < 300 microns and doca significance
> 1 are counted.
The complete definition of the pvw8 variable is:
(number of degrees of freedom of the PV + 2)/(2 ∗ number of tracks).
This variable is computed using the original primary vertex instead of the refitted
one.
The iso variable is computed using two categories of tracks:
• tracks associated to the primary vertex with pT > 0.9 and ΔR < 0.7 from the
B momentum. All tracks from the PV are used.
• tracks not associated to any primary vertex satisfying the same criteria as the
previous point, and with a distance of closest approach from the B momentum
doca < 0.05. Only those among the 20 closest tracks to the B momentum are
used.
The pT of tracks in these two categories are added and the isolation is defined as




An isolation variable is defined for each muon. No cut is applied on this variable,
but it is used in the training of the BDTs. The muon variables used for the muon
isolation are taken from the original tracks rather than from the refitted tracks as is
done in the rest of the analysis. The muon isolation is defined as p/(p +
∑
p(Tk)),
where p is the momentum of the muon and
∑
p(Tk) is the sum of the p of all tracks
in the following categories:
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• The tracks from the primary vertex are required to have p > 0.5, ΔR from the
muon less than 0.5.
• The tracks not associated to any primary vertex are required to have p > 0.5,
ΔR from the candidate (note, not the muon in this case) less than 0.5 and a
distance of closest approach from the muon doca < 0.1. Only the tracks among
the closest 20 are used.
6.2.2 Muon identification
Specifically for the muon identification the following variables are defined:
• χ2 of the global muon fit (mu[1, 2] globalChi2)
• number of matched muon stations (mu[1, 2] numMatchedStations)
• number of valid pixel hits (mu[1, 2] numberOfV alidP ixelHits)
• number of tracker layers with measurement (mu1 trackerLayersWithMeasurement)
In addition, a BDT has been trained to provide further rejection of fake muons with
the following variables as input:
• fraction of valid hits in the tracker track (mu[1, 2] validFrac)
• χ2 of the global muon fit (mu[1, 2] globalChi2)
• χ2 value for matching the local position between the stand-alone track and the
tracker track in the global muon (mu[1, 2] chi2LocPos)
• number of lost tracker hits (mu[1, 2] trkEHitsOut)
• segment compatibility for a track with matched muon info (mu[1, 2] segComp)
• global track probability (mu[1, 2] glbTrackProb)
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• χ2 value for matching the local momentum between the stand-alone track and
the tracker track in the global muon (mu[1, 2] chi2LocMom)
• number of valid tracker track hits (mu[1, 2] trkV Hits)
• pT and η of the muon (m[1, 2]pt, m[1, 2]eta)
The variable containing the output of this BDT for a given muon is calledmu[1, 2] BDT .
6.2.3 Considerations
The variables described here are in some cases not optimal or not as intended.
• Many of the variables involving tracks use only the 20 closest tracks to the
dimuon momentum. This was historically grown, there is no reason to chose 20
instead of any other number. We propose to change this to use all tracks.
• The muon isolation is computed using the original muon variables rather than
the refitted ones. The refitted variables are used in all other muon variables
described in this document. We propose to move the muon isolation to use the
refitted variables as well.
• The muon isolation variable is defined using the ΔR from the muon momentum
for tracks from the PV and the ΔR from the dimuon momentum for tracks not
associated to any PV. This is not as was intended and we propose to change to
use the ΔR from the muon everywhere.
• the pvw8 variable is computed from the original PV, before the refit done re-
moving the two muons and adding the beamspot constraint. It is questionable
if the meaning of this variable from the refit is the same as before. However, it
is worth to investigate wether it should also be taken from the refitted PV as
all the other variables.
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6.3 Event pre-selection
We perform a preliminary selection of the events to remove outliers and to reduce
the size of the samples used for the BDT training. We select events passing the
following triggers:
• HLT DoubleMu3 4 Dimuon5 Bs Central v2
• HLT DoubleMu3 4 Dimuon5 Bs Central v3
• HLT DoubleMu3 4 Dimuon5 Bs Central v4
• HLT DoubleMu3 4 Dimuon5 Bs Central v5
• HLT DoubleMu3p5 4 Dimuon5 Bs Central v2
• HLT DoubleMu3p5 4 Dimuon5 Bs Central v3
• HLT DoubleMu3p5 4 Dimuon5 Bs Central v4
• HLT DoubleMu3p5 4 Dimuon5 Bs Central v5
• HLT DoubleMu4 Dimuon7 Bs Forward v2
• HLT DoubleMu4 Dimuon7 Bs Forward v3
• HLT DoubleMu4 Dimuon7 Bs Forward v4
• HLT DoubleMu4 Dimuon7 Bs Forward v5
The two muons must be globalMuons and have opposite charge. They are also re-






Variables used in the preselection and corresponding cuts.
variable min max unit
m 4.9 5.9 GeV/c2
me 0 0.2 GeV/c2
pt 5 9999 GeV/c
m1pt 4 999 GeV/c
m2pt 4 999 GeV/c
fl3d 0 2 cm
fls3d 0 200
chi2dof 0 20
pvip 0 0.1 cm
pvips 0 5
maxdoca 0 0.1
alpha 0 1 rad
closetrk 0 21
docatrk 0 2.5 cm
iso 0
flsxy 3 cm





Muon identification requirements. The cuts reported in this table are
applied on both muons of a dimuon candidate.
variable min max
mu[1, 2] globalChi2 0 10
mu[1, 2] numMatchedStations 1
mu[1, 2] numberOfV alidP ixelHits 0
mu[1, 2] trackerLayersWithMeasurement 5
mu[1, 2] BDT 0.36
• HLT VertexmumuFilterBs47
Before the BDT training events are filtered according to the cuts shown in Table 6.2.
The muons must pass the muon identification criteria summarized in Table 6.3.
For the signal MC sample, candidates are matched to the generated muons using
the standard PAT tools. The configuration settings used are:
process.muonMatch.maxDeltaR = 0.05
process.muonMatch.resolveByMatchQuality = True
This matching is not required in any of the plots of this chapter . The MC is selected
in the same way as the data.
6.4 Distributions of variables for BDT training
The distribution of all variables and a full comparison to the initial analysis are
shown in the appendix L. The BDT from the initial analysis is applied on the parallel
analysis variables. In this section we focus on the distribution of the variables used
as input to the training. Figures 6.1 and 6.2 show the comparison of signal and back-
ground distributions for the variables used in the BDT training. The inclusive samples
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are split in three different subsamples according to the rule index = eventNumber%3.
The variables used are:
• for the barrel: fls3d, alpha, pvips, iso, m1iso, m2iso, chi2dof , eta, maxdoca,
docatrk;

























































































































































































Fig. 6.1. Standard TMVA plot of the input variables for the barrel BDT
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Fig. 6.2. Standard TMVA plot of the input variables for the endcaps BDT
for signal (blue) and background (red). The background is extracted from
data dimuon sidebands.
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Fig. 6.3. Correlation matrix for signal events in the barrel (left) and the
endcap (right).
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Fig. 6.4. Correlation matrix for background events in the barrel (left) and
the endcap (right).
Tables 6.4 and 6.5 show the ranking of variables before the BDT training.
6.5 Final Selection
A major goal of the independent parallel analysis is a detailed comparison to
the analysis described in Ref. [6], providing an independent validation of the results.
The comparison is performed at different selection stages, including the final BDT
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Table 6.4
Variable ranking for events of the three different event samples in the
barrel before training.
0 1 2
rank variable separation variable separation variable separation
1 alpha 6.349e-01 alpha 6.308e-01 alpha 6.330e-01
2 pvips 4.991e-01 pvips 4.982e-01 pvips 4.986e-01
3 fls3d 4.685e-01 fls3d 4.687e-01 fls3d 4.679e-01
4 docatrk 4.046e-01 docatrk 4.050e-01 docatrk 4.026e-01
5 m1iso 2.893e-01 m1iso 2.889e-01 m1iso 2.894e-01
6 iso 2.766e-01 iso 2.787e-01 iso 2.808e-01
7 m2iso 2.545e-01 m2iso 2.561e-01 m2iso 2.574e-01
8 maxdoca 1.605e-01 maxdoca 1.626e-01 maxdoca 1.627e-01
9 chi2/dof 1.309e-01 chi2/dof 1.333e-01 chi2/dof 1.336e-01
10 eta 2.426e-03 eta 1.789e-03 eta 1.873e-03
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Table 6.5
Variable ranking for events of the three different event samples in the
endcaps before training.
0 1 2
rank variable separation variable separation variable separation
1 alpha 6.774e-01 alpha 6.739e-01 alpha 6.721e-01
2 pvips 5.250e-01 pvips 5.211e-01 pvips 5.244e-01
3 pvip 4.963e-01 pvip 4.907e-01 pvip 4.897e-01
4 fls3d 4.792e-01 fls3d 4.814e-01 fls3d 4.746e-01
5 docatrk 3.720e-01 docatrk 3.716e-01 docatrk 3.712e-01
6 m1iso 2.448e-01 m1iso 2.470e-01 m1iso 2.490e-01
7 iso 2.303e-01 iso 2.334e-01 iso 2.319e-01
8 m2iso 2.188e-01 m2iso 2.219e-01 m2iso 2.224e-01
9 chi2/dof 1.461e-01 chi2/dof 1.497e-01 chi2/dof 1.488e-01
10 pt 7.664e-02 pt 7.500e-02 pt 7.288e-02
269
selection. In this section the initial analysis BDT is used, utilizing software which
has been implemented independently (though in both cases it is based on the TMVA
package).
The comparison of the variable distributions based on the full datasets is in Ap-
pendix L. Per-event comparison based on 1000 events after pre-selection is in Ap-
pendix M.
Figures 6.5 and 6.6 show the application of the main analysis BDT on the main
analysis variables using our independent software for the application, for barrel and
endcaps, respectively. The results agree perfectly with those produced by the main
analysis showing that the software is working as expected.
Figures 6.7 and 6.8 show the application of the main analysis BDT on our own
variables, for barrel and endcaps, respectively. The full information of the final BDT
selected events in the mass signal region can be found in [92]. In total 2 extra events
are found by the cross check analysis while all other 75 events are found by both
analyses. The 2 extra events are in the sidebands and far from the signal region.
• The first event is in the barrel, Run: 200991, lumi: 514, event: 659534454. It
fails the tight muon selection in the main analysis due to a known an overflow
issue in the trackerLayersWithMeasurement variable. This variable was re-
computed in the main analysis software and was encoded in an array. The array
was read with a shifted index that causes occasionally to read beyond its last
element. For this event, the cross check analysis finds a value of 6, just above
the threshold, while the main analysis finds 5.
• The second event is in the endcaps, Run: 201671, lumi: 177, event: 249102695.
The main analysis rejects this candidate because the second muon fails the
pT > 4 GeV/c cut. The same muon passes the cut in the parallel analysis. The
discrepancy is due to the fact that the main analysis only uses muons with a
pT > 4 GeV/c to build candidates and the cut on the muon pT is applied on
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the original track. In the parallel analysis instead the pT cut is applied after
the muon track is refitted with the secondary vertex constraint.
The presence of the two extra events is not expected to affect in any significant way
the results. Therefore, we consider the results validated.

























Fig. 6.5. Verification of nominal BDT application on main analysis data,
with nominal selection. Shown for Barrel 2012.
6.6 Boosted Decision Tree Studies
The inclusive samples are split in three different subsamples according to the rule
index = eventNumber%3. These samples are then used as follows:
• events of type 0: analyzed by BDT0, trained on type-1 events, tested on type-2
events
• events of type 1: analyzed by BDT1, trained on type-2 events, tested on type-0
events
• events of type 2: analyzed by BDT2, trained on type-0 events, tested on type-1
events
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Fig. 6.6. Verification of nominal BDT application on main analysis data,
with nominal selection. Shown for Endcaps 2012.























Fig. 6.7. Comparison of main and cross check final distributions, with
nominal selection. Shown for Barrel 2012.
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Fig. 6.8. Comparison of main and cross check final distributions, with
nominal selection. Shown for Endcaps 2012.
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Table 6.6
Variable ranking for events of the three different event samples in the
barrel after BDT training.
0 1 2
rank variable separation variable separation variable separation
Ranking (top is (top is (top is
Rank Variable Variable Variable Variable Variable Variable
1 fls3d 3.950e-01 fls3d 2.475e-01 pvips 2.115e-01
2 pvips 1.060e-01 m2iso 1.408e-01 eta 1.428e-01
3 eta 9.178e-02 alpha 1.091e-01 chi2dof 1.092e-01
4 chi2dof 8.815e-02 eta 1.089e-01 m2iso 9.482e-02
5 alpha 8.336e-02 pvips 1.087e-01 docatrk 8.549e-02
6 m2iso 7.322e-02 iso 8.925e-02 iso 8.171e-02
7 iso 6.573e-02 docatrk 5.561e-02 m1iso 7.433e-02
8 docatrk 5.137e-02 chi2dof 5.474e-02 fls3d 7.361e-02
9 m1iso 4.541e-02 m1iso 5.403e-02 alpha 6.775e-02
10 maxdoca 0.000e+00 maxdoca 3.131e-02 maxdoca 5.882e-02
for the training and testing.
To provide a minimal cross check on the BDT construction, we performed in
independent a training of the BDT on our variables. What follows are the results
of this training, including variable correlations before and after the training, and
variable ranking.
Tables 6.6 and 6.7 show the ranking of variables before the BDT training.
Tables 6.8 shows the number of candidates in each of the subsamples. The events
are after all preselections including muon-id (tight muon).
Figure 6.9 shows control plots for the BDT training.
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Table 6.7
Variable ranking for events of the three different event samples in the
endcaps after BDT training.
0 1 2
rank variable separation variable separation variable separation
Ranking (top is (top is (top is
Rank Variable Variable Variable Variable Variable Variable
1 fls3d 3.646e-01 fls3d 2.041e-01 docatrk 1.904e-01
2 alpha 1.071e-01 pt 1.767e-01 alpha 1.371e-01
3 pt 1.069e-01 pvips 1.017e-01 pvips 1.358e-01
4 pvips 1.057e-01 alpha 9.578e-02 pt 1.066e-01
5 m2iso 7.800e-02 m1iso 8.602e-02 m2iso 8.997e-02
6 iso 5.290e-02 m2iso 8.424e-02 m1iso 8.473e-02
7 m1iso 5.098e-02 pvip 7.980e-02 chi2dof 6.980e-02
8 chi2dof 4.974e-02 iso 7.008e-02 iso 6.466e-02
9 docatrk 4.410e-02 docatrk 5.212e-02 fls3d 6.054e-02
10 pvip 4.001e-02 chi2dof 4.936e-02 pvip 6.032e-02
Table 6.8
Number of events per type for signal and background events in the barrel
and endcap.
Sample Type 0 Type 1 Type 2
Signal barrel 571434 572047 571470
Signal endcaps 276538 276124 276002
Background barrel 54086 53629 53653
Background endcaps 30288 30335 30240
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Fig. 6.9. TMVA BDT charaterization plots for the barrel (left) and the
endcap (right). Shown versus the tree number is the boost weight (top)
and the event misclassification rate (middle), and the number of nodes
before pruning (bottom).
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Fig. 6.10. Optimal BDT cut value for barrel (left) and endcaps (right).
WARNING: This plot is taken from the training on the full sample.
Figures 6.10 show the optimal value of the BDT cut for the estimated numbers of
signal and background events.
In figure 6.11 the standard control plots of TMVA with a linear scale are shown
that check against overtraining of the BDT in the barrel and the endcaps.
Figures 6.13 and 6.14 show the output of the BDT application on different samples
for data and B0s → μ+μ− simulation.
6.7 Summary
In the independent parallel analysis, we reproduced the variables used by the
initial analysis with an independent software. We pointed out where the variables are
still divergent from the intended definition in the initial analysis documentation [6].
In addition, the BDT of the initial analysis was applied on the variables of the parallel
analysis to verify that the end results are consistent. We showed the comparison and
explained the residual differences.
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TMVA overtraining check for classifier: BDT
Fig. 6.11. TMVA overtraining control plot for the barrel(left) and the
endcap(right), for events of type 0...2 from the top to the bottom.
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TMVA overtraining check for classifier: BDT
Fig. 6.12. TMVA overtraining control plot for the barrel(left) and the
endcap(right), for events of type 0...2 from the top to the bottom. This
Figure shows on a logarithmic scale.
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Trained on 0, tested on 1, applied on 2
Trained on 1, tested on 2, applied on 0
Trained on 2, tested on 0, applied on 1










Trained on 0, tested on 1, applied on 2
Trained on 1, tested on 2, applied on 0
Trained on 2, tested on 0, applied on 1
Fig. 6.13. BDT output distribution for the application on data for different
control samples and the full sample for (left) and endcaps (right).












Trained on 0, tested on 1, applied on 2
Trained on 1, tested on 2, applied on 0
Trained on 2, tested on 0, applied on 1










Trained on 0, tested on 1, applied on 2
Trained on 1, tested on 2, applied on 0
Trained on 2, tested on 0, applied on 1
Fig. 6.14. BDT output distribution for the application on B0s →
μ+μ− signal MC different control samples and the full sample for (left)
and endcaps (right).
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In the process of developing the parallel analysis numerous interactions with the
initial analysis team allowed to spot and correct several cases where things were
not done as intended. For instance, many of the variables were computed using
the original primary vertex instead of the one refitted removing the muons from the
B0 → μ+μ− or B0s → μ+μ− candidate. This process lead to improvements to both
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[77] T. Sjöstrand, S. Mrenna, and P. Z. Skands, “PYTHIA 6.4 Physics and Manual,”
JHEP, vol. 05, p. 576, 2006.
[78] GEANT4 Collaboration, “GEANT4: A simulation toolkit,” Nucl. Instrum.
Meth. A, vol. 506, p. 250, 2003.
[79] CMS Collaboration, “Tracking and Vertexing Results from First Collisions,”
CMS Physics Analysis Summary CMS-PAS-TRK-10-001, 2010.
[80] CMS Collaboration, “CMS luminosity based on pixel cluster counting - Summer
2013 update,” CMS Physics Analysis Summary CMS-PAS-LUM-13-001, 2013.
[81] “CMS reweighting procedure for pile-up.” https://twiki.cern.ch/twiki/
bin/view/CMS/PileupReweighting.
286
[82] “CMS estimating systematic errors due to pile-up modeling.” https://twiki.
cern.ch/twiki/bin/viewauth/CMS/PileupSystematicErrors.
[83] C. Liu and N. Neumeister, “Reconstruction of Cosmic and Beam-Halo Muons,”
CMS Public Note CMS-NOTE-2008/001, 2008.
[84] CMS Collaboration, “Studies of tracker material,” CMS Physics Analysis Sum-
mary CMS-PAS-TRK-10-003, 2010.
[85] S. Alioli, P. Nason, C. Oleari, and E. Re, “NLO Higgs boson production via
gluon fusion matched with shower in POWHEG,” JHEP, vol. 0904, p. 002, 2009.
[86] W. Beenakker, R. Hopker, and M. Spira, “PROSPINO: A Program for the pro-
duction of supersymmetric particles in next-to-leading order QCD,” 1996.
[87] ATLAS Collaboration, CMS Collaboration, LHC Higgs Combination Group,
“Procedure for the LHC Higgs boson search combination in Summer 2011,” Pub-
lic Note ATL-PHYS-PUB-2011-011, ATL-COM-PHYS-2011-818, CMS-NOTE-
2011-005, 2011.
[88] “RooStats-based statistics tools for Higgs PAG.” https://twiki.cern.ch/
twiki/bin/view/CMS/SWGuideHiggsAnalysisCombinedLimit.
[89] S. Heinemeyer et al., “Handbook of LHC Higgs Cross Sections: 3. Higgs Prop-
erties,” 2013.
[90] W. Beenakker, R. Hopker, M. Spira, and P. Zerwas, “Squark and gluino produc-
tion at hadron colliders,” Nucl.Phys., vol. B492, p. 51, 1997.
[91] A. Zuranski et al., “Search for long-lived neutral particles decaying to dijets,”
CMS Internal Note CMS-AN-2012/402, 2014.
[92] M. De Mattia, Z. Hu, N. Leonardo, I. Shipsey, J. Sun, F. Fiori, and G. Rolandi,
“Search for the B → μ+μ− rare decays (parallel analysis),” CMS Internal Note
CMS-AN-2013/216, 2013.
[93] M. Jones and D. Silvers, “A Measurement of the Absolute Track Reconstruction
Efficiency Using a Track Embedding Method,” CMS Internal Note CMS-AN-
2010/209, 2010.
[94] CMS Collaboration, “Strange Particle Production in pp Collisions at
√
s = 0.9
and 7 TeV,” JHEP, vol. 05, p. 064, 2011.
APPENDICES
287
A. CUTS OPTIMIZATION FOR 2010 HEAVY ION DATA
The significance and background rejection will be estimated for each variable, apply-
ing all other set of cuts, for each cut value. This process is an iterative process and all
the other set of cuts were only suggested after having a first look at the results. The
figures below are only illustrating the last iteration, looking at each variable applying
all the other cuts. The effect of individual cuts without applying the others will be
reported once cuts are defined in Table 3.1.
The following results are presented in 3 rapidity region : |y| < 1.2, |y| ∈ [1.2, 1.6]
and |y| ∈ [1.6, 2.4] to check that the background and efficiency does not behave
differently in each part of the detector. Figures from A.1 to A.4 show for each variable
applying all cuts but the one on the variable studied, on the left the significance on
the data and on the right the efficiency and background rejection on MC, this for
different value of the cut, for each rapidity bin. In general, the cut chosen is the one
that keeps as much signal as possible on the MC with a relatively good significance.
For all plots the background rejection behaves similarly (but symmetrically) to the
efficiency. This suggests that the background is mostly made of real tracks and/or
muons, and thus difficult to reduce.
Figure A.1 shows that, for the inner track number of valid hit, the significance
starts dropping when more than 13 valid hits for the muon inner track is required on
the data and the efficiency at 12 (or 10 for the bin |y| ∈ [1.2, 1.6]) .
The cut chosen is mu innerTrack Hits > 10.
Figure A.2 shows that for the number of pixel layers, with valid hits, crossed, the
significance and the efficiency are flat for 1 or 2 but there is a slight efficiency drop
with the requirement of 3 pixel layers to be fulfilled, as does the significance slightly.
The cut chosen is mu pixelLayers > 0.
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Fig. A.1. Number of inner track valid cut study while applying all other
cuts: left, significance on the data and right, efficiency and background
rejection on MC. Final cut >10.
Figure A.3 shows that for the inner track χ2/ndf , the significance is mostly flat
while the efficiency increases until about 2 and then stay maximal.
The conservative cut picked is : mu innerTrack chi2NDOF < 4
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Fig. A.2. Number of pixel layers reached by a single muon studied while
applying all other cuts: left, significance on the data and right, efficiency
and background rejection on MC. Final cut>0.
Figure A.4 shows that for the global track χ2/ndf , the significance increases in
the barrel up to above 4 and then is constant . For the other rapidity bins, the
trend fluctuates more below 4 but stabilizes after. The conservative cut picked is :
mu globalTrack chi2NDOF < 20
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Fig. A.3. Single muon inner track χ2/ndf studied while applying all other
cuts: left, significance on the data and right, efficiency and background
rejection on MC. Final cut <4.
The study of Dxy and Dz were done similarly but as the singificance and efficiency
as a function of the cut value are constant (above 0.02 for Dxy) . The final cut are
chosen conservatively in order not to remove secondary J/ψ: mu dxy < 3.0 cm and
mu dz < 15.0 cm.
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Fig. A.4. Single muon global track χ2/ndf studied while applying all other
cuts: left, significance on the data and right, efficiency and background
rejection on MC. Final cut <20.
It is to be noted that the arbitration cut (the requirement of the muon to be both
global and tracker muon) has already a very good efficiency, and thus is applied in
the final set of quality criteria.
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B. HI MONTE CARLO SIMULATION
Figures B.1 and B.2 show the kinematic distributions of the dimuons and single muons
from Υ(1S) and Υ(2S) decays, selected with the muon kinematic cut pT > 4.0GeV/c
and pT > 3.5GeV/c respectively. The most noticeable difference is the softer pT
distribution for Υ(1S), which arises as expected from the higher Υ(2S) mass.
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(a) PbPb MC simulation, with 68,100 Υ(1S) and 50,000 Υ(2S).
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(b) pp MC simulation, with 3,200 Υ(1S) and 5,500 Υ(2S).
Fig. B.1. Comparison of Υ(1S) and Υ(2S) kinematic distributions in PbPb
and ppMC simulation: invariant mass, pT and y di-muon normalized distri-
butions, and pT, η and φ single-muon normalized distributions. The muon
kinematic requirement pT > 4.0GeV/c is applied.
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(a) PbPb MC simulation
μμm


















































































































































(b) pp MC simulation
Fig. B.2. Comparison of Υ(1S) and Υ(2S) kinematic distributions in PbPb
and ppMC simulation: invariant mass, pT and y di-muon normalized distri-
butions, and pT, η and φ single-muon normalized distributions. The muon
kinematic requirement pT > 3.5GeV/c is applied.
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C. COMPARING HI SIMULATION TO DATA
Here we perform comparisons of distributions in data and simulation. These verifica-
tions are relevant for validating the use of MC simulation both in the selection studies
described in Sec. 4.3 and in view of the MC-based efficiency computations carried out
in Sec. 4.5.
In order to compare the various cut variables, reconstructed muons are taken
from Monte Carlo and data that form a di-muon candidate with oppositely charged
tracks, and within the Υ(1S) mass range [9.3-9.7], with a pT within the range of
0 < pμμT < 100GeV/c. In order to view the cut variable distribution, one requires that
the muon pass all of the quality selection cuts except for the variable being plotted.
The variables of interest and nominal cuts applied are: pμT > 3.5GeV, |ημ| < 2.4,
Dxy < 3 cm, Dz < 15 cm, NofInnerTrkHits > 10, NofValidMuHits >0, NofPixLayer
>0, χ2/ndf(Inner) < 4, χ2/ndf(Global) < 20 .
The portions of the data and MC that are not selected by a particular criteria
are compared in order to determine the validity of the efficiency of a cut estimated
from MC. This is done by performing all but one of the criteria for both MC and
data, and comparing the effect that the one cut criterion has. The effect should
be close to the same for MC and data, although some difference is expected due
to background contributions in data, compared to the Υ(1S) signal. In order to
minimize the effect of the background, sideband-subtraction is implemented. This
method involves taking as background distribution (for the observable of interest)
that measured from the invariant mass of the dimuons away from the Υ signal peaks
(side-bands), and subtracting it from the distribution obtained from the invariant
mass of the dimuons within the Υ(1S) signal region. This estimate gives a close
approximation to the signal distribution of the variable of interest.
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The MC samples are produced for Υ(1S) in pT bins of [0−3, 3−6, 6−9, 9−12, 12−
15, 15− 30, 30− 100] GeV/c. In order for these separate productions to be combined
into a continuous pT distribution, the various distributions must be weighted in order
to correct for the difference in the number of events in the file and the filter efficiencies
for the various pT bins. This is done, and the resulting pT distributions for the MC
and data match closely.
Figure C.1 show the kinematic distributions of the dimuons and single muons
from Υ(1S) and Υ(2S) decays in data compared to Monte Carlo simulation, selected
with the muon kinematic cut pT > 4.0GeV/c. Figure C.2 show the data vs MC
comparisons for variables employed in event selection.
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(a) PbPb MC simulation versus data, for Υ(1S).
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(b) PbPb MC simulation versus data, for Υ(2S).
Fig. C.1. Comparison of Υ(1S) and Υ(2S) kinematic distributions in data
and MC simulation: invariant mass, pT and y di-muon normalized dis-
tributions and η and φ single-muon normalized distributions. The distri-
butions are normalized to unit; the invariant mass distribution in Data
contains both signal and background; the muon kinematic requirement
pT > 4.0GeV/c is applied .
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Fig. C.2. Kinematics and quality variables distributions for MC in red and
background subtracted data in black. The ratio of integrals of the regions
of interest for the various quality variables is used to compare the effect
that the cuts on MC compared to Data. The cuts have similar effect on
the MC and Data.
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D. EFFICIENCY SYSTEMATIC IN pT AND RAPIDITY
BINS
Using the method in section 4.5.3, here we produced the efficiency and systematic
uncertainty tables in pT and rapidly bins.
Tables D.1 and D.2 shows the reconstruction efficiencies for Υ(1S) and Υ(2S) in
pT bins.
Tables D.3 and D.4 shows the reconstruction efficiencies for Υ(1S) and Υ(2S) in
pT bins with ± 30 % variation in pT and rapidity shape.
Tables D.5 and D.6 shows the pp reconstruction efficiencies for Υ(1S) and Υ(2S)
in pT bins with ± 30 % variation in pT and rapidity shape.
Tables D.7 and D.8 shows the reconstruction efficiencies for Υ(1S) and Υ(2S) in
rapidity bins.
Tables D.9 and D.10 shows the reconstruction efficiencies for Υ(1S) and Υ(2S) in
rapidity bins with ± 30 % variation in pT and rapidity shape.
Tables D.11 and D.12 shows the reconstruction efficiencies for Υ(1S) and Υ(2S)
in rapidity bins with ± 30 % variation in pT and rapidity shape.
Tables D.13 and D.14 shows the systematic uncertanity on Υ(1S) RAA and Υ(2S)
RAA in pT bins.
Tables D.16 and D.17 shows the systematic uncertanity on Υ(1S) RAA and Υ(2S)
RAA in rapidity bins.




Reconstruction efficiency for Υ(1S) in pT bins
pT Υ(1S) Υ(1S) pp
[0− 6.5] 47.5± 0.3% 46.7± 0.1%
[6.5− 10] 50.3± 0.4% 51.0± 0.2%
[10− 30] 52.5± 0.3% 53.3± 0.2%
Table D.2
Reconstruction efficiency for Υ(2S) in pT bins
pT Υ(2S) Υ(2S) pp
[0− 6.5] 48.9± 0.3% 47.9± 0.3%
[6.5− 30] 51.9± 0.3% 53.3± 0.5%
Table D.3
Reconstruction efficiency for Υ(1S) in pT bins with ±30% variation in pT
and rapidity shape
pT Υ(1S) pT +30% Υ(1S) pT-30% Υ(1S) y +30% Υ(1S) y-30%
[0− 6.5] 47.6± 0.3% 47.5± 0.3% 47.2± 0.3% 47.9± 0.3%
[6.5− 30] 51.5± 0.2% 51.2± 0.3% 50.5± 0.3% 52.2± 0.3%
Table D.4
Reconstruction efficiency for Υ(2S) in pT bins with ±30% variation in pT
and rapidity shape
pT Υ(2S) pT +30% Υ(2S) pT-30% Υ(2S) y +30% Υ(2S) y-30%
[0− 6.5] 49.0± 0.3% 48.9± 0.3% 48.4± 0.3% 49.4± 0.3%
[6.5− 30] 52.1± 0.3% 51.9± 0.3% 51.1± 0.3% 52.9± 0.3%
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Table D.5
pp Reconstruction efficiency for Υ(1S) in pT bins with ±30% variation in
pT and rapidity shape
pT Υ(1S) pT +30% Υ(1S) pT-30% Υ(1S) y +30% Υ(1S) y-30%
[0− 6.5] 46.9± 0.1% 46.7± 0.1% 46.4± 0.1% 47.2± 0.1%
[6.5− 30] 52.3± 0.1% 52.0± 0.1% 51.3± 0.1% 52.9± 0.1%
Table D.6
pp Reconstruction efficiency for Υ(2S) in pT bins with ±30% variation in
pT and rapidity shape
pT Υ(2S) pT +30% Υ(2S) pT-30% Υ(2S) y +30% Υ(2S) y-30%
[0− 6.5] 48.0± 0.3% 47.9± 0.3% 47.3± 0.3% 48.6± 0.3%
[6.5− 30] 53.5± 0.5% 53.2± 0.5% 52.5± 0.5% 54.2± 0.5%
Table D.7
Reconstruction efficiency for Υ(1S) in rapidity bins
rapidity Υ(1S) Υ(1S) pp
[0− 1.0] 50.8± 0.3% 51.0± 0.1%
[1.0− 2.4] 46.2± 0.3% 46.2± 0.1%
Table D.8
Reconstruction efficiency for Υ(2S) in rapidity bins
rapidity Υ(2S) Υ(2S) pp
[0− 1.0] 51.3± 0.3% 52.1± 0.3%
[1.0− 2.4] 47.1± 0.3% 46.5± 0.3%
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Table D.9
Reconstruction efficiency for Υ(1S) in rapidity bins with ±30% variation
in pT and rapidity shape
rapidity Υ(1S) pT +30% Υ(1S) pT-30% Υ(1S) y +30% Υ(1S) y-30%
[0− 1.0] 51.3± 0.3% 50.5± 0.3% 50.9± 0.3% 50.8± 0.3%
[1.0− 2.4] 46.4± 0.3% 46.2± 0.3% 45.9± 0.3% 46.8± 0.3%
Table D.10
Reconstruction efficiency for Υ(2S) in rapidity bins with ±30% variation
in pT and rapidity shape
rapidity Υ(2S) pT +30% Υ(2S) pT-30% Υ(2S) y +30% Υ(2S) y-30%
[0− 1.0] 51.7± 0.3% 51.1± 0.3% 51.4± 0.3% 51.4± 0.3%
[1.0− 2.4] 47.2± 0.3% 47.1± 0.4% 46.8± 0.3% 47.8± 0.3%
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Table D.11
pp Reconstruction efficiency for Υ(1S) in rapidity bins with ±30% variation
in pT and rapidity shape
rapidity Υ(1S) pT +30% Υ(1S) pT-30% Υ(1S) y +30% Υ(1S) y-30%
[0− 1.0] 51.7± 0.1% 50.6± 0.1% 51.1± 0.1% 51.0± 0.1%
[1.0− 2.4] 46.5± 0.5% 46.0± 0.1% 45.8± 0.1% 46.8± 0.1%
Table D.12
pp Reconstruction efficiency for Υ(2S) in rapidity bins with ±30% variation
in pT and rapidity shape
rapidity Υ(2S) pT +30% Υ(2S) pT-30% Υ(2S) y +30% Υ(2S) y-30%
[0− 1.0] 52.6± 0.3% 51.8± 0.3% 52.2± 0.3% 52.1± 0.3%
[1.0− 2.4] 46.8± 0.4% 46.2± 0.4% 46.0± 0.3% 47.2± 0.3%
Table D.13
Systematic uncertanity for Υ(1S) RAA in pT bins with ±30% variation in
pT and rapidity shape
pT Eff Ratio PtSyst % RapSyst% Total%
[0− 6.5] 0.98 0.638% 3.4% 3.46%
[6.5− 30] 1.02 1.35% 6.38% 6.52%
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Table D.14
Systematic uncertanity for Υ(2S) RAA in pT bins with ±30% variation in
pT and rapidity shape
pT Eff Ratio PtSyst % RapSyst% Total%
[0− 6.5] 0.98 0.413% 4.76% 4.78%
[6.5− 30] 1.024 0.946% 6.64% 6.71%
Table D.15
Systematic uncertanity on double ratio in pT bins with ±30% variation in
pT and rapidity shape
pT CF PtSyst % RapSyst% Total%
[0− 6.5] 0.996± 0.004% 0.227% 1.37% 1.39%
[6.5− 30] 1.010± 0.001% 0.396% 0.261% 0.474%
Table D.16
Systematic uncertanity for Υ(1S) RAA in rapidity bins with ±30% varia-
tion in pT and rapidity shape
rapidity Eff Ratio PtSyst % RapSyst% Total%
[0− 1.0] 1.0 3.17% 0.397% 3.2%
[1.0− 2.4] 1.0 1.51% 4.54% 4.79%
Table D.17
Systematic uncertanity for Υ(2S) RAA in rapidity bins with ±30% variation
in pT and rapidity shape
rapidity Eff Ratio PtSyst % RapSyst% Total%
[0− 1.0] 1.02 2.7% 0.192% 2.71%
[1.0− 2.4] 0.987 1.29% 4.68% 4.85%
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Table D.18
Systematic uncertanity on double ratio in rapidity bins with±30% variation
in pT and rapidity shape
rapidity CF PtSyst % RapSyst% Total%
[0− 1.0] 1.010± 0.003% 0.404% 0.197% 0.449%
[1.0− 2.4] 0.987± 0.004% 0.223% 0.178% 0.285%
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E. Υ(3S) UPPER LIMITS CROSS CHECKS
We have used two Bayesian implementations to cross check our results. The first
Bayesian calculation is using numeric integration assuming a flat prior to derive a
one sided 95% credible interval and the second one is using Markov Chain Monte
Carlo sampling which is based on the Metropolis-Hastings algorithm [66].
For the centrality integrated bin (0 -100%) the computed upper limit for the single
ratio of 3S/1S using the Feldman-Cousins method is R3 = 0.0695± 0.0004 which can
be seen from Fig. 4.50. when the observed CLs (red dots) crosses the horizontal
threshold (red line). In Fig. E.1 we present the upper limits for all the centrality
bins as a function of the number of participants. The two lowest values for the upper
limits were found in the centrality bins where we had negative yields from the fitted
results. These upper limits are indeed positive as expected. Figure E.2 shows cross
checks using different implementations. Figs. E.2(a) and E.2(b) use CLs and its
asymptotic approximation, and Figs. E.2(c), E.2(d) use Bayesian numeric integration
and Markov Chain Montecarlo, respectively. Notice that all results are consistent
within uncertainties. Finally, in Fig. E.3, we show Bayesian results in the (30-40%)
centrality bin where we found negative ratios. The upper limits found for the different
centrality bins are tabulated in Tables E.1 and E.2.
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Fig. E.1. Upper limit results using the Feldman-Cousins method on R3 in
PbPb, evaluated for the different centrality bins.
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(a) Observed CLs crosses the 0.05 red line
bPb in P3Single Ratio f
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(d) Markov Chain Montecarlo
Fig. E.2. CLs and Bayesian cross checks for the centrality integrated bin,
using uniform prior. Figs E.2(a), E.2(b): p-value Scan with different test
statistics using 1000 pseudo experiments at each point; Figs E.2(c), E.2(d):










































(b) MC Markov Chain posterior
Fig. E.3. Bayesian results for 40-50% centrality bin. Figures E.3(a), E.3(b):




R3 Feldman-Cousins frequentist scan CLs asymptotic scan
0 - 5% 0.043± 0.051 0.147± 0.003 0.143± 0.005 0.129
5 - 10% 0.018± 0.055 0.1368± 0.0009 0.2222± 0.0002 0.124
10 - 20% 0.0062± 0.0352 0.1390± 0.0009 0.3129± 0.0005 0.074
20 - 30% 0.052± 0.036 0.1232± 0.0006 0.110± 0.0003 0.11
30 - 40% −0.046± 0.045 0.0407± 0.0001 0.065± 0.011 0.063
40 - 50% 0.23± 0.070 0.0980± 0.0003 0.364± 0.003 0.35
50 - 100% −0.069± 0.061 0.054± 0.0002 0.081± 0.005 0.084
0 - 100% 0.032± 0.019 0.0695± 0.0004 0.0638± 0.00006 0.0631
Table E.2
Single-ratio credible intervals: Bayesian cross checks.
R3 Bayesian calculator MCMC
0 - 5% 0.043± 0.051 [−1, 0.12] [−1, 0.14]
5 - 10% 0.018± 0.055 [−1, 0.091] [−1, 0.47]
10 - 20% 0.0062± 0.0352 [−1, 0.051] [−1, 0.070]
20 - 30% 0.052± 0.036 [−1, 0.091] [−1, 0.11]
30 - 40% −0.046± 0.045 [−1, 0.010] [−1, 0.028]
40 - 50% 0.23± 0.070 [−1, 0.33] [−1, 0.41]
50 - 100% −0.069± 0.061 [−1, 0.010] [−1, 0.062]
0 - 100% 0.032± 0.019 [−1, 0.051] [−1, 0.062]
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F. DATA-DRIVEN STUDY OF SELECTION VARIABLE
DISTRIBUTIONS FOR BACKGROUND EVENTS
As explained in Section 5.3.1, there are insufficient numbers of simulated QCD mul-
tijet events, with event weights of ≈ 100 needed to reweight the QCD Monte Carlo
to the 2012 integrated luminosity, and correspondingly large statistical uncertainties.
For this reason, the distributions of the selection variables for background are
determined using a data-driven method. This profits from the fact that for back-
ground events, the distribution of all selection variables will be identical in the signal
(|ΔΦ| < π/2) and control (|ΔΦ| > π/2) regions, whilst events containing LL particles
will inhabit almost exclusively the signal region.
Figures F.1–F.7 show the distributions of the principal variables used to select
LL particle candidates, for both data and simulated events. (Figure F.7 was already
shown in Section 5.3.1, but is repeated here for convenience). These plots were pro-
duced using only candidates from the control region, which means that the plotted
distributions from data correspond to the expected distributions that would be ob-
tained from background events. They were produced using candidates that passed all
selection requirements, with the exception of the one on the variable being plotted.
However, a loosened set of selection requirements were used when making them, to
obtain sufficient statistics. Specifically, the cut on the individual lepton |d0|/σd is
loosened to 3 in the dimuon channel and 4.5 in the dielectron channel. The simu-
lated signal distribution is also shown in the plots, assuming a cross section of 0.5 pb,
though the signal is strongly suppressed in the control region.
These plots may be compared with Figs. 5.5–5.12, which are the corresponding
plots in the signal region.
Although the simulated distributions are not used in the analysis, other than
to identify the principal background sources, it is interesting to look at them more
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closely. They show the same discrepancies between data and background simulation
as were present in the plots produced for the signal region, confirming that these are
caused by deficiencies in the simulation and not by any LL particle signal.
The discrepancies between data and simulation arise in regions rejected by the
selection requirements, and where QCD multijet background might be expected to
dominate. For example, Fig. F.1 shows an excess of events in data with poor vertex
χ2. Multijet events in which two leptons, each originating from the decay of a different
heavy flavour hadron, are fitted to a common vertex, would have vertices with such
poor χ2. No simulated QCD events are visible in this plot with large χ2, but a single
event with a weight of 100 would accommodate the discrepancy, so the discrepancy
is entirely consistent with poor QCD statistics. Similar remarks can be made about
Fig. F.2, which shows an excess of events with poor lepton isolation, although a few
QCD events with large weights are present in this case.
Figure F.4a shows that in the dielectron channel, the tracks corresponding to
the muons have many more missing hits after the reconstructed displaced vertex in
data than in simulation. Investigation shows that these are predominantly caused
by tracks seeded in the Tracker TOB or TEC, whose innermost hits lie far from
the beam-line. The simulation indicates that they are mainly conversion electrons
radiated from prompt electrons, and indeed there is often a prompt electron very close
in angle to them. To understand this better, Fig. F.8 shows the |d0|/σd distribution
for electrons whose tracks were seeded in the tracker TOB or TEC. It is broader
in data than simulation, with the tail of the distribution about the ||d0|/σd| cut
containing substantially more entries in data than simulation. This leads to any
excess of electrons with many missing hits in data over simulation. Background from
QCD multijet background can be expected lie predominantly in this large ||d0|/σd|,
with γ conversions giving electrons with large impact parameters. (And indeed one
QCD event with large weight can be seen in this region).
On a different topic, the following justifies why the hollow cone radius used in the
isolation criteria for the electron channel is different to that used in the muon channel.
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Fig. F.1. The dilepton vertex χ2/NDF distribution in data and simulated
events, for dielectron (left) and dimuon (right) candidates. The candidates
shown pass all loose selection criteria except the cut on the plotted quantity,
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Fig. F.2. The relative isolation in data and simulated events, for dielectron
(left) and dimuon (right) candidates. The candidates shown pass all loose
selection criteria except the cut on the plotted quantity, and are in the
control region (|ΔΦ| > π/2).
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Fig. F.3. The total number of hits before the common vertex in data and
simulated events, for dielectron (left) and dimuon (right) candidates. The
candidates shown pass all loose selection criteria except the cut on the
plotted quantity, and are in the control region (|ΔΦ| > π/2).
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Fig. F.4. The total number of missing hits after the common vertex in data
and simulated events, for dielectron (left) and dimuon (right) candidates.
The candidates shown pass all loose selection criteria except the cut on the
plotted quantity, and are in the control region (|ΔΦ| > π/2).
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Fig. F.5. The cosine of the angle between the two leptons (left), and the
ΔR between the two leptons (right) in data and simulated events. Both
distributions are for the dimuon channel only. The candidates shown pass
all loose selection criteria except the cut on the plotted quantity, and are
in the control region (|ΔΦ| > π/2).
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Fig. F.6. The dilepton vertex mass distribution in data and simulated
events, for dielectron (left) and dimuon (right) candidates. The candidates
shown pass all loose selection criteria except the cut on the plotted quantity,
and are in the control region (|ΔΦ| > π/2). It is interesting to note that
the peak seen at in the lowest mass bin for the dielectron channel in the
corresponding plot for the signal region, Fig. 5.10 is not present here, sup-
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Fig. F.7. The minimum transverse impact parameter significance of the two
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Fig. F.8. |d0|/σd of the subset of tracks that are seeded in the tracker
of TOB-TEC, shown for the control region (|ΔΦ| > π/2) in the electron
channel. No requirement on the number of missing hits is applied. The
distribution is wider in data than in the background MC.
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In the muon channel, the hollow cone has a radius of 0.03, (such that the isolation
cone extends over 0.03 < ΔR < 0.3). In the electron channel, the hollow cone
radius was increased to 0.04. This reduces selection inefficiencies due to electrons
that emit Bremsstrahlung radiation, which then convert, giving rise to additional
tracks close to the original electron which get included in the isolation cone. This
change increases the signal efficiency by approximately 3% relative to the efficiencies
obtained with an inner cone radius of 0.03. By studying the relative isolation variable
in the control region, that is candidates with |ΔΦ| > π/2, one can estimate how much
the background would increase with this change in isolation criteria. Table F.1 shows
the number of data candidates which pass the isolation criteria in the control region
for inner cone radii of 0.03 and 0.04, and with different selection on |d0|/σd. The
background is expected to increase by less than 2%.
Table F.1
The number of data candidates in the control region passing the isolation
criteria, with different selection on |d0|/σd. These are shown for different
isolation cone radii of 0.03 < ΔR < 0.3 and 0.04 < ΔR < 0.3.
|d0|/σd Selection Isolation Cone Inner Radius Relative increase
0.03 0.04
No Selection 791400 806068 1.9%
|d0|/σd > 4.5 234 237 1.3%
|d0|/σd > 12 0 0 0.0%
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G. TRACKING EFFICIENCY USING EMBEDDING
The efficiency with which displaced tracks are reconstructed is also estimated by
embedding hits from cosmic data tracks into pp collision. This serves to test how a
high occupancy environment influences the displaced tracking efficiency.
The embedding method used here is similar to that developed for a previous
study [93]. It provides a measurement of the efficiency to reconstruct a track in a pp
collision event, given that the track could be reconstructed in isolation. This previous
method measured the efficiency with which displaced tracks are reconstructed by
embedding hits from pp collision data into simulated events that each contain only a
single displaced muon that was reconstructed as a track. A weakness of this method
is that the tracker alignment in data and simulation will not necessarily be identical,
which could introduce a bias in the efficiency measurement. We avoid this possible
bias by embedding tracks from cosmic events and embed hits corresponding to those
tracks into pp collision events, where the cosmic and collision events are reconstructed
with the same tracker alignment.
Cosmic tracks were only selected for the embedding study if the silicon tracker
track was matched to a cosmic muon. The silicon track also had to satisfy the selection
criteria listed below, which resemble those used in the physics analysis:
• high-purity selection
• At least six silicon hits, at least two 3D hits
• pT > 26GeV/c
• |η| < 2
• |d0| < 30 cm, |z0| < 30 cm
Additionally, we require that the muon tracker track be reconstructed in an empty
pp collision event (where all tracker hits have been removed) and pass the above se-
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lection criteria. (This additional step is motivated by differences between the clus-
terization thresholds for cosmic and collision events, which can cause some clusters
to be reconstructed in cosmic events but not in collision events. The cluster-finding
thresholds in the strip tracker are proportional to the estimated RMS noise on each
strip. This is lower during cosmic runs than collision runs, as the readout chips oper-
ate in ‘peak’, rather than ‘deconvolution’ mode). This additional step ensures that we
do not measure track inefficiencies due to clusterization thresholds, which would bias
the efficiency measurement. Tracker hits from a pp collision event are then merged
with each selected cosmic track, and the track reconstruction is rerun. The embed-
ded tracking efficiency is defined as the fraction of these cosmic tracks that are still
reconstructed as tracks (according to the criteria above), when placed in this high
occupancy environment. A track is considered to be matched to the embedded track
if ≥ 75% of the track hits are matched to the embedded cosmic track hits.
Figure G.1 compares the ‘embedded tracking efficiencies’ measured in this way
for data and simulated events, as a function of impact parameter. As was done
with Figures 5.20 and 5.21, when making the efficiency plot as a function of |d0| a
cut on |z0| < 10 cm is applied, and for the efficiency plot of |z0| a cut on |d0| <
4 cm is applied. Figure G.2 shows the same quantity as a function of the number
of reconstructed primary vertices in the event, where a cut of |d0|,|z0| < 30 cm is
applied. It is important to realise that what is shown in these plots is actually the
drop in tracking efficiency which occurs when tracking is done in a high occupancy
environment.
The track embedding analysis was performed using CMS software release CMSSW 5 3 6
with the START53 V13 global tag used for the Monte Carlo. The pp collision data used
to model the tracker occupancy was selected from the DoubleMu/Run2012A-13Jul2012-v1
data set and the DYToMuMu M-20 CT10 TuneZ2star v2 8TeV-powheg-pythia6/Summer12 -
DR53X-PU S10 START53 V7A-v1 dataset was used for the comparison with Monte































































Fig. G.1. The drop in tracking efficiency for isolated, displaced muons
caused by the presence of lots of hits from a typical pp collision event. The
results are derived for both data and simulation using an event embedding
technique, and are shown as a function of the track impact parameters |d0|
(left) and |z0|(right). Only muons with |z0| <10 cm are used for to make
the |d0| efficiency plot, and only muons with |d0| <4 cm are used to make
the |z0| efficiency plot.
Number of primary vertices



























Fig. G.2. The drop in tracking efficiency for isolated, displaced muons
caused by the presence of lots of hits from a typical pp collision event. The
results are derived for both data and simulation using an event embedding
technique, and are shown as a function of the number of reconstructed
primary vertices in the event. Only muons with |d0|,|z0| <30 cm are used.
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The systematic uncertainty in the track reconstruction efficiency to reconstruct
a dilepton event is calculated using the same method described in Section 5.5.3, the
results of which are shown in Figure G.3. From this figure we calculate an uncertainty













































































































































































































































































































































Fig. G.3. Ratio of the efficiencies convoluted with the signal MC distribu-
tions as explained in Section 5.5.3.
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H. VERIFICATION OF DISPLACED TRACKING
EFFICIENCY USING K0s
CMS has previously used displaced tracking for a measurement of K0s production [94].
In that paper, it was verified that K0s reconstructed in CMS can be used to measure
the K0s lifetime, and that the result is within 1% of its world average value. Although
this agreement can not be translated into a measurement of the displaced tracking
efficiency, it does provide some additional evidence that its dependence on decay
length is well modelled in the simulation.
A more dedicated study of the displaced tracking efficiency has been performed
with K0s in [69,91]. Given that the tracking efficiency is very high for charged particles
produced close to the beam spot, K0s decaying with small decay lengths can be used to
verify that the simulation correctly predicts the pT spectrum of the K
0
s . Then the K
0
s
reconstructed at longer decay lengths can be compared in data and simulation. Any
differences between the two in, for example, the distribution of the reconstructed
K0s decay length, or the pion impact parameter distribution, can be attributed to
differences in the tracking efficiency for displaced tracks. In this manner, a 5% relative
uncertainty is assigned to the efficiency to reconstruct highly displaced charged pions.
Both these studies are mainly sensitive to the tracking efficiency in jets, and more
importantly, only probe the efficiency at large impact parameters for the case of very
soft particles. They are thus reassuring, but not entirely applicable to the search for
isolated, high pT, displaced leptons.
324
I. COSMIC MUON KINEMATIC DISTRIBUTIONS
For the CRAFT cosmic 2012 data, no suitable central certification is available. The
JSON file for the CRAFT 2012 run is not specifically prepared for this analysis.
So the pixel may be turned off for some runs. In order to check the quality of the
CRAFT data, we determine the number of reconstructed clusters in the strips and
pixel detectors as a function of the run number, as shown in Fig. I.1. If the strip
cluster size is larger than 6 or less than 4, the related data is removed from this
analysis. If the pixel cluster size is equal to zero, then the pixel detector was off
during that period. That part of the data was also excluded.
The comparison between data and simulation for cosmic muons reconstructed
in the muon chambers are shown in Figs. I.2–I.4. The kinematic characteristics of
matched tracker tracks in data and simulation are shown in Figs. I.5–I.7.
root file index






















siStripCluster average in [0,20]
siPixelCluster average in [0,20]
Fig. I.1. Number of silicon strip and silicon pixel clusters in each ROOT
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Fig. I.2. Selected cosmic muons reconstructed in the muon chambers alone.
The pT (a), η (b) and φ (c) distributions are shown.
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Fig. I.3. Selected cosmic muons reconstructed in the muon chambers alone.
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Fig. I.4. Selected cosmic muons reconstructed in the muon chambers alone.
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Fig. I.5. Tracker tracks pT (a), η (b) and φ (c) distributions.
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Fig. I.7. Tracker tracks |d0| (a) and |dz| (b) distributions.
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J. THE LEPTON IMPACT PARAMETER
SIGNIFICANCE DISTRIBUTIONS AND TABLES
By applying the impact parameter corrections to the rereco data, we can estimate the
systematic uncertainty due to misalignment. Figure J.1 shows the result of applying
these corrections in the signal and control regions for the electron and muon channels.
To determine the systematic uncertainty on the ratio of the expected number of
background events in the signal to control regions, we measure this ratio as a function
of the selection requirement applied to |d0|/σd (excluding high |d0|/σd values in the
signal region) and then take the largest departure of the ratio from unity as an
estimate of the systematic uncertainty. This yields a systematic uncertainty of 7% in
the electron channel and 12% in the muon channel. As mentioned previously, we can
also derive a systematic by comparing the ratio of the number of events in the two
regions with ΔΦ < 0 and ΔΦ > 0 after the impact parameter corrections are applied,
again as a function of the selection requirement on |d0|/σd. In Figure J.2 we see a
maximum departure of this ratio from unity of 11% in the electron channel and 21%
in the muon channel (note that in this plot, bins with a large relative uncertainty are
excluded, so that the systematic is not overly influenced by only a few events). To be
conservative, we take the larger of the two systematic uncertainty estimates in each
channel, leaving us with a total systematic of 11% and 21% in the electron and muon
channels on the estimated amount of background.
Tables J.1 to J.4 show the number of candidates in data that pass several different
cuts on |d0|/σd. The results are shown separately for the signal region (|ΔΦ| < π/2)
and the control region (|ΔΦ| > π/2). They are also shown for two other regions,
ΔΦ < 0 and ΔΦ > 0, between which both signal and background events should be
equally divided. For each cut on |d0|/σd, the number of events in all four regions
is shown, together the differences in these numbers and their statistical significance.
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Fig. J.1. Comparison of the |d0|/σd distribution before and after the |d0| and
z0 corrections are applied for the signal (|ΔΦ| < π/2) region (left) and the
control (|ΔΦ| > π/2) region (right) for the dielectron channel (top) and the
dimuon channel (bottom) in the rereco data. The lower plot shows the ratio
between the ‘before’ and ’after’ distributions, and the maximum difference
of this ratio from 1.0 is taken as the systematic from the corrections.
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Fig. J.2. Comparison of the |d0|/σd distribution for events with ΔΦ > 0 and
ΔΦ < 0 in data after the d0 and z0 corrections are applied. The dielectron
channel is on the left and dimuon channel is on the right. The lower plot
shows the ratio between the two distributions, and the maximum difference
of this ratio from 1.0 is taken as the systematic from this source.
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The tables present all these numbers both before and after the corrections to the
track impact parameters for the bias due to tracker misalignment have been applied,
as discussed in Section 5.4.
Table J.1 and J.2 are for the muon and electron channels in the prompt data.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































K. STANDALONE MUON ANALYSIS SYSTEMATIC
K.1 Effect of pileup
In order for the simulation to describe the pileup events in data realistically, the
background simulation events are reweighted to match the pileup in data by following
the procedure given in [81].
The systematic uncertainty on the pileup modelling is estimated varying the aver-
age number of reconstructed primary vertices in the background MC events by ±5%
as recommended in [82]. The variation is realized through the re-reweighting of the
simulation. The systematic uncertainty on the signal efficiencies due to the pileup
modelling is found to be less than 2% for all signal MC samples used.
The more collisions that occur during the bunch crossing, the more tracks would
be reconstructed by the silicon tracker. This would increase the probability that we
reject extra signal events from a mismatch. Therefore, the possible dependence of the
track rejection and cosmic rejection cuts on pileup is investigated on signal simulated
H → XX events with MH =1000GeV/c2, MX =350GeV/c2 and cτ =350 cm. Due to
the limited statistics, we study the pileup dependence of the two cuts when the |d0|/σd
and Lxy/σLxy cuts are removed from the full selection and the minimum valid muon
station requirement is loosened from 3 to 2, and we find no significant dependence.
K.2 Track finding and selection efficiency
To assess if the efficiency to reconstruct displaced muons in the muon chambers
is correctly modeled by the simulation, a direct measurement is performed utilizing
cosmic ray muons. Events are selected from dedicated runs with no beam activity
and the cosmic ray muons are reconstructed as two separate RSA muons in opposite
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halves of the CMS detector. The trigger used to collect the events during cosmic runs
is a dedicated RPC technical trigger that requires a signal in the RPC in the current
and the previous two bunch crossings. This requirement ensures that if a muon is
coming from above the detector, it will reach the bottom muon chambers in time with
the readout of the detector. In essence, the bottom half of a cosmic muon has the
same timing, from the point of view of the detector readout, as a muon coming from
a collision. To select a consistent sample between data and simulation and to ensure
that the bottom half of the cosmic muon has a timing consistent with those coming
form a pp collision event, we require that the top half of the cosmic muon has a time
delay with respect to the collision as measured with respect to the interaction point
in the range [-40, -20]ns. We require RSA muons to satisfy the analysis selection,
therefore we are measuring a reconstruction and selection efficiency. We perform two
measurements: the first one is relative to the silicon tracker and the second one uses
only the muon chambers. In both cases what we evaluate is the efficiency for the muon
to be reconstructed and to have at least three chambers with a valid hit. The second
requirement makes the efficiency lower than 1 for |d0| = 0 cm. The requirement is
necessary to remove fake muons that would otherwise cause us to measure efficiency
plus fake rate instead of efficiency.
The results are shown in Figure K.1 as a function of the transverse impact pa-
rameter of the track. By construction, this method is only sensitive to the impact
parameters up to a few tens of centimeters since the track finding efficiency for the
silicon tracker is zero for higher values of the impact parameters.
The results of these two measurements do not need to yield the same absolute value
as they are integrated over different timing distributions. We can select the timing
for the top muons, while for the silicon tracker tracks the timing is constrained by the
charge integration time of the detector and no direct measurement of the track arrival
time is available. Additionally, because the resolution on the impact parameters from
silicon tracker tracks and from muon chamber tracks is significantly different, the
effective ranges analyzed are affected in different ways by bin migration effects. The
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aim of these measurements is to provide a comparison between data and simulation,











































































Fig. K.1. RSA muon reconstruction and selection efficiency measured by
requiring the presence of a reconstructed track in the silicon tracker (left)
and using only the muon chambers (right) as a function of |d0|.
To estimate the systematic uncertainty associated to the simulation of the track
reconstruction and selection efficiency for the dimuon candidates, we evaluate the
weighted average of the relative difference between data and simulation using the |d0|
distributions of each muon in signal MC samples. We find that a 18% systematic
uncertainty per candidate covers the variations for all considered signals and it is
taken as systematic uncertainty.
K.3 Trigger efficiency measurement
The systematic uncertainty assigned to the trigger efficiency to select the events
analyzed is simply the discrepancy associated with that measurement between data
and simulation. The efficiency for a muon to pass the trigger selection is measured
with the Tag and Probe method utilizing events from Z boson candidates decaying to
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muon pairs. The regions where the trigger efficiencies of the two muons are correlated
are excluded from the analysis, namely when they are close to each other (ΔR > 0.2)
and when they are close to back-to-back (cos(α) > −0.75). The discrepancy between
data and simulation is no larger than 10%, which is taken as systematic uncertainty
on the trigger efficiency measured for Z decays.
The results discussed in Section K.2 show that the agreement between RSA muon
reconstruction and selection efficiencies in data and simulation is approximately in-
dependent of |d0|. Since the algorithms used in the trigger muon reconstruction are
similar to those used in the offline muon reconstruction, it is also reasonable to expect
that the agreement between the trigger efficiencies does not strongly depend on |d0|.
Nevertheless, because we do not directly measure the trigger efficiency as a function
of the decay length, we increase the systematic by 50% and we take 15% as the overall
systematic uncertainty on the trigger efficiency.
K.4 Effect of the pT resolution
To study the effect of the modest RSA muon pT resolution on this analysis we vary
the reconstructed pT of the RSA muons in simulated signal events by an unreasonably
large 10%. We find no significant change in the signal efficiency for all signal samples
and we conclude that no additional systematic uncertainty needs to be assigned.
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L. MAIN AND PARALLEL ANALYSIS VARIABLES
COMPARISONS
In this appendix we provide comparisons of the variable distributions between the
main analysis [6] and the variables defined in this note. Figures L.1 and L.2 show the
comparisons for the signal MC while figures L.3 and L.4 show the same comparisons
for the data. We find 5.79% more events in the barrel and 2.30% more in the endcaps
after the preselection. The shapes are found to be in very good agreement for all the
variables.
We also provide additional comparisons with increased selection cuts for data.
Figures L.5 and L.6 show the comparison after requiring BDT > 0 while figures L.7
and L.8 show the comparison after the final BDT selection cut is applied. After the
final selection we find two extra candidates which translates to an excess of about
3%.
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Fig. L.1. Variable comparisons between the main analysis and the cross-
check analysis. Part I: MC barrel. All MC histograms are normalized. The
plot on the top left summarizes all KS probablities.
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Fig. L.2. Variable comparisons between the main analysis and the cross-
check analysis. Part II: MC endcaps. All MC histograms are normalized.
The plot on the top left summarizes all KS probablities.
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Fig. L.3. Variable comparisons between the main analysis and the cross-
check analysis. Part III: Data barrel. The histograms for data are not
normalized. The plot on the top left summarizes all KS probablities.
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Fig. L.4. Variable comparisons between the main analysis and the cross-
check analysis. Part IV: Data endcaps. The histograms for data are not
normalized. The plot on the top left summarizes all KS probablities.
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Fig. L.5. Variable comparisons, between main and cross-check analyses,
after selection BDT > 0, for the Barrel 2012 (mass sideband).
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Fig. L.6. Variable comparisons, between main and cross-check analyses,
after selection BDT > 0, for the Endcaps 2012 (mass sideband).
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Fig. L.7. Variable comparisons, between main and cross-check analyses,
after full BDT selection, for the Barrel 2012 (mass sideband).
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Fig. L.8. Variable comparisons, between main and cross-check analyses,
after full BDT selection, for the Endcaps 2012 (mass sideband).
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M. PER-EVENT COMPARISONS
A detailed per-event comparison was performed on a subset of the data and MC
candidates after pre-selection. We select 1000 candidates passing our pre-selection
and search for a matching candidate in the pre-selected main analysis candidates.
We do it separately for barrel and endcaps.
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Fig. M.1. Variable distributions for matching candidates found among 1000
candidates passing pre-selection in the barrel for 2012 data. The candidates
from the parallel analysis are searched for in the main analysis.
350
pt












Mean    14.71
RMS     6.194
eta










Mean   0.05296
RMS    0.6904
mu1_pt










Mean    9.368
RMS     4.433
mu2_pt









Mean    5.956
RMS     1.946
mu1_eta










Mean   0.02427
RMS    0.6637
mu2_eta










Mean   0.09628
RMS    0.7194
fl3d












Mean   0.04249
RMS    0.02583
fls3d












Mean    4.699
RMS     1.802
m









Mean    5.463
RMS     0.329
me









Mean   0.04584
RMS    0.01156
closetrk









Mean    11.66
RMS     5.178
maxdoca








Mean   0.005966
RMS    0.004071
pvip













Mean   0.009909
RMS    0.006641
pvips








Mean    2.815
RMS     1.181
pvlip









Mean   0.004679
RMS    0.003269
pvlips












Mean    1.359
RMS     1.065
cosa










Mean   0.9693
RMS    0.02615
alpha











Mean   0.3008
RMS    0.2267
docatrk










Mean   0.00596
RMS    0.003333
iso









Mean   0.6676
RMS    0.1788
m1iso












Mean    0.569
RMS    0.1986
m2iso










Mean   0.4875
RMS    0.1993
chi2dof










Mean    2.141
RMS     2.524
pvw8











Mean   0.8806
RMS    0.03099
Fig. M.2. Variable distributions for non-matching candidates found among
1000 candidates passing pre-selection in the barrel for 2012 data. The
candidates from the parallel analysis are searched for in the main analysis.
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Fig. M.3. Variable distributions for matching candidates found among 1000
candidates passing pre-selection in the endcaps for 2012 data. The candi-
dates from the parallel analysis are searched for in the main analysis.
352
pt












Mean    11.23
RMS     3.815
eta










Mean   0.2079
RMS     1.385
mu1_pt












Mean    7.177
RMS     3.066
mu2_pt









Mean     4.69
RMS     0.575
mu1_eta










Mean   0.2249
RMS      1.19
mu2_eta












Mean   0.1722
RMS     1.481
fl3d










Mean   0.05956
RMS    0.03175
fls3d












Mean    4.787
RMS     1.675
m












Mean    5.396
RMS    0.3019
me













Mean   0.05972
RMS    0.008667
closetrk











Mean    11.23
RMS     4.814
maxdoca









Mean   0.007721
RMS    0.005467
pvip












Mean   0.01009
RMS    0.004147
pvips









Mean    3.067
RMS       1.1
pvlip








Mean   0.00237
RMS    0.002349
pvlips












Mean   0.8299
RMS    0.7924
cosa












Mean   0.9822
RMS    0.01618
alpha









Mean   0.2156
RMS    0.1615
docatrk











Mean   0.006177
RMS    0.003429
iso










Mean   0.6993
RMS    0.1238
m1iso












Mean   0.5715
RMS    0.1626
m2iso












Mean   0.5025
RMS    0.1919
chi2dof










Mean     2.36
RMS     2.323
pvw8










Mean   0.8907
RMS    0.03722
Fig. M.4. Variable distributions for non-matching candidates found among
1000 candidates passing pre-selection in the endcaps for 2012 data. The
candidates from the parallel analysis are searched for in the main analysis.
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N. MASS DISTRIBUTION VARIATION WITH
INCREASING BDT CUT
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Fig. N.1. Mass distribution variation with increasing BDT cut, for Barrel
2012 (unblinded)
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