Abstract-A time-domain analysis of the autocorrelation method for autoregressive estimation is given. It is shown that a small bias in a reflection coefficient close to one in absolute value is propagated and prohibits an accurate estimation of further reflection coefficients. Tapered data windows largely reduce this effect, but increase the variance of the models.
I. INTRODUCTION
M ANY low bit-rate speech coders use the autocorrelation method (ACM) to find a linear prediction model of the speech signal. It is known that a tapered data window improves the performance of the autocorrelation method in speech analysis. Sometimes, the frequency domain interpretation of the ACM is given as the motivation for the use of a tapered window, but it will be shown that the reduction of the edge effects is important in the time-domain. A time-domain analysis of the autocorrelation method will be presented that also gives theoretical support to the use of tapered data windows with the ACM.
For stochastic signals, the behavior of autoregressive estimation methods can be expressed in terms of bias and variance of the model parameters. Estimation methods have been treated extensively in the literature (e.g., [1] - [11] ). Some studies express the bias in terms of the poles or the parameters of the autoregressive process [3] , [4] . Although the bias is described accurately, the formulas do not give insight in what causes the bias and what are the consequences of it for higher order processes. We show that the edge effects in the ACM may cause a large bias in the residual variance if a reflection coefficient is close to one in absolute value. Propagation of this bias via the residual variance may lead to a large bias in higher order reflection coefficients.
II. THE AUTOCORRELATION METHOD
An autoregressive process of order is described by a weighted sum of preceding signal values plus an independent identically distributed (i.i.d.) noise signal with variance
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The coefficients are the autoregressive parameters, called LPC parameters in speech coding. The autocorrelation method assumes the signal to be zero outside the interval of observation of length and estimates the parameters of a th order model by minimizing the residual variance from minus to plus infinity. This residual variance is given by (2) where the are samples of the windowed signal. Because of the infinite sum in (2), the parameters can be found efficiently with the Levinson-Durbin algorithm (3) (4) (5) where is the th estimated reflection coefficient, is the th parameter of an th order model and is the residual variance for the th order model. The autocorrelation coefficients of the data are defined by (6) The autocorrelation coefficients are biased estimates of the theoretical autocorrelation coefficients of the process, because contains only nonzero products. This ensures that the resulting model is always stable. There are other estimation methods that ensure a stable model [7] - [10] , but the ACM is the most popular one. The bias in the autocorrelation coefficients is caused by the way the autocorrelation method handles the edges. In the next section, we will show that this method yields poor results if some of the reflection coefficients in the process are close to plus or minus one.
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III. ANALYSIS OF THE AUTOCORRELATION METHOD
The bias in the sample autocorrelation function (6) also causes bias in the estimated reflection coefficients. But there are other sources of bias as well; the bias consists of different parts. For example, the solution for the first reflection coefficient is given by (7) where is the normalized autocorrelation coefficient of lag one of the data. An expression for the bias in the reflection coefficients can be found by making a second order Taylor expansion and taking the expectation. For example, for (7) the result is var cov (8) where is the true normalized autocorrelation coefficient of lag one of the process, is the normalized autocorrelation coefficient of lag one of the window, is the expectation of . Var and cov are the variance of and the covariance between and , respectively. First an analysis of the ACM will be given when a rectangular window is used. In speech applications, almost always a nonrectangular window is used. Yet, the analysis for a rectangular window is of interest, because it explains why the use of a nonrectangular window is necessary and what properties a window must posses when used with the ACM.
The first term on the right hand side of (8) shows the explicit contribution of windowing to the bias in . For a rectangular window, equals and since equals (the true first reflection coefficient of the process), this bias contribution is equal to . For all reflection coefficients, the explicit bias contribution due to windowing can be found by multiplying each normalized autocorrelation coefficient of the process with the corresponding normalized autocorrelation coefficient of the window, and transforming the resulting modified normalized autocorrelation function to reflection coefficients. For a rectangular window, equals and, therefore, this bias contribution will be called triangular bias because of the specific form. The triangular bias is only present in the ACM and not in other estimation methods, such as the Burg method or the covariance methods. The second and third terms in (8) are due to the variances of and the covariances between the autocorrelation coefficients in the expressions and will be called Taylor bias. Such contributions of Taylor bias to the overall bias are present in the parameter estimates of all estimation methods and contain an implicit contribution due to windowing. Here, only the explicit triangular bias in the ACM is considered. Firstly, a qualitative analysis of the effects associated with the triangular bias will be given by looking at the residual for a first-and second-order model. Next, we will generalize the analysis and give an experimental illustration.
From (2) it is seen that the residual variance for a first order model is given by (9) The value minimizing this equation is the estimate of the first reflection coefficient. The discontinuities at the frame edges cause incomplete residual terms in such as and . The incomplete term has no influence on the solution . The incomplete term causes to have a small bias that makes it closer to zero in absolute value. The influence of the incomplete term is small because before minimization with respect to , all terms in the residual variance are of the same order of magnitude. The triangular bias in is , the true first reflection coefficient of the process. Both incomplete terms and are an important source of bias in the residual variance . If is close to one in absolute value, the magnitude of these incomplete terms after minimization is large in comparison with the magnitude of the complete terms [after minimization is reduced with a factor ]. A consequence is that the influence of the incomplete terms on the second reflection coefficient is much larger than on the first one.
The residual variance for a second order model is
The value minimizing this expression, given the solution for the first reflection coefficient, is the solution for . The complete terms in the sum are much smaller than the incomplete terms if is close to one in absolute value, because for the first order the complete terms have already been minimized with respect to and is reduced with a factor ). Therefore, the incomplete terms have a much larger influence on than they had on . To put this another way, the incomplete terms cause to be considerably larger than . The biased residual variance is propagated via the Levinson-Durbin algorithm (3) to the second reflection coefficient , and this causes to be considerably smaller than the true value . Higher order reflection coefficients cannot compensate for this large bias because incomplete terms are present for all model orders in and are large in comparison with the complete terms.
This effect will occur after the occurrence of a reflection coefficient close to one in absolute value. For example, consider a process of which the th reflection coefficient has a distance of from one, i.e., equals in absolute value. For reasons of clarity, it is supposed that all lower order reflection coefficients are equal to zero. The th reflection coefficient may have an arbitrary value. For such a process equals . The autocorrelation method uses estimates of that are biased with a factor , and, therefore, the reflection coefficient corresponding to this biased autocorrelation will be ; a bias of only order . If the biased value for is used in (4), will get a value twice the value it should have had. This leads to a value of with (3) which is one half the true value and the result is a large bias of order 1 (as compared to the bias in , which is of order ). This example is of practical interest because the first reflection coefficient of sampled bandlimited data can be close to 1. The first reflection coefficient equals and this quotient approaches 1 if the continuous signal is sampled with a very high sampling frequency. In fact, the first estimated reflection coefficient often is close to 1 in voiced speech (and the second one close to 1). The conclusion to be drawn is that the autocorrelation method in its basic form without windowing is not a useful method for parameter estimation.
A tapered data window smoothly brings the amplitude of the signal down at the edges. Such windows reduce the bias in the autocorrelation function. Only the normalized autocorrelation coefficients of the window up to the LPC analysis order are of importance. For the rectangular window, these are equal to 1
; for other windows such as the popular
Hamming and Hanning windows, these are much closer to one. This means that severe bias propagation will only occur with these windows if the reflection coefficients of the process are much closer to one in absolute value than . The application of a tapered data window also has a disadvantage: When a data window is used, effectively, some information is thrown away. The result is that the variance of the estimated parameters is increased. We have observed that the increase in variance as a result of windowing corresponds roughly to the decrease in effective number of observations as defined in [11] , which makes sense because the theoretical variances of LPC coefficients are inversely proportional to the number of observations.
At this point, it is interesting to compare the bias in the reflection coefficients with that in the log area ratios. An estimated model has a certain spectrum distortion with respect to the original process. It has been shown [12] that the reflection coefficients are more sensitive to quantization than the log area ratios if their absolute value is close to one. This means that the bias in the log area ratios is larger than the bias in the reflection coefficients, if the latter have an absolute value close to one. If the reflection coefficients are small in absolute value, they are approximately linearly related to the log area ratios [12] . In that case, the log area ratios have bias properties similar to the reflection coefficients, e.g., if the bias in a reflection coefficient is a factor one half, it also is approximately a factor one half in the corresponding log area ratio.
The bias propagation can be illustrated by a simulation experiment. We have generated 5000 realizations of length 100 samples of a tenth-order autoregressive process with the reflection coefficient vector in (11) , shown at the bottom of the page.
The first reflection coefficient is equal to . From these realizations we have estimated LPC models with a rectangular window and with a Hanning window. The average reflection coefficient vectors for these 5000 realizations are, respectively, for the rectangular window and the Hanning window as shown in (12) and (13), at the bottom of the page.
In Fig. 1 , the product of ( ), , for orders , is shown, which is the normalized residual variance. Results for the rectangular window are denoted by "0," results for the Hanning window are denoted by "*." From this figure, and from the average reflection coefficient vectors, the phenomenon of bias propagation can be clearly seen. The bias in the first estimated reflection coefficient is small, but the residual variance for the rectangular window is close to (11) (12) (13) Fig. 2 . Original spectrum (solid unmarked line) and spectra obtained with the autocorrelation method, with a rectangular window ("0") and a Hanning window ("*"). a factor 2 larger than for the Hanning window for this order, due to the influence of the triangular bias. The bias in the second estimated reflection coefficient consequently is large: for the rectangular window the second reflection coefficient is close to one half that obtained with the Hanning window. The decrease in residual variance for the rectangular window is therefore smaller than for the Hanning window.
The spectrum of the process that was used in the simulations is the unmarked solid line in Fig. 2 . The spectra obtained with the rectangular and Hanning window are marked by "0" and "*," respectively. It is clear that the Hanning window greatly reduces the bias.
We have explained the influence on the reflection coefficients due to the edge effects in the ACM. It is difficult to relate this bias in the reflection coefficients quantitatively to the bias in individual formant frequencies and bandwidths. However, the bias always tends to make the reflection coefficients smaller in absolute value, and this means that in general the poles will stay away further from the unit circle. Therefore, an important effect of the bias propagation is an increase in the bandwidth of spectral peaks.
IV. CONCLUSIONS
It is shown that the autocorrelation method of autoregressive estimation is not suitable if reflection coefficients are close to or 1. This result is of practical interest because for sampled continuous signals the first reflection coefficient is often close to 1 unless the sample frequency is low. The poor performance of the autocorrelation method is due to edge effects; incomplete terms in the residual cause a large bias in the residual variance, this bias is propagated via the denominator of the Levinson-Durbin recursion and causes higher order reflection coefficients to be seriously biased as well. A tapered data window decreases the edge effects, but increases the variance of estimated models, because effectively the number of data available for estimation is decreased. He is with the Department of Applied Physics of the Delft University of Technology. His research interests are the application of signal processing, time series analysis, and parameter estimation to model building.
