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Abstract
The k-restricted domination number of a graph G is the smallest integer dk such that given any subset U of k vertices of G,
there exists a dominating set of G of cardinality at most dk containing U. Hence, the k-restricted domination number of a graph G
measures how many vertices are necessary to dominate a graph if an arbitrary set of k vertices must be included in the dominating
set. When k = 0, the k-restricted domination number is the domination number. For k1, it is known that dk(2n + 3k)/5 for all
connected graphs of order n and minimum degree at least 2 (see [M.A. Henning, Restricted domination in graphs, Discrete Math.
254 (2002) 175–189]). In this paper we characterize those graphs of order n which are edge-minimal with respect to satisfying the
conditions of connected, minimum degree at least two, and dk = (2n + 3k)/5. These results extend results due to McCuaig and
Shepherd [Domination in graphs with minimum degree two, J. Graph Theory 13 (1989) 749–762].
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Domination and its variations in graphs are now well studied (see [1–3]). A dominating set of a graph G is a set S
of vertices of G such that every vertex not in S is adjacent to a vertex in S. The domination number of G, denoted by
(G), is the minimum cardinality of a dominating set. A dominating set of G of cardinality (G) we call a (G)-set.
In this paper we study restricted domination in graphs where we restrict the dominating sets to contain any given
subset of vertices. Let U be a subset of vertices of a graph G. The restricted domination number r(G,U, ) of U is the
minimum cardinality of a dominating set of G containing U. A smallest possible dominating set of G containing all the
vertices in U we call a r(G,U, )-set. The k-restricted domination number of G is the smallest integer rk(G, ) such
that r(G,U, )rk(G, ) for all subsets U of G of cardinality k. This concept of restricted domination in graphs was
introduced by Sanchis [7]. Note that when k = 0, the k-restricted domination number is the domination number.
Some applications for the concept of restricted domination include the following.Adesirable property for a committee
from a collection of people might be that every non-member know at least one member of the committee, for ease of
communication. However, if certain people are required to serve on the committee, then the problem is how to best
select the additional members of the committee so that the resulting committee has the desired property. Sanchis [7]
discusses the application of restricted domination to computer communication networks. A set of resources is to be
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Fig. 1. Keys and daisies: (a) a key L4,1; (b) a daisy D(4, 4); (c) a daisy D(4, 4, 4).
placed on a network so that each processor can obtain one of the resources from a processor to which it is directly
linked. If k of the processor in the network already own the speciﬁed resources, then the problem is how to best choose
the additional resource locations so that every site can be efﬁciently serviced.
For k1, Sanchis [7] established an upper bound on the k-restricted domination number of a connected graph G in
terms of its size and minimum degree (G).
Theorem 1 (Sanchis [7]). For k1, if G is a connected graph of size q with (G)2, then rk(G, )(q +2k+1)/3.
The following result of [4] improves the Sanchis bound in Theorem 1 for dense graphs, namely those graphs of size
q and order n satisfying q > (6n − k − 5)/5.
Theorem 2 (Henning [4]). For k1, if G is a connected graph of order n with (G)2, then rk(G, )(2n+ 3k)/5.
For k1 an integer, we will refer to a graphG as a 25 -k-minimal graph ifG is edge-minimal with respect to satisfying
the following three conditions:
(i) (G)2,
(ii) G is connected, and
(iii) rk(G, ) = (2n + 3k)/5,
where n is the order of G. Our aim in this paper is to characterize 25 -k-minimal graphs.
1.1. Notation
For notation and graph theory terminologywe in general follow [1]. Speciﬁcally, letG=(V ,E) be a graphwith vertex
setV of order n and edge setE of size q, and let v be a vertex inV . The open neighborhood of v isN(v)={u ∈ V |uv ∈ E}
and the closed neighborhood of v isN [v]={v}∪N(v). For a set S of vertices, the open neighborhood of S is deﬁned by
N(S)=⋃v∈S N(v), and the closed neighborhood of S by N [S]=N(S)∪S. The subgraph of G induced by the vertices
in S is denoted by G[S]. The minimum degree among the vertices of G is denoted by (G). The distance d(v, S) of a
vertex v from a set S of vertices is the minimum distance from v to a vertex of S.
A cycle on n vertices is denoted by Cn and a path on n vertices by Pn. For m3 and n1, we denote by Lm,n the
graph obtained by joining with an edge a vertex in Cm to an end-vertex of Pn. The graph Lm,n (of order n+m) is called
a key. A key L4,1 is shown in Fig. 1(a).
A daisy is a graph that can be constructed from k2 disjoint cycles by identifying a set of k vertices, one from each
cycle, into one vertex. In particular, if the k cycles have lengths n1, n2, . . . , nk , respectively, we denote the daisy by
D(n1, n2, . . . , nk). For example, the daisies D(4, 4) and D(4, 4, 4) are shown in Fig. 1(b) and (c), respectively.
In this paper, we deﬁne F(n, k) = (n + 2k)/3 and G(n, k) = (2n + 3k)/5. We let x≡y mean x ≡ y (mod ).
2. Domination in graphs
The decision problem to determine the domination number of a graph is known to be NP-complete. Hence it is
of interest to determine upper bounds on the domination number of a graph. Various authors have investigated upper
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bounds on the domination number of a connected graph in terms of the minimum degree and order of the graph. The
earliest such result is due to Ore [6] who showed that a graph with minimum degree at least one has domination number
at most half its order. If we restrict the minimum degree to be at least two, then this upper bound due to Ore can be
improved.
2.1. The familyF
We deﬁne a unit to be a graph that is isomorphic to a cycle C5 or to a key L4,1. There are two types of units and we
call a unit type (a) or (b) according to whether it is a cycle or a key, respectively. In each unit, we deﬁne a link vertex
(vertices) of the unit as follows. In a type (a) unit, we select two vertices at distance 2 apart in the unit and we call these
two vertices the link vertices of the unit, while in a type (b) unit we call the vertex of degree 1 the link vertex of the unit.
LetF denote the family of all graphs G that are obtained from the disjoint union of 1 units, each of which is of
type (a) or of type (b) (called the units of G), by adding  − 1 edges in such a way that G is connected, has minimum
degree two and every added edge joins two link vertices (and is therefore a bridge of G which we call a link edge of
G). Note that it is possible for a graph in the familyF to have a link vertex that is incident with no link edge.
If G ∈F, then we call a vertex v of G an outer vertex if either v is a link vertex of G or v is a vertex in a type (a) unit
such that neither neighbor of v in that unit is incident with a link edge of G; otherwise, we call v an inner vertex of G.
A graph in the family F with three units of type (a) and two of type (b) is shown in Fig. 2 with the link vertices
indicated by the large darkened vertices and with the outer vertices that are not link vertices circled.
2.2. Minimum degree 2
We will refer to a graph G as an 25 -minimal graph if G is edge-minimal with respect to satisfying the following three
conditions:
(i) (G)2,
(ii) G is connected, and
(iii) (G)2n/5,
where n is the order of G. Let F1 and F2 be the two graphs deﬁned in Fig. 3.
LetF0 =F ∪ {K2,3, C10,D(4, 7),D(4, 4, 4), F1, F2}. McCuaig and Shepherd [5] proved the following lemma.
Fig. 2. A graph in the familyF of 25 -minimal graphs.
Fig. 3. The graphs F1 and F2.
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Lemma 3 (McCuaig and Shepherd [5]). IfG ∈F0 has order n, then G is a connected graph, (G)=2, (G)=2n/5,
and for any vertex v of G, there is a (G)-set containing v. In particular, G is a 25 -minimal graph. Furthermore, if G1
and G2 are two disjoint graphs inF0 with vi ∈ V (Gi) for i = 1, 2 and if (G1 ∪ G2) + v1v2 is a 25 -minimal graph,
then for i = 1, 2, Gi ∈F and vi is an outer vertex of Gi .
The following result characterizes 25 -minimal graphs.
Theorem 4 (McCuaig and Shepherd [5]). A graph G is a 25 -minimal graph if and only ifG ∈F0 ∪{C4, C7,D(4, 4)}.
As an immediate consequence of Theorem 4 we have the following result.
Theorem 5 (McCuaig and Shepherd [5]). If G is a connected graph of order n8 with (G)2, then (G)2n/5.
3. Known results
For 1kn, it is shown in [4] that if G is a graph of order n with (G)1, then rk(G, )(n+ k)/2 and the graphs
attaining this bound are characterized.
Sanchis [7] determined upper bounds for the k-restricted domination numbers of simple structures such as cycles,
paths and keys. Recall that F(n, k) = (n + 2k)/3.
Lemma 6 (Sanchis [7]). For 1kn, rk(Cn, )F(n, k).
Lemma 7 (Sanchis [7]). For 1kn, rk(Pn, )F(n + 2, k).
Lemma 8 (Sanchis [7]). For 0km + n, rk(Lm,n, )F(m + n + 2, k).
Using these results, upper bounds on graphs obtained from cycles, paths or keys are determined in [4]. In particular,
the following four lemmas are proven in [4]. Recall that G(n, k) = (2n + 3k)/5.
Lemma 9 (Henning [4]). Let H be a graph of order n with (H)2 for which rk(H, )G(n, k) for 1kn. For
m2, letG be the graph obtained fromPm by joining the two end-vertices ofPm to a vertex ofH.Then, rk(G, )G(m+
n, k) for 1km + n.
Lemma 10 (Henning [4]). Let H be a graph of order n with (H)2 for which rk(H, )G(n, k) for 1kn. For
m3, let G be the graph obtained from Pm by joining the two end-vertices of Pm to any two distinct vertices of H.
Then, rk(G, )G(m + n, k) for 1km + n.
Lemma 11 (Henning [4]). Let H be a graph of order n with (H)2 for which rk(H, )G(n, k) for 1kn. Let G
be the graph obtained from Cm, m3, by joining with an edge a vertex of Cm to a vertex of H. Then, rk(G, )G(m+
n, k) for1km + n.
Lemma 12 (Henning [4]). Let H be a graph of order p with (H)2 for which rk(H, )G(p, k) for 1kp. Let
G be the graph obtained from Lm,n, where m3 and n1, by joining with an edge the end-vertex of Lm,n to a vertex
of H. Then, rk(G, )G(m + n + p, k) for 1km + n + p.
Using Lemmas 9–12, Theorem 2 is proven.
4. The family Fk
In this section, we deﬁne a family of 25 -k-minimal graphs. We shall follow the notation introduced in Section 2.1
when deﬁning the familyF.
For k1 an integer, letFk denote the family of all graphs G that are obtained from the disjoint union of 0 units
of type (a) or (b) (called the units of G) by adding a set U of k new link vertices and then adding a minimal number
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Fig. 4. A graph in the familyFk of 25 -k-minimal graphs.
of edges (which we call link edges of G) in such a way that (i) G is connected, (ii) every added edge joins two link
vertices, and (iii) (G)2. Note that if G ∈Fk has  units, then G has order n = k + 5.
If G ∈ Fk , then we call a vertex v of G an outer vertex if v is a link vertex of G or v is a vertex in a type (a) unit
such that neither neighbor of v in that unit is incident with a link edge of G; otherwise, we call v an inner vertex of G.
A graph in the familyFk with k = 6 and with = 5 units is shown in Fig. 4 with the set U of k = 6 new link vertices
indicated by the large darkened vertices.
Next, we establish some observations about graphs in the familyFk that we will need in proving our main result in
Section 5.
Observation 13. LetG ∈Fk have order n. For 1kn, let S be a subset of k vertices of G. Then, r(G, S, )=G(n, k)
if and only if there is a selection of units and link vertices of G so that S = U where U is the resulting set of k link
vertices that do not belong to any unit of G. Furthermore in this case for any vertex v of G, there is a r(G,U, )-set
containing v.
Proof. Suppose G ∈ Fk has  units (of types (a) and (b)), and so n = k + 5. Any dominating set of G containing
U must contain at least two vertices from each unit of G, and so r(G,U, )k + 2 = (2n + 3k)/5 = G(n, k). By
Theorem 2, rk(G, )G(n, k). Consequently, r(G,U, ) = G(n, k). This establishes the sufﬁciency.
Next we consider the necessity. Suppose r(G, S, )=G(n, k). If |N(S)− S| = 1 and (G− S)= 1, then G− S is a
type (b) unit, and the desired result follows readily by taking U = S and the units and link vertices of G to be the unit
and link vertex ofG−S. Hence we may assume that |N(S)−S|2 or that |N(S)−S|=1 and (G−S)2. LetG′ be
the graph obtained from G− S by adding, if necessary, edges joining vertices of N(S)− S so that G′ is edge-minimal
with respect to satisfying (G′)2 and G′ connected. Let G′ have order n′, and so n′ = n − k. If (G′)< 2n′/5, then
r(G, S, )(G′)+ |S|< 2(n− k)/5+ k =G(n, k), a contradiction. Hence, (G′)2n′/5, and so G′ is a 25 -minimal
graph. Hence, by Theorem 4, G′ ∈F0 ∪ {C4, C7,D(4, 4)}. Let uv be an edge of G with u ∈ S and v ∈ V (G′).
SupposeG′ ∈ {C4, C7, C10,D(4, 4),D(4, 7),D(4, 4, 4), F1, F2}. LetD′ be a (G′−v)-set. Then, |D′|=(n′−1)/3.
Thus,D′∪S is a dominating set ofG containing S of cardinality (n′−1)/3+k=(n−1+2k)/3=F(n−1, k)<G(n, k),
a contradiction.
Suppose G′ =K2,3. If there is no edge of G joining a vertex of S to a vertex of degree 3 in G′, then v has degree 2 in
G′, G′ is an induced subgraph of G, both vertices of degree 3 in G′ must be link vertices of G that do not belong to any
unit of G, and the three vertices of degree 2 in G′ are link vertices of G. Let w be a vertex of degree 3 in G′. Then vw
is a link edge of G such that G − vw is connected and (G − uw) = 2, contradicting the minimality of G. Hence we
can choose v to be one of the two vertices of degree 3 in G′. Let v′ denote the non-neighbor of v in G′. Then, S ∪ {v′}
is a dominating set of G containing S of cardinality k + 1 = k + (n′ − 2)/3<G(n, k), a contradiction.
Hence, G′ ∈ F. We show that (i) v is an outer vertex of G′ and (ii) if a type (a) unit of G′ has two adjacent outer
vertices, then at most one of them is adjacent to a vertex of S. Let S′ be a (G′)-set containing all the link vertices
of G′. Thus, |S′| = 2n′/5 = 2(n − k)/5 and any vertex of S′ that is not a link vertex of G′ is the vertex in a type (b)
unit at distance 3 from the link vertex in that unit. Hence, S ∪ S′ is a dominating set of G containing S of cardinality
k + 2(n − k)/5 = G(n, k).
To prove (i), suppose to the contrary that v is an inner vertex of G′. Let F denote the unit of G′ containing v. Suppose
that F is a type (a) unit. Since v is an inner vertex of G′, it is adjacent to a neighbor x in that unit that is a link vertex
incident with a link edge of G′ (and so x is dominated by a vertex of S′ not in F). Let y denote the link vertex of F
different from x. If y is adjacent to v and if w is the other neighbor of y in F, then let D = S ∪ (S′ − {x, y}) ∪ {w},
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while if y is not adjacent to v, then let D = S ∪ (S′ − {x}). In both cases, D is a dominating set of G that contains
S, and so r(G, S, ) |D| = G(n, k) − 1, a contradiction. On the other hand, suppose that F is a type (b) unit. Let x
be the link vertex of F and let y be the vertex at distance 3 from x in F (and so, {x, y} ⊂ S′). Let w be the vertex on
the 4-cycle in F at distance 2 from v. Then, S ∪ (S′ − {x, y}) ∪ {w} is a dominating set of G that contains S, and so
r(G, S, ) |D| = G(n, k) − 1, a contradiction. Hence, v must be an outer vertex of G′.
To prove (ii), suppose to the contrary that a type (a) unit F of G′ has two adjacent outer vertices u and v that are
both dominated by S. Then one of u and v, say v, is a link vertex of F but v is not incident with a link edge. Let x
be the link vertex of F that is incident with a link edge (and so, x is the vertex in F at distance 2 from both u and v,
and x is dominated by a vertex of S′ not in F). Then, S ∪ (S′ − {v}) is a dominating set of G that contains S, and so
r(G, S, ) |D| = G(n, k) − 1, a contradiction. This establishes (ii).
By (i) and (ii), it follows that v can be selected to be a link vertex of G′. This is true for each vertex of G′ that is
joined to a vertex in S. The desired result now follows readily by taking U = S and the units and link vertices of G to
be the units and link vertices of G′. 
5. Main result
Our main result is the following characterization of 25 -k-minimal graphs.
Theorem 14. For k1, a connected graph G is a 25 -k-minimal graph if and only if G ∈ Fk . Furthermore, if U is a
subset of k vertices of G for which r(G,U, ) = G(n, k), where n is the order of G, then we can choose the units of G
so that U is the resulting set of k link vertices that do not belong to any unit of G.
The result for the restricted domination number obtained in Theorem 14 extends the results for the domination
number obtained in Theorem 4.
6. Proof of main result
The sufﬁciency follows from Observation 13. To prove the necessary condition of Theorem 14, we proceed by
induction on the order n3 of a 25 -k-minimal graph. If k=n, thenG ∈Fk withU =V (G). Hence we may assume that
1k <n. If n ∈ {3, 4}, then G contains a cycle as a spanning subgraph, and so, by Lemma 6, rk(G, )rk(Cn, )
F(n, k)<G(n, k) (since k <n). Let n5 and assume the result is true for all 25 -k′-minimal graphs G′ of order n′,
where n′ <n and 1k′n′. For 1k <n, let G = (V ,E) be a 25 -k-minimal graph of order n. Let U be a set of k1
vertices in G for which r(G,U, ) = rk(G, ) = G(n, k).
If e is an edge of G, then r(G − e, U, )r(G,U, ). Hence, by the minimality of G, we have the following
observation.
Observation 15. If e ∈ E, then either e is a bridge of G or (G − e) = 1.
The next result is a consequence of the inductive hypothesis.
Observation 16. IfG′ is a connected subgraph ofGof ordern′ <nwith (G′)2, then, for 1k′n′, eitherG′ ∈Fk′
or rk′(G′, )<G(n′, k′).
The following two lemmas, proofs of which are given in Sections 6.1 and 6.2, will be useful in what follows.
Lemma 17. For i = 1, 2, let Gi be a connected graph of order ni and let vi ∈ V (Gi). Further, let Ui ⊆ V (Gi) where
ki = |Ui | and k21 (possibly, k1 = 0). Let G′ be a graph obtained from G1 ∪G2 by adding the edge v1v2 and possibly
other edges joining G1 and G2. Suppose there exists an r(G1, U1, )-set that contains v1 and suppose G2 ∈Fk2 and
r(G2, U2, ) = G(n2, k2). By Observation 13, we can choose the units of G2 so that U2 is the resulting set of k2 link
vertices that do not belong to any unit of G2. If v2 is an inner vertex of G2, then r(G′, U1 ∪ U2, )r(G1, U1, ) +
r(G2, U2, ) − 1.
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Lemma 18. If x, x1, x2, x3, y is an induced path in G every internal vertex of which has degree 2 in G, then|U ∩
{x1, x2, x3}|1.
IfG=Cn (and still k <n), then by Theorem 6, rk(G, )F(n, k)<G(n, k), a contradiction. Hence,G is not a cycle.
Thus, G contains at least one vertex of degree at least 3. Let S = {v ∈ V | deg v3}. Each vertex of V − S therefore
has degree 2. For each v ∈ S, we deﬁne the 2-graph of v to be the component of G − (S − {v}) that contains v. So
each vertex of the 2-graph of v has degree 2 in G, except for v. Furthermore, the 2-graph of v consists of edge-disjoint
cycles through v, which we call 2-graph cycles, and paths emanating from v, which we call 2-graph paths.
Using the inductive hypothesis, and the structure and properties of graphs in the families F and Fk established
earlier, we shall prove the following lemma, a proof of which is given in Section 6.3.
Lemma 19. If S is not an independent set, then G ∈Fk .
By Lemma 19, we may assume that S is an independent set, for otherwise G ∈Fk .
Suppose that G contains a 2-graph cycle. Among all 2-graph cycles of G, let C be chosen to contain as few vertices
of U as possible. Let H be the (connected) graph obtained from G by deleting all the vertices of C except for the vertex
of C that belongs to S. We shall prove the following two lemmas, proofs of which are given in Sections 6.4 and 6.5.
Lemma 20. If (H)2, then G ∈Fk .
Lemma 21. If (H) = 1, then G ∈Fk .
Hence if G contains a 2-graph cycle, then it follows from Lemmas 20 and 21 that G ∈ Fk . Thus we may assume
that G has no 2-graph cycle, for otherwise G ∈ Fk . Thus, |S|2 and for every w ∈ S, the 2-graph of w consists of
2-graph paths. We shall prove the following two lemmas, proofs of which are given in Sections 6.6 and 6.7.
Lemma 22. If G has a 2-graph path of length 3 or more, then G ∈Fk .
Lemma 23. If G has a 2-graph path of length 1 or 2 that contains a vertex of U, then G ∈Fk .
By Claims 22 and 23, we may assume that all 2-graph paths have length at most 2 and contain no vertex of U for
otherwise G ∈Fk . Thus there is no vertex of V − S in U, and so U contains only vertices of S. Let u be a vertex of S
in U. Since there are no 2-graph cycles, |S|2. Let P : u, v1, . . . , vm, v, 1m2, be a path joining u to a vertex v of
S, every internal vertex of which belongs to V − S. Let H = G − (V (P ) − {u, v}).
By construction,H is a graph of order n−mwith (H)2.As in the proof of Lemma 23, rk(H, )G(n−m, k) for
1kn−m irrespective of whetherH is connected or not. Now eitherm=1, in which case r(G,U, )r(H,U, )
G(n− 1, k)<G(n, k), or m= 2, in which case r(G,U, )r(H,U ∪ {v}, )G(n− 2, k + 1)<G(n, k). Both cases
produce a contradiction. This completes the proof of Theorem 14.
6.1. Proof of Lemma 17
For i=1, 2, letDi be an r(Gi, Ui, )-set whereD1 contains v1 and whereD2 is chosen to contain all the link vertices
of G2. Thus, |D1| = r(G1, U1, ) and |D2| = r(G2, U2, ). Note that any vertex of D2 that is not a link vertex of G2
is the vertex in a type (b) unit at distance 3 from the link vertex in that unit. Let F denote the unit of G2 containing v2.
Suppose that F is a type (a) unit. Since v2 is an inner vertex of G2, it is adjacent to a neighbor v in that unit that is
a link vertex incident with a link edge of G2 (and so v is dominated by a vertex of D2 not in F). Let u denote the link
vertex of F different from v. If u is adjacent to v2 and if x is other neighbor of u in F, then (D2 − {u, v}) ∪ {x} is a
dominating set of G2 − v2 that contains U2. On the other hand, if u is not adjacent to v2, then D2 −{v} is a dominating
set of G2 − v2 that contains U2.
Suppose that F is a type (b) unit. Let v be the link vertex of F and let u be the vertex at distance 3 from v in F (and so,
{u, v} ⊂ D2). Let x be the vertex on the 4-cycle in F at distance 2 from v2. Then, (D2 − {u, v}) ∪ {x} is a dominating
set of G2 − v2 that contains U2.
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Irrespective of whether F is a type (a) or a type (b) unit, there is therefore a set of |D1| + |D2| − 1 vertices that
contains U1 ∪ U2 and dominates G. The desired result follows.
6.2. Proof of Lemma 18
Suppose that U ∩ {x1, x2, x3} = ∅. Let F ′ = (G − {x1, x2, x3}) + xy. Then, F ′ is a connected graph with (F ′)2.
By Theorem 2, r(F ′, U, )G(n − 3, k). Let T ′ be an r(F ′, U, )-set. If x, y ∈ T ′ or if x, y /∈ T ′, let T = T ′ ∪ {x2}.
If x ∈ T ′ and y /∈ T ′, let T = T ′ ∪ {x3}. If x /∈ T ′ and y ∈ T ′, let T = T ′ ∪ {x1}. Then, r(G,U, ) |T | = r(F ′, U, )+
1 = G(n − 3, k) + 1<G(n, k), a contradiction.
6.3. Proof of Lemma 19
Let e = uv be an edge, where u, v ∈ S. By Observation 15, e must be a bridge of G. Let G1 = (V1, E1) and
G2 = (V2, E2) be the two components of G − e where u ∈ V1. For i = 1, 2, let |Vi | = ni , and so n = n1 + n2. Further,
for i = 1, 2, let Ui =U ∩ V (Gi) and let ki = |Ui |. Each Gi satisﬁes (Gi)2 and is connected. Hence by Theorem 2,
for i = 1, 2, if ki1, then rki (Gi, )G(ni, ki).
Claim 24. If k11 and k21, then G ∈Fk .
Proof. Since k11 and k21, r(G,U, )r(G1, U1, ) + r(G2, U2, )G(n1, k1) + G(n2, k2) = G(n, k).
If r(Gi, Ui, )<G(ni, ki) for some i, then r(G,U, )<G(n, k). Hence wemay assume that for i=1, 2, r(Gi, Ui, )=
G(ni, ki). By Observation 16, Gi ∈ Fki for i = 1, 2. By Observation 13, for i = 1, 2, we can choose the units of
Gi so that Ui is the resulting set of ki link vertices that do not belong to any unit of Gi . Furthermore, by the last
statement of Observation 13, there is a r(G1, u1, )-set that contains u. If v is an inner vertex ofG2, then by Lemma 17,
r(G,U, )r(G1, U1, ) + r(G2, U2, ) − 1<G(n, k), a contradiction. Hence, v is an outer vertex of G2. If v is not
a link vertex of G2, then v belongs to a type (a) unit and the neighbor v′ of v in this unit that is a link vertex is incident
with no link edge. But then we can simply choose v rather than v′ as a link vertex of that unit when constructing G2.
Similarly, we may assume that u is a link vertex of G1. Thus, since Gi ∈Fki for i = 1, 2, G ∈Fk . 
By Claim 24, we may assume that k1 = 0, and so k = k21 and U = U2, for otherwise G ∈ Fk . By Observation
16, G2 ∈Fk or r(G2, U, )<G(n2, k).
If (G1)< 2n1/5, then r(G,U, )(G1) + r(G2, U, )< 2n1/5 + G(n2, k) = G(n, k), a contradiction. Hence,
(G1)2n1/5. Since (G1)2 and G1 is connected, it follows that G1 is a 25 -minimal graph. Hence, by Theorem 4,
G1 ∈F0 ∪ {C4, C7,D(4, 4)}. The desired result of the lemma now follows from Claims 25 and 26.
Claim 25. If G1 ∈ {C4, C7,D(4, 4)}, then G ∈Fk .
Proof. Suppose G1 ∈ {C4, C7,D(4, 4)}. Let S1 be a (G1 − u)-set. Then, |S1| = (n1 − 1)/3. Let S2 be a minimum
dominating set ofG2 containingU∪{v}. Then, |S2|=r(G2, U∪{v}, ), and so, by the inductive hypothesis,G2 ∈Fk+1
or |S2|<G(n2, k2 + 1). Hence, D = S1 ∪ S2 is a dominating set of G containing U and |D|(n1 − 1)/3+G(n2, k2 +
1) = G(n, k) + (4 − n1)/15. Thus, if n1 = 7 or if |S2|<G(n2, k2 + 1), then r(G,U, )<G(n, k), a contradiction.
Consequently, G1 = C4 and G2 ∈ Fk+1. By Observation 13, we can choose the units of G2 so that U ∪ {v} is the
resulting set of k + 1 link vertices that do not belong to any unit of G2. But then since G is 25 -k-minimal graph, it
follows that G ∈ Fk (with (G1 ∪ {v}) + uv forming a type (b) unit in G and with all other units and link vertices of
G2 unchanged). 
By Claim 25, we may assume that G1 ∈ F0 (for otherwise G ∈ Fk). Hence, by Lemma 3, (G1) = 2n1/5 and
there is a (G1)-set, sayD1, containing u. If r(G2, U, )<G(n2, k), then r(G,U, )(G1)+ r(G2, U, )< 2n1/5+
G(n2, k)=G(n, k), a contradiction. Hence, G2 ∈Fk . Let D2 be an r(G2, U, )-set where D2 is chosen to contain all
the link vertices of G2 (and so any vertex of D2 that is not a link vertex of G2 is the vertex in a type (b) unit at distance
3 from the link vertex in that unit).
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If v is an inner vertex of G2, then by Lemma 17, r(G,U, )G(n, k) − 1, a contradiction. Hence, v is an outer
vertex of G2. As in the proof of Claim 24, v can be selected to be a link vertex of G2. In particular, v ∈ D2.
Claim 26. G1 ∈F.
Proof. Suppose G1 ∈ {C10,D(4, 7),D(4, 4, 4), F1, F2}. Let D1 be a (G1 − u)-set. Then, |D1| = (n1 − 1)/3 = 3.
Thus, D1 ∪ D2 is a dominating set of G containing U of cardinality 3 + G(n2, k) = 3 + G(n − 10, k) = G(n, k) − 1,
a contradiction.
Suppose G1 = K2,3. If u has degree 3 in G1, and if u′ denotes the non-neighbor of u in G1, then D2 ∪ {u′} is a
dominating set of G containing U of cardinality 1 + G(n2, k) = 1 + G(n − 5, k) = G(n, k) − 1, a contradiction. On
the other hand, if u is a vertex of degree 2 in G1, and if w denotes a neighbor of u in G1, then G − uw is connected,
(G − uw) = 2, and r(G − uw,U, )r(G,U, ) = G(n, k), contradicting the fact that G is a 25 -k-minimal graph.
The desired result follows. 
By Claim 26, G1 ∈ F. A similar proof to that of Lemma 17 shows that u must be an outer vertex of G1 (for
otherwise, r(G,U, )G(n, k) − 1). If u is not a link vertex of G1, then u belongs to a type (a) unit and the neighbor
u′ of u in this unit that is a link vertex is incident with no link edge. But then we can simply choose u rather than
u′ as a link vertex of that unit when constructing G1, i.e., u can be selected to be a link vertex of G1. It follows that
G ∈ F since the edge e joins a link vertex of G1 ∈ F with a link vertex of G2 ∈ Fk . This completes the proof of
Lemma 19.
6.4. Proof of Lemma 20
Suppose C is a 2-graph cycle of v ∈ S. Let P = C − v be a u–w path on m2 vertices, and so H = G − V (P ).
Since (H)2, we note that degGv4. Let H have order h, and so n = h + m. Let U1 contain the vertices of U in
P, and let U2 = U − U1. Let |U1| = k1, and let k2 = k − k1. By Observation 16, if k21, then either H ∈ Fk2 or
rk2(H, )<G(h, k2). We consider two possibilities depending on the value of k1.
Case 1: k1=0. Then,U =U2 and k=k2. By Lemma 18,m4. Ifm=2 or 3, then r(G,U, )<G(n, k) (see Case 1 in
the proof of Lemma 6 in [4, p. 182]), a contradiction. (For example, ifm=2, then r(G,U, )r(H,U∪{v}, )G(n−
2, k + 1)<G(n, k).) Hence, m= 4 and G(n, k)= r(G,U, )1+ r(H,U ∪ {v}, )1+G(n− 4, k + 1)=G(n, k).
Consequently, we must have equality throughout this inequality chain. In particular, r(H,U ∪{v}, )=G(n−4, k+1)
and so, by Observation 16, H ∈Fk+1. By Observation 13, we can choose the units of H so that U ∪{v} is the resulting
set of k + 1 link vertices that do not belong to any unit of H. But then since G is 25 -k-minimal graph, it follows that
G ∈ Fk (with the cycle C forming a type (b) unit in G having v as a link vertex and with all other units and link
vertices of H unchanged).
Case 2: k11. Since here r(G,U, ) = G(n, k), it follows from Case 2 in the proof of Lemma 6 in [4, p. 182], that
one of the following two cases occur: (i) U = V (P ) − {u} or U = V (P ) − {w}, and H ∈ {C4, C7,D(4, 4)} or (ii)
U1 = V (P ) and H ∈Fk2 (possibly, k2 = 0).
Suppose (i) occurs. Let D be a (H −v)-set. Then, |D|= (h−1)/3 and r(G,U, ) |U |+ |D|=m−1+ (h−1)/3.
However, here G(n, k) = G(m + h,m − 1) = m + (2h − 3)/5, and so r(G,U, )<G(n, k), a contradiction. Hence,
(ii) must occur, i.e., U1 = V (P ) and H ∈Fk2 .
If k2 = 0 (and so H ∈F0), then U =V (P ) and an identical proof as that presented in the proof of Claim 26 and the
paragraph following it shows that H ∈ F and that v can be selected as a link vertex of H. If k21, then an identical
proof as that presented in Claim 24 shows that v can be selected as a link vertex of H. In both cases, it follows that
G ∈Fk (with the units of H forming the units of G and with U the set of k link vertices that do not belong to any unit
of G). This completes the proof of Lemma 20.
6.5. Proof of Lemma 21
Suppose C is a 2-graph cycle of w ∈ S of length m. Since (H) = 1, we note that degG w = 3. Let v be the vertex
of G of degree at least 3 that is at minimum distance from w. By Lemma 19, d(v,w) = r + 12. Let u denote the
vertex adjacent to v on the w–v path and let x denote the neighbor of w on this path (if r = 1, then u= x). Then G−uv
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consists of two components, one of which is a key Lm,r which contains u as its end-vertex and the other, which we call
F, is a connected graph with (F )2 containing v. Let F have order p. Let P denote the x–u path (on r vertices). Let
U1 contain the vertices of U in Lm,r , and let U2 = U − U1. Let |U1| = k1, and let k2 = k − k1. Since G has order n,
n=m+r+p. By Observation 16, if k21, then either F ∈Fk2 or rk2(F, )<G(p, k2).We consider two possibilities
depending on the value of k1.
Case 1: k1 = 0. Then, U =U2 and k = k2. Since r(G,U, )=G(n, k), it follows from Case 1 in the proof of Lemma
6 in [4, p. 184] thatm=4, r =1 and F ∈Fk . By Observation 13, we can choose the units of F so thatU is the resulting
set of k link vertices that do not belong to any unit of F. An identical proof to that presented in Claim 24 shows that v
can be selected as a link vertex of F. It follows that G ∈Fk (and the key L4,1 forms a type (b) unit of G with u as its
link vertex).
Case 2: k11. Since r(G,U, )=G(n, k) and since the 2-graph cycle C was chosen to contain as few vertices of U
as possible, it follows from Case 2 in the proof of Lemma 9 in [4, p. 184], that one of the following four cases occur:
(i) m= 4, r2, U1 =V (P )−{x}, and F ∈Fk2 (possibly, k2 = 0), (ii) U1 =V (Lm,r ) and F ∈Fk2 (possibly, k2 = 0),
(iii) m = 5, U = V (P ) − {u} and F = C4, or (iv) m = 4, U = V (P ) − {u, x} and F = C4.
Suppose (i) occurs. An identical proof to that presented in Claim 24 shows that v can be selected as a link vertex of
F. It follows that G ∈ Fk (with the key L4,1 induced by V (C) ∪ {x} forming a type (b) unit of G with x as its link
vertex, and with the remaining units of G consisting of the units of F, and with U the set of k link vertices that do not
belong to any unit of G).
Suppose (ii) occurs. Once again, v can be selected as a link vertex of F, and so G ∈Fk (with the units of H forming
the units of G and with U the set of k link vertices that do not belong to any unit of G).
If (iii) occurs, then G ∈ Fk (with one unit of type (a), namely C with w as a link vertex, and one unit of type (b),
namely the key L4,1 induced by V (F) ∪ {u} with u as the link vertex).
If (iv) occurs, G ∈Fk (with exactly two units, namely the keys L4,1 induced by V (C) ∪ {x} and V (F) ∪ {u} with
x and u as the link vertices, respectively, in these units). This completes the proof of Lemma 21.
6.6. Proof of Lemma 22
Suppose that u, v ∈ S and that P is a u–v path onm+25 vertices, every internal vertex of which belongs to V −S.
Let H = G − (V (P ) − {u, v}), and let H have order h, and so n = h + m. Then, (H)2. If H is connected, then an
identical proof to that of Lemma 20 shows that G ∈Fk . Hence, we may assume that H is disconnected, for otherwise
the desired result follows. LetH1=(V1, E1) andH2=(V2, E2) be the two components ofHwhere u ∈ V1. For i=1, 2,
let |Vi | = hi , and so h = h1 + h2. Each Hi satisﬁes (Hi)2 and is connected. Hence, by Theorem 2, for i = 1, 2 and
1kihi , rki (Hi, )G(hi, ki). Since there are no 2-graph cycles in G, Hi /∈ {C4, C7,D(4, 4)} for i = 1, 2. Hence it
follows from Theorem 4 that for i = 1, 2 and 0kihi , rki (Hi, )G(hi, ki). Consequently, r(H, )G(h, ) for
0h. Once again, proceeding as in the proof of Lemma 20 shows that G ∈Fk .
6.7. Proof of Lemma 23
Suppose that u, v1, . . . , vm is a 2-graph path ofGwhere m ∈ {1, 2} that contains a vertex ofU. Let v be the neighbor
of vm not on this path. Then, u, v ∈ S and u, v1, . . . , vm, v is a u–v path in G every internal vertex of which belongs
to V − S. Let P denote the path v1, . . . , vm and let H = G − V (P ). Let H have order h, and so n = h + m. Then,
(H)2. Let U ′ =U ∩ V (P ) and let |U ′| = k′. By assumption, k′1. If m= 1, then v1 ∈ U , while if m= 2, we may
assume that v1 ∈ U .
If H is connected, then by Theorem 2, r(H, )G(h, ) for 1h. If H is disconnected, then let H1 = (V1, E1)
andH2 = (V2, E2) be the two components ofHwhere u ∈ V1. For i=1, 2, let |Vi |=hi , and so h=h1 +h2. Proceeding
as in the proof of Lemma 22, for i = 1, 2, r(Hi, )G(hi, ) for 0hi .
Claim 27. If k = k′, then G ∈Fk .
Proof. Suppose H is disconnected. Then, G(n, k) = r(G,U, )G(h1, 0) + k + G(h2, 0) = G(n − m, 0) + k =
G(n, k)+ (2k−2m)/5G(n, k). Consequently, we must have equality throughout this inequality chain. In particular,
k = m and Hi ∈ F0 for i = 1, 2. We now consider H1. Since there are no 2-graph cycles in G, either H1 = K2,3 or
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H1 = F2. If H1 = K2,3, then as in the proof of Claim 26, u has degree 3 in G1. Let u′ denote the non-neighbor of u in
H1. Then, r(G,U, ) |{u′}| + k + G(h2, 0) = 1 + k + G(n − k − 5, 0) = G(n, k) − 1, a contradiction. On the other
hand, if H1 =F2, then let D1 be a (H1 − u)-set. Then, |D1| = (h1 − 1)/3= 3. Thus, r(G,U, )3+ k +G(h2, 0)=
3 + k + G(n − k − 10, 0) = G(n, k) − 1, a contradiction. Hence H is connected.
If H /∈F0 ∪ {C4, C7,D(4, 4)}, then by Theorem 4, (H)<G(h, 0), and so r(G,U, )<G(h, 0) + k = G(h +
k, k)G(n, k), a contradiction. Hence,H ∈F0 ∪{C4, C7,D(4, 4)}. SupposeH /∈F. Then,H ∈ {C4, C7, C10,K2,3,
D(4, 4),D(4, 7),D(4, 4, 4), F1, F2}. Since S is an independent set, it follows that u is a vertex of H all of whose
neighbors have degree two in H. Hence, (H − u)(h− 1)/3, and so r(G,U, )(h− 1)/3+ k(n+ 2k − 1)/3=
F(n − 1, k)<G(n, k), a contradiction. Hence, H ∈ F. Thus, r(G,U, )G(h, 0) + k = G(h + k, k)G(n, k).
Consequently, we must have equality throughout this inequality chain. In particular, k = m. If u or v is an inner vertex
of H, then a similar proof to that of Lemma 17 shows that r(G,U, )G(n, k) − 1, a contradiction. Hence, both u
and v are outer vertices of H. Thus, since G has no 2-graph cycles, each unit of H is a type (a) unit. Since S is an
independent set in G (and therefore in H), H therefore has exactly one unit, i.e., H = C5, and u and v are not adjacent.
Hence, G ∈Fk (where k = m). (Notice that G is obtained from K2,3 either by subdividing one edge once (if m = 1)
or by subdividing two edges once (if m = 2).) 
By Claim 27, we may assume that k > k′ for otherwise the desired result follows. Suppose H is disconnected.
For i = 1, 2, let Ui = U ∩ V (Hi) and let ki = |Ui |. Then, G(n, k) = r(G,U, )r(H1, U1, ) + r(H2, U2, ) +
|U ′|G(h1, k1)+G(h2, k2)+ k′ =G(h, k − k′)+ k′ =G(h+ k′, k)G(n, k). Consequently, we must have equality
throughout this inequality chain. In particular, k′ = m and for i = 1, 2, r(Hi, Ui, ) = G(hi, ki). If k1 = 0 or k2 = 0,
then proceeding as in the proof of Claim 27 we reach a contradiction. Hence, for i = 1, 2, ki1 and so Hi ∈ Fki .
Furthermore, as in the proof of Claim 27, both H1 and H2 have exactly one unit which is a type (a) unit. Since the
set S is an independent set, notice that every neighbor of u (respectively, v) has degree 2 in H. Thus, if u is not a link
vertex in H1, then the link vertex adjacent to u in H1 is not incident with a link edge of H1, and so u may be selected
as a link vertex in our construction of H1 (in this case when u is not a link vertex in H1, the graph H1 is obtained from
a type (a) unit, say the 5-cycle u1, u2, . . . , u5, u1 where u = u1 with link vertices u2 and u4, by adding the set U1 of
k1 new link vertices and where u4 is the only vertex of the 5-cycle adjacent to vertices of U1; but then u = u1 may
be selected in place of u2 as a link vertex in our construction of H1). Similarly, v may be selected as link vertices in
our construction of H1 and H2. Thus, G ∈ Fk . Hence, we may assume that H is connected (for otherwise G ∈ Fk).
But then G(n, k) = r(G,U, )r(H,U − U ′, ) + |U ′|G(h, k − k′) + k′ = G(n, k) + (2k′ − 2m)/5G(n, k).
Consequently, we must have equality throughout this inequality chain. In particular, k′ =m and H ∈Fk−k′ . As before,
u and v may be selected as link vertices in our construction of H, and so G ∈Fk .
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