The problem is the ordinary differential equation du/dt = -p exp( -q/u) with u(O) = u. We prove that the general three-parameter problem may be reduced through a group invariance to computing a single, parameter-free function w(f). This solution may be most compactly expressed in the form w = l/ln(t*ti(t*)B(r)), where 7 = ln(ln(t*)) and t* = t + exp(1). We compute a Chebyshev series for B (7) for T E [0,6] and show that B(T) -1 + (47 -2)exp(-7) + 4r2exp(-27) to within 1 part in lo4 for T > 6. The problem was motivated by the similar logarithmic decay of certain classes of quasi-solitary waves, such as the "breather" of the +4 field theory. o 1988 AC&KC PXSS, IIIC.
The problem posed in the abstract is tantalizingly simple. Nevertheless, the multiplicity of time scales-time, the logarithm of time, and even the logarithm of the logarithm-make it diflicult to understand the asymptotic behavior and develop overlapping approximations which collectively are accurate for all time.
In this note, we compute explicit, analytic approximations to u(l; p, q, a) which are valid for all values of the parameters and t. One enormous simplification is that this three-parameter problem is reduced to the computation of a single, universal function through the following. 
Then the solution of the general, three-parameter problem du/dt = -p exp( -q/u) and u(0) = a (2) may be expressed in terms of w( t ) as 4t; P, 474 = 4w(LP/CllO -4)>t
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Proof. Direct substitution of (3) and (4) into (2), cancellation of common factors of the parameters, and invocation of (1) .
Since the RHS of (1) is negative definite, it follows that w(t) (and u(t; p, q, a)) are monotonically decreasing for all t. This implies that the inverse function w-'(t) is singly-branched for real t so that the theorem may be applied for all t and all parameter values. Because of this group invariance theorem, the rest of this note will concentrate on solving the reduced problem (1) for w(t).
A useful hint comes from observing that the related problem dy/dt = -y2exp( -l/y) and
has the exact solution
where t* = t + exp(1). 0)
Because y2 is monotonically decreasing as y decreases, it follows that w(t) will decay faster than y(t) as t + 00. However, because y2 varies slowly in comparison to exp( -l/y), which is the factor common to both problems, it follows that w(t) should decay in a fashion that closely resembles l/ln(t*). This suggests introducing a new variable A(t*) to "modulate" the logarithmic decay: we define A via
Introducing the logarithmic time
we find from (1) that A must solve Inspection of (10) shows that for T z+ 1, A(T) will grow or decay exponentially fast-violating our intuition that A represents a slow modulation of the basic logarithmic decay-unless the first two terms on the RHS approximately cancel, implying that The reasoning that led from (1) to (14) is heuristic and intuitive. Nonetheless, we can give an a posteriori justification for the change of variables by numerically integrating (14) using a fourth-order Runge-Kutta method. Figure 1 shows that the function B(7) does indeed vary smoothly between narrow limits. It is noteworthy that the right-hand Iimit of the graph, r = 6, corresponds to T = 403 and t = 1.61 x 10"'. Integrating to so large a time with a fixed time step would take longer than the age of the universe, even on a supercomputer! Through the transformations, however, we have captured the behavior of w(t) over the whole of this enormous interval.
Although no conventional analytic solution of (1) is known, we can nevertheless write down a simple, analytical expression for w(t) by computing a Chebyshev series for B(T). Since the Chebyshev interpolation points are unevenly spaced, it is convenient to recall that a Chebyshev series is merely a Fourier cosine series in disguise. Introducing the change of variable 7 = 3(1 -cos (0) The theory of Chebyshev series is fully discussed in [l], so we omit details. The first 31 coefficients, computed using N = 40, are given in Table I . The approximation has a maximum absolute error of less than 0.0001. The choice of r = 6 as the upper limit of the expansion interval is somewhat arbitrary, but Fig. 1 shows that the modulation function is asymptotic to 1 from above. This immediately gives an explicit asymptotic approximation for B(T) because a term on the RHS of (14) such as (-2B + 47) will create rapid growth in B unless approximately cancelled by other terms. Elementary algebra then gives B(T) -1 + (47 -2) ee7 + 4r2eV2', 7 x=-1.
(20) Table II shows that the approximation is extremely accurate even for moderate 7.
The accuracy of (20) plus the Chebyshev series is roughly 1 part in 10,000 for all c > 0. In contrast, approximating w(t) by l/ln(t*) is a mediocre approximation even when f is huge. If we write ln(t*T2B ( 7) we find that even for t = l,OOO,OOO, the three terms on the right are respectively 13.8, 5.25, and 1.81. It is impossible to compute w(t) other than crudely without accurately evaluating the second modulation function, JWdW*)l).
Strictly speaking, to complete a global solution for u(t; p, q, a) we need to also solve for w(t) for negative t. It is trivial to show that, defining t' = t + u, where the constant IS (= -0.40) is determined by matching the condition w(0) = 1,
By using the methods of Boyd [2] , it is possible to compute a Chebyshev expansion on the semi-infinite interval t E [ -cc, 01, but since the physical interest is in the decay, we omit the details. In summary, we see that by introducing successively slower time scales and changing variables so that successively higher "modulation" functions become the unknowns, we may tame this nonlinear differential equation and solve it for arbitrary positive t. The combination of Chebyshev expansion with asymptotic approximation is very powerful because together they give a "global" solution.
The inspiration for this problem is the "breather" of the +4 field theory [3] , which also decays with time at a rate which is proportional to the inverse exponential of the amplitude. From this example, we may anticipate a logarithmic time decay accompanied by modulation on a log-log time scale. However, the (p" problem is a partial rather than an ordinary differential equation, and is obviously much harder. Only future work will determine whether some of the ideas developed here can be applied to that much more difficult problem and others like it.
