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Abstract
Abstract. Data about the shopping paths of customers in stores are now available due to developments in radio frequency identiﬁca-
tion technology. In this study, we conducted clustering of the shopping paths of customers gathered in a grocery store in Japan. We
obtained nine typical movement patterns from the clustering results. In addition, we associated the customers’ shopping paths with
purchase results obtained from point of sales data. We examined the movement patterns in terms of their demographic features,
purchase results, stay time ratio for each sales area, and the shapes of the movement patterns.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Recent developments in radio frequency identiﬁcation (RFID) technology have facilitated the tracking of customer
movements in supermarkets and the recording of this information in databases. Data comprising the movement paths
of customers in supermarkets are sequential coordinate data, which we refer to as shopping-path data. These data
can help us to analyze the behavior of customers in greater detail and provide useful knowledge when combined with
point of sales (POS) data.
A few previous studies have analyzed shopping-path data. Larson et al. 1 implemented a clustering method based on
an improved k-means algorithm for processing RFID data and then grouped customers according to their movement
patterns in a store. In addition, they associated a customer group with its purchase results by using POS data. Hui et
al. 2 employed the traveling salesman problem to compute the shortest path between sales areas of actual purchases
using POS data, where they employed RFID data to compute the deviation between the shortest path and the actual
movement path. In addition, they associated this deviation with the purchase result obtained from POS data. Sano3
and Yada et al. 4 modeled customer behavior in a grocery store and estimated their behaviors, such as “Stop” and “Pass
by,” using a hidden Markov model. They also validated the shopping momentum eﬀect5 using the proposed model.
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No. Date Time Sales area X Coordinate Y Coordinate Stationary time
1 20090511 120329 Entrance 96 519 1
2 20090511 120330 Entrance 95 528 1
3 20090511 120331 Entrance 96 530 1
4 20090511 120332 Entrance 94 527 10
5 20090511 120342 Entrance 95 531 1
6 20090511 120343 Fresh produce 87 506 1
7 20090511 120344 Fresh produce 86 503 1
8 20090511 120345 Fresh produce 84 495 1
9 20090511 120346 Fresh produce 85 494 1
10 20090511 120347 Fresh produce 83 489 1
...
...
...
...
...
...
...
251 20090511 120850 Register 203 500 1
252 20090511 120851 Register 200 500 1
Table 1. Example of a customer’s shopping path
Sano et al. 6 estimated the behavior of customers in a store by considering the eﬀects of bargain sales and sales areas
using a nonhomogeneous hidden Markov model with a covariate. In the present study, we collected shopping-path
data from a Japanese grocery store based on a store test and we clustered shopping-path data in a similar manner
to Larson1. We aimed to clarify the typical shopping paths patterns and the associations of these patterns with the
purchase behavior of customers.
The remainder of this article is organized as follows. Section 2 describes the RFID data obtained from a store test.
Section 3 explains the data processing and clustering method. Section 4 presents the clustering results based on the
shopping-path data. Section 5 provides a summary of the study and our conclusions, as well as suggestions for future
research.
2. Data Description
We conducted a store test between May and June in 2009 at a grocery store in the Kanto area of Japan. The
customer shopping-path data were gathered using carts with RFID tags. The shopping-path data, which comprised
sequential coordinate data in the store, were tracked at one-second intervals from the entrance to a cash register in
the store, as shown in Table 1. The unit of the coordinates was 10 cm and the stationary time accumulated when the
cart was still and the coordinates remained unchanged. We divided the entire store into 16 diﬀerent areas: Household
Goods (H), General Food (G), Snacks and Sweets (SS), Liquor (L), Seafood (SF), Prepared Food (P), Western Deli
(W), Japanese Deli (J), Drink (D), Meat (M), Fresh Produce (FP), Frozen Food (FF), Register (R), Central Aisle (C),
Entrance (E), and Special Event (SE). The store layout is shown in Fig. 1. The total number of shopping paths was
6997. In addition to the RFID data, we collected POS data for the items that the customers actually purchased. The
POS data provided us with information about the purchase amount and purchase quantity for individual customers,
which were linked with the shopping paths obtained from the RFID data. By matching the purchase time in the POS
data and time of passage in front of the register in the RFID data, we associated the shopping-path data with the
purchase records.
3. Data processing and clustering method
3.1. Data processing
In the usual clustering method, the dimension of the variable p is assumed to be constant for all samples. However,
to cluster the shopping-path data, p was the length of a shopping path and it was not constant for each shopping
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Fig. 1. Organization of the Sales Areas in the Store
No. Date Time Sales area X Coordinate Y Coordinate Original No.
1 20090511 120329 Entrance 96 519 1
2 20090511 120343 Fresh produce 87 506 6
3 20090511 120348 Fresh produce 83 489 11
4 20090511 120353 Fresh produce 86 489 16
5 20090511 120408 Fresh produce 92 488 21
6 20090511 1200414 Fresh produce 97 488 27
...
...
...
...
...
...
...
49 20090511 120846 Register 210 489 247
50 20090511 120851 Register 200 500 252
Table 2. Example of a custmer’s shopping path of (N = 50)
path. Therefore, we processed the original shopping-path data in order to apply clustering methods. We sampled
the original shopping-path data at equal intervals and used constant length shopping-path data for clustering. Table 2
shows the processed shopping-path data obtained from the original shopping-path data in Table 1 where N = 50.
3.2. k-Medoid clustering
We employed a k-medoid clustering method, which was similar to that described by Larson et al. 1. The k-medoid
clustering algorithm is more robust than the k-means algorithm7. In the k-means algorithm, a cluster mean is not
usually a cluster member, whereas a medoid is a member of the cluster set X, the average dissimilarity of which is
minimal relative to all of the data points, i.e., it is the most centrally located point in the set. A medoid is deﬁned as
follows.
medoid = argmin
x∈X
∑
y∈{X−{x}}
d(x, y) (1)
A representative implementation of k-medoid clustering is the partitioning around medoids (PAM) algorithm, which
employs medoids instead of means in the k-means algorithms as follows.
1. Select k medoids randomly.
2. Assign each data point to the closest medoid.
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3. Recompute the medoids for all clusters.
4. Reassign each data point to the closest medoid.
5. Repeat steps 3 and 4 until there is no change in the assignments.
3.3. KL statistics
To decide the number of cluster k, we employ the KL statistic proposed by Krzanowski and Lai8. To evaluate the
goodness of ﬁt for the clustering, the total sum of squares within a cluster is deﬁned as follows:
W(k) =
k∑
j=1
ss( j), ss( j) =
∑
x∈Xj
∣∣∣
∣∣∣x − medoid j
∣∣∣
∣∣∣2 ,
where ss( j) denotes the sum of squares within cluster j. Using W(k), the KL statistic is deﬁned as follows:
KL(k) =
∣∣∣∣∣
DIFF(k)
DIFF(k + 1)
∣∣∣∣∣ ,DIFF(k) = (k − 1)
2
p W(k − 1) − k 2p W(k),
where p denotes the dimension of the vector. The optimum cluster size k is determined so the KL statistic takes the
maximum value.
4. Clustering results
4.1. Demographic features of the clusters
We conducted k-medoid clustering with an optimum cluster size of k = 9. Table 3 shows the mean values of the
purchases for each cluster. We can see that the purchase amount (2897.2) and quantity (16.8) for Cl2 had the lowest
Table 3. Mean values of the purchases for each cluster
Cluster No. of
shopping
paths
Purchase
amount
(Yen)
Purchase
quantity
Shopping
stay time
(s)
Shopping
start time
(time)
Movement
distance
(cm)
Movement
speed (cm)
Cl1 603 3510.2 20.6 1004.6 14.2 7126.5 7.6
Cl2 401 2897.2 16.8 1076.9 14.1 7445.6 7.2
Cl3 429 3548.4 20.1 1024.4 14.4 7704.8 8.0
Cl4 783 3518.4 19.3 1172.8 14.2 8582.1 7.8
Cl5 512 3386.4 19.9 1217.5 14.3 8810.8 7.7
Cl6 744 4086.8 23.1 1133.0 14.1 7892.5 7.3
Cl7 883 3718.1 20.7 1014.9 14.2 7234.2 7.6
Cl8 343 3340.8 18.4 1423.3 14.4 10465.1 7.8
Cl9 505 3605.0 21.5 1007.6 14.1 6979.4 7.3
All 5203 3570.9 20.3 1106.1 14.2 7917.2 7.6
values among all of the clusters. By contrast, Cl6 had the highest purchase amount (4086.8) and quantity (23.1). In
addition, we note that the movement speed of cluster 2 was the slowest (7.2).
Table 4 shows the mean values of the customers’ demographic features for each cluster, where the male ratio (12.9)
and age (62.2) values were the highest for Cl2 among all of the clusters. The male ratio (8.6) value for Cl6 was the
second lowest and the age (57.6) value had a medium rank. Therefore, we can conclude that the cluster dominated by
elderly people tended to have a lower likelihood of making purchases. However, the cluster dominated by women or
young people did not necessarily have a high purchasing tendency. Next, we aggregated the time spent in each area by
individual shoppers based on the RFID data and we calculated the ratio of the time spent in each sales area relative to
the total shopping time for each shopper. Table 5 shows the mean relative ratio of the time spent in each sales area for
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Table 4. Mean values of the customers’ demographic features for each cluster
Cluster
No. of
Age
Male Female
shopping paths No. of Ratio Age No. of Ratio Ageshopping paths shopping paths
Cl1 546 58.8 53 9.7% 63.4 493 90.3% 58.3
Cl2 363 62.2 47 12.9% 65.1 316 87.1% 61.8
Cl3 388 54.1 45 11.6% 60.4 343 88.4% 53.2
Cl4 721 52.9 65 9.0% 55.2 656 91.0% 52.7
Cl5 470 57.3 32 6.9% 56.8 438 93.1% 57.4
Cl6 687 57.6 59 8.6% 57.0 628 91.4% 57.7
Cl7 806 57.7 70 8.7% 62.0 736 91.3% 57.3
Cl8 309 54.6 29 9.4% 59.0 280 90.6% 54.1
Cl9 463 61.2 51 11.0% 64.0 412 89.0% 60.8
All 4753 57.2 451 9.5% 60.4 4302 90.5% 56.9
Table 5. Relative ratio of the time spent in each sales area by customers for each cluster
Area Cl1 Cl2 Cl3 Cl4 Cl5 Cl6 Cl7 Cl8 Cl9
Entrance 1 (E1) 3.5% 5.3% 2.7% 3.0% 2.9% 2.8% 3.2% 2.8% 3.1%
Entrance 2 (E2) 0.0% 0.1% 0.0% 0.3% 0.0% 0.0% 0.0% 0.4% 0.0%
Non (N) 0.1% 0.4% 0.0% 0.1% 0.1% 0.1% 0.1% 0.1% 0.1%
Register (R) 5.7% 6.5% 4.5% 9.5% 4.8% 3.1% 9.4% 8.3% 3.2%
Special event (SE) 1.3% 0.8% 1.6% 2.0% 0.9% 1.4% 2.0% 1.9% 1.1%
Japanese deli (J) 5.2% 1.7% 7.2% 6.9% 4.2% 5.6% 6.3% 5.0% 3.7%
Fresh produce (FP) 26.8% 37.0% 10.4% 13.4% 22.1% 19.4% 18.4% 14.9% 28.9%
Household goods (H) 1.5% 3.5% 0.9% 2.2% 2.3% 1.3% 1.5% 2.3% 1.0%
Snacks and sweets (SS) 2.5% 3.9% 3.2% 8.0% 3.3% 2.0% 4.7% 6.0% 0.9%
Liquor (L) 1.6% 1.2% 1.7% 2.5% 1.2% 1.3% 2.2% 2.5% 1.0%
Drinks (D) 2.5% 1.3% 4.6% 3.7% 2.3% 2.7% 3.0% 3.4% 1.8%
Western deli (W) 2.1% 0.8% 4.2% 2.7% 2.1% 2.6% 2.1% 2.1% 1.5%
Central aisle (C) 4.3% 5.6% 6.3% 7.4% 6.9% 4.8% 5.0% 8.4% 2.7%
Seafood (S) 19.0% 15.3% 9.7% 10.1% 16.1% 16.8% 15.1% 11.6% 24.2%
General food (G) 9.1% 7.4% 20.5% 13.3% 13.8% 18.1% 11.9% 13.9% 10.4%
Frozen food (FF) 2.0% 0.9% 4.5% 2.8% 2.6% 3.3% 2.2% 3.2% 2.0%
Meat (M) 4.1 % 1.4% 7.3% 4.4% 4.4% 4.9% 3.7% 4.4% 3.4%
Prepared food (P) 8.6% 6.9% 10.6% 7.6% 10.0% 10.0% 9.2% 8.8% 11.0%
all of the clusters. In Fig. 2, we present a stacked bar chart based on Table 5 to visualize the relative ratio of the time
spent in each sales area. We can see that FP, SF, G, and P were the principal sales areas in terms of the time spent
in these areas. In addition, we can see that these sales areas were arranged around the perimeter of the store layout
according to Fig.1. We divided the nine clusters into two groups, i.e., centralization and decentralization groups, as
follows.
Centralization group in the perimeter sales area (Cl1, Cl2, Cl5, Cl6, Cl9)
Decentralization group (Cl3, Cl4, Cl7, Cl8).
For the clusters in the centralization group, the time spent was mainly centralized in the perimeter sales areas (FP, SF,
G, P), i.e., at least 60%. By contrast, the time spent was decentralized among the sales areas other than the perimeter
sales areas in the decentralization group.
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Fig. 2. Relative ratio of the time spent in the sales areas
Table 5 shows the clusters ranked in the top 3 for each sales areas, which are summarized in Table 6. According to
Table 6, we can characterize each cluster as follows.
Cl1 Seafood (S)
Cl2 Fresh produce (FP), household goods (H)
Cl3 Japanese deli (J), drinks (D), western deli (W) , general food (G), frozen food (FF), meat (M)
Cl4 Register (R), special event (SE), Japanese deli (J), snacks and sweets (SS), liquor (L)
Cl5 Household goods (H)
Cl6 General food (G), frozen food (FF), meat (M)
Cl7 Register (R), special event (SE)
Cl8 Central aisle (C), snacks and sweets (SS), liquor (L)
Cl9 Seafood (SF), fresh produce (FP)
4.2. Movement features of clusters
Figures 3 to 11 show the mean shopping paths and samples for Cl1 to Cl9. We grouped the mean shopping paths of
all the clusters into four groups and they are summarized in Table 7. In the ﬁrst pattern, perimeter area shopping was
the typical movement pattern where shoppers moved around the sales areas at the perimeter and then went toward the
register to check out. In the second pattern, left inner area shopping was a short pattern where shoppers moved around
the central aisle directly, rather than sales areas on the right, and they then went to the register. In the third pattern,
partial perimeter area shopping was similar to perimeter sales area shopping up to halfway, but the shoppers did not
move around the lower right sales areas and they moved back toward the left sales areas instead through the central
aisle. In the fourth pattern, inner area shopping was similar to the left inner area shopping pattern up to halfway, but
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Table 6. Clusters based on relative ratios of the time spent in each sales areas
Sales area Top 3 clusters
Entrance 1 (E1) Cl2 (5.3) Cl1 (3.5) Cl7 (3.2)
Entrance 2 (E2) Cl8 (0.4) Cl4 (0.3) Cl2 (0.1)
Non (N) Cl2 (0.4) Cl1 (0.1) Cl4 (0.1)
Register (R) Cl4 (9.5) Cl7 (9.4) Cl8 (8.3)
Special event (SE) Cl4 (2.0) Cl7 (2.0) Cl8 (1.9)
Japanese deli (J) Cl3 (7.2) Cl4 (6.9) Cl7 (6.3)
Fresh produce (FP) Cl2 (37.0) Cl9 (28.9) Cl1 (26.8)
Household goods (H) Cl2 (3.5) Cl5 (2.3) Cl8 (2.3)
Snacks & sweets (SS) Cl4 (8.0) Cl8 (6.0) Cl7 (4.7)
Liquor (L) Cl4 (2.5) Cl8 (2.5) Cl7 (2.2)
Drinks (D) Cl3 (4.6) Cl4 (3.7) Cl8 (3.4)
Western deli (W) Cl3 (4.2) Cl4 (2.7) Cl6 (2.6)
Central aisle (C) Cl8 (8.4) Cl4 (7.4) Cl5 (6.9)
Seafood (SF) Cl9 (24.2) Cl1 (19.0) Cl5 (16.1)
General food (G) Cl3 (20.5) Cl6 (18.1) Cl8 (13.9)
Frozen food (FF) Cl3 (4.5) Cl6 (3.3) Cl8 (3.2)
Meat (M) Cl3 (7.3) Cl6 (4.9) Cl4 (4.4)
Prepared food (P) Cl9 (11.0) Cl3 (10.6) Cl5 (10.0)
Fig. 3. Mean and sample shopping paths for Cl1
Table 7. Customer shopping path patterns
Shopping in perimeter areas FP→ SF→ H→ G→ FF→ (C)→ (D)→ L→
SS→ R
Cl1, Cl3, Cl4, Cl6, Cl7
Shopping in the left inner area FP→ H→ FP→ C→ H→ G→ C→ SS→ R Cl2
Shopping in the partial perimeter area FP→ SF→ H→ G→ FF→ C→ SS→ R Cl5
Shopping in the inner area FP→ H→ C→ G→ C→ SS→ R Cl8
Parentheses denote and/or sales area
the shoppers moved deeper into the right sales areas and then moved back to the left sales areas through the central
aisle.
1321 Natsuki Sano et al. /  Procedia Computer Science  96 ( 2016 )  1314 – 1322 
5. Conclusion
In this study, we conducted k-medoid clustering based on shopping-path data collected from a grocery store in
Japan. We identiﬁed nine typical movement patterns based on the KL statistics and we discussed these pattern in
terms of the time spent in sales areas as well as their movements. The practical business implications of these results
will be considered in future research.
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Fig. 4. Mean and sample shopping paths for Cl2 Fig. 5. Mean and sample shopping paths for Cl3
Fig. 6. Mean and sample shopping paths for Cl4 Fig. 7. Mean and sample shopping paths for Cl5
1322   Natsuki Sano et al. /  Procedia Computer Science  96 ( 2016 )  1314 – 1322 
Fig. 8. Mean and sample shopping paths for Cl6 Fig. 9. Mean and sample shopping paths for Cl7
Fig. 10. Mean and sample shopping paths for Cl8 Fig. 11. Mean and sample shopping paths for Cl9
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