Comparison theorems for boundary value problems  by Peterson, Allan C.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 52, 573-582 (1975) 
Comparison Theorems for Boundary Value Problems 
ALLAN C. PETERSON 
University of Nebraska-Lincoln, Lincoln, Nebraska 68508 
Submitted by J. P. LaSalle 
In this paper we are concerned with proving comparison theorems, under 
various assumptions, for the (p, q)-boundary value problem for the nth order 
nonlinear differential equation 
l”Y = At, Y) 
and the linear differential equation 
LY = (--~)‘W)Y, 
where I,, is the classical nth order linear operator with leading coefficient one. 
We will be concerned with the nth order nonlinear differential equation 
MY1 = fk r>, (1) 
where f(t, y) is continuous on [a, b] x R and Z, is the classical nth order 
linear differential operator with continuous coefficients on [a, b]. We assume 
that the coefficient of ytn) in ZJy] is 1. We will prove under various assump- 
tions, comparison theorems for the (p, q)-BVP (boundary value problem) 
for Eq. (1) and the linear differential equation 
L[Yl = c--ljq k(t) Y* 
The results here generalize several of the results in [6]. 
First the preliminary definition. 
(2) 
DEFINITION 1. Let ir ,..., i, be nonnegative integers with CyS, ii = n. 
We say that Eq. (1) is (i1 ,..., i,)-disconjugate on [a, b] provided that if u(t), 
w(t) are solutions of the (il ,..., i,)-BVP (1) 
y(“J(tj) = Arnj,j , (3) 
where A,j,j is a constant, j = l,..., m, mj = 0, l,..., ij - 1, and 
(I < t, < t, < ... < t, < b, then u(t) = v(t) on [tl, t,,J. 
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We say that (1) is disconjugate on [a, b] if there not exist distinct solutions 
u(t), v(t) such that u(t) - v(t) h as at least n zeros (counting multiplicities) 
on [a, b]. 
THEOREM 1. Assume 1, is a &conjugate operator on [a, b] and f (t, iv) 
satis$es 
If cc Y) - f (4 41 G k(t) I Y - 2 I 
on [a, b] x R. If (2) is (p, q)-, (p + 1, q - I)-, and (p, 1, q - 1)-disconjugate 
on [a, b], then the (p, q)-BVP (I), (3) has a unique solution. 
Proof. It is easy to see that it suffices to show that the BVP (1) 
y(i)(a) = 0, i-O,1 ,..., p- I, (4) 
y(j)(b) = 0, j = 0, 1,. .., 4 - 1, (5) 
has a unique solution. Define Ton C[a, b] by 
Q(t) = j” G(t, 4f (s> As)) 6 t E [a, bl, a 
where G(t, s) is the Green’s function for the BVP ZJy] = 0, (4), (5). Since 
Z,[y] = 0 is disconjugate on [a, b], (-l)q G(t, s) > 0 on the square 
[a, b] x [a, bl (see, e.g., PI). 
Let u(t) be the solution of the (p, q)-BVP (2), (4) 
y(j)(b) = 0, j=O, 1 I..., q - 2, 
y’+l’(b) = (- I)“-1. 
Note that u(t) > 0 on (a, b). Now let u,(t), E > 0 be the solution of the 
(P, q)-BVP (2) 
z&a) =x E, i-o,1 )...) p-l, 
z&b) = (- 1)’ E, j = 0,l ,..., 4 - 2, 
&l)(b) = u(q-l)(b) = (-l)R-l. 
Then 
‘I+? u!“‘(t) = P(t) 
uniformly on [a, b], h = 0, l,..., n - 1. It follows that there is an ~a > 0, 
sufficiently small, such that 
%,W > 09 t E [a, b]. 
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u::‘(a) > 0, i = o,...,p - 1, 
(-l)j z&b) > 0, j = o,..., q - 1. 
Since (2) is (p, q)-disconjugate on [a, b] it follows that for 01 sufficiently 
close to one that 
MYI = (- 1Y u/4 40 Y CL) 
is (p, q)-disconjugate on [u, b]. Let (for 01 sufficiently close to one) I be 
the solution of (2,) satisfying the same (p, q)-boundary conditions as zc,,(i) 
at a and b. Pick 01,, < 1, sufficiently close to one such that (2Ly0) is (p, q)- 
disconjugate on [a, b] and w(t) 2 v,,(t) satisfies 
w(t) > 0 on [a, bl, 
&(u) > 0, i = o,...,p - 1, 
(- l)j d)(b) > 0 , j = o,..., q - 1. 
Since (2J is (p, q)-disconjugate on [a, b], w(t) is the continuous solution 
on [a, b] of the integral equation 
w(t) = 4(t) + s” G(t, s) &$ k(s) w(s) ds, 
a 
where 4(t) is the solution of the (p, q)-BVP 
Lb1 = 0, 
cp(u) = cLAyu> 0, i = o,..., p - 1, (6) 
(-1)$+(i)(b) = (-l)&‘j’(b) > 0, j = O,..., q - 1. (7) 
The claim is that d(t) > 0 on [a, 61. Assume not; then, there is a t, E (a, 6) 
such that $(tJ = 0. Either p 3 q or p < q. We will consider only the case 
p > q, the other case being similar. Since Z,[y] = 0 is disconjugate on [u, b], 
it is well known that 4@)(t) has at most n - i - 1 zeros on [a, b]. Hence to 
prove our claim it suffices to show that @p-r) has at least q + 1 zeros on 
[a, 4 
Assume q > 1; we will first show that @Q-l)(t) has q + 1 zeros at points 
a < &” < (2’ < ... < 5:+1 < b 
with 
(- l)i I$‘“‘(&“) > 0 i=l ,-**, q + 1. 
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We prove this by finite mathematical induction. It follows easily from (6), 
(7), and #to) = 0 that there are points 
a < 5,” < 522 < 5,” < b 
such that 
vwi2) = 0, i= 1,2,3, 
and 
(- lY $yti2> 3 0, i= 1,2,3. 
If q = 2 we are done. Assume q > 2 and that there are q points 
a < [y-l < t;-’ < *** < p,-’ < b 
such that 
y+-2’(g-l) = 0, i = l,..., q, 
and 
(-l)i&-1)(‘p) > 0, i = l,..., q. 
But since @*--l)(a) > 0 and (-1)*-l #*--l)(b) > 0, it follows that #a-i) has 
zeros at the q + 1 points 
a<5,q<52q<.*.<tf~+1-cb 
and 
(-l)i #“‘(&“) 3 0, i=l ,*a*, 4 + 1, 
which is what we wanted to prove. 
If p = q, cj(g-l)(t) G +p-l’(t) h as at least q + 1 = p + 1 zeros on [a, b], 
which is what we wanted to prove. So assume p > q. We will show by finite 
mathematical induction that @p-l)(t) has q + 1 zeros at 
with 
a < fl;” < fl” < ... < S,“,, < b 
(- l>i lp’(&“) > 0, i = 1, 2 ,..., q + 1. 
We have just seen that this is true for p replaced by q. Assume there are 
q + 1 points 
such that 
and 
i = 1, 2 ,..., q + 1) 
(-l>i #“-“(g-r) > 0, i = 1, 2 ,..., q + 1. 
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But now, using #P-l)(u) > 0, we finally get that there are points 
such that 
and 
a < El” < ... < t,“,, <b 
p+“(&“) = 0 i=l ,..., n+ 1, 
(-l)i$W(&P) 3 0, i = l,..., q + 1. 
Hence if q > 1, we get the desired contradiction. The case q = 1 is similar 
and will be omitted. Hence b(t) > 0 on [a, b]. 
Since $(t) > 0 on [a, 61, 
w(t) > I&b G(t, s) y K(s) w(s) ds, t E [a, b]. 
Hence 
1 
1 >a,>- s ’ G(t, s) (-l)* k(s) w(s) ds. 44 a 
It follows from our Lipschitz condition that for y, z E C[a, b] and for 
t E [a, 4, 
I T’(t) - Wt)I < I” I W, 4 44 I Y(S) - 441 ds. a 
So, for t E [a, b], 
I TYW - T@)I < 1 
w(t) 
, wo j-b (-l)Q G(t, s) h(s) w(s) ’ y(r;;)z(s)’ ds. 
Define a norm 11 . I/ on C[a, b] by 
‘IyI[ = sup 9. 
E[o.b] 
Then, for t E [a, b], 
I TY(4 - TG)l < 
44 
(& j” (--1P W, UP 4) h) IIY - x II . a 
Hence it follows that 
where 0 < 01s < 1. The result follows easily from the contraction mapping 
principle. 
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Remark 2. In Theorem 1 the hypothesis that (2) is (p, 1, 4 --- l)-dis- 
conjugate on [a, b] can be replaced by (2) is (p - 1, 1, q)-disconjugate on 
[a, bl. 
Remark 3. If  4 == 1 in Theorem 1, then the last sentence in Theorem 1 
becomes, “if (2) is (n - 1, 1)-disconjugate on [a, b] then the (n - 1, I)-BVP 
(I), (3) has a unique solution.” 
Remark 4. Ifp = 1 in Remark 2, we get Theorem 1 with the last sentence 
replaced by, “If (2) is (1, n - I)-disconjugate on [a, b], then the (1, n - l)- 
BVP (l), (3) has a unique solution.” 
Remark 5. A special case of Theorem 1 for n = 2 appears in [l, Theorem 
3.21. The proof given there motivated the proof of Theorem 1. There are of 
course many important implications of the fact that Theorem 1 was proved 
using the simple contraction mapping principle (see for example the inequality 
in [l, Theorem 3.11). 
We now prove a partial generalization of Remark 3. Note that we do not 
assume in this generalization the uniqueness of initial value problems. 
THEOREM 6. Assume k(t) is a continuous function on [a, b] such that 
f(c Y) - f(c 4 3 --k(t) (Y - 4 
for y  3 z, t E [a, b], and that solutions of ITT’s for (1) exist on [u, b]. I f  
Lb1 = -WY (8) 
is (n - 1, l)-disconjugate on [a, b], then the (n - 1, I)-BVP (1) 
y+l)(a) = yi , 
Y(b) =y?z 
i = I,..., n - 2, (9) 
(10) 
has a solution. 
Proof. For each integer p > 1, define 
fdt, Y) = $- Jvx;pf(t? s) ds 
for (t,y) E [a, 61 x R. Then f,(t, y) and (af,/ay) (t,y) are continuous on 
[a, b] x R. It is easy to show that f9(t, y) converges uniformly to f(t, y) on 
compact subsets of [a, b] x R. Further, 
afS(t, Y) 
___ = $ [f (t, Y + UP) - f  (t, Y - UP)I 2 --K(t). 
8Y 
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Let y,(t, s) be the solution of the IVP 
bz[Yl = fd4 Y>? 
y’i-l’(a) = y. -2, i = l,..., n - 1, 
y(+l’(u) = s. 
(11) 
Fix sr and assume s > sr . Then, by [3, Theorem V-3.11, there is an 
s E (sr , s) such that 
y,(t, s) - y,(t, sl) = (s - sl> v ) 
= 6 - 4 %P) 
where zp(t) is the solution of the IVP 
Lx = 3 (t, Y&, S)) z, 
.(i)(u) = 0, i = 0, .-*, n - 2 
a!(~-l)(u) = 1. 
Let crD E (a, b] such that 
dt) > 0, t E [a, u,l. 
For t E [a, upI, 
444 = bL%@) + W) %W 
> I&&) - g (t, y(t, s)) Z@(t) = 0. 
Since 
(12) 
(13) 
(14) 
(15) 
Q> = up, a> + j" up, 7) h,(T) dT, t E 1% %I, (16) a 
where u(t, a) is the solution of the IVP (8) (12), (13), 
zp(t) z u(t, a), f E [a, u,l. (17) 
But u(t, a) > 0 on (a, b], so it follows easily that x,(b) > ~(b, Q) > 0. Hence 
Y,(h 4 - Y,(h 4 2 (s - 4 4h a>. 
By the Kamke convergence theorem the sequence (y,(t, s)}, for each s, 
has a subsequence that converges uniformly on [a, b] to a solution y(t, s) of 
the IVP (I), (9), (11). Therefore it follows that 
Y(h 4 - Y(b, 4 2 (s - 4 u(b, 4 
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so 
Similarly, 
$+T y(b, s) = CO. 
Since (y(b, s): s E R) is connected (see, e.g., [5]), the (n - 1, l)-BVP (l), (9), 
(10) has a solution. 
THEOREM 7. If, in addition to the hypothesis of Theorem 6, solutions of 
IVP’s fey (1) are unique, then the (n - 1, l)-BVP (I), (9), (10) has a unique 
solution. 
Proof. Assume the BVP (l), (9), (10) has two distinct solutions. Then 
there are points sa > sr such that 
Ab, 4 = Y@ sd, 
where y(t, s) is the solution of (l), (9), (10). Set 
Let (T E (a, b] such that w(t) 3 0 on [a, u]. Then, for t E [a, a], 
h(t) = &m(t) + k(t) w(t) 
3 Ly(t, 4 - LYk d - f (4 rk 4 + f cc Yk 4 = 0. 
Since 
w(t) = (s2 - sJ u(t, a) + I” u(t, T) h(T) dT, 
n 
where u(t, a) is as in the proof of Theorem 6, 
w(t) 2 (s2 - SJ u,-l(t, a) on [a, u]. 
But u(t, a) > 0 on (a, b] implies 
which is a contradiction. 
THEOREM 8. Assume k(t) is a continuous function on [a, b] such that 
(--lY [f (t, Y> -f(C 41 2 --K(t) (y - 4 
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for y  > z, t E [a, b], and thet solutions of IVP’s for (1) exist on [a, b]. If 
4xbl = (- 1Y w Y (18) 
is (1, 12 - I)-disconjugute 071 [a, b], then the (1, n - l)-BVP (I), (3) has a 
solution. 
Proof. The proof of this theorem is similar to the proof of Theorem 6. 
We will merely state the analogs of (12)-(17) in the proof of Theorem 6. 
The function z,(t) is the solution of the IVP 
z(i)(b) = 0, 
z’-(h) = 1. 
(12’) 
03’) 
(- 1),-l zg(t) 3 0, tE[o,,b]. (14’) 
For t E [u, , b], 
Let u9 E [a, b) such that 
then 
Since 
h,(t) = &&(t) - (-l)“-’ h(t) q(t), 
hp(t) d 0, (15’) 
where u(t, b) is the solution of (18), (12’), (13’), 
(-l)“-l z,(t) > (-l)“-’ u(t, b), t E [u, 7 4. (17’) 
We omit the proof of the following theorem. 
THEOREM 9. If, in addition to the hypothesis of Theorem 8, solutions of 
IVP’sfor (1) are unique, then the (1, n - l)-BVP (l), (3) has a unique solution. 
As a consequence of our results we get the following third order result. 
THEOREM 10. Assume p(t), q(t) are continuous on [a, b] and 
Q(t)(Y - 4 2 f  (t, Y) - f  (6 4 2 PM (Y - 4 
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for 1' > *, t E [a, 61. If IJy] = p(t) y  is (2, 1)-disronjugate on [a, 61 and 
ZJy] :=- y  is (1. 2)-disconjugate on [a, b], then ZJy] =- f(t, y) is disconjugate 
on [a, b]. 
Proof. This theorem follows from Theorems 7 and 9 and results in [4]. 
The author thanks L. Jackson and G. Gustafson for their help. 
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