Bayesian Connectomics: A probabilistic perspective on brain networks by Hinne, M.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/170204
 
 
 
Please be advised that this information was generated on 2017-12-07 and may be subject to
change.
Bayesian Connectomics
A probabilistic perspective on brain networks
isbn
978-94-6295-650-6
cover design
Arief Hühn andMax Hinne
copyright
© MaxHinne, 2017
Bayesian Connectomics: a probabilistic perspective on brain networks
Bayesian Connectomics
A probabilistic perspective on brain networks
Proefschrift
ter verkrijging van de graad van doctor
aan de Radboud Universiteit Nijmegen
op gezag van de rector magnificus prof. dr. J.H.J.M. van Krieken,
volgens besluit van het college van decanen
in het openbaar te verdedigen op vrijdag 9 juni 2017
om 14.30 uur precies
door
Max Hinne
geboren op 16 oktober 1983
te Nijmegen
promotoren:
Prof. dr. TomHeskes
Prof. dr. Peter W.M. Desain
copromotor:
Dr. Marcel A. J. van Gerven
manuscriptcommissie:
Prof. dr. Paul H. E. Tiesinga
Prof. dr. MarkW.Woolrich (University of Oxford, Verenigd Koninkrijk)
Dr. Lourens J. W. Waldorp (Universiteit van Amsterdam)
[There is] no duality between the existence of a thing and its properties:
properties are all there is. Indeed: there are no things.
— Piet Hut, paraphrasing David Mermin

CONTENTS
1 introduction 1
1.1 Brain networks and connectomics 2
1.2 Uncertainty and Bayesian modeling 3
1.3 Thesis outline 6
2 bayesian inference of structural connectivity 9
2.1 Material and methods 11
2.2 Results 18
2.3 Discussion 20
3 a clustering prior for structural connectivity 23
3.1 Probabilistic model for connectivity-based clustering 24
3.2 Results 29
3.3 Discussion 32
3.4 Conclusion 35
4 constraining functional connectivity
with structure 37
4.1 Materials andMethods 39
4.2 Results 44
4.3 Discussion 53
5 unconstrained functional connectivity 57
5.1 Gaussian graphical models 58
5.2 Sampling algorithms 60
5.3 Experiments 63
5.4 Discussion 67
vii
viii Contents
6 simultaneous estimation of structural and
functional connectivity 69
6.1 Methods 71
6.2 Results 79
6.3 Discussion 89
7 discussion 95
7.1 Summary of the presented work 95
7.2 Limitations and suggestions for future research 99
7.3 Outlook on connectomics 102
7.4 Concluding remarks 104
Appendices
a appendix to chapter 2 107
a.1 Derivation of the multi-subject prior 107
a.2 MCMC sampling 108
b appendix to chapter 3 111
b.1 MCMC and Gibbs sampling 111
b.2 Parameter selection 114
b.3 K-means and Infomap 115
c appendix to chapter 5 117
c.1 Markov chainMonte Carlo sampling 117
c.2 Convergence 118
c.3 Prior influence 118
c.4 Supplementary figures 119
bibliography 121
nederlandse samenvatting 139
acknowledgements 143
curriculum vitæ 145
1
INTRODUCT ION
The human brain is arguably one of the most interesting systems around. Its sheer complexity
is awe-inspiring, as it consists of roughly 86 billion neurons [Herculano-Houzel, 2009] and 164
trillion synapses [Tang et al., 2001], giving rise to a number of unique configurations that baf-
fles imagination1 [Churchland, 2000]. Impressive numbers aside, the brain houses the intricate
computations that give rise to our cognition and behavior [Churchland and Sejnowski, 1994].
Small wonder that researchers have tried tomake sense of this organ since ancient times [Finger,
2001; Glickstein, 2014]. This endeavor has gained a lot of traction in the latter half of the previ-
ous century, as the development of neuroimaging techniques such as functional magnetic reso-
nance imaging (fMRI) greatly improved the ability to study the brain of subjects in vivo [Ogawa
et al., 1990].
However, correctly interpreting neuroimaging data is far from trivial. Each neuroimaging
technique has its own assumptions andweaknesses [Jones et al., 2013;Haller andBartsch, 2009]
and advanced statistical techniques are needed to extract the signal of interest (representing
for example the neuronal activity in a particular area) from the noise [Bowman et al., 2007;
Bowman, 2014]. This thesis aims to contribute to this task, in particular to the subdiscipline
of neuroscience that is concerned with networks of connected brain regions. I argue that brain
connectivity studies frequently place toomuch confidence in neuroimaging techniques and fail
to acknowledge the uncertainty associated with their estimated networks and analyses thereof.
I investigate whether a Bayesian treatment of brain network estimation offers a solution to this
issue.
In the remainder of this introduction, I first describe the necessary background regarding
brain networks. I proceed by describing Bayesian generative modeling, which forms the central
methodology used throughout this dissertation. In addition, I explain how Bayesian modeling
may be applied to explicitly characterize the uncertainty in brain network estimates. Lastly, I
provide the outline of this thesis.
1It was estimated at 101014 [Churchland, 2000]. For comparison, the number of elementary particles in the
universe is roughly 1086 . Note however that this comparison is not entirely fair, as it is between a number of apples
and a number of unique states of combinations of oranges. Still, the reader will have understood that the number of
unique configurations of connected neurons is immense.
1
2 introduction
1.1 brain networks and connectomics
A crucial insight in modern neuroscience is that the interaction between brain structures is as
important as the activity in the individual regions themselves [Catani et al., 2012b]. In itself, this
realization is far from novel, as these ideas have been around since the work by René Descartes
in the 17th century. He realized that white matter did not merely function as scaffolding for the
ventricles, but contained many fibres connecting different areas of the brain [Descartes, 1662;
Catani et al., 2013]. However, only recently technological advancements in imaging techniques
and computing have made it possible to obtain and process huge collections of high-quality
data that allow us to study the connections of the brain in vivo on a large scale [Lichtman et al.,
2014]. Consequently, a new avenue of research opened up, and a substantial part of the neuro-
science community has shifted its attention away from studying individual areas and towards
the study of networks of such regions. This shift has spawned a novel (sub-)discipline in neuro-
science, which is devoted to estimating and analyzing connections in the brain, and bears the
name connectomics2 [Sporns et al., 2005; Hagmann, 2005].
Connectivity studies come in three flavors. The first is structural connectivity (also known
as anatomical connectivity), which is concerned with the mapping of white-matter fiber bun-
dles that connect spatially segregated brain regions [Gong et al., 2009; Hagmann et al., 2007].
The second type is functional connectivity, which tries to identify the statistical dependencies be-
tween the activation patterns of different regions [Friston, 2011; van den Heuvel and Hulshoff
Pol, 2010]. Finally, eective connectivity goes one step further andnot only finds statistical depen-
dence, but also aims to find the causal relationships between brain regions. That is, it describes
how activity in one region causes another region to behave in a certainway [Friston, 2011;McIn-
tosh, 2010; Stephan and Roebroeck, 2012]. Structural, functional and effective connectivity are
of course related, as causation implies a statistical dependency [Robinson et al., 2014; Iyer et al.,
2013], and regions can only be statistically dependent if there is an anatomical pathway through
which this dependency can be mediated [Messé et al., 2015c; Honey et al., 2009].
Structural, functional and effective connectivity represent connections in the brain using net-
works, consisting of nodes and edges. Depending on the scale of the study, the nodes of the
network may reflect anything from up to large regions of interest down to individual neurons.
The edges of the network indicate the connections between the nodes andmay simply be on or
off, have weights indicating connection strength and, in the case of effective connectivity, may
contain directionality. As networks estimated from neuroimaging data are often large (ranging
from roughly one hundred tomany thousands of nodes), a visual representation usually shows
little more than a tangled mess. Tools from network analysis and graph theory may be used as
summary statistics so that properties of the network as a whole may be represented by a few
numbers [Bullmore and Sporns, 2009; Rubinov and Sporns, 2010; Sporns, 2014].
A prominent example of such a statistic that is frequently attributed to brain networks is
small-worldness [Watts and Strogatz, 1998], which I will explain here as an illustration of pos-
sible analyses: For a network to be a small-world network, it has to fulfill two criteria simul-
2After the interest in genomics, it has become fashionable to have your own -omics field.
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taneously. First, the network has to show a high degree of clustering. This can intuitively be
understood using the phrase ‘I am friends with friends of my friends’, which in network termi-
nology means that many connected pairs of nodes in the network form a triangle with a third
node. The second criterion is that from any node in the network, it should take only a few ‘hops’
of intermediate nodes to reach any other node. This too has an intuitive interpretation known
as the ‘six degrees of separation’, referring to the conjecture that anyone on the world is only
six handshakes (i.e. edges) away from any other person [Milgram, 1967].When a network suffi-
ciently meets both criteria, it is considered a small-world network. Small-worldness allows one
to quantify for example the efficiency of information processing of a network. Because of the
short path length and clustering, information from any node in the network can easily reach
any other node, which is not the case for many other network architectures. Many more net-
work properties exist next to small-worldness, but I will not go into detail regarding them here.
The interested reader is referred to [Newman, 2010] for more on this topic.
Network analysis is often used as a tool to distinguish between the network(s) found within
healthy subjects and those of patients [Fornito and Bullmore, 2012, 2014]. For example, net-
work analysis of the connectome has proven instrumental in study of the brain in patients with
Alzheimer’s disease. It has been reported that networks of patients with Alzheimer’s disease
show a decrease in small-worldness, due to an increasing path length (due to damage in fibers
longer routes are needed for two regions to communicate) [He et al., 2008; Yao et al., 2010; Lo
et al., 2010]. For many other pathologies, such as multiple sclerosis, schizophrenia and epilepsy,
as well as for cognitive ability, similar studies have been conducted that show correlations be-
tween behavioral changes and properties of brain networks [He et al., 2009; Bai et al., 2012;
Griffa et al., 2013; Baronchelli et al., 2013; Catani, 2007; Craddock et al., 2013; Fornito and Bull-
more, 2012; Smith et al., 2015]. An important consequence of these findings is that brain net-
work analysis may serve to create biomarkers that can be used for early diagnosis, before behav-
ioral deficits become apparent [Castellanos et al., 2013], aswell as for patient stratification [Deco
and Kringelbach, 2014] and prognosis [Fornito et al., 2015].
1.2 uncertainty and bayesian modeling
The previous paragraph underscores the importance of connectomics as a research discipline.
However, one should realize that there is a large gap between acquired data and the actual
wiring of the brain. Several elaborate preprocessing steps are needed to transform the raw data
into something that can represent connectivity, but despite our best efforts, technological limi-
tations and indirect measurement will at best result in a noisy representation of the underlying
connectivity [Lichtman et al., 2014; Akil et al., 2011; Schultz et al., 2014; Jbabdi et al., 2015; Crad-
dock et al., 2013; Tournier et al., 2011]. As a consequence, the networks that we analyze are likely
to contain some degree of error. Just as a blurred picture leaves the viewer with multiple pos-
sibilities of what is being portrayed, neuroimaging techniques leave us at best with a distorted
image of the true connectivity. This implies that we could put forward different networks as
the true network based on the same data. In short, there is uncertainty about what the actual
connectivity is, given the noisy data at hand.
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The goal of this dissertation is tomake the uncertainty associatedwith connectivity estimates
explicit. Instead of postulating that a certain network reflects the true connectivity, I propose
a methodology to describe all networks supported by the combination of data and our prior
assumptions. In addition, this methodology provides for each network the probability that in-
dicates how likely a network is, so that the confidence in an estimate may be quantified. To
accomplish this goal, I propose to use Bayesian statistics [Laplace, 1814; Jeffreys, 1961; Gelman
et al., 2013], as this framework allows us to specifically reasonwith probabilities and uncertainty.
In a Bayesianmodel, the interactions between stochastic variables of interest (i.e. the parameters
of a network and the data you observe) are described. It consists particularly of the following
two ingredients:
1. The likelihood function. The likelihood function describes how parameters generate the
data we observe3. For instance, if a particular fiber exists, then this will generate thewhite
matter we observe in MRI. Here, the (presence of the) fiber is the parameter of interest,
while the measurement of white matter acts as data.
2. The prior. Theprior distribution captures the beliefswehad about the parameters before
observing any data. For instance, before any data is observed we might expect to find
a certain number of connections. The prior serves as an explicit representation of the
assumptions of the modeler.
In Bayesianmodeling, both the likelihood function and the prior are described in terms of prob-
ability distributions. The formermay bewritten asP(x |φ), in which x represents the observed
variables (i.e. the data, such as fMRI BOLD response) andφ the parameter of interest (e.g. the
covariance structure between brain activity in different regions). The latter, P(φ), is the distri-
bution of the parameters in absence of any observed data.The functional formof either of these
probability density functions depends onwhat is beingmodeled and the decisionsmade by the
modeler. For example, the likelihood function could be a Gaussian distribution with meanφ,
and the prior could be a uniform distribution in the unit interval.
By using Bayes’ theorem (named after the reverend Thomas Bayes, 1701–1761), we can use
these two components to compute the posterior distribution4 that combines both our a priori
knowledge as well as the observations:
P(φ | x) ∝ P(x |φ)P(φ) . (1.1)
This fundamental equation describes our beliefs aboutφ, once data x is observed.
It deserves re-iterating that this equation describes the distribution of all possible parameter
values (here: all possible values forφ), rather than the probability of a single instance. This ex-
plains the computational difficulty of this seemingly trivial equation. Even for relatively small
3Note that the term ‘generate’ should in this context be interpreted as ‘generates observations with certain sta-
tistical regularities’, rather than a description of e.g. fiber growth – this is a statistical description, not necessarily a
mechanistic one.
4Actually, we usually compute the posterior up to the constant termP(x), known as the marginal likelihood or
model evidence.Whenwe are interested in the distributionover the parameters, this term is not required as it is constant
for allφ. This is convenient, as the model evidence is typically difficult to compute for any but themost trivial models.
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networks, the state space of φ (i.e. all the possible networks for a certain set of regions) is ex-
ceedingly large ormay even be infinite ifφ is continuous. Because of this, exact computation of
P(φ | x) is intractable in almost all nontrivial models. Instead, the posterior distribution may
be approximated using a technique known as Markov chain Monte Carlo (MCMC) [Andrieu
et al., 2003; Gilks et al., 1996]. As themathematical details ofMCMCare outside of the scope of
this introduction (they will be discussed in the remaining chapters where appropriate), its core
ideas may instead be explained using the following analogy: Imagine a probability distribution
as mountainous terrain, with mountains and valleys corresponding to areas of high and low
probability, respectively.We are tasked with drawing an approximation of the elevationmap of
this terrain.However, there is one problem: a dense fog surrounds us sowe cannot see anything
except our current position. Furthermore, we can sense the difference in height between a pro-
posed, adjacent position and our current one. By cleverly deciding when to step in a randomly
proposed direction and when to stay at our current position, we are ensured to have stayed at
all of the terrain for a duration proportional to the probability of that area.Wewill have visited
highmountains frequently and only occasionally we went through low terrain, perhaps to visit
another mountain on the other side.
For well-behaved probability distributions, the MCMC strategy sketched here (known as
Metropolis-HastingsMCMC) suffices. But whenmodels becomemore complicated, for exam-
ple when the terrain spans multiple planets, or contains multiple spike-like mountains with
almost infinitely deep ravines separating them, more advanced methods are required. A num-
ber of these, such as split-merge sampling [Richardson and Green, 1997] (which allows us to
make large jumps between hills far apart) or reversible-jumpMCMC[Green, 1995], (usedwhen
each position in the landscape itself contains a probability density) are discussed and applied
throughout this thesis.
Bayesian connectomics
In the current context, equation (1.1) describes the distribution over connectivity given data.
The parameter φ represents a brain network, such as the functional connectivity between re-
gions in a predefined atlas. The observations x that inform us about φ could, for example, be
the fMRI BOLD signal correlation between pairs of regions. The (approximated) posterior dis-
tribution ofφ given x describes how likely each of the possible networks is after having seen the
data and taking into account our prior beliefs.Whereas alternative threshold-based approaches
would consider a pair of regions connected if their pairwise correlation exceeds a certain limit,
a Bayesian approach yields the posterior probability of this connection being present as well as,
in the case of weighted networks, the credible interval of the connection weight. I refer to this
probabilistic take on brain networks asBayesian connectomics, or BaCon for short. A schematic
toy example is shown in Figure 1.1.
Note that any subsequent network analysis that could be performed on a connectivity point
estimate, may also be applied to (each element of) the probability distribution. This then pro-
vides for instance the credible interval of the small-world index, rather than a single value.Most
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Figure 1.1: Schematic toy example of Bayesian connectomics. The top row shows a network of six nodes, representing
six regions of interest in a brain.Measurements of connectivity are taken and indicated as dashed lines. This provides an
indication, but no absolute certainty, as to which regions are connected. The bottom row shows a potential posterior
distribution of connectivity given these samples, i.e. P(φ |x). Three different models are supported by these data.
The first,φ1, is the most likely, butφ2 andφ3 could also be the true network, albeit with a lower probability.
importantly, if such a credible interval spans a large range of values, our estimates are uncertain
and should be handled with care.
1.3 thesis outline
The thesis is structured as follows. In Chapter 2, a generative model is postulated that describes
how structural connectivity may be derived from probabilistic measurements of possible fiber
trajectories. This is combined with either a prior the density of networks, or a hierarchical
prior through which different subjects become conditionally dependent. In order to validate
themodel, the resulting estimates of structural connectivity are compared with the conditional
(in)dependence structure found in resting-state functional connectivity, which has been col-
lected for the same subjects.
Chapter 3 focuses on a different prior distribution for structural connectivity, known as the
‘Chinese restaurant process’, in which I explicitly capture the belief that structural connectivity
should show clustering. By approximating the joint distribution of connectivity and clustering,
both are inferred at once. The approach allows for probabilistic estimates of clustered connec-
tivity, which may be used to define a parcellation.
Subsequently, the focus is shifted towards functional connectivity. Functional connectiv-
ity may be quantified using partial correlations, but finding the matrix of partial correlations
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is difficult in practice as the results may be unstable if there is not enough collected data. In
Chapter 4 I propose to use the G-Wishart distribution [Atay-Kayis and Massam, 2005; Do-
bra and Lenkoski, 2011] as a Bayesian alternative to regularization approaches that are typically
employed when estimating partial correlation. TheG-Wishart distribution restricts the search
space by only allowing a functional connection between nodes that are connected in a provided
networkG.Here,G is constructedusing structural connectivity, so that functional connectivity
becomes constrained by an anatomical prior.
Chapter 5 continues where the previous chapter left off. Again, theG-Wishart distribution
is used to express that functional connectivity is constrained by conditional (in)dependencies.
This timehowever, I approximate the joint posterior of functional connectivity and conditional
(in)dependence, i.e. P(G,R |X) instead of P(R |X,G). As theG-Wishart distribution is dou-
bly intractable, I propose an improved reversible-jump algorithm [Green, 1995] to approximate
it. Although the algorithm is applied in order to estimate functional connectivity, it should be
noted that the proposed methodology is generic and suitable for all applications of Gaussian
graphical models.
Lastly, Chapter 6 provides an extensive comparison of our unconstrained functional connec-
tivity model with the graphical lasso [Friedman et al., 2008]. The basis of this comparison is
formed by a series of simulations of fMRI BOLD response signals [Smith et al., 2011]. In ad-
dition, the chapter introduces a Bayesian approach to data fusion, combining the likelihood
functions for structural and functional connectivity into a single model that allows estimation
of connectivity informed by two modalities.
The thesis concludes inChapter 7with a summary of the presentedwork and itsmain contri-
butions. Furthermore, the limitations of the proposed approaches are discussed and a number
of suggestions for further research directions are provided.

2
BAY E S IAN INFERENCE OF STRUCTURAL
CONNECT IV ITY
Human behavior ultimately arises through the interactions between multiple brain regions
that together form networks that can be characterized in terms of structural, functional and
effective connectivity [Penny et al., 2006]. Structural connectivity presupposes the existence
of white-matter tracts that connect spatially segregated brain regions which constrain the func-
tional and effective connectivity between these regions.Hence, structural connectivity provides
the scaffolding that is required to shape neuronal dynamics. Changes in structural brain net-
works have been related to various neurological disorders. For this reason, optimal inference of
structural brain networks is of major importance in clinical neuroscience [Catani, 2007]. Infer-
ence of these networks entails two steps. First is the estimation of the white matter tracts. The
second step consists of obtaining the network that captures which regions are connected, based
on the earlier identified fibre tracts. In this chapter, we focus on the latter step.
For the first step, we use diffusion weighted imaging (DWI), which is a prominent way to
estimate structural connectivity of whole-brain networks in vivo. It is a variant of magnetic res-
onance imaging (MRI)whichmeasures the restricted diffusion ofwatermolecules, thereby pro-
viding an indirect measure of the presence and orientation of white-matter tracts. By following
the principal diffusion direction in individual voxels, streamlines can be drawn that represent
the structure of fibre bundles, connecting separate regions of greymatter.This process is known
as deterministic tractography [Conturo et al., 1999; Chung et al., 2010; Shu et al., 2011]. Alter-
natively, fibres may be estimated using probabilistic tractography [Behrens et al., 2003a, 2007;
Friman et al., 2006; Jbabdi et al., 2007]. This comprises amodel for the principal diffusion direc-
tion that is then used to sample distributions of streamlines. Ultimately, the procedure results
in a measure of uncertainty about where a hypothesized connection will terminate. A benefit
of the probabilistic approach is that it explicitly takes uncertainty in the streamlining process
into account.
This chapter is based on:M.Hinne, T. Heskes, C.F. Beckmann andM.A.J van Gerven, 2013. “Bayesian inference
of structural brain networks.”NeuroImage 66, pp. 543–552.
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Apart from studies focusing on particular tracts, much research has been devoted to the
derivation of macroscopic connectivity properties, that is, whole-brain structural connectiv-
ity. Several approaches have been suggested to extract whole-brain networks from probabilistic
tractography results [Robinson et al., 2008; Hagmann et al., 2007; Gong et al., 2009]. Unfor-
tunately, inference of whole-brain networks from probabilistic tractography estimates remains
somewhat ad hoc.Typically the underlying brain network is derived by thresholding the stream-
line distribution such that counts above or below threshold are taken to reflect the presence or
absence of tracts, respectively. This approach is easy to implement but it has a number of issues.
First, the threshold is arbitrarily chosen to have a particular value. In a substantial part of the
literature, the threshold that is used to transform the streamline distribution into a network is
actually set to zero [Hagmann et al., 2007, 2008; Zalesky et al., 2010; Vaessen et al., 2010; Chung
et al., 2011]. However, probabilistic streamlining depends on the arbitrary number of samples
that are drawn per voxel. This implies that, as more samples are drawn, more brain regions are
likely to eventually become connected given a threshold at zero. Alternatively, the number of
streamlines can be interpreted as connection weight [Bassett et al., 2011; Zalesky et al., 2010;
Robinson et al., 2010], or a relative threshold can be applied [Kaden et al., 2007]. This way,
the relative differences between connections remain respected. Unfortunately, the connection
weights do not have a straightforward (probabilistic) interpretation. Simply normalizing these
weights does not yield a true notion of connectionprobability.Atmost, it can be regarded as the
conditional probability that a streamline ends in a particular voxel given the starting point of
the streamline. In the case of a streamline distribution with, say, half of the streamlines starting
at nodeA ending in node B, and the other half ending in node C, normalized streamline counts
cannot distinguish between one edge with an uncertain end point, or two edges with definite
end points. Finally, several graph-theoretical measures such as characteristic path length and
clustering coefficient are ill-defined for non-binary networks.
In general, it is problematic to use thresholding since it ignores the relative differences be-
tween streamline counts. Intuitively, one would expect that if, say, ninety percent of the stream-
lines connect from voxel A to voxel B, and ten percent connect voxel A to voxel C, then at the
least the former has a higher probability of having a corresponding edge in the network than
the latter, but both edges are possible as well. This is related to the burstiness phenomenon of
words in document retrieval, where the occurrence of a rare word in a document makes its re-
peated occurrencemore likely [Xu andAkella, 2010]. Summarizing, the issuewith thresholding
approaches is that they consider each tract in isolation. This ignores the information that can be
gained from the possible symmetry in streamline counts, as well as from the relative differences
within a streamline distribution.
Another important observation is that the mentioned approaches do not easily support the
integration of probabilistic streamlining data with other sources of information. Data is often
not collected in isolationbut rather acquired formultiple subjects, potentially using amultitude
of imaging techniques.Multi-modal data fusion is needed inorder to provide a coherent picture
of brain function [Horwitz and Poeppel, 2002; Groves et al., 2011]. The integration of multi-
subject data is required for group-level inference, where the interest is in estimating a network
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that characterizes a particular population, for example, when comparing patients with controls
in a clinical setting [Simpson et al., 2011].
In the following,weprovide aBayesian framework for the inference ofwhole-brain networks
from streamline distributions. In our approach, we consider the distribution of (binary) net-
works that are supported by our data, instead of generating a single network based on an arbi-
trary threshold. Our approach relies on defining a generative model for whole-brain networks
which extends recentwork in systems biology [Mukherjee and Speed, 2008] and consists of two
ingredients. First, the classical Erdős-Rényi model [Erdős and Rényi, 1960] is used to define a
network prior. This prior is later extended to handle multi-subject data, capturing the notion
that different subjects’ brains tend to be similar. Second, we propose a forward model based
on a Dirichlet compound multinomial distribution which views the streamline distributions
produced by probabilistic tractography as noisy data, thus completing the generative model.
In order to validate our Bayesian framework we make use of the often reported observa-
tion that resting-state functional connectivity reflects structural connectivity [Koch et al., 2002;
Greicius et al., 2009; Honey et al., 2009; Lv et al., 2010; Skudlarski et al., 2008; Park et al.,
2008; Damoiseaux and Greicius, 2009]. We show that structural networks that derive from
our generative model informed by the connectivity for other subjects provide a better fit to the
(in)dependencies in resting-state functional MRI (rs-fMRI) data than the standard threshold-
ing approach.
2.1 material and methods
Data acquisition
Twenty healthy volunteers were scanned after giving informed written consent in accordance
with the guidelines of the local ethics committee. A T1 structural scan as well as resting-state
functional data and diffusion-weighted images were obtained using a SiemensMagnetomTrio
3T system at theDonders Centre for CognitiveNeuroimaging, RadboudUniversityNijmegen,
The Netherlands. The rs-fMRI data were acquired at 3 Tesla using a multi echo-echo planar
imaging (ME-EPI) sequence (voxel size 3.5 mm isotropic, matrix size 64×64, TR = 2000 ms,
TEs = 6.9, 16.2, 25, 35 and 45 ms, 39 slices, GRAPPA factor 3, 6/8 partial Fourier). A total of
1030 volumes were obtained. An optimized acquisition order described by Cook et al. [2006]
was used in theDWI protocol (voxel size 2.0mm isotropic, matrix size 110×110, TR= 13000ms,
TE = 101 ms, 70 slices, 256 directions at b = 1500 s/mm2 and 24 directions at b=0).
Preprocessing of resting-state data
The multi-echo images obtained using the rs-fMRI acquisition protocol were combined using
a customMatlab script (MATLAB 7.7, TheMathWorks Inc., Natick,MA, USA) which imple-
ments the procedure described by Poser et al. (2006) and also incorporates motion correction
using functions from the SPM5 software package (Wellcome Department of Imaging Neuro-
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science, University College London, UK). Of the 1030 combined volumes, the first six were
discarded to allow the system to reach a steady state. Tools from the Oxford FMRIB Software
Library (FSL, FMRIB,Oxford, UK)were used for further processing. Brain extractionwas per-
formed using FSL BET [Smith, 2002]. For each subject, probabilistic brain tissue maps were
obtained using FSL FAST [Zhang et al., 2001]. A zero-lag 6th order Butterworth bandpass fil-
ter was applied to the blood-oxygen-level dependent (BOLD) response timeseries to retain only
frequencies between 0.01 and 0.08Hz. After preprocessing, the fMRI data were parcellated ac-
cording to the automated anatomical labeling (AAL) atlas [Tzourio-Mazoyer et al., 2002]. Re-
gions without voxels with gray-matter probability > 0.5 were discarded. This resulted in an
average region count of 115.7± 0.1. For these regions the functional data was summed and
then standardized to have zeromean and unit standard deviation. The resulting data were used
to compute the empirical covariance matrix Cˆ.
Preprocessing of diusion imaging data
The preprocessing steps for the diffusion data were conducted using FSL FDT tools [Behrens
et al., 2003a] and consisted of correction for eddy currents and estimation of the diffusion pa-
rameters.Toobtain ameasure ofwhite-matter connectivity, FDTProbtrackx 2.0 [Behrens et al.,
2003a, 2007] was used. As seed voxels for tractography we used those voxels that live on the
boundary betweenwhitematter and graymatter. For each of these voxels 5000 streamlineswere
drawn, with amaximum length of 2000 steps. The streamlines were restricted by the voxel frac-
tional anisotropy to prevent them fromwandering around in graymatter. Streamlines inwhich
a sharp angle (>80 degrees) occurred or that had a length less than 2 mm were discarded. The
output thus obtained is a matrix S with sij the number of streamlines drawn from voxel i to
voxel j. To transform this into the parcellated scheme as dictated by the AAL atlas, the stream-
lines were summed over all voxels per region, resulting in an aggregated connectivity matrix
which ranges over regions instead of voxels. Regions that had been removed after preprocess-
ing the fMRI data were removed from the aggregated connectivity matrix as well.
Framework for structural connectivity estimation
In this section we derive our Bayesian approach to the inference of whole-brain structural net-
works. The quantity of interest in our framework is the posterior over structural networks rep-
resented by the adjacencymatrixG given observed probabilistic streamlining dataS and hyper-
parameters ζ. An element gij ∈ {0, 1} represents the absence or presence of an edge between
brain region i and j.G is taken to be symmetric, undirected, and without self-loops, such that
gij = gji and gii = 0. A brain region can either be interpreted as a voxel or as an aggregation
of voxels as defined by a gray matter parcellation. The posterior expresses our knowledge on
structural connectivity given the data and background knowledge and is given by:
P(G |S, ζ) ∝ P(S |G, δ1, δ0)P(G |θ) , (2.1)
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Figure 2.1:The generative model that describes how the observed streamline distributionS depends on the (hidden)
connectivity probabilities Y . These in turn depend on the hyperparameters δ1 and δ0 as well as the connectivityG,
which is determined by hyperparameterθ of the prior.
with hyperparameters ζ = (δ1, δ0, θ), for which an interpretation will be given later on. In
the following, for convenience, wewill sometimes suppress the dependence on the hyperparam-
eters.
To infer the posterior distribution, we must specify a prior P(G |θ) and a forward model
P(S |G) which together define a generative model of probabilistic streamlining data. Given
these components, the posterior can be approximated using aMarkov chainMonte Carlo algo-
rithm, as described in detail in Section 2.1. We now proceed to formally define the components
of the generative model as shown in Figure 2.1.
Forward model
We begin with a specification of the forward model P (S |G). Here, we describe how the ob-
served streamline distributionsS depend on the underlying networkG through latent stream-
line probabilities Y .
Assume there are p brain regions for which we want to estimate the structural connectivity.
We start by considering one region i and the possible targets in which a postulated tract may
terminate. Let sij denote the number of streamlines which start in region i and terminate in
region j.We assume that sii = 0. Probabilistic tractography produces a distribution over target
verticessi = (si1, . . . , sip)T bydrawingL streamlines,Si =
∑p
j=1 nij 6 Lof themending
up in a target region.1Aparticular distributionsi depends on the streamline probabilities. That
is, we expect many streamlines between two regions when there is a high streamline probability
and vice versa. This is captured by expressing the probability of a distribution si in terms of a
multinomial distribution
si |yi ∼ Multinomial(yi) , (2.2)
in which yi = (yi1, . . . ,yip) is a probability vector with
∑
j yij = 1. Each yij represents
the probability of drawing a streamline from region i to region j. This streamlining probability
1It is possible that streamlines end up in voxels outside any region of the parcellation, hence the inequality.
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itself depends onwhether or not there actually exists a physical tract between region i and region
j.
Let gi denote the i-th row ofG indicating the connectivity between region i and all other
regions. Intuitively, we expect a high streamline probability when there is an edge in the net-
work. Conversely, we expect a low probability when two regions are disconnected. Thus, the
streamline probabilities depend on the actual white-matter connectivity asmodeled byG. This
is captured by modeling the distribution of streamline probabilities using a Dirichlet distribu-
tion
yi |G, δ1, δ0 ∼ Dirichlet(bi) (2.3)
where shorthand notation bi = (bi1, . . . ,bip) with bij ≡ gijδ1 + (1− gij)δ0 is used.
The term bij can be interpreted as the parameters that determine the probability of streamlin-
ing from region i to region jwhen an edge gij is either present (δ1) or absent (δ0).
To obtain a single expression for the likelihood of an adjacencymatrix, letS = (s1; . . . ; sp)
represent the combined probabilistic tractography data, i.e. for each of the p nodes a distribu-
tion of streamlines to all other nodes. Similarly, let Y =
(
y1; . . . ;yp
)
denote the combined
hidden connection probabilities and lastly G =
(
g1; . . . ;gp
)
the adjacency matrix for all
brain regions. The likelihood of the networkG is expressed as
P (S |G, δ1, δ0) =
∫
P (S |Y)P (Y |G, δ1, δ0)dY . (2.4)
By recognizing that the Dirichlet distribution is the conjugate prior for the multinomial distri-
bution, it follows that (2.4) is a product ofDirichlet compoundmultinomial distributions [Mad-
sen et al., 2005; Xu andAkella, 2010;Minka, 2000]. TheDCMdistribution assumes that, given
a network, a probability vector can be drawnwith large values where the network has edges and
small values where the network is disconnected. This probability vector, in turn, can be used to
sample from a multinomial distribution that reflects the probabilistic tractography outcome.
For sufficiently small choices of the hyperparameters of the DCM, sampling from this multi-
nomial reflects the burstiness behavior we observe in the streamline distributions, where some
pairs of nodes are connected bymany streamlines,whilemost pairs have fewor even zero stream-
lines.
Network prior
In order to define a prior on adjacency matrices, we adopt the Erdős-Rényi model which states
that the probability of an edge between region i and j is given by parameterθ [Erdős andRényi,
1960] and that the individual edges are a priori independent. This allows the prior to be ex-
pressed in terms of a product of Bernoulli distributions:
gij |θ ∼ Bernoulli(θ) , (2.5)
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Figure 2.2:The hierarchical model describes how the connectivity for a subject depends on its streamline distribution
but also on the connectivity in other subjects as mediated through parent network G¯.
where P(G | θ) =
∏
i<j P(gij |θ). Recall that gji ≡ gij by definition. Here we specify
θ = 0.5, which represents that we have no preference for either the presence or absence of a
connection.
Hierarchical model
So far, we assumed that data for each subject is analyzed independently. However, in practice,
data for multiple subjects may be available and data for one subject might inform the inference
for another subject. The intuition is that brain connectivity will, to a certain extent, be similar
across subjects. Therefore, borrowing statistical strength from other subjects should lower the
susceptibility to noise and artifacts in a single subject. This can be achieved by formulating a
hierarchical model, where subject-dependent parameters at the first level are tied by subject-
independent parameters at the second level. Figure 2.2 depicts this hierarchical model.
Suppose streamline data S = (S(1), . . . ,S(M)) is acquired forM subjects. Furthermore,
let G = (G(1), . . . ,G(M)) denote a vector whose elementsG(m) refers to the connectivity
matrix for subjectm. In the hierarchicalmodel, we assume that the different subjects are related
through parent connectivity G¯. The different G(m) are conditionally independent given G¯.
For a new subjectm+ 1, the quantity of interest is the posterior marginal
P
(
G(m+1) | S,S(m+1), ζ
)
∝ P
(
S(m+1) |G(m+1), δ1, δ0
)
P
(
G(m+1) | S, ζ
)
.
We could approximate this marginal by sampling from the hierarchical model. However, this is
a computationally demanding task as it requires the simultaneous estimation of all of the adja-
cency matrices belonging to each of the subjects, as well as the parent network G¯. Instead, we
specify aprior basedon the connectivity obtained for other subjects.This improvementover the
Erdős-Rényi model defines a separate connection probability for each individual edge instead
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of using a single parameterθ to specify the connection probability for complete networks. This
multi-subject prior is derived from the hierarchical model in Appendix A.1 and is equal to:
P
(
G(m+1) | S, ζ
)
=
∏
i<j
θ
g
(M+1)
ij
ij (1− θij)
(1−g
(M+1)
ij ) , (2.6)
where pij ≡ (
∑M
r=1 gˆ
(r)
ij + 1)/(M+ 2) with gˆ
(r)
ij the maximum likelihood (ML) estimate
for subject r. Hence, we derive a prior for subjectM+ 1 from the ML estimates for subjects
1, . . . ,M. These estimates can be obtained by running the single-subject models together with
a flat prior. The multi-subject prior can then be plugged into (2.1), replacing (2.5), to produce
the posterior for subjectM+ 1.
Approximate inference
Since the posterior (2.1) cannot be calculated analytically, we resort to an MCMC scheme to
sample from this distribution [Mukherjee and Speed, 2008].We always start the sampling chain
with a random symmetric adjacencymatrixwithout self-loops. A new sample is proposed based
on a previous networkG by flipping an edge, resulting in a networkG ′ (which, because of the
symmetry ofG, implies g ′ij = 1− gij and g
′
ji = 1− gji). The acceptance of the proposed
sample is determined by the ratio
γ =
P
(
G ′ |S, ζ
)
P (G |S, ζ)
.
A proposed network is accepted with probability min(1,γ) with logγ = ∆Lkl + ∆Pkl.
Here,∆Lkl and∆Pkl define the change in log-likelihood and log-prior respectively, after flip-
ping edge gkl. A complete derivation of these terms is given in Appendix A.2.
The sample distributions were obtained for each subject by drawing ten parallel chains of
300 000 samples (discarding the first 60 000 samples as burn-in phase and keeping only each
600th sample to assure independence).The collectionofT accepted samples {G(1), . . . ,G(T)}
forms an approximation of the posterior P (G |S, ζ). The samples can be used to estimate pos-
terior probabilities of network features, such as the probability of a specific connection. Assum-
ing theMarkov chain has converged, the posterior probability of a single connection is given by
E
[
gij
∣∣S] = 1T ∑Tt=1 g(t)ij . Other summary statistics for the distribution may be estimated
in a similar manner.
Validation of structural connectivity estimates
Structural connectivity constrains functional connectivity [Honey et al., 2010; Cabral et al.,
2012]. In other words, when there is functional connectivity, there is often structural connec-
tivity, although structural connectivity is not a necessary requirement for functional connectiv-
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ity [Honey et al., 2009]. We exploit this relationship in the validation of structural connectiv-
ity estimates. This is achieved by constraining the conditional independence structure of func-
tional activity by structural connectivity [Marrelec et al., 2006; Smith et al., 2011; Varoquaux
et al., 2010; Deligianni et al., 2011]. Assume that a p× 1 vector of BOLD responses x can be
modeled by a zero-mean Gaussian density with inverse covariance matrixK, i.e.
x |K ∼ N(0,K−1) . (2.7)
Then, given acquired resting-state dataX = (x1; . . . ; xn) forn time points,model estimation
may be performed by finding the maximum likelihood solution
Kˆ = argmax
K∈Pp
L(X |K) ,
inwhichPp is the spaceofpositive definitematrices of sizep×p andL(x |K) = n/2 log |K|−
1/2
〈
KCˆ
〉
is, up to a constant, the log-likelihood function of K, with Cˆ = 1nX
TX the em-
pirical covariance matrix.
However, in general for fMRI data, p > n, which implies that the covariance matrix is not
full rank. Hence, finding its inverse requires suboptimal solutions such as the generalized in-
verse or pseudo-inverse [Ryali et al., 2012]. As a solution to this problem, regularized sparse
approximations of the inverse covariance matrix have been proposed [Friedman et al., 2008;
Huang et al., 2010]. In our setup, the sparsity structure is readily available in the form of struc-
tural connectivity G. In order to use G as a constraint when estimating Kˆ, we can make use
of the fact that variables i and j are conditionally independent if and only if kij = 0 [Demp-
ster, 1972]. That is, we can interpret (2.7) as a Gaussian Markov random field with respect to
networkG such that gij = 0 ⇔ kij = 0 for all i 6= j [Whittaker, 2009]. Let the notation
K ∈ PG denote that the independence structure of the positive definitematrixK is dictated by
G. As shown byDahl et al. [2008], theML estimate can be formulated as the following convex
optimization problem:
Kˆ = argmax
K∈PG
L(X |K) subject to kij = 0⇔ gij = 0, i 6= j .
A standard convex solver [Schmidt et al., 2007] was used to find this constrained maximum
likelihood estimate and use it to define the score for a particular networkG: S(G) ≡ L(Kˆ).
By comparing scores for different structural connectivity estimates, we are able to quantify the
performance of a structural network in terms of how well it fits the functional data.
Sincewe compare differentmodels,wehave to takemodel complexity into account.We could
opt for the use of a penalty term such as the Bayesian information criterion. Here, however, we
use a more stringent approach, where we enforce constant model complexity. This is imple-
mented by constraining the number of edges for all networks from one subject to be equal
to that of the maximum likelihood (ML) solution GML = argmaxG P (S |G, δ1, δ0) of
that particular subject. Recall that this maximum likelihood solution is equivalent to the so-
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Figure 2.3:A.–E. Connectivity results for that subject for which sampling in conjunction with themulti-subject prior
showed the largest improvement. Shown are A the network that is obtained through the thresholding approach, B the
posterior connection probabilities according to the flat model, C the posterior connection probabilities according to
the multi-subject model, D the streamline distribution on a log scale and E the multi-subject prior based on the other
subjects as used in the multi-subject model. Panel F shows the most salient differences in connectivity between the
maximum a posteriori networks and the thresholding approach, across all subjects. The edges are color-coded. White
edges indicate those connections that were present in at least six subjects whereas these edges would not be part of the
thresholded network.Orange edges show converse findings. All matrices are ordered according to the order in theAAL
template.
lution obtained when using a flat prior in our generative model. For the multi-subject prior,
the constraint on edge count is achieved by starting out with the converged ML solution and,
subsequently, drawing new samples by simultaneously adding and removing an edge. For the
thresholded networks, we choose a threshold such that the resulting number of edges is the
same as that of the ML solution. Note that this approach is only a way to obtain a fair com-
parison between different structural networks and not a requirement of the model itself. The
threshold was applied to the asymmetric streamline data, normalized according to the number
of streamlines emanating from each node. Note that all added edges were symmetric.
2.2 results
In order to validate our framework, we made use of resting-state functional data which was ac-
quired in conjunction with the diffusion imaging data. Specifically, we compared the fit to the
functional data for structural networks either obtained by the standard thresholded approach
or obtained using the developed generative model. The fit to the functional data is quantified
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in terms of the score S(G). We performed a comparison using either a flat prior (by choosing
θ = 0.5) or the multi-subject prior. For simplicity, the hyperparameters δ1 and δ0 were manu-
ally set to 1 and 0.1, respectively, as small values for the hyperparameters capture the burstiness
phenomenon described in the introduction to this chapter. For the thresholded approaches, we
have one structural network estimate, denoted byGT. In contrast, for our generativemodel, we
have a posterior over structural networks, which gives rise to a distribution of scores S(G(t))
where t denotes sample index.
Comparing ML estimates with thresholded networks
The sparsity of the maximum likelihood estimates GML, as obtained with the flat prior, was
fairly constant (1019.2± 39.4 out of 6670 possible edges). As an example, Figure 3.2 shows
connectivity results for one subject.
Although thresholdingof streamlinedistributions is commonpractice, howexactly the thresh-
old is applied varies between studies. To have a fair comparison, we investigated the impact
of different thresholding approaches. We considered applying the threshold to the maximum,
the mean and the minimum of sij and sji, respectively. To compare our model with these
approaches, we computed for each subject the fraction of samples of the posterior network dis-
tributions that scored higher than thresholding. Let fF-T be the fraction of samples where the
generative model with a flat prior scored higher than the thresholded network. The results for
the distribution of fF-T over 20 subjects, given the different threshold methods, are shown in
Table 2.1. When the threshold is applied to the maximum of sij and sji, the generative model
outperforms thresholding. However, when either the mean or the minimum of sij and sji is
used, samples obtained from the posterior with a flat prior score the same as thresholded net-
works, on average. To explain this behavior, it is instructive to consider (A.4) in Appendix A.2.
Given hyperparameters δ1 and δ0 very small compared to elements of S, the change in log-
likelihood after flipping edge gij from absent to present boils down to
∆Lij ≈ (δ1 − δ0)
[
log
(
sij∑
k sik
)
+ log
(
sji∑
k sjk
)]
.
This expression nicely summarizes the ramifications of our model. When sampling over net-
works, the generative model takes symmetry between streamlines into account (which follows
from the sum) and it considers the relative distribution of streamlines (which follows from the
fractions). Note that the latter is equivalent to normalizing the streamlines; a required step for
thresholding. Thresholding approaches can imitate the behavior of the Dirichlet compound
multinomial distributions by thresholding on either the mean or the minimum of sij and sji
and by normalizing the streamline distribution by the number of outgoing streamlines.
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Table 2.1: The fraction of samples that have a higher score than thresholded networks. The fraction of samples from
the distribution with a flat and an multi-subject prior are represented by fF-T and fM-T, respectively. The different
threshold approaches aremax,mean andmin. The p-values were obtained using a one-sample t-test with µ0 =
0.5.
Threshold fF-T p fM-T p
max 0.60± 0.06 0.07 0.76± 0.07 <0.001
mean 0.50± 0.06 0.47 0.67± 0.07 0.02
min 0.49± 0.06 0.45 0.66± 0.08 0.03
Multi-subject prior
Withoptimal threshold settings, it is possible tohave thresholdednetworks that perform similar
to the networks we infer through the posterior distribution with a flat prior. However, our
model is capable of incorporating additional constraints, such as the multi-subject prior. Let
fM-T be the fraction of samples where the DCM with the multi-subject prior scored higher
than the thresholded network. The results for the distribution of fM-T over 20 subjects, given
the different threshold methods, are shown in Table 2.1. In addition, we compared the fraction
of samples obtained with the multi-subject prior that scored higher than samples with the flat
prior, fM-F. We found that this distribution had a mean of 0.64± 0.04 (p < 10−3).
The likelihood scores estimated for the distributions over samples, obtained using our ap-
proach in the presence of either the flat prior or themulti-subject prior, are shown in Figure 2.4.
In addition, the figure shows the score for the thresholded network, with a threshold applied
to the minimum of sij and sji. The distributions obtained using the multi-subject prior are
narrower and therefore more consistent than those obtained with the flat prior.Moreover, like-
lihood scores obtained using themulti-subject prior tend to be of higher magnitude than those
obtained using the flat prior. From these results we can conclude that our model is up to par
with the most optimal threshold approaches, but that it is capable of surpassing thresholded
networks by using informative priors.
2.3 discussion
Standard thresholding approaches for the inference of whole-brain structural networks suffer
from the fact that they rely on arbitrary thresholdswhile assuming independence between tracts
and ignoring prior knowledge. In order to overcome these problems, we have put forward a
Bayesian framework for inference of structural brain networks from diffusion-weighted imag-
ing. Our approach makes use of a Dirichlet compound multinomial distribution to model the
streamline distribution obtained by probabilistic tractography. In addition, we defined a sim-
ple prior on node degrees as well as a multi-subject prior that uses connectivity estimates from
other subjects as an additional source of information.
2.3 Discussion 21
Multi-subject prior Flat prior resholded network
# f F-T f M-T f M-F
  1
  2
  3
  4
  5
  6
  7
  8
  9
10
11
12
13
14
15
16
17
18
19
20
0.01
0.35
0.35
0.09
0.10
0.31
0.40
0.24
0.42
0.47
0.43
0.68
0.56
0.89
0.46
0.75
0.88
0.99
0.78
0.64
0.01
0.03
0.12
0.23
0.24
0.56
0.62
0.67
0.69
0.70
0.71
0.84
0.91
0.91
0.93
0.93
0.99
1.00
1.00
1.00
0.52
0.26
0.39
0.78
0.72
0.69
0.63
0.80
0.68
0.65
0.65
0.57
0.71
0.40
0.85
0.61
0.52
0.59
0.86
0.92
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
Figure 2.4: The scoresS(G) (horizontal axis) for the thresholded networkGT, samples from the generative model
given a flat prior (lower histogram, red) and given the multi-subject prior (upper histogram, green). The fraction of
each bin that has a bright color corresponds with the fraction of the other distribution that is outperformed by this bin.
These fractions are also shown in the table to the right; fF-T is the fraction of samples with a flat prior that outperform
thresholding, fM-T is the fraction of samples with themulti-subject prior that outperform thresholding and fM-F is the
fraction of samples with the multi-subject prior that outperform samples with the flat prior. The subjects are ordered
according to the performance of the multi-subject prior approach relative to the thresholded network.
The proposed methodology was validated using simultaneously acquired resting-state func-
tionalMRIdata.Theoutcomeofour experiments revealed that the generativemodel combined
with a flat prior performs equally well as the most optimal thresholded network. The use of an
informative multi-subject prior instead created networks that significantly outperformed the
thresholding approach. A comparison between the networks obtained with the multi-subject
or flat prior showed that the former improved on the latter, thereby motivating the use of the
multi-subject prior.
In our setup, the hyperparameters δ1 and δ0 were set by hand and the edge probability θ
was chosen to result in a flat prior. Instead these parameters could have been estimated from
the streamline data using empirical Bayes, they could have been integrated out entirely in a full
Bayesian sampling approach, or they could be optimized according to the resting-state func-
tional data. Note further that a fair comparison between networks required model complexity
to be controlled. This was achieved via the constraint that networks obtained with either the
multi-subject prior or with the thresholding approach had the same number of edges as the
most probable network with a flat prior. While this is to the advantage of the thresholding ap-
proach, since no arbitrary threshold needs to be chosen, it can only impede networks obtained
using the multi-subject prior since that might support a different number of tracts.
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Even given optimal settings for the thresholding approach, our approach shows clear ben-
efits. Foremost, the DCM model intuitively assigns probabilities to the existence of edges in
the inferred networks, providing a mechanism to cope with the uncertainty in the data. More-
over, the proposed generative model allows for intuitive and well founded priors, such as the
described multi-subject prior. The hierarchical model in Figure 2.2 also allows for group-level
inference [Robinson et al., 2010]. This means that, given streamline data for multiple subjects,
the generativemodel can be used to infer individual subject connectivityG as well as the group-
level parent network G¯. This allows one to get a handle on group differences, for instance, in
the context of clinical neuroscience. The current work focused mainly on the empirical valida-
tion of our theoretical framework using functional data. In future work, we will focus more on
interpretation of the obtained structural connectivity estimates.
In this chapter we used resting-state fMRI data as a means to validate whole-brain structural
networks derived from diffusion-weighted imaging. A logical extension of our work is to de-
rive connectivity based on the integration of these two imaging modalities. This example of
Bayesian data fusion requires that we extend the generative model to take functional data into
account as well [Rykhlevskaia et al., 2008; Sui et al., 2011]. We can then use structural networks
as an informed prior for inference of functional connectivity or infer structural connectivity
using both modalities simultaneously.
An additional benefit of our framework is that the network sparsity follows directly from
optimizing (2.1). In the thresholding approach, the network sparsity is a consequence of the
specific threshold setting. As a byproduct of our study, we have observed that thresholding
of streamlines benefits from considering the mean or minimum of the number of streamlines
connecting A to B and vice versa. This in itself may lead to improvements in the analysis of
structural connectivity.
Summarizing, we proposed a Bayesian framework which lays the foundations for a theoreti-
cally sound approach to the inference ofwhole-brain structural networks. This framework does
not suffer from the issues which plague current thresholding approaches to structural connec-
tivity estimation and has been shown to give rise to substantially improved structural connec-
tivity estimates. The proposed generative model is easily modified to incorporate other sources
of information, thereby further facilitating the estimation of whole-brain structural networks
in vivo.
3
A CLUSTER ING PR IOR FOR STRUCTURAL
CONNECT IV ITY
The brain can be described as a vast network of interconnected neurons. The acquisition and
subsequent analysis of this network has resulted in a discipline known as connectomics [Sporns
et al., 2005; Hagmann, 2005]. Part of connectomics focusses on structural connectivity, which
concerns the layout of physical tracts consisting of axonal fibers. At a macroscopic scale, struc-
tural connectivity is defined in terms of brain regions that consist of neuronal populations
which are inter-connected via white matter fiber bundles. As neuronal activity is constrained
by neuroanatomy, correctly identifying these structural connections aids in understanding how
spatially remote regions of the brain cooperate [Greicius et al., 2009; Honey et al., 2009]. Both
functional and structural connectivity have been shown to be relevant in clinical applications,
for instance by characterizing the connectomes that correspond to neurological and/or psycho-
logical disorders [Catani, 2007; Craddock et al., 2013; Fornito and Bullmore, 2012]. Similarly,
connectivity studies have become a useful aid in understanding cognition by elucidating which
networks are related to particular functions [Bressler andMenon, 2010; Baronchelli et al., 2013;
Sporns, 2014; Ekman et al., 2012].
An important application of structural connectivity is the delineation of functionally spe-
cialized clusters of brain regions based on their structural connectivity patterns. Importantly,
connectivity-based parcellation can be obtained in vivo, contrasting it with othermethods such
as histological analysis of cytoarchitecture [Schleicher et al., 1999; Caspers et al., 2006]. Other
non-invasivemethods that delineate structural cortical boundaries exist, based on identification
ofmajor anatomical landmarks, but these approaches havebeen shown tobe susceptible to large
inter-subject variability [Klein et al., 2007]. Intuitively, a cluster consists of a set of regions that
are more similar to other regions in the cluster than to regions outside of it, but this idea can be
operationalized in different ways.
This chapter is based on: M. Hinne, M. Ekman, R.J. Janssen, T. Heskes and M.A.J. van Gerven, 2015. “Proba-
bilistic clustering of the human connectome identifies communities and hubs”. PLoS ONE 10(1), pp. e0117179.
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Under the first interpretation, which we refer to as proﬁle-based clustering, regions may be
clustered based on similarity of their connectivity profiles (see e.g. [Knösche and Tittgemeyer,
2011; Johansen-Berg et al., 2004, 2005;Anwander et al., 2006;Mars et al., 2011], or see [Cloutman
and LambonRalph, 2012] for a literature review). In other words, it assumes that regions in the
same cluster connect with the same areas. Several studies have used this approach to parcellate
regions of interest such as the frontal pole [Liu et al., 2013], posteromedial cortex [Zhang et al.,
2014], occipital lobes [Thiebaut De Schotten et al., 2014], cingulate cortex [Beckmann et al.,
2009] and thalamus [Serra et al., 2013; Behrens et al., 2003b;O’Muircheartaigh et al., 2011].Note
that in this interpretation of connectivity-based clusters, regions within a cluster are not neces-
sarily mutually connected. Implicitly, this approach aims to find regions that similarly integrate
information from other parts of the brain.
Under the second interpretation, which we refer to as community-based clustering, parcel-
lations are taken to consist of densely connected clusters that are only sparsely connected to
regions outside the cluster. This approach is typically used for whole-brain parcellation [Hilge-
tag and Kaiser, 2004; van den Heuvel et al., 2008; Meunier et al., 2009; Craddock et al., 2012;
Power et al., 2011]. Here, one implicitly assumes that clusters are structurally (and thus, indi-
rectly, functionally) specialized and mostly interact with the other regions in their respective
cluster.
Either operationalization of connectivity-based clustering is applicable to the human brain.
As a consequence, choosing either perspectivemay hinder findingmeaningful clusters that only
adhere to the other definitionof a cluster. Furthermore, clusteringbehaviormaynot beuniform
across the brain, and instead may be a mixture of profile-based and community-based clusters.
In this studywe introduce a probabilisticmodel that is able to parcellate structural connectivity
and is sufficiently flexible to incorporate the different cluster interpretations. Themodel reveals
community-based clusters in the human connectome, but also a set of nodes that are assigned
to small profile-based clusters that function as hubs. These small clusters all contain regions that
have been labeled the ‘rich club’ [van den Heuvel and Sporns, 2011]. In addition, we find that
thewhole-brain parcellationswhich themodel provides, are up to parwith algorithms that have
previously been used to parcellate connectivity.Moreover, in contrast to parcellations obtained
with the other approaches, parcellations estimated by the probabilistic model can be obtained
without the need to choose the number of clusters in advance. Finally, because the model is
probabilistic, it is able to explicitly represent theuncertainty in theobtainedparcellations.These
visualizations show that the cluster assignment for particular regions is uncertain, indicating
that care should be taken when interpreting connectivity-based parcellations obtained using
alternative deterministic procedures.
3.1 probabilistic model for connectivity-based clustering
First, we describe a probabilisticmodel for clustering based on structural connectivity.Next, we
extend this model to allow for direct estimation of cluster structure from probabilistic tractog-
raphy data. The complete model is shown in Figure 3.1A.
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Stochastic block model
Let us assume that each cluster has a distinct connectivity profile. In other words, each cluster
has a set of parameters that govern its connectivity behavior. This is known as a stochastic block
model (SBM) [Nowicki and Snijders, 2001]. Within a cluster, all nodes (i.e. brain regions) use
the same connectivity parameters. As a consequence, regions within a cluster are stochastically
exchangeable. Formally, each node 1, . . . ,p is assigned a cluster label, using the unobserved (la-
tent) cluster assignment variable zij = 1 if node i is in cluster j, and 0 otherwise. Each node
is assigned to exactly one cluster. Structural connectivity is described by a symmetric and bi-
nary adjacencymatrixG. Because of the stochastic exchangeability assumption, the probability
of a connection gij depends solely on the clusters to which nodes i and j are assigned. The
cluster connection probabilities between clusters a and b are given by ρab. The set of cluster
connection probabilities is collected in the connection probability matrix ρ. In practice, ρ is
unknown so we use a prior on ρ to reflect our assumptions about it. Here, this is a Beta prior
that depends on two hyperparameters α and β, which model the probability of a connection
or non-connection between different clusters, respectively. We assume an uninformative prior
with α = β = 1. After observing the data, the posterior expectation for ρ will reflect cluster
connection probabilities and therefore informs about the contributions of profile-based and
community-based clusters [Andersen et al., 2014]. As an example of how block models may
represent different connectivity patterns, Figure 3.1B shows the posterior expectations for the
connectionprobabilitymatrix using a toynetworkof twelve nodes distributed evenly over three
clusters. Here, the network on the left shows how profile-based clusters may be captured by the
off-diagonal weights of ρ, while the network on the right shows how strong weighs on the di-
agonal of ρ generate a traditional community-based network.
SBMhave seen widespread application in literature, ranging from discovery of roles in social
networks [Nowicki andSnijders, 2001] to identificationofprotein-protein interactions [Airoldi
et al., 2009; Guimerà and Sales-Pardo, 2009]. In addition, several model variants have been in-
troduced, such as approaches that deal with overlapping clusters [Wolfe and Jensen, 2004] or
SBM tailored to weighted networks [Aicher et al., 2015]. However, these approaches assume
that the number of clusters K is known a priori, which is frequently not the case with empiri-
cal data. A nonparametric extension was introduced to learn the number of clusters from data
as well [Kemp et al., 2006]. This is achieved by placing a prior distribution on the cluster as-
signment matrixZ. Doing so allows the model to accommodate a (potentially) infinitely large
number of clusters, rather than needing to specify the number of clustersK beforehand. Specif-
ically, we draw Z from a Chinese restaurant process (CRP) [Aldous, 1985]. This distribution
over partitions can be used to generate samples from in the following way. Consider nodes that
are assigned to clusters one by one, as customers entering a restaurant and choosing a table to
sit at. Each customer is assigned to a non-empty table k with probability mkp−1+ξ , withmk
the number of customers already assigned to table k and with probability ξp−1+ξ to an empty
(new) table. Its concentration parameter ξ determines how likely it is for a customer to sit at an
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empty table, which affects the total number of tableswith customers, i.e. the number of clusters.
Using the CRP, the generative model is then given by
Z | ξ ∼ CRP(ξ)
ρab |α,β ∼ Beta(α,β)
gij | ρab,Z ∼ Bernoulli(ziρzTj ) , (3.1)
where we introduce the notation mi to indicate the ith row of a matrixM. The model is
known as the infinite relational model (IRM) [Kemp et al., 2006; Mørup et al., 2010; Xu et al.,
2007; Andersen et al., 2014]. The infinite relational model is easily generalized to encompass
multiple (conditionally independent) subjects that share a parcellation [Mørup et al., 2010] by
changing the model into
ρ
(m)
ab |α,β ∼ Beta(α,β)
g
(m)
ij | ρ
(m)
ab ,Z ∼ Bernoulli(ziρ
(m)zTj ) (3.2)
where the superscript m indicates the subject index. Note that although the clustering Z is
shared across subjects, the cluster-to-cluster connection probabilities are subject-specific.When
the IRM is applied to binary connectivity data, we will refer to the model as the bIRM.
Forward model for streamlines
To infer cluster assignments, structural connectivity data must be provided in the form of a bi-
nary adjacencymatrixG.Thismatrix canbeobtainedusingprobabilistic tractography [Behrens
et al., 2003a]. Probabilistic tractographyproceeds bydrawing streamlines betweenbrain regions
based on local estimates of anisotropic diffusion. These streamlines are collected in a streamline
count matrix S, reflecting the number of streamlines between pairs of brain regions. Thresh-
olding of the streamline count matrix produces a binary matrix that reflects structural connec-
tivity. However, as a threshold results in a point estimate, we make use of a probabilistic model
that describes how a structural network generates the distributions of probabilistic streamlines
that are obtained through tractography (see Chapter 2). Using this forwardmodel, a streamline
threshold is no longer required.
Ideally, probabilistic streamlines show a distribution that perfectly reflects the underlying
structural connectivity. However, tractography is prone to noise and errors, in particular in the
presence of kissing, splaying and crossing fibres [Bassett et al., 2011]. Hence, we distinguish be-
tween true connections along which we expect to observe streamlines, and false connections
that may occasionally display streamlines, but do not correspond to actual anatomical path-
ways. The probability of a streamline between a pair of regions is represented by the matrix
X. Formally, the streamline probability vector yi for a particular region i is determined by a
Dirichlet distribution with parameter δ1 for true connections and δ0 for false connections. Ac-
3.1 Probabilistic model for connectivity-based clustering 27
clique-basedprole-based
co
nn
ec
tio
n 
pr
ob
ab
ilit
y m
at
rix
1 2 31 2 3
1
2
3
1
2
3
clu
ste
rin
g a
nd
co
nn
ec
tiv
ity
A
S
G
Z
ξ α
ρ
δ1 δ0
B
 
 
 
 
0
0.2
0.4
0.6
0.8
1
β
m=1,...,M
(m)
(m)
(m)
Figure 3.1: Probabilistic model for connectivity-based parcellation. A. The streamline infinite relational model com-
bines a forward model for streamline data S with an infinite relational model that allows estimation of the cluster
assignment matrixZ as well as the connection probability matrix ρ. Hyperparameters {ξ,α,β,δ1,δ0} complete
the model. B. The probabilistic model supports both profile-based clustering as well as community-based clustering.
The top row shows simulated connection probability matrices that correspond to profile-based clustering (left) and
community-based clustering (right). Example networks that correspond to these probabilities are shown at the bot-
tom.
cording to these probabilities, streamlines are distributed amongst the target regions using a
multinomial distribution. By integrating out the streamline probability vectors, we obtain the
following forward model:
si |ai, δ1, δ0 ∼ DirMul(δ1ai + δ0(1n −ai)) (3.3)
where DirMul(α) stands for the Dirichlet compoundmultinomial distribution withα its vec-
tor of hyper-parameters.Note that this formulation assumes undirected structural connectivity,
but allows streamline counts sij and sji to be different.
To estimate connectivity from streamline data, (3.3) is suppliedwith aprior onG. In themost
straightforward case, this prior is uniform, i.e. P(G) ∝ 1 (see Chapter 2). Alternatively, this
uninformative prior may be replaced by the IRM (see Figure 3.1A), expressing our assumption
of clustering in the network. The interpretation of the integrated model is that most observed
streamlines indicate a structural connection (although there is some noise in the tractography
process), and regions in the same cluster share their connectivity preferences (although some
exceptions are allowed). We refer to the combined model that operates on streamline data as
sIRM. Details of the approximate inference algorithm used to compute posterior estimates of
interest are provided in Appendix B.1.
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Visualizing clustering uncertainty
In addition to the display of individual parcellations, such as the maximum a posteriori (MAP)
estimate, the proposedmethodmay be used to visualize uncertainty about a parcellation.How-
ever, as the number of clusters may vary within a clustering distribution, and cluster labels are
arbitrary for each sample, such a visualization is not trivial. A representation that allows dif-
ferent samples to be compared is the cluster co-assignment matrixM = ZTZ. The expecta-
tion ofM, i.e. E[M] = 1T
∑S
s=1Ms , with T the number of obtained samples (see Ap-
pendix B.1), describes the posterior probability that two regions are assigned to the same cluster.
The probability of co-assignment is used to color a region iwith a weighted color coding given
by ci =
∑
jmijcˆj/
∑
jmij , with cˆj the color representation in the MAP estimate for re-
gion j. For example, suppose that the MAP estimate consists of two clusters, one colored red
and one colored yellow. If a region i is co-assigned to a region in the red cluster in half the sam-
ples, and to a region in the yellow cluster in the other half of the samples, it will be colored
orange.
Evaluating parcellation quality
Since a clustering ground truth is unavailable, we used the reproducibility of the parcellations
as a indicator of parcellation quality [Klein et al., 2007; Blumensath et al., 2013; Thirion et al.,
2014]. We quantify the reproducibility as the similarity between the parcellations of different
participants (or groupsofparticipants), expressedusing the adjustedmutual information (AMI)
[Vinh et al., 2010]. The AMI measure differs from the more traditional normalized mutual in-
formation measure in that it compensates for possible bias as a result of different numbers of
clusters per parcellation. The measure is defined as
S(Z1,Z2) =
MI(Z1,Z2) −E [MI(Z1,Z2)]
max (H(Z1),H(Z2)) −E [MI(Z1,Z2)]
, (3.4)
withMI(Z1,Z2) themutual information between two clusterings,H(Z) the entropy of a clus-
tering andE [MI(Z1,Z2)] the expected mutual information between two clusterings.
For comparison, we also obtain parcellations using K-means, the canonical algorithm for
profile-based clustering, and using Infomap [Rosvall and Bergstrom, 2008], an algorithm that
relies on community-based clustering (see Appendix B.3). Both methods have been used be-
fore in the context of brain parcellation [Anwander et al., 2006; Power et al., 2011]. Each of
the comparison algorithms was applied to the empirical streamline distributions. ForK-means
and Infomap the streamline matrices were made symmetric, i.e. S ′ = S+ ST . The number
of clusters for K-means and Infomap is fixed to be the same as for the MAP estimate of the
sIRM approach. To apply the bIRM, we first obtained theMAP estimate of connectivity with
a flat prior, i.e. P(G) ∝ 1, which was subsequently clustered using the IRM approach. For
the group-level analysis, a group-level streamline matrix was created by summing the stream-
line counts of all ten participants per split. This matrix was provided as input forK-means and
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Infomap. The bIRMmethod uses the ten individual MAP estimates of the forward model as
input, while the sIRMmethod uses the ten streamline matrices.
3.2 results
The sIRMwas used to obtain posterior distributions as well as MAP estimates for twenty par-
ticipants, using the parameter settings described in Appendix B.2. On average, the MAP clus-
terings of these participants consisted of 12.10 (SD 1.29) clusters. The posterior distributions
of the numbers of clusters are centered tightly around the MAP estimates, as evidenced by a
mean range of the 95% credible intervals of only 0.85 (SD 0.81) (i.e. most of the samples of the
approximated distribution have the exact same number of clusters). To analyze the behavior of
group-level parcellations, we created 20 random splits of the set of subjects and obtained the
MAP parcellation for all of the 40 halves. These 40 parcellations consisted on average of 15.03
(SD 0.83) clusters. At both the individual and the group-level we find that all identified clusters
are spatially contiguous, with the exception that the superior frontal gyrus and the precuneus
are sometimes assigned to the same cluster as their functional homologue in the contralateral
hemisphere.
As an example, theMAP estimate for one participant is shown in Figure 3.2A–D. The other
MAP estimates are shown in Fig. S2 and Fig. S3 for the individual participants and the 40 halves,
respectively. Figure 3.2A shows the connectivity matrixG. Within-cluster connections are col-
ored with the color of their respective clusters and between-cluster connections are colored
black. Figure 3.2B shows the probability of a connection between pairs of clusters, as repre-
sented by the connection probability matrix ρ. The number of connections between pairs of
clusters,ZGZT , is shown in Figure 3.2C. Note that the number of possible connections grows
withm2k, so while the amount of connection increases, the cluster connection probability may
decrease. A visualization of the layout of the connectivityG and clusteringZ of this MAP esti-
mate is shown in Figure 3.2D.
Figure 3.2E shows the interpolated clustering colors based on the approximated posterior
distributionofZ for this participant.The figure reveals that although the expectation is not very
different from the MAP estimate, there remains some room for uncertainty. For instance, the
right parietotemporal cortex and the right superior temporal cortex are seen as separate clusters
in the MAP estimate, but appear to be merged into a single cluster in a substantial part of the
distribution. Further uncertainty is shown in the assignment of left thalamus, right precuneus
and left inferior parietal cortex. Zooming in on these regions results in what we will refer to as
a ‘cluster probability map’; a map that, for any given region of interest i, shows the probability
that it is assigned to the same cluster as another region. This corresponds to a rowmi ofM.
Figure 3.3 visualizes the cluster probability maps for the right inferior frontal gyrus and the
left postcentral gyrus, for the same participant as shown in Figure 3.2. Maps like these serve as
further illustration that there may be substantial uncertainty in cluster assignments, and that
point estimates should be used with care.
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Figure 3.2:Maximum a posteriori parcellations for one participant. A. The adjacency matrixG. B. The connection
probability matrix ρ. C. The number of connections between clustersZGZT . D. Visualization of the maximum a
posteriori network structure and parcellation. The clusters are color coded to be able to compare the network with the
adjacencymatrix inA.Node sizes are scaled by their degree. E. Visualization of the expectation of network structure and
parcellations. Colors are interpolated with the MAP estimate as point of reference (see text). To keep the visualization
uncluttered, only themmost probable edges are shown, wherem is the number of edges in the MAP estimate.
Comparison with other methods
The parcellations for K-means, Infomap and bIRM are shown in Figures S4–S6, respectively,
together with the connections that correspond to the top 5% streamline counts. For the bIRM
approach, this resulted in 8.25 (SD 0.55) clusters. At the group level, 10.18 (SD 0.45) clusters
were found for the bIRM.
The results of the reproducibility comparisons are shown in Figure 3.4. At the level of in-
dividual parcellations, only K-means performs notably less consistent than the other methods.
The sIRM results in sparse connectivity (theMAP estimates of the twenty subjects have a den-
sity of ±7%, on average) and its parcellations are up to par with the bIRM and Infomap. At
the group level, Infomap appears to be the most consistent method and K-means is again the
method that is least consistent. The group-level parcellations obtained by the sIRM are similar
in consistency to those obtained by the bIRM.
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Figure 3.3: Cluster probability map to visualize the uncertainty of the resulting cluster assignments. (left) Cluster
probability for the inferior frontal gyrus. The map shows that the highlighted region is likely to be assigned to regions
in the frontal cortex, and to a much lesser degree to regions in the parietal cortex. The opposite pattern is shown for
the postcentral gyrus (right).
Community-based versus proﬁle-based clusters
The MAP estimates of ρ as well as the number of connections between clusters in Figure 3.2
show that clustering behavior depends strongly on cluster type and that some clusters show
community-like tendencieswhile others do not. To quantify the extent towhich a cluster forms
a community, and to be able to compare this with the other methods, we computed for each
cluster c the ratio rc of within-cluster streamlines versus the total number of streamlines con-
nected to this cluster. When this ratio approaches 1, the corresponding cluster is a community.
If instead the ratio approaches 0, it can be regarded a profile-based cluster. As the number of
clusters can be different between the sIRM and the bIRMmethods, we then assigned to each
node the score rc its corresponding cluster had.
Figure 3.5 shows for both the single-participant as well as for the group-level parcellations the
ratio rc for all nodes, as averaged over all participants and all group-level parcellations, respec-
tively. The results for the sIRMmethod clearly reveal that parcellation can be divided into two
regimes. The first consists of clusters with relatively high rc values (up to 0.76). These are large
clusters that correspond predominantly to major cortical areas or lobes that are highly intra-
connected. They are connected via the second regime with low rc values (as low as 0.02), that
contains small clusters (containing less than five nodes) and have fewwithin-cluster streamlines.
In at least 15 out of 20 participants, the small clusters contain the bilateral putamina, bilateral
superior frontal gyri and right thalamus. For the group-level parcellationswe observe similar be-
havior. Most clusters tend to be communities, connected via small clusters consisting of one or
two regions. Small-cluster regions that occur in at least 26 out of 40 group-level parcellations are
the bilateral precunei, superior frontal gyri, thalami, putamina and left superior parietal gyrus.
Theother approaches showdifferentpatterns. For the single-participantparcellations, bIRM,
K-means or Infomap show no regions that consistently appear in clusters with low rc. For
group-level parcellations, bIRMfinds bilateral superior frontal gyri and right putamen (a subset
of the regions found by the sIRM),K-means finds right occipital gyrus, right orbital sulcus and
rightmedial olfactory sulcus and Infomap finds bilateral pallida and left putamen. Remarkably,
the regions that stand apart according to the sIRM approach (for both the single-subject and
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Figure 3.4:The reproducibility of parcellations. A.Mean adjusted mutual information (AMI, see main text) for pair-
wise comparisons between parcellations of all participants. B.MeanAMI for each of the pairs of parcellations that were
created by randomly splitting the participant group into halves and obtaining a parcellation for each half.
the group-level parcellations) are all known to be part of the ‘rich club’ regions that integrate
more remote cortical regions [van den Heuvel and Sporns, 2011]. Note that these regions do
not mutually form a single large cluster, as each of them has substantially different connections
to the rest of the brain.
3.3 discussion
Human brain connectivity is shown to exhibit clustering according to two different princi-
ples. Some regions show community-based clustering where clusters are both spatially con-
tiguous and densely intraconnected. These clusters are tied together by brain regions that re-
veal connectivity-based clustering. The latter contain only one or two nodes and do not ‘fit
in’ with other clusters due to substantially different connection profiles. These clusters con-
sist predominantly of the superior frontal gyri, the superior parietal gyri, the precunei, the
thalami and the putamina. All these regions have previously been identified as members of
the ‘rich club’ [van den Heuvel and Sporns, 2011]. In addition, all regions except for the tha-
lamus have been pointed out as being the most vulnerable and central regions in structural
brain networks [Iturria-Medina et al., 2008]. Since the thalamus can be considered to act as a
relay station, it stands to reason that it connects different cortical clusters. The rich-club regions
stand apart from the rest of the connectome, as they are not part of the community-like clus-
ters. Rather, they are each assigned their own cluster or group together with a similar region.
Intuitively, this is an appealing observation. The community-like clusters contain regions dedi-
cated to specialized processing.Here, an abundance of local connectivity, required for extensive
within-cluster communication, results in dense intra-cluster connectivity. Simultaneously, the
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Figure 3.5: The ratio describing how community-like the clusters are that each region is assigned to. The plots show,
for the cluster each region is assigned to, the ratio of within-cluster streamlines versus the total number of streamlines
connected to that cluster, for parcellations of individual participants (left) and group-parcellations (right). This reveals
that in particular for the sIRMmethod, this ratio is small for a number of regions, indicating that these regions are not
part of community-based clusters. Regions that consistently have a low ratio, are described in the text. Note that the
nodes corresponding to each line are ordered differently.
signal from these clusters must be integrated and disseminated, which is presumably achieved
via the rich club regions [van den Heuvel and Sporns, 2013]. Note that although small clusters
consisting of one or a few regions will not be community-based clusters by definition, because
there are simply not enough possible internal edges, it is the finding that these regions are not
assigned to bigger clusters containing other nodes that is interesting. Thismeans that a substan-
tial fraction of the connections of these regions is to several different clusters, which emphasizes
their integrative role.
Validating the results from connectivity-based parcellation remains a difficult task [Clout-
man and Lambon Ralph, 2012]. Since ground truth is not available, reproducibility across sub-
jects is often used as a proxy for parcellation quality [Klein et al., 2007; Blumensath et al., 2013;
Thirion et al., 2014]. Based on this criterion, we have shown that our approach performs well.
Yet, by visual inspection of the parcellations (see Fig. S2,S4–S6) some pairs of regions appear
grouped together that are not immediately obvious. For instance, inmany parcellations we find
that thalamus and putamen are assigned to the same cluster, as well as amygdala and hippocam-
pus and bilateral superior frontal gyri.Onemay argue that in particular for the subcortical areas,
these regions should appear in separate clusters as they have specialized functionality. However,
since these parcellations are based on connectivity and these regions project similarly to the cor-
tex, they are put together in a cluster. This is inherent to connectivity-based clustering and oc-
curs forK-means and Infomap as well. In fact, of the algorithms we considered, sIRM appears
to be the only method that consistently assigns many of the rich club regions to small clusters
instead of agglomerating them into large clusters. Finally, we note that anatomical constraints
such as enforcing that subcortical areas constitute singleton clusters may easily be added into
the prior distribution.
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Previously used methods are limited to one particular clustering behavior. A notable excep-
tion is a recent study that reveals that the connectome of the C. elegans roundworm also con-
sists of a number of densely intraconnected clusters that are integrated via a core cluster that
strongly connects to each community [Pavlovic et al., 2014]. As we described above, the human
connectome reveals both densely connected clusters as well as disconnected clusters with very
similar connectivity. Consequently, picking one perspective inevitably neglects part of the avail-
able structure,which is exemplified by the parcellations foundusingK-means and Infomap that
assign the rich club regions to larger clusters. Although, in the case of Infomap, this results in
more consistent parcellations, themoredetailedpicture of communities and integrating regions
is lost.
Estimating parcellation with the sIRM approach provides a number of additional interest-
ing quantities apart from the parcellation itself. The cluster connection probabilities ρ act as
a cluster-level estimation of connectivity, expressed in terms of the rich-club regions and major
cortices. Region-to-region connectivityG is estimated alongside clustering, and is potentially
less prone to noise due to the prior that encourages regions in the same cluster to connect simi-
larly, unless the data provides strong evidence to the contrary. Furthermore, other connectivity-
based parcellation strategies, such as K-means, which groups regions with similar connectivity,
and Infomap, which optimizes for densely connected components, provide point estimates of
a parcellation. Although these approaches have provided valuable insight in the organization of
both structural and functional connectivity [Power et al., 2011; Skudlarski et al., 2010; Nanetti
et al., 2009], they do not quantify the uncertainty in their results (this issue is also discussed
in [Thirion et al., 2014]). Instead, our proposed method characterizes the full posterior distri-
bution of all variables involved and thus provides a richer representation of parcellation. We
find that a number of regions show substantial uncertainty in their assignments to a cluster.
This illustrates that point estimates should be used with care, as a number of regions could
easily be assigned erroneously.
Integrating the forward model for structural connectivity with the IRM as prior leads to
qualitatively different parcellations than when the bIRM is applied post-hoc to the connectiv-
ity estimates from the forward model. This is visible from the different number of clusters that
both pipelines provide (the combined approach results in roughly 50% more clusters). In ad-
dition, the clear distinction between the two kinds of clusters is only marginally visible in the
bIRM parcellations. Note that regardless of these differences, the reproducibility of the parcel-
lations is similar for both methods.
The IRM is a nonparametric method, which is helpful since the number of clusters is not
known a priori. Still, parameters remain that affect the resulting parcellation. In particular the
parameters δ1 and δ0 that govern the estimated connectivity and concentration parameter ξ
that affects the number of identified clusters (althoughwe observe that its influence is drowned
out by the contribution of the likelihood) may be estimated from the data using empirical
Bayes [Robbins, 1964]. However, this will incur substantial additional computation costs that
must be overcome to arrive at an efficient model.
There are a number of directions one could take the proposed approach. To start with, al-
ternative generative models may be used instead. For instance, the connectivity forward model
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that consists of a Dirichlet compound multinomial distribution, modeling the probabilities
of streamlines, may be replaced by a Poisson model [Schmidt and Mørup, 2013], modeling
streamline counts instead. Additional analyses will be needed to identify which model best
captures the underlying connectivity. Furthermore, alternative stochastic block models may be
used, such as described in a recent study [Andersen et al., 2014] that applies the IRM and two
variants to resting-state functional MRI.
Lastly, an interesting avenue to pursue is identifyingwhat causes the uncertainty in the poste-
rior distribution of parcellation. Presumably, this can be attributed to a large extent to noise in
data acquisition and tractography. But aside from methodological reasons, there may be other
causes that could provide insight in the functional organization of the brain. For instance, un-
certainty may in some cases be a result of overlapping clusters [Rubinov and Sporns, 2011; Yeo
et al., 2013]. It is likely that regions that are part of multiple, overlapping clusters show higher
uncertainty in their cluster assignments. This may be clarified by embedding the infinite rela-
tional model within a larger framework to infer clusters at different levels of a nested hierar-
chy [Meunier et al., 2009; Blundell and Teh, 2013]. One would expect that those clusters that
show overlap and uncertainty become merged at a higher level of the hierarchy.
3.4 conclusion
In this chapter, we have described an approach for connectivity-based parcellation that encom-
passes both community-like clusters as well as clusters that have similar connections, without
being densely intraconnected.We find that both kinds of clusters are represented in the human
connectome, and that the division into these two types corresponds to previous knowledge of
structural connectivity. The model is able to quantify which regions are difficult to assign to a
cluster, and it learns the number of clusters from the data. Finally, it does not depend on thresh-
olded connectivity, but derives connectivity simultaneouslywith the parcellation.We hope that
connectivity-based parcellation based on probabilistic models such as the one presented here
will help to better understand the structural organization principles of human brain networks.

4
CONSTRA IN ING FUNCT IONAL
CONNECT IV ITY WITH STRUCTURE
One of the oldest and most influential ideas in cognitive neuroscience is that the brain, and
in particular the cortex, can be divided into specialized functional regions [Friston, 2011]. In
recent times, the neuroscience community has become increasingly interested in determining
how these regions are organized as large functional networks and how theirmodulation reflects
ongoing cognitive processing [Bullmore and Sporns, 2009]. The organization of these func-
tional networks can be described using the umbrella term ‘functional connectivity’, defined
as the deviations from statistical independence between distributed and often spatially remote
neuronal units [Friston, 1994; Craddock et al., 2013]. Despite the indirect nature of the blood
oxygenation level dependent (BOLD) signal, functional magnetic resonance imaging (fMRI)
has proven to be able to extract patterns of co-activation between clusters of voxels [Lowe et al.,
2000].
The easiestway to operationalize the notion of functional connectivity is to calculate a covari-
ance matrix which, in case of standardized variables, is equivalent to the correlation structure
between brain regions. However, this approach is not able to identify direct (monosynaptic)
functional connections as it is also sensitive to indirect (polysynaptic) functional interactions.
For example, if regions A and B as well as regions B and C display correlated activity, then A
and C will also show correlated activity even if they are not directly connected [Smith, 2012;
Varoquaux and Craddock, 2013].
In contrast, the precision matrix, defined as the inverse of the covariance matrix, captures
conditional independence between brain regions [Lauritzen, 1996; Whittaker, 2009]. That is,
elements of the precision matrix are related to partial rather than full correlations and zero el-
ements of the precision matrix imply an absence of direct functional connectivity. Therefore,
sparse precision matrices provide us with valuable information about how different regions
This chapter is based on: M. Hinne, L. Ambrogioni, R.J. Janssen, T. Heskes and M.A.J. van Gerven, 2014.
“Structurally-informed Bayesian functional connectivity analysis.”NeuroImage 68, pp. 294–305.
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interact, though the estimates need to be interpreted with care [Marrelec and Benali, 2009; Fris-
ton, 2011; Woolrich and Stephan, 2013; Hutchison et al., 2013].
A common approach to obtain a point estimate for a sparse precision matrix is by means
of the graphical lasso [Friedman et al., 2008; Varoquaux et al., 2010; Smith et al., 2011], which
achieves sparseness through `1 regularization. Although the graphical lasso provides a reason-
able point estimate, it is biased due to the induced shrinkage of the partial correlations. Further-
more, it does not directly provide a measure of uncertainty regarding the partial correlation
estimates. This could lead to possibly erroneous conclusions about functional connectivity.
From a Bayesian perspective we are interested in the posterior density of the precisionmatrix
given observed data. Ultimately, this should lead to more reliable inferences about a subject’s
cognitive state. In order to facilitate the estimation problem, we will not resort to shrinkage, as
in the graphical lasso. Rather, we assume that the conditional independence structure between
brain regions is given by an independent estimate of structural connectivity.
Structural connectivity refers to the presence of white matter tracts between spatially segre-
gated brain regions [Hagmann et al., 2008]. In humans, these tracts can be estimated in vivo
by diffusion weighted imaging (DWI) which measures the anisotropy in the diffusion of water
molecules [Le Bihan et al., 2001]. The final result is usually a binary undirected graph which
reports whether or not two areas are structurally connected. Clearly two brain regions can be
directly functionally coupled only if they are physically connected, therefore the concepts of
functional and structural connectivity are intimately related [Damoiseaux andGreicius, 2009].
The idea is to infer structural connectivity fromDWI data and use it as an additional constraint
in our Bayesian model. The validity of this approach is supported by several recent experimen-
tal studies which found a substantial overlap between structural and functional networks both
inside specific cortical areas [Koch et al., 2002] and on a whole brain scale [Hagmann et al.,
2008; Honey et al., 2009, 2007; Damoiseaux and Greicius, 2009; Greicius et al., 2009; Cabral
et al., 2012]. Related approaches have been used before in the context of functional and effective
connectivity analysis [Stephan et al., 2009; Deligianni et al., 2011; Ng et al., 2012].
In the following we present a new Bayesian framework for estimating functional connec-
tivity. The framework, which we refer to as Bayesian functional connectivity (BFC) analysis,
makes use of aG-Wishart prior [Roverato, 2002]. This prior allows the sparseness structure of
estimated precision matrices to be determined by a graph G, corresponding to structural con-
nectivity. BFC analysis then amounts to computing a posterior density over sparse precision
matrices. This posteriormay then be used to computemarginal densities for partial correlations
of interest. Our approach is compared with existing approaches using both simulated data and
empirical data. We show that our approach provides robust partial correlation estimates while
at the same time quantifying the uncertainty about functional connectivity.
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4.1 materials and methods
Conventional functional connectivity estimation
Traditionally, functional connectivity estimation has relied on estimating covariance structure
betweenpbrain regions fromtimeseries dataX ∈ Rn×p.Here, each vectorxi = (xi1, . . . , xip)
reflects neuronal activity (e.g. BOLD responses) for p brain regions. Without loss of generality,
we assume that data is standardized to have zero mean and unit standard deviation such that
covariance coincides with correlation. It is assumed that the data are generated according to a
zero-mean multivariate Gaussian density
P(X |K) =
n∏
i=1
N (xi | 0,K) ∝ |K|n/2 exp
[
−
1
2
〈ΣˆK〉
]
(4.1)
with precision (inverse covariance) matrixK = C−1, empirical scatter matrix Σˆ = XTX and
trace operator 〈·〉. The choice of this distribution is justified by the fact that it is the maximum
entropy distribution among all distributions with a specified mean and covariance [Cover and
Thomas, 2006]. Alternatively, the likelihoodmay be characterized in terms of the scattermatrix
Σˆwhich follows a Wishart distributionWp (C,n) if its density is
P(Σˆ |C,n) =
|Σˆ|n/2
Z(n, Σˆ)
exp
[
−
1
2
〈ΣˆC−1〉
]
, (4.2)
withZ(n, Σˆ) the partition function that normalizes the probability distribution. This perspec-
tive can be applied more easily for distributions with a mean different from zero [Anderson,
1984].
We focus on estimating the precisionmatrixK = C−1 rather than the covariancematrix. As
mentioned before, zero elements inK reflect the absence of direct interactions. More formally,
the sparseness structure ofK, represented in terms of anundirected graphGwhereV(G) is a set
of nodes and E(G) is a set of undirected edges between nodes, is equivalent to the conditional
independence structure of aGaussianMarkov random field [Lauritzen, 1996;Whittaker, 2009].
In other words, in the context of connectivity analysis, kij = 0 corresponds to the absence of
structural connectivity between brain regions i and j.
In order to estimate the precision matrix K of a zero-mean multivariate Gaussian density
from dataX one may maximize the log likelihood
logP(X |K) =
1
2
[
n log |K|− 〈ΣˆK〉
]
which gives the maximum likelihood estimate (MLE):
Kˆ = arg max
K∈Pp
[
n log |K|− 〈ΣˆK〉
]
= nΣˆ
−1 (4.3)
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where the maximization is constrained to precision matrices in the family of p × p positive
definite matricesPp.
In practice, however, this empirical estimate does not contain zero elements. Furthermore,
in case n < p, the maximum likelihood solution does not exist since Σˆ/n becomes singular.
Even in case n > p, the MLE is often poorly behaved, and regularization is called for [Pourah-
madi, 2011]. The graphical lasso [Friedman et al., 2008] regularizes the precedingMLE through
sparsification by solving
Kˆ = arg max
K∈Pp
[
log |K|−
1
n
〈ΣˆK〉− λ ‖K‖1
]
. (4.4)
The employed `1 regularizer encourages sparse precision matrices as determined by the regu-
larization parameter λ. This maximization problem can be solved using established coordinate
descent methods [Friedman et al., 2008]. The graphical lasso has been proposed as the method
of choice for functional connectivity estimation [Varoquaux et al., 2010; Smith et al., 2011; Varo-
quaux and Craddock, 2013].
Even though the graphical lasso is commonly used to estimate sparse precision matrices, it
suffers from two issues. First, since the graphical lasso employs shrinkage, pushing precision val-
ues towards zero, the resulting functional connectivity estimate is biased. Second, the graphical
lasso produces a point estimate which does not directly allow inferences to be drawn about the
uncertainty in our estimates arising from sampling noise and finite sample size.
Bayesian functional connectivity estimation
To tackle the aforementioned issues, we developed a Bayesian framework for inferring func-
tional connectivity which does not rely on shrinkage but rather assumes that the sparseness
structureG ofK is given [Dempster, 1972]. Specifically, we assume that the graphG is given by
the structural connectivity as estimated fromDWI data.
We start by assuming aG-Wishart distribution as the conjugate prior on precision matrices
K. TheG-Wishart is defined for the conePG of positive-definite symmetric matrices with off-
diagonal elements kij = 0whenever (i, j) /∈ E(G). A zero-constrained randommatrixK has
theG-Wishart distributionWG(δ0,D) if its density is [Wang and Li, 2012]:
P(K |G) =
|K|(δ0−2)/2
ZG(δ0,D)
exp
(
−
1
2
〈DK〉
)
1{K∈PG}
where δ are the prior degrees of freedom,D a symmetric positive definite prior scatter matrix,
and ZG(δ,D) the normalizing constant. The indicator function 1x evaluates to 1 if its argu-
ment x is true and to 0 if its argument is false. In our experiments, we set δ0 = 3 and choose
D = Ip×p [Moghaddam et al., 2009]. This amounts to a vague prior for the precision matrix
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in (4.1), except that its support is restricted by G. We may now use Bayes’ rule to obtain the
posterior density forK according to
P(K |X,G) ∝ P(X |K)P(K |G)
=
|K|(δn−2)/2
ZG(δn,B)
exp
(
−
1
2
〈BK〉
)
1{K∈PG} . (4.5)
Because the G-Wishart prior is conjugate to the likelihood, the resulting posterior once again
follows a G-Wishart distribution with δn = δ0 + n the posterior degrees of freedom and
B = D+ Σˆ the posterior scatter matrix.
In order to approximate this posterior densitywe employed an efficient edgewise blockGibbs
sampler described in detail in Wang and Li [2012]. The algorithm is similar to a Bayesian itera-
tive proportional scaling algorithm, but instead of updating K in large blocks (e.g. maximum
cliques inG, as is used in [Lenkoski andDobra, 2011]), it is updated per edge. This can be done
efficiently, as the authors show that this only requires 2× 2matrix inversions. Source code im-
plementing the Gibbs sampler can be freely obtained from the author’s website.1
In practice, we find it more convenient to express functional connectivity in terms of partial
correlation rather than precision. This can be easily achieved via the following transformation
ρij |W =
 −
kij√
kiikjj
for i 6= j
1 for i = j
(4.6)
reflecting the correlation between brain regions i and j when we condition on all other brain
regionsW = {1, . . . ,n} \ {i, j}. Observe that, given this transformation, the interpretation in
terms of conditional independence still holds. Hence, in practice, we use the posterior density
P(R |X,G) for the partial correlation matrixR as our estimate of Bayesian functional connec-
tivity. This density is computed by applying the transformation (4.6) to each of the samples of
the precision matrix as generated by the Gibbs sampler.
Experimental validation
We compared conventional functional connectivity analysis with Bayesian functional connec-
tivity analysis using both simulated data and empirical data.
For the conventional analysis, we examined the maximum likelihood estimate (4.3) and the
graphical lasso (4.4). In order to obtain an optimal estimate for the graphical lasso, we used a
five-fold cross-validation procedure where the log likelihood computed on hold-out data was
used to fine-tune the regularization parameter, as proposed in [Friedman et al., 2008].
For theBFCanalysis, we computed the posterior density usingGibbs sampling,wherewedis-
carded the first 2 000 burn-in samples and stored the subsequent 5 000 samples while using the
transformation (4.6). The mode of this posterior (maximum a posteriori (MAP) estimate) was
1http://www.stat.sc.edu/~wang345
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Table 4.1:Left-hemisphere AAL regions used in functional connectivity analysis. Right-hemisphere AAL regions 46–
90 follow the same labeling.
# region # region # region
1 precentral 16 cingulum_ant 31 parietal_inf
2 frontal_sup 17 cingulum_mid 32 supramarginal
3 frontal_sup_orb 18 cingulum_post 33 angular
4 frontal_mid 19 hippocampus 34 precuneus
5 frontal_mid_orb 20 parahippocampal 35 paracentral_lobule
6 frontal_inf_oper 21 amygdala 36 caudate
7 frontal_inf_tri 22 calcarine 37 putamen
8 frontal_inf_orb 23 cuneus 38 pallidum
9 rolandic_oper 24 lingual 39 thalamus
10 supp_motor 25 occipital_sup 40 heschl
11 olfactory 26 occipital_mid 41 temporal_sup
12 frontal_sup_medial 27 occipital_inf 42 temporal_pole_sup
13 frontal_mid_orb 28 fusiform 43 temporal_mid
14 rectus 29 postcentral 44 temporal_pole_mid
15 insula 30 parietal_sup 45 temporal_inf
used to compare with point estimates obtained using conventional analyses. Both thisMAP es-
timate aswell as the graphical lasso estimateswere computedusing fast optimizationprocedures
due to Schmidt [2010].2
In the remainder of this section, we describe the empirical data which were used to validate
our approach.
Data acquisition
Six healthy volunteers were scanned after giving informed written consent in accordance with
the guidelines of the local ethics committee. These subjects represent a subset of the data pre-
viously used in Chapter 2. T1 anatomical scans, resting-state functional images and diffusion-
weighted images were obtained using a SiemensMagnetomTrio 3T system at theDonders Cen-
tre for Cognitive Neuroimaging, Radboud University Nijmegen, The Netherlands. Resting-
state fMRI data were acquired at 3 Tesla by using a multi-echo echo-planar imaging (ME-EPI)
sequence (voxel size 3.5 mm isotropic, matrix size 64×64, TR=2 000 ms, TEs=6.9, 16.2, 25, 35
and 45 ms, 39 slices, GRAPPA factor 3, 6/8 partial Fourier). A total of 1030 volumes were ob-
tained. An optimized acquisition order described by Cook et al. [2007] was used in the DWI
2http://www.di.ens.fr/~mschmidt/Software
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protocol (voxel size 2.0mm isotropic, matrix size 110×110, TR=13 000ms, TE=101 ms, 70 slices,
256 directions at b=1500 s/mm2 and 8 images at b=0 s/mm2).
Tools from the Oxford FMRIB Software Library (FSL, FMRIB, Oxford, UK) were used to
preprocess the data. For each subject brain extraction from the anatomical scan was performed
using FSL BET [Smith, 2002], tissue segmentation was performed using FSL FAST [Zhang
et al., 2001] and subcortical structures were segmented using FSL FIRST [Patenaude et al.,
2011].
Preprocessing of diusion imaging data
DWIdatawere preprocessed using FSL FDT [Behrens et al., 2003a] and consisted of correction
for eddy currents and estimation of the diffusion parameters. A measure of white matter con-
nectivity was obtained by FDT Probtrackx 2.0 [Behrens et al., 2003a, 2007]. The voxels that
live on the boundary betweenwhitematter and graymatter were used as seeds for tractography,
gray matter was used as a target mask. For each seed voxel 5 000 streamlines were drawn with
a maximum length of 2 000 steps. The streamlines were restricted by the fractional anisotropy
to prevent them from wandering around in gray matter. Streamlines in which a sharp angle
(> 80◦) occurred were discarded.
This procedure resulted in a matrix providing voxel-to-voxel connectivity for each subject s.
Eachmatrixwas reduced to a 90× 90 streamline countmatrixS(s) by summing the streamline
counts over voxels belonging to 90 distinct brain regions, as defined by the automatic anatom-
ical labelling (AAL) atlas [Tzourio-Mazoyer et al., 2002] while excluding cerebellar structures.
The regions defined by theAAL template are displayed inTable 4.1 for ease of reference. Finally,
edges of the structural connectivity graphGwere determined by the streamline count matrices
as follows:
(i, j) ∈ E(G)↔
⋂
s∈{1,...,6}
(s
(s)
ij > 0∧ s
(s)
ji > 0) . (4.7)
This particular definition corresponds to the following intuition: at the coarse scale that is given
by the AAL template, we require that each subject shows support for a particular connection.
Per subject we are lenient and threshold at zero. Alternatively, using the union of the thresh-
olded networks for each subjectwould result in extremely dense estimates. The structural graph
Gwas used as a constraint for Bayesian functional connectivity analysis.
Preprocessing of functional data
Multi-echo images obtained using the rs-fMRI acquisition protocolwere combined using a cus-
tomMatlab script (MATLAB7.7,TheMathWorks Inc.,Natick,MA,USA)which implements
the procedure described in [Poser et al., 2006] and also incorporates motion correction using
functions from the SPM5 software package (Wellcome Department of Imaging Neuroscience,
University College London, UK). Of the 1030 combined volumes, the first six were discarded
to allow the system to reach a steady state. The data was then factorized into 77 independent
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components using FSL MELODIC [Beckmann and Smith, 2004], of which 37± 1 were re-
tained by manually removing artifact components. After preprocessing, the fMRI data were
parcellated according to the AAL atlas. For these regions, the functional data was summed and
standardized to have zero mean and unit standard deviation. The resulting BOLD timeseries
for all six subjects were used in subsequent functional connectivity analyses.
4.2 results
Simulation study
We performed a simulation study in order to compare the performance of the G-Wishart ap-
proach with the maximum likelihood estimate and the graphical lasso. We assumed the struc-
tural estimate defined in (4.7) as the ground truth. Using this structure, 100 random precision
matricesKs were drawn from the posteriorp(K|X,G)with δn = 3+n andB = Ip×p+ Σˆ,
with Σˆ the mean covariance matrix of the six subjects. The consequence of this approach was
that the used precision matrices were ensured to be positive definite, follow the structure ofG,
and have comparable conditioning as the MAP estimates in our experiments using real data.
From the sampled precision matrices Ks, an n × p data matrix Xs ∼ N(0,K−1s ) was gen-
erated, with n = {128, 256, . . . , 4 096}. For each ground truth precision matrix Ks and the
different sample sizes, we created reconstructionsKr ofKs using four strategies: the graphical
lasso estimate, themaximum likelihood estimate (MLE), themaximumaposteriori (MAP) esti-
mate using theG-Wishart prior andGs as structural estimate and theMAP estimate using the
Wishart prior, which corresponds to aG-Wishart prior with a full graph. An example precision
matrix, as well as the different reconstructions, is shown in Figure 4.1A.
We quantified the quality of the reconstruction of the ground truth precision using the
Kullback-Leibler (KL) divergence:
DKL (Ks||Kr) =
1
2 log 2
[
log
|Ks|
|Kr|
+ 〈KrK−1s 〉− p
]
.
The results of the simulation are provided in Figure 4.1B. The figure shows that compared to
the maximum likelihood estimator and the MAP estimate using the Wishart distribution, the
G-Wishart approach does not require many samples in order to reconstruct Ks. Also, it out-
performs the graphical lasso estimates. However, this critically depends on the quality ofG. To
see how well theG-Wishart MAP estimate approximates the ground truth, we ran additional
simulation runs in which the structural graph G was increasingly perturbed. We considered
three cases. In the first, the graph is rewired by removing edges at random and simultaneously
connecting randomly selected disconnected nodes, thus keeping the density ofG constant. The
results of this rewiring are shown in Figure 4.1C. In the second and third case we either removed
edges, representing false negatives, or we added edges, representing false positives. The results
of these perturbations are shown in Figure 4.1D. The results show that the performance of the
G-Wishart approach deteriorates linearly with increasing rewiring. In the low-powered setting
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of n = 128, we observe that the approach outperforms the alternatives for up to 20% of the
edges replaced, but for the high-powered setting ofn = 4 096 this percentage drops to 5%. For
false negative errors in the structural estimate, the number of samples has a clear effect on the
performance. For few samples, the effect ofmere sparsity keeps theKullback-Leibler divergence
lower than theMLE or theWishartMAP, although the graphical lasso obviously performs bet-
ter than the (near) empty structural graph.Oncemore samples are acquired, false negatives have
an even stronger negative influence on the performance. Less troublesome are false positives, for
which we observe the converse behavior. For few samples, false positives provide difficulty for
theG-Wishart approach, but once a large number of samples is obtained, an increase in density
of the structural estimate of up to 90% still shows theG-Wishart approach as the most success-
ful.
Finally, we considered how the posterior density of partial correlation changes depending
on the number of samples and the quality of the provided structural estimate. We considered
three cases: the estimation of partial correlation for a ground truth edge using G, the same es-
timation using a perturbed graph with 20% of the edges replaced, but with the ground truth
edge still intact and finally the estimation of partial correlation for an edge that was absent in
the ground truth, yet is present in the perturbed graph. We used the same structural estimate
forG as before, and used one random sampled precision matrix as ground truth, from which
data was generated for n = {128, 1 024, 40 96}. As an example, Figure 4.2A and B show the
estimated partial correlation between the supplementary motor areas for the true graph and
the perturbed graph that contains this connection, respectively. Notably, the distributions be-
come more narrow when more samples are acquired (as expected). In Figure 4.2C the partial
correlation between the left cuneus and the right temporal pole is shown. Note that this con-
nection is not in our structural estimate. The distributions show that for erroneous edges (i.e.
false positives), theG-Wishart approach correctly estimates a partial correlation of zero.
Empirical validation
We now turn to the empirical validation where we used a structural connectivity graph G as
estimated from DWI data to constrain the correlation structure which explains resting-state
fMRI data.
Estimated structural connectivity graph
The structural connectivity as estimated via the procedure described in (4.7) is shown in Fig-
ure 4.3, separated into intra-hemispheric connectivity in left and right hemispheres as well as
interhemispheric connectivity between left and right hemispheres. The region numbers corre-
spond to those displayed in Table 4.1. A total of 774 structural links were identified of which
329 were left intrahemispheric connections, 328 were right intrahemispheric connections and
117 were interhemispheric connections. This gives a network density of 0.19. Note that his is
denser than the density of 0.11 reported by Gong et al. [2009]. However, for our purposes, the
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Figure 4.1:A. The simulated precisionmatrixKs, and reconstructionsKr using the graphical lasso,MLE andMAP-
G solution, for n = 1024. Note that the diagonal elements have been set to zero to increase the visibility of the
differences between the off-diagonal elements. The reconstruction for the MAP estimate using a full graph has been
omitted, as it was indistinguishable from the MLE solution. B. The Kullback-Leibler divergence for the four different
methods as a function of the number of samples. The inset shows a detailed view. C. The Kullback-Leibler divergence
for the four different methods as a function of the amount of rewiring applied to the ground truth graph. Note that
theMLE, the graphical lasso and theMAP estimate using the full graph are unaffected by this rewiring; the dotted lines
are provided as a visual aid. D. The Kullback-Leibler divergence for the four different methods as a function of false
positives and false negatives. The vertical dashed line indicates the actual density. The effect of false negatives is shown
on the left side of this line (until the graph is near empty) whereas the right side shows the effect of false positives (until
the graph is the complete graph). Similar to C, the other methods are unaffected by the changes inG and are only
shown for convenience.
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Figure 4.2: A. Partial correlation for an example true edge. B. Partial correlation using a perturbed graph that still
contained this edge. C. Partial correlation for an example edge that was absent in the ground truth. The true partial
correlation is indicated with a vertical black line.
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Figure 4.3: Connectivity of the structural connectivity matrix used as a constraint in BFC estimation. Submatrices
representing intrahemispheric and interhemispheric connectivity are shown separately here for ease of reference. Black
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BFC analysis can still provide evidence against edges which were erroneously included in the
structural graph as we saw in the simulation.
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Table 4.2: Five interhemispheric and intrahemispheric connections with highest mean partial correlations. Hemi-
spheresH are indicated by ‘L’ (left hemisphere) and ‘R’ (right hemisphere).Mean and standard deviation of the partial
correlation, averaged over subjects, are denoted byµ andσ, respectively. Logarithm of the total number of streamlines
between regions, averaged over subjects, is denoted byn.
# region 1 H region 2 H µ σ logn
1 supp_motor_area R supp_motor_area L 0.60 0.018 9
2 paracentral_lobule R paracentral_lobule L 0.59 0.018 7
3 cingulum_ant R cingulum_ant L 0.57 0.018 7
4 precuneus R precuneus L 0.57 0.016 7
5 caudate R caudate L 0.56 0.016 4
1 frontal_mid L frontal_sup L 0.65 0.019 10
2 pallidum R putamen R 0.60 0.017 10
3 pallidum L putamen L 0.59 0.016 11
4 frontal_inf_tri L frontal_inf_oper L 0.56 0.019 9
5 frontal_inf_tri R frontal_inf_oper R 0.56 0.019 9
Bayesian functional connectivity analysis
BFC analysis was performed on the resting-state data for each of the six subjects and amounted
to computing posterior densities p(R |X,G). Figure 4.5 shows the mean partial correlations
between all brain regions for each of the six subjects.Mean partial correlations between regions
ranged from -0.43 to 0.79. Furthermore, partial correlation estimates had standard deviations
ranging up to 0.04, illustrating the fact that absolute certainty cannot be achieved using a finite
amount of data. It can be observed that functionally homologous regions in the left and right
hemispheres are strongly partially correlated.
In order to gain more insight into the partial correlations between particular regions, we
focus on connections with either high or low mean partial correlations. Since qualitatively dif-
ferent behavior can be observed for inter- and intra-hemispheric connections, we handle them
separately.
Table 4.2 depicts five interhemispheric connections and five intrahemispheric connections
which showed the strongest partial correlations. Evidence for non-zero partial correlations be-
tween the regions identified in Table 4.2 is supported by literature. Specifically, partial correla-
tions between supplementary motor areas [Salvador et al., 2005], cingulate cortices [Salvador
et al., 2005], as well as prefrontal areas [Damoiseaux et al., 2006; Beckmann et al., 2005], have
been identified before. The strong partial correlation between putamen and pallidum can be
explained by monosynaptic feedforward and feedback pathways between the striatum and the
globus pallidus [Bolam et al., 2000; Smith and Bolam, 1990]. Structural connectivity between
left and right precuneus is also supported by anatomical studies [Cavanna and Trimble, 2006].
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Table 4.3: Five interhemispheric and intra-hemispheric connections with lowest mean partial correlations. Hemi-
spheresH are indicated by ‘L’ (left hemisphere) and ‘R’ (right hemisphere).Mean and standard deviation of the partial
correlation, averaged over subjects, are denoted byµ andσ, respectively. Logarithm of the total number of streamlines
between regions, averaged over subjects, is denoted byn.
# region 1 H region 2 H µ σ logn
1 frontal_sup_medial R putamen L 0.02 0.016 5
2 putamen R frontal_mid L 0.02 0.014 4
3 parietal_sup R putamen L 0.02 0.014 2
4 putamen R parietal_sup L 0.02 0.014 2
5 putamen R precuneus L 0.02 0.015 4
1 putamen L calcarine L 0.01 0.009 5
2 caudate L precuneus L 0.02 0.013 4
3 putamen R lingual R 0.02 0.017 5
4 putamen L cingulum_ant L 0.02 0.019 5
5 lingual R frontal_sup_orb R 0.02 0.007 4
Likewise, evidence exists for direct connections between left and right caudate [Mensah and
Deadwyler, 1974; Medina and Pazo, 1981].
Table 4.3 shows five interhemispheric connections and five intrahemispheric connections
which showed the weakest partial correlations. A comparison between Tables 4.2 and 4.3 sug-
gests that connections with strong partial correlations are supported bymanymore streamlines
compared to the connections that showedweak partial correlations. This is confirmed by highly
significant positive correlations between streamline count and absolute partial correlation val-
ues (ρ > 0.40, p < 10−31 in all subjects). This relationship has been observed before [Her-
mundstad et al., 2013]. This indicates that there is a clear correspondence between the infor-
mation conveyed by the structural connectivity as estimated using DWI and the Bayesian func-
tional connectivity analysis applied to resting-state fMRI data.
Comparison with the graphical lasso
While the Bayesian approach to functional connectivity analysis has been shown to lead to inter-
pretable estimates of partial correlation while at the same time quantifying the uncertainty in
these estimates, it is important to compare its behavior with conventional approaches to func-
tional connectivity analysis. In the following, we compare BFC estimates with estimates pro-
duced by the graphical lasso. Note that the cross-validation procedure used to select the value
of the regularization parameter for the graphical lasso led to quite dense partial correlation ma-
trices. On average, only 53 region pairs were estimated to have zero partial correlation.
Figure 4.4A shows the whole-brain point estimates produced by the graphical lasso. A com-
parison of these estimates with those obtained by BFC analysis, as depicted in Figure 4.5, in-
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Figure 4.4:Graphical lasso results. (A) Graphical lasso functional connectivity estimates converted to partial correla-
tions for six subjects. (B) Scatter plot comparing partial correlations for all six subjects as estimated using BFC analysis
(mean partial correlation) or the graphical lasso. For the graphical lasso, a point estimate was obtained using nested
cross-validation. Blue datapoints denote non-zero partial correlations that are larger inmagnitude for BFC than for the
graphical lasso. Yellow datapoints denote non-zero partial correlations that are lower in magnitude for BFC than for
the graphical lasso. Red datapoints denote partial correlations which were zero for BFC analysis and non-zero for the
graphical lasso. Green datapoints denote partial correlations which were zero for the graphical lasso and non-zero for
BFC analysis. (C) Same as (B) but now with graphical lasso estimates obtained withλ fixed to 0.15.
dicate that both approaches show some correspondence in terms of block diagonal structure
and strong partial correlations between interhemispheric functionally homologous areas. At
the same time, results show that the estimated partial correlations tend to be weaker for the
graphical lasso.
Figure 4.4B shows a scatter plot comparing partial correlation estimates obtained using both
approaches. The clouds of blue and yellow datapoints indicate that the graphical lasso leads to
smaller partial correlation estimates as expected by the shrinkage property. This is confirmed by
the fact that 72% of the connections according toG have lower absolute partial correlations for
the graphical lasso compared to the Bayesian approach.Green datapoints shownon-zero partial
correlations for BFC analysis which were forced to zero by the graphical lasso. Red datapoints
signify non-zero partial correlations for the graphical lasso which were forced to be zero accord-
ing to the structural graph G. The two outliers with non-zero partial correlations above 0.7
according to the graphical lasso reflect connectivity between left and right posterior cingulate
cortex in two subjects, which has been reported previously [Salvador et al., 2005].
An alternative to using cross-validation for selecting the regularization parameterλ is to tune
it such that a predetermined network density is achieved. Figure 4.4C compares partial correla-
tions between BFC analysis and graphical lasso estimates obtained with λ set to 0.15. This gives
much sparser point estimates that more closely resemble the structural graph G. Two main
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Figure 4.5:Whole-brain BFC estimates. Mean and standard deviation of the partial correlation matrices are shown
for each of the six subjects.
effects can be observed. First, with increased λ partial correlations are much more affected by
shrinkage. That is, 94% of the connections given by the structural graphG have lower absolute
partial correlations for the graphical lasso compared to the Bayesian approach. Second, there is
a substantial increase in the number of connections implied by the structural graph that are set
to zero.
In order to quantify the fit of the different models to the data we used a hold-out scheme
where the first 512 samples were used as training data, and the remaining samples as test data. If
we compare theG-Wishart approach, the cross-validated graphical lasso and the graphical lasso
with sparsity matched withG, we find a log-likelihood on the test data of−4.81 · 104± 0.48 ·
104,−5.90 · 104 ± 0.11 · 104 and−4.36 · 104 ± 0.18 · 104, respectively. From these results
we conclude that the sparsity ofG is valuable for correct estimation of partial correlations, but
that the structural estimate we used was sub-optimal.
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Figure 4.6: Posterior densities for individual partial correlations as estimated by BFC analysis (blue), point estimates
produced by the graphical lasso (red) and theMLE (yellow). The shaded areas show the 95% confidence interval around
theMAP estimate. (A) Estimates obtained for the inter- and intra- hemispheric connections with the strongest partial
correlation. (B) Estimates obtained for the inter- and intrahemispheric connectionswith theweakest partial correlation.
Posterior densities
In order to gain additional insight into the posterior densities estimated by BFC analysis and
to allow further comparison with the point estimates produced by the graphical lasso, Fig-
ure 4.6 shows the estimates in each subject for the inter- and intrahemispheric connectionswith
strongest and weakest partial correlation according to the BFC analysis. For the strong partial
correlations, shown in Figure 4.6A, the graphical lasso estimates tend to be much smaller than
the estimates obtained using the BFC approach. In part, this is likely due to the shrinkage in-
duced by the graphical lasso. MLE estimates are also shown for comparison. The weak partial
correlations shown in Figure 4.6B are especially interesting. While the graphical lasso makes
binary statements about the presence or absence of a non-zero partial correlation, Bayesian
functional connectivity analysis quantifies the uncertainty in our estimates, thereby providing
a more nuanced view.
For comparison, Figure 4.6 shows the 95% confidence intervals around theMAP estimates of
the distribution,whichwere obtained by applying the Fisher transform to the estimates [Fisher,
1915] with n− 3− p = 1 024− 3− 90 = 931 degrees of freedom. The distributions and
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intervals show that for high partial correlations, the 95% confidence interval is enclosed in the
MAP distribution, while for low partial correlation the confidence interval is wider than the
(bulk of the) distribution.
4.3 discussion
WeproposedBayesian functional connectivity analysis as anewapproach for analyzing the inter-
actions betweenBOLDtimeseries inmultiple brain regions.The approachproduces a posterior
density for the partial correlationmatrix and relies on the use of aG-Wishart distribution. This
distribution has been used extensively for analyzing covariance structure in high-dimensional
problems in biology [Jones et al., 2005], economics [Carvalho et al., 2007] and epidemiology
[Dobra and Lenkoski, 2011]. In a neuroscientific context, we use theG-Wishart distribution as
a prior which constrains the partial correlation matrix via a structural graphG, as derived from
diffusion imaging data.
As demonstrated by both simulated and empirical data, Bayesian functional connectivity
analysis based on theG-Wishart is a promising approach for functional connectivity analysis in
cognitive neuroscience. Themain advantages of our approach compared to existing approaches
are as follows. First, we constrain the functional connectivity estimates using a structural graph
G as estimated from diffusion imaging data, thereby effectively achieving multi-modal data fu-
sion [Biessmann et al., 2011; Groves et al., 2011]. The constraints imposed byG alleviate the need
to impose shrinkage, thereby reducing bias in the partial correlation estimates. Second, we can
quantify the uncertainty in our estimates, which allows sound inferences to be drawn about
the presence of non-zero partial correlations between BOLD timecourses for multiple regions
of interest.
Results based on simulated data show that theG-Wishart approach outperforms the maxi-
mum likelihood estimate, the normalWishartMAP estimate and the graphical lasso for limited
data (cf. Figure 4.1B). As more data becomes available the different approaches converge to the
same estimate. Note however that these results are obtained when theG-Wishart approach has
access to the ground truth graph G. Figure 4.1C and Figure 4.1D show that as the structural
graph is perturbed more and more, eventually, the G-Wishart is outperformed by the MLE
and the graphical lasso.
Empirical results show that the connections with high partial correlations correspond to
anatomical tracts that are known from literature. In our empirical comparison with the graph-
ical lasso, we observed salient differences between respective functional connectivity estimates.
This can be due to a number of reasons. First, we used cross-validation for the graphical lasso to
select the regularizationparameterλ. This led tomuchdenser precisionmatrices and, hence, dif-
ferent functional connectivity estimates. Second, the graphical lasso employs shrinkage, which
can explain in part the observation that graphical lasso partial correlation estimates are typically
lower than those obtained with the Bayesian approach. As shown in Figure 4.4C, an alterna-
tive to cross-validation is to set the regularization parameter to a fixed value, achieving a desired
network density. However, in this case, many connections that are implied by the structural
graph and achieve relatively high partial correlations under the Bayesian approach will be set
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to zero. Furthermore, the shrinkage effect becomes stronger, thereby further underestimating
partial correlation values. By comparing themodel likelihood on hold-out data for either theG-
Wishart approach, the cross-validated graphical lasso and the graphical lassowith a fixed density,
we find that the graphical lasso algorithm with fixed density performs best, followed by theG-
Wishart approach. Note however, that the fixed lasso density was determined by the structure
G and that crossvalidation, which would be a standard way to estimate the lasso shrinkage, per-
formedworse.Most likely, improvements in the structural estimate will increase theG-Wishart
performance.
In order to constrain the estimation problem, BFC analysismakes use of a structural graph as
estimated from diffusion imaging data. Drawn conclusions therefore critically depend on the
quality of the employed structural graph. As shown in Figure 4.1C and Figure 4.1D, errors in
the estimated structural matrix can produce serious biases as connections between regions that
show high partial correlation can be completely ruled out from the analysis. In other words,
false negatives in the structural estimate strongly (negatively) influence the usefulness of theG-
Wishart approach. For example, we observed that the potential connection between posterior
cingulate cortices (whichwas found tohave a highpartial correlation in two subjectswhenusing
the graphical lasso) was absent in our estimates. In order to prevent the exclusion of important
connections due to biases associated with probabilistic streamlining [Dauguet et al., 2007; Li
et al., 2012], a more lenient threshold may be used to estimate the structural graph, preventing
false negatives at the expense of false positives. In addition, connections known to be absent
may simply be ruled out in the prior. Notwithstanding these caveats, the proposed methodol-
ogy is theoretically sound and may take advantage of various future developments in diffusion
imaging [Dell’Acqua and Catani, 2012].
A potential alternative to the multimodal approach followed in this chapter would be to
dispense with diffusion imaging data altogether and use functional data to estimate not only a
posterior density over partial correlation matrices but also over structural graphs [Atay-Kayis
andMassam, 2005]. In order to solve this inference problem, sophisticated methods have been
developed [Wang andLi, 2012].However, at present, thesemethods donot scalewell with prob-
lem size, prohibiting a straightforward application to functional connectivity analysis.
Notwithstanding the strengths and weaknesses of different approaches to functional con-
nectivity analysis, we maintain that, in order to draw valid conclusions about functional con-
nectivity, one needs to employ methods that quantify the uncertainty in our estimates. This
holds especially when inferences depend on a small amount of data. One approach would be
to use bootstrap procedures together with the graphical lasso [Hastie et al., 2009]. Another ap-
proach, as demonstrated in this chapter, is to use a Bayesian approach. While both structural
connectivity and effective connectivity have been tackled using Bayesian approaches [Jbabdi
et al., 2007; Daunizeau et al., 2011], research into how whole brain functional connectivity can
be estimated using Bayesian approaches has remained scarce. Some notable exceptions are the
approach by Venkataraman et al. [2010] who used a forward model in which fMRI and DWI
datawere combined and the approach by [Marrelec et al., 2006], who used a Bayesian approach
to estimate a group partial correlation matrix. As advocated in this chapter, we propose that a
4.3 Discussion 55
generative model consisting of aG-Wishart prior and a multivariate Gaussian likelihood term
serves as an elegant new approach for Bayesian functional connectivity analysis.

5
UNCONSTRA INED FUNCT IONAL
CONNECT IV ITY
A key objective in many areas of science is to uncover the interactions amongst a large num-
ber of variables based on a limited amount of data. Examples include gene regulatory networks,
where one wants to identify the interactions amongst DNA segments, market basket analysis
where the relations are studied between customers based on their purchase behavior, or neuro-
sciencewhere the connections between segregated neuronal populations are linked to cognitive
ability and impairment. One way to estimate these relations is to employ Gaussian graphical
models, where the non-zero entries in the off-diagonal of a precision matrix correspond to the
edges in a conditional independence graph [Dempster, 1972]. However, fully Bayesian estima-
tion of the posterior of a Gaussian graphical model has proven to be notoriously hard.
To allow Bayesian inference of the Gaussian graphical model, a conjugate prior [Diaconis
and Ylvisaker, 1979] on a precision matrix restricted by the conditional independence graphG
was constructed for decomposable graphs [Dawid and Lauritzen, 1993], and later generalized
to arbitrary graphs [Roverato, 2002]. Subsequent work coined this distribution theG-Wishart
distribution [Atay-Kayis andMassam, 2005]. A number ofMonte Carlo algorithms for model
estimation using theG-Wishart distribution have been developed [Piccioni, 2000; Mitsakakis
et al., 2011; Dobra andLenkoski, 2011;Wang andLi, 2012], but each of these algorithms required
substantial computational resources due to difficulty with sampling from theG-Wishart distri-
bution. To address this bottleneck, a recent study proposed an efficient way to directly sample
from the G-Wishart distribution [Lenkoski, 2013] by scaling samples from a regular Wishart
distribution to fit the required dependency structure [Hastie et al., 2009]. Even with the direct
sampler, approximating theGaussian graphical model remained difficult because of the doubly
intractable partition function of theG-Wishart distribution. However, by combining features
of the exchange algorithm [Murray et al., 2006] with reversible jump sampling [Green, 1995],
calculating the partition function may be circumvented [Lenkoski, 2013]. The algorithm that
This chapter is based on:M.Hinne, A. Lenkoski, T. Heskes andM.A.J. van Gerven, 2014. “Efficient sampling of
Gaussian graphical models using conditional Bayes factors.” Stat 3, pp. 326-336.
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implements this idea, named the double reversible jump algorithm, provides substantial com-
putational gains compared to earlier approaches [Lenkoski, 2013].
Although the double reversible jump algorithm enables model selection in a more efficient
manner than previously possible, computational costs remain a limiting factor in practical ap-
plications with a large number of variables. In this chapter, we propose two novel, faster, al-
gorithms for Bayesian estimation of the Gaussian graphical model. In the first algorithm, we
combine the direct sampler [Lenkoski, 2013] with an efficient representation of the conditional
Bayes factor [Cheng and Lenkoski, 2012], which results in an elegant Metropolis-Hastings al-
gorithm to which we will refer as the double conditional Bayes factor sampler. In the second
algorithm, we cast the double conditional Bayes factors algorithm in a birth-deathMCMC set-
ting [Mohammadi andWit, 2015]. Here, rather than accepting or rejecting a new state with an
edge added or removed, we associate with these changes birth and death events, respectively.
These events occur with such rates that their equilibrium coincides with the posterior of inter-
est [Stephens, 2000]. Both algorithms provide substantial speed improvement over the status
quo, as we show in simulations.
We also provide an application of our algorithmsby estimating structural and functional con-
nectivity between subcortical structures using resting-state fMRI. It is a major goal in cognitive
neuroscience to understand how spatially segregated neural populations are coupled, using in-
direct measures of neural activity such as functional magnetic resonance imaging [Smith et al.,
2013; Salinas and Sejnowski, 2001]. In this context, the anatomical pathways between neural
populations are referred to as structural connectivity whereas correlated activity patterns be-
tween these populations are referred to as functional connectivity [Friston, 2011]. Both forms
of connectivity may be estimated simultaneously using Gaussian graphical models. Here, the
precision matrix captures the functional interactions between variables and the associated con-
ditional independence graph represents the direct connections between variables. Bayesian esti-
mation of Gaussian graphical models is particularly relevant since the posterior over precision
matrices provides complete information about the strength of functional interactions and the
posterior over conditional independence graphs allows one to associate a probability with a pu-
tative direct connection between variables of interest.
5.1 gaussian graphical models
Preliminaries
Let observed dataX = (x1, . . . , xn)T consist of n independent draws from a p-dimensional
multivariate Gaussian distribution N(0,K−1), with zero mean and precision (inverse covari-
ance) matrix K. Here, K ∈ Pp, with Pp the space of positive definite p× p matrices. The
likelihood ofK is given by
P(X |K) =
n∏
i=1
N(xi | 0,K−1) ∝ |K|n/2 exp
[
−
1
2
〈
K, Σˆ
〉]
, (5.1)
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where Σˆ = XTX is the empirical scatter and 〈·, ·〉 the trace inner product operator. The preci-
sion matrix has the important property that zero elements correspond to conditional indepen-
dencies. In other words, (5.1) specifies a GaussianMarkov random field with respect to a graph
G = (V ,E), with V = {1, . . . ,p} and E ⊂ V × V , in which the absence of a connection
indicates independence, i.e. (i, j) 6∈ E → kij = 0. For convenience, throughout this chapter
we slightly abuse notation and use (i, j) ∈ G to indicate that the edge (i, j) is present in E.
The dependency graph may be used to specify a prior distribution on the precision matrix,
which is known as theG-Wishart distribution [Roverato, 2002]:
P(K |G,b,D) =WG(b,D) =
|K|(b−2)/2
ZG(b,D)
exp
[
−
1
2
〈K,D〉
]
1K∈PG , (5.2)
in whichPG is the space of positive definite p× pmatrices that have zero elements wherever
(i, j) 6∈ G, b is the prior degrees of freedom,D is the prior scaling matrix and 1x evaluates
to 1 if and only if x holds and to 0 otherwise. The G-Wishart distribution is conjugate to the
multivariate Gaussian likelihood in (5.1), so that
P(K |G,b,D,X) =WG(b+n,D+ Σˆ)
=
|K|(n+b−2)/2
ZG(b+n,D+ Σˆ)
exp
[
−
1
2
〈
K,D+ Σˆ
〉]
. (5.3)
Note that the Wishart distribution is a special case of theG-Wishart distribution, with which
it coincides ifG is a fully connected graph. Importantly, the partition function ZG(b,D) de-
pends on G, which makes the G-Wishart a doubly intractable distribution. We return to the
implications of this fact later on.
Central to thiswork is thatwewish to performmodel selection inGaussian graphicalmodels,
which revolves around the joint posterior
P(G,K |X) ∝ P(X |K)P(K |G)P(G) . (5.4)
In the remainder, we outline several algorithms to approximate this distribution.
Direct samples from the G-Wishart distribution
Since the prior P(K |G) isWG(b,D), we need a way to draw samples from the G-Wishart
distribution. Up until recently, this was achieved using a block Gibbs sampler that updates K
according to either the edges of G [Wang and Li, 2012] or its clique decomposition [Piccioni,
2000]. Although this enables model inference of P(G,K |X), as desired, both approaches re-
quire substantial computational effort,making themprohibitive for use in contexts with a large
number of variables. An alternative method was proposed that is more efficient [Lenkoski,
2013], which is an adaptation of an algorithm for estimating the mode Kˆ of the G-Wishart
distribution [Hastie et al., 2009; Moghaddam et al., 2009]. The algorithm is as follows:
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1. SampleK∗ ∼ W(b,D).
2. LetC = (K∗)−1 andW = C.
3. Repeat for j = 1, 2, . . . ,p until convergence:
a) LetNj ⊂ V be the set of variables that are connected to j inG.
FormWNj andCNj,j and solve βˆ
∗
j =W
−1
Nj
CNj,j.
b) Form βˆj ∈ Rp−1 by copying the elements of βˆ∗j to the appropriate locations and
imputing zeros in those locations not connected to j inG.
c) ReplaceWj,−j andW−j,j withW−j,−jβˆj.
4. ReturnK =W−1.
Conceptually, the algorithm draws a sample from a Wishart distribution, which is then itera-
tively scaled according to the dependence structure in G. In practice, we observe that conver-
gence (see step 3) is typically reached within a handful of iterations, even for moderate to large
p.
5.2 sampling algorithms
The direct sampler paves the way for novel inference algorithms. Here, we introduce two novel
algorithms for approximation of the joint posterior in (5.4).
Double reversible jump sampler
As a baseline for comparison, we use the double reversible jump (DRJ) sampler [Lenkoski,
2013]. This algorithm was shown to be more efficient as previously used approaches and may
be considered state of the art. It builds upon the reversible jump sampler discussed in [Dobra
et al., 2011]. The key idea offered by this approach is that it introduces an auxiliary variable
K0 ∼ WG(b,D), as in the exchange algorithm [Murray et al., 2006], that is efficiently sam-
pled using the direct sampler discussed above. Because of the way this auxiliary variable is con-
structed, the doubly intractable partition functions of theG-Wishart distribution are canceled
out in the calculation of the acceptance ratios of newly proposed graphs.
Direct double conditional Bayes factor sampler
The double reversible jump algorithm provides a substantial improvement over previous algo-
rithms, as it avoids the need to approximate the ratio of partition functions or invoke theGibbs
sampling algorithm for drawing samples from theG-Wishart distribution. Nonetheless, the al-
gorithm can be simplified. In [Cheng andLenkoski, 2012] it is shown that ifG and G˜ differ only
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in the edge e = (p− 1,p) andG ⊂ G˜, the odds ratio of these two models may be expressed
as
P(X | G˜,K,D)
P(X |G,K,D)
= N(K,D+ Σˆ)
ZG(b,D)
ZG˜(b,D)
(5.5)
with
N(K,U) ≡ φp−1,p−1
(
2pi
upp
)1/2
× exp
1
2
upp
(
φp−1,p−1up−1,p
upp
−
∑p−2
l=1 φlp−1φlp
φp−1,p−1
)2 , (5.6)
whereK = ΦTΦ, withΦ the Cholesky decomposition ofK. The term in (5.5) can be consid-
ered the conditional Bayes factor of the comparison between G and G˜. Similar to the double
reversible jump approach, [Cheng and Lenkoski, 2012] propose to augment the sampling pro-
cess with an auxiliary variableK0 ∼ WG(b,D). This results in a convenient acceptance ratio
for the addition of an edge toG
α =
N(K,D+ Σˆ)
N(K˜
0,D)
P(G˜)
P(G)
, (5.7)
where the ratio is inverted if the edge is removed fromG instead.Note that the variablesG,K,U
andDmust be permuted for each edge flip to place the particular edge under consideration in
the position (p− 1,p).
The algorithm described in [Cheng and Lenkoski, 2012] employs the block Gibbs sampler
to sample from the G-Wishart distribution. Instead, here we propose to make use of the di-
rect sampler explained in Section 5.1 to arrive at the following procedure for estimation of the
Gaussian graphical model:
1. LetG = G[s] be the current graph and letK = K[s] ∼ WG(b+n,D+ Σˆ).
2. For each edge (i, j) ∈ G, do:
a) Create apermutationof the variables so that (i, j)→ (p−1,p). PermuteG,K,D
and Σˆ accordingly.
b) Let G˜ = G∪ (p− 1,p) if (p− 1,p) 6∈ G or G˜ = G \ (p− 1,p) if (p− 1,p) ∈
G.
c) Draw K˜0 ∼ WG˜(b,D).
d) Accept the move fromG to G˜with probability α as in (5.7).
e) Restore the original ordering ofG,K,D and Σˆ and draw K˜ ∼ WG˜(b+ n,D+
Σˆ)
3. SetG[s+1] = G˜ andK[s+1] ∼ WG˜(b+n,D+ Σˆ).
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The usage of the direct sampler instead of the block Gibbs updates makes this direct dou-
ble conditional Bayes factors (DCBF) algorithm computationally much more efficient [Liang,
2010].
Double continuous time sampler
A downside of the usage of an auxiliary variable scheme is that it decreases the acceptance prob-
ability of proposals, as essentially twomoves have to be accepted at once. This hampers mixing
of the Markov chain, so that multimodal distributions are approximated poorly. To improve
acceptance, [Mohammadi andWit, 2015] introduce a continuous-timeMarkov process [Cappé
et al., 2003] forGaussian graphicalmodels. Rather than accepting the addition or removal of an
edge, [Mohammadi andWit, 2015] associates birth and death events with these changes, respec-
tively. Each edge dies independently of all others as a Poisson process with death ratede(G,K).
Because the edges are independent, the overall death rate at a particular pair of graphG and pre-
cision K is d(K) =
∑
e de(G,K). Birth rates b(K) are defined similarly, but for non-edges
instead.
Because the birth and death processes are independent Poisson processes, the expected time
between two events is 1/(d(K) + b(K)). This time can be considered the process spends at
any particular instance of (G,K). The probability of the death event of edge e ∈ G is
P(death of edge e) =
d(G,K)
b(G,K) + d(G,K)
, (5.8)
with again an analogous definition for the birth event for a non-edge.
Mohammadi and Wit [Mohammadi and Wit, 2015] show that the birth-death process has
the posterior P(G,K |X) as stationary distribution, if for all edges and non-edges e
de(G˜, K˜)P(G˜, K˜ |X) = be(G,K)P(G,K |X) , (5.9)
for G˜ = G∪ e. The birth and death rates may be chosen accordingly as
be(G,K) =
P(G˜, K˜ |X)
P(G,K |X)
for e 6∈ G , (5.10)
and
de(G,K) =
P(G,K |X)
P(G˜, K˜ |X)
for e ∈ G , (5.11)
with again G˜ = G∪ e.
The key observation is now that these birth-death rates can be computed using the double
conditional Bayes factors as in (5.7). Here again we make use of the exchange framework by
introducing the auxiliary variable K0, such that explicit evaluation of the partition functions
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is circumvented. This leads to a novel approach that we will refer to as the double continuous
time (DCT) sampler, given by:
1. LetG = G[s] be the current graph and letK = K[s] ∼ WG(b+n,D+ Σˆ).
2. For each non-edge e 6∈ G:
a) Create a randompermutation of the variables so that (i, j)→ (p− 1,p). Permute
G,K,D and Σˆ accordingly.
b) Let G˜ = G∪ e. DrawK0 ∼ WG˜(b,D)
c) Compute the birth rate be(G,K) using (5.10).
3. Compute the total birth rate of the current state b(G,K).
4. For each edge e ∈ G:
a) Create a randompermutation of the variables so that (i, j)→ (p− 1,p). Permute
G,K,D and Σˆ accordingly.
b) Let G˜ = G \ e. DrawK0 ∼ WG˜(b,D)
c) Compute the death rate de(G,K) using (5.10).
5. Compute the total death rate of the current stated(G,K) and the waiting time between
eventsw(G,K) = 1/(d(K) + b(K)).
6. Create a birth or death event according to the probabilities of death events (5.8) and birth
events, and setG[s+1] = G˜ andK[s+1] ∼ WG˜(b+n,D+ Σˆ).
5.3 experiments
In this section we first analyze the validity of the two proposedmethods using an example with
a known precision matrix. Subsequently we apply the algorithms in an explorative study to
identify structural and functional connectivity between subcortical brain structures.
Simulation
We compared the performance of the double reversible jump algorithm and the two novel al-
gorithms using a simulation proposed in [Wang and Li, 2012]. In this example, we have p = 6
and n = 18. Furthermore, the precision matrix K is given by kii = 1 for i = 1, . . . ,p,
ki,i+1 = ki+1,i = 0.5 for i = 1, . . . ,p− 1 and finally k1p = kp1 = 0.4. The associated
conditional independence graph G follows as (i, j) ∈ G ↔ kij 6= 0. The scatter matrix is
then constructed as Σˆ = XTX = nK−1, which corresponds to n independent observations
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ofN(0,K−1). Through exhaustive enumeration of all 32 768 possible graphs of size p, [Wang
and Li, 2012] shows that the posterior edge probabilities are
P((i, j) ∈ G |X) =

1 0.969 0.106 0.085 0.113 0.850
0.969 1 0.980 0.098 0.081 0.115
0.106 0.980 1 0.982 0.098 0.086
0.085 0.098 0.982 1 0.980 0.106
0.113 0.081 0.98 0.980 1 0.970
0.850 0.115 0.086 0.106 0.970 1

(5.12)
and the expectation ofK is
E(K |X) =

1.139 0.569 −0.011 0.006 −0.013 0.403
0.569 1.175 0.574 −0.008 0.005 −0.014
−0.011 0.574 1.176 0.574 −0.008 0.006
0.006 −0.008 0.574 1.175 0.573 −0.011
−0.013 0.005 −0.008 0.573 1.175 0.569
0.403 −0.014 0.006 −0.011 0.569 1.138

. (5.13)
We approximate this ground truth using the three different algorithms, each implemented in
Matlab. Throughout, we use vague priors in the form of P(G) ∝ 1 for G and P(K |G) =
WG(3, Ip). The algorithms are each executed for 100 000 iterations, of which the first 50 000
are discarded as burn-in. Conditional expectations for edges (i.e. edge probabilities) and preci-
sion matrices are then calculated as
E((i, j) ∈ G |X) = 1
T
T∑
t=1
1(i,j)∈Gt and E(K |X) =
1
T
T∑
t=1
Kt (5.14)
for the double reversible jump and the double conditional Bayes factor algorithms, with T the
number of samples. For the double continuous time algorithm, these expectations are calcu-
lated as
E((i, j) ∈ G |X) = 1
W
T∑
t=1
wt1(i,j)∈Gt and E(K |X) =
1
W
T∑
t=1
wtKt , (5.15)
withW =
∑T
t=1wt. It is easy to see that this idea generalizes the discrete time MCMC ap-
proach by assumingwt = 1 for all t.
We quantify the approximation accuracy of the three algorithms in a number of ways. First,
the accuracy of the edge probabilities is expressed using the mean squared error with respect
to the true probabilities in (5.12). Second, we compute the Kullback-Leibler divergence [Kull-
back and Leibler, 1951] between the precision matrix obtained in [Wang and Li, 2012] as de-
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Table 5.1: Results for the comparison between the three described samplers on a simulated example, averaged over
10 simulations. Standard errors are indicated in parentheses. Shown are the mean squared error (MSE) of edge prob-
abilities relative to (5.12), the Kullback-Leibler divergence (KL) between the expected precision matrix and (5.13), the
number of uniquemodels visited, themarginal posterior probability of the true graphP(G | Σˆ) and the relative speed
of the algorithms compared to the double reversible jump baseline.
Method MSE KL #models P(G | Σˆ) Rel. speed
DRJ 5e-04 (4e-05) 1e-04 (2e-05) 1 299 (31) 0.37 (1e-3) 1 (0)
DCBF 5e-04 (2e-05) 1e-04 (1e-05) 1 472 (23) 0.38 (4e-3) 3.6 (1e-01)
DCT 1e-03 (1e-05) 7e-04 (3e-04) 1 187 (35) 0.43 (1e-3) 3.8 (1e-02)
fined in (5.13) and Kˆ ≡ E(K |X) using either of the algorithms. We also count the number
of unique models that each algorithm considers to express mixing behavior. Next, we compute
the marginal posterior probability of the true graph. Finally, we compute the relative compu-
tational speeds of the algorithms. The results of the comparison are shown in Table 5.1. The
algorithms have similar performance in approximating the desired posterior distribution and
each obtains the true graph as the mode of the approximated distribution. Contrary to [Mo-
hammadi and Wit, 2015], we do not find the continuous time algorithm to have the best mix-
ing. In fact, of the three considered models, the continuous time MCMC approach finds the
smallest number of unique models. Note that the continuous time approach may converge
faster [Rao and Teh, 2012], but this is not apparent in this simulation. Finally, the efficiency of
our way of computing the conditional Bayes factor (see (5.5)) is demonstrated by a substantial
speed increase, as the DCBF algorithm is 3.57 times faster than the DRJ sampler, and the DCT
algorithm is 3.80 times faster than the DRJ algorithm, whereas the algorithm in [Mohammadi
andWit, 2015] is 1.79 times slower than the DRJ sampler.
Subcortical brain connectivity
As an explorative example,we estimate structural and functional connectivity in a fullyBayesian
setting. In the previous chapter, functional connectivity has been estimated under the assump-
tion that the underlying structural connectivity was known. Here, we address the more chal-
lenging problem of simultaneously estimating the posterior distribution of both structural and
functional connectivity.
Empirical data
The data consist of resting-state functional MRI data collected for one subject. We refer the
reader to [van Oort et al., 2014] for details of the acquisition protocol. Preprocessing was per-
formed using FSL 5.0 [Jenkinson et al., 2012] and consisted of the following steps. T1 images
were linearly registered toMNI-152 space.Multi-echovolumes at eachTRwere combined [Poser
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Figure 5.1: Subcortical connectivity. A. Subcortical structures, consisting of bilateral accumbens, amygdala, caudate,
hippocampus, pallidum, putamen and thalamus. B. Posterior probabilities of structural connectivity (lower triangle)
and expected partial correlations between these structures (upper triangle). LH andRH indicate left hemisphere, right
hemisphere, respectively.
et al., 2006].Motion correctionwas performed usingMCFLIRT and estimatedmotion param-
eterswere regressedout togetherwith their temporal derivatives andmean time courses for both
WM and CSF. Finally, data were high-pass filtered at 0.001 Hz. Subcortical structures were seg-
mented using FSL FIRST [Patenaude et al., 2011], resulting in data for a total of 14 regions,
consisting of bilateral accumbens, amygdala, caudate, hippocampus, pallidum, putamen and
thalamus (see Figure 5.1A). For each of these regions the signal was averaged over all voxels in
that region and subsequently standardized to have zero mean and unit variance.
Bayesian structural and functional connectivity estimation
The human brain can be viewed as a complex dynamical systemwhere ongoing changes in neu-
ronal dynamics produce adaptive behavior [Bullmore and Sporns, 2009]. These dynamics can
be expressed in terms of interactions between brain regions, which is commonly referred to as
functional connectivity. At the same time, direct functional interactions presuppose anatom-
ical links between brain regions, known as structural connectivity. For this reason, structural
and functional connectivity must be intimately related [Akil et al., 2011].
Functional connectivity is most easily expressed using a covariance matrix that, in the case
of standardized data, provides the correlation structure between different brain regions. How-
ever, this approach suffers from the drawback that it cannot distinguish between direct and
indirect connections. Alternatively, one may use partial correlations that capture only direct
effects, in the absence of confounding factors. The matrix of partial correlations Rmay be ob-
tained from a precision matrix using rij = 1 if i = j and rij = −kij/
√
kiikjj otherwise.
Because functional coupling must be accompanied by an anatomical connection, partial corre-
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lations between brain regions not only reveal the strength of these couplings, but also indicate
which regions are physically connected. In other words, the joint posterior in (5.4) becomes a
distribution over functional connectivityK (or, equivalently,R) and structural connectivityG.
We proceed by approximating the joint posterior using both the DCBF algorithm as well
as the DCT sampler. Both algorithms were executed for 100 000 iterations, of which the first
50 000 were discarded as burn in. Once again, we set P(G) ∝ 1 and P(K |G) = WG(3, Ip).
The algorithms yield almost identical results, as shown by an MSE of edge probabilities of
0.0006 and a symmetrized Kullback-Leibler divergence of 0.0002.
Figure 5.1B shows the posterior edge probabilities and partial correlations produced by the
DCT algorithm. The structural connectivity estimate shows that the majority of edges is as-
sociated with either very high or very low edge probabilities. The functional connectivity esti-
mate shows that functional homologues in left and right hemispheres are associated with high
partial correlations (expected partial correlations 〈r〉 in the range [0.48, 0.73]), indicating that
these functional homologues have similar functional roles. Within a cortical hemisphere, the
most salient functional interactions (highest expected partial correlations with 〈r〉 in the range
[0.23, 0.61]) are given bilaterally by the connections between amygdala and hippocampus, pal-
lidum and putamen, accumbens and caudate, caudate and thalamus, and finally hippocampus
and thalamus. These functional interactions can be explained by direct pathways as well as un-
observed common inputs that induce a high partial correlation. Interestingly, edges with high
posterior probability (edge probability higher than 0.999) can be associatedwithweak absolute
partial correlations (with 〈r〉 as low as 0.1). This indicates that there existweakly coupled regions
(from the linear correlation point of view) that cannot be explained away by other functional
interactions.
5.4 discussion
We have proposed two novel algorithms for Bayesian model selection in a Gaussian graphical
model. The first algorithm combines a direct manner to sampleG-Wishart variates [Lenkoski,
2013] with an efficient way of computing conditional Bayes factors when comparing two dif-
ferent models [Cheng and Lenkoski, 2012], resulting in an improved Metropolis-Hastings ap-
proach. The second approach integrates the direct sampler within a birth-death continuous
timeMarkov process [Mohammadi andWit, 2015]. Both algorithms provide accurate estimates
of the posterior graphs and precisionmatrices and are substantially faster (up to a factor of 3.80)
than previously available alternatives. We demonstrate the use of the algorithms by estimating,
for the first time, both structural and functional connectivity simultaneously using fMRI data.
In future work we aim to improve mixing of the samplers by introducing moves between
graphs that differ by more than a single edge. Similarly, one may conceive events other than
births and deaths of edges. In either case, the corresponding conditional Bayes factors must
be derived, and these should be more efficient to compute than a series of consecutive edge
additions and removals. We expect that this will further contribute to efficient estimation of
Gaussian graphical models.

6
S IMULTANEOUS E ST IMAT ION OF
STRUCTURAL AND FUNCT IONAL
CONNECT IV ITY
In the early days of neuroscience much attention was devoted to identifying the functional
specialization of different brain areas [Friston, 2011]. More recently, this focus has shifted to-
wards revealing how these areas are organized into networks and how these networks, rather
than their individual constituents, relate to cognition [Bressler and Menon, 2010; Baronchelli
et al., 2013; Sporns, 2014] and neurological or psychological pathology [Catani, 2007; Crad-
dock et al., 2013; Fornito and Bullmore, 2012]. The increasing interest in neuronal connectiv-
ity sprouted its own subdiscipline known as connectomics [Sporns et al., 2005; Hagmann, 2005;
Bullmore and Sporns, 2009]. Within connectomics, one distinguishes between structural con-
nectivity and functional connectivity. Structural connectivity is concerned with the anatomical
white-matter fiber bundles that connect remote regions of the brain. Itmay be estimated in vivo
by diffusion weightedMRI (dMRI), whichmeasures the fractional anisotropy of the diffusion
of watermolecules [Le Bihan et al., 2001]. Functional connectivity in turn expresses the (degree
of) dependency between the neuronal activity of separate brain regions [Friston, 1994; Crad-
dock et al., 2013] and is typically measured non-invasively via either functionalMRI, electro- or
magnetoencephalography (fMRI, EEG andMEG, respectively) [Fornito and Bullmore, 2014].
Several measures to quantify (the degree of) functional coupling exist [Smith et al., 2011;
Fiecas et al., 2013], of which the most prevalent is covariance. When the activity signal is nor-
malized to have zeromean and unit variance, covariance coincides with Pearson correlation. As
the correlation matrix is easy to compute, it has become the de facto standard in operationaliz-
ing functional connectivity. It does however have an important drawback: it is unable to differ-
entiate between direct and indirect effects. For example, if regions A and B are correlated, and
similarly B and C show correlation, then correlation between A and C is induced [Varoquaux
This chapter is based on: M. Hinne, R.J.Janssen, T. Heskes and M.A.J. van Gerven, 2014. “Bayesian estimation
of conditional independence graphs improves functional connectivity estimates.” PLoS Computational Biology 11(11),
pp. e1004534.
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andCraddock, 2013; Smith, 2012]. This poses a problem for functional connectomics, as it intro-
duces type 1 errors. The problemmay be remedied to some extent by using partial correlations
instead. Its interpretation is similar to Pearson correlation, but it captures only direct effects as
the influence from other regions is partialled out. In practical terms, the matrix of partial corre-
lations may be obtained by taking the inverse of the covariance matrix, known as the precision
matrix, and rescaling this. Assuming the data is normally distributed, both the precisionmatrix
and the partial correlation matrix capture the conditional independence structure of the con-
sidered variables, i.e. when two regions are conditionally independent given all other regions,
their precision and partial correlation are zero.
Ideally, the partial correlationmatrixwould reflect the functional connectivity that generated
the observed data. If this matrix is sparse, the corresponding conditional independence graph
provides an intuitive representation of the interaction between different regions. In practice
however, the obtained partial correlation matrices are not sparse, which makes the estimated
connectivity more difficult to interpret. In addition, if the number of samples is small and the
number of regions large, there is no unique inverse of the covariance matrix and consequently
no unique matrix of partial correlations. Even when these conditions are met, the maximum
likelihood solution is often ill-behaved, in which case the solutionmust be regularized [Pourah-
madi, 2011]. A popular approximation of the precision matrix is acquired via the graphical
LASSO (Least Absolute Shrinkage and Selection Operator), which regularizes the elements of
the precisionmatrix using the `1-norm [Smith et al., 2011; Varoquaux andCraddock, 2013; Varo-
quaux et al., 2010]. This approach shrinks the partial correlations towards zero so as to create
sparse solutions, which are easier to interpret. Although the graphical LASSOwas found to be
one of the must accurate methods in identifying connectivity in a comparative study [Smith
et al., 2011], it introduces a bias that underestimates functional connectivity, thus creating type
2 errors (see Chapter 4). In addition, both the original maximum likelihood solution as well
as the LASSO estimate provide point estimates that do not quantify the reliability of their out-
come. In earlierwork,we have proposed aBayesian alternative to the graphical LASSO that uses
the G-Wishart distribution to restrict the partial correlation estimates to a previously defined
conditional independence graph. We showed that structural connectivity provides an elegant
candidate for this graph, and that this approach was able to outperform the graphical LASSO
on simulated data. Importantly however, we assumed that the conditional independence graph
was available a priori. In the current contributionwe take this line of reasoning a critical step for-
wards and learn both functional connectivity as well as its conditional independence structure
simultaneously. Apart from estimating the degree to which two regions have correlated activ-
ity, we can now also express the probability of these regions being conditionally independent.
As we will show, this results in a more effective approach to regularization than the graphical
LASSO, while retaining the additional benefits of the Bayesian framework.
At the foundation of this contribution lies a probabilistic generative model that describes
how a particular independence structure generates partial correlations that in turn generate ob-
servable data. Using a neurologically plausible simulation with several different conditions, as
described by Smith et al. [Smith et al., 2011], we show that inmany cases ourGaussian graphical
model approach is favorable to both themaximum likelihood alternative and graphical LASSO
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regularized solutions. Subsequently, we apply the model to estimate functional connectivity
between bilateral accumbens, amygdala, caudate, hippocampus, pallidum, putamen and tha-
lamus using their blood-oxygenation level dependent (BOLD) signal time courses, measured
using resting-state fMRI. Finally, we demonstrate how the advantages of a Bayesian approach
can be put to practice by showing two extensions to our connectivitymodel. First, we showhow
the problem of data fusion for connectivity studies [Zhu et al., 2013; Rykhlevskaia et al., 2008]
may be tackled by simply providing multiple likelihood terms; one for each imaging modality.
This is demonstrated empirically by combining the fMRI time series with dMRI probabilis-
tic tractography results. Second, we describe how further background knowledge on putative
connections may be used to both constrain and inform functional connectivity.
6.1 methods
Functional connectivity as a Gaussian graphical model
From amethodological perspective, finding functional connectivity is often seen as a covariance
selection problem.This boils down to finding a sparse partial correlationmatrix associatedwith
the time series (activity) of a set of variables (brain regions), a problemknownas covariance selec-
tion. Here, the problem is approached using a Gaussian graphical model (GGM), where we as-
sume that the dataX = (x1, . . . , xn)T consist ofn independent draws from a p-dimensional
multivariate Gaussian distribution N(0,K−1), with zero mean and precision (inverse covari-
ance) matrix K. Here, K ∈ Pp, with Pp the space of positive definite p× p matrices. The
likelihood ofK is given by
P(X |K) =
n∏
i=1
N(xi | 0,K−1) ∝ |K|n/2 exp
[
−
1
2
〈K,Σ〉
]
, (6.1)
whereΣ = XTX and 〈·, ·〉 the trace inner product operator. The assumption of Gaussianity is
justified empirically, as BOLD data has been shown to follow a Gaussian distribution [Hlinka
et al., 2011].
The precision matrix has the important property that zero elements correspond to condi-
tional independencies, provided the data is normally distributed. In other words, (6.1) specifies
a Gaussian Markov random field with respect to a graph G = (V ,E), with V = {1, . . . ,p}
and E ⊂ V ×V , in which the absence of a connection indicates conditional independence, i.e.
(i, j) 6∈ E→ kij = 0 [Lauritzen, 1996; Whittaker, 2009].
In order to estimate the precision matrix K of a zero-mean multivariate Gaussian density
from data X one may maximize the log-likelihood which gives the maximum likelihood esti-
mate (MLE):
Kˆ = argmax
K∈Pp
(log |K|− 〈ΣK〉) (6.2)
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where the maximization is constrained to precision matrices in the family of p × p positive
definite matricesPp. IfΣ is positive-definite, there exists a unique solution to (6.2) in the form
ofΣ−1. However, if the number of samples is small compared to the number of variables, the
solutiondoes not exist, and even ifn > p, themaximum likelihood estimate is often ill-behaved
and requires regularization [Pourahmadi, 2011]. A frequently used method of regularization
is called the graphical LASSO [Friedman et al., 2008], which penalizes the magnitude of the
elements ofK. The LASSO approach gives the followingMLE:
Kˆ = argmax
K∈Pp
[log |K|− 〈ΣK〉− λ ‖K‖1] , (6.3)
in which the shrinkage parameter λ determines the amount of penalization that is applied.
Several studies have applied the graphical LASSO in order to estimate functional connectiv-
ity [Smith et al., 2011; Varoquaux and Craddock, 2013; Varoquaux et al., 2010]. Alternative reg-
ularization schemes are available [Valdés-Sosa et al., 2005], such as ridge regression or elastic
net [Ryali et al., 2012], but we will not consider these methods in detail here. Rather, we em-
phasize that each of these regularization approaches provides only a point estimate, instead of
a posterior distribution over K. This makes it impossible to quantify the uncertainty associ-
ated with the estimate, which can lead to incorrect conclusions about functional connectivity
in light of finite data. Moreover, it has been shown that the graphical lasso is not guaranteed
to find the true graph even in the limit of infinite data [Meinshausen, 2008]. In addition, so-
lutions obtained through regularization tend to underestimate functional connectivity, as seen
in Chapter 4.
Recently, extensions of the (graphical) LASSO approach have been proposed that allow for
statistical inference. For example, [Lockhart et al., 2014] introduce a significance test that can be
applied to LASSO estimates while [van de Geer et al., 2014; Javanmard and Montanari, 2014]
describe a desparsiﬁed LASSO that attempts to de-bias the results using a projection onto the
residual space. However, these approaches make assumptions on the sparsity ofK, which may
not be warranted.
Alternatively, a Bayesian approach can be applied to the covariance selection problem,which
requires that we specify a prior distribution onK. As we hope to identify conditional indepen-
dencies between the considered variables, a convenient prior distribution arises in the form of
theG-Wishart distribution [Roverato, 2002]:
P(K |G, δ,D) =WG(δ,D) =
|K|(δ−2)/2
ZG(δ,D)
exp
[
−
1
2
〈K,D〉
]
1K∈PG , (6.4)
in whichPG is the space of positive definite p× pmatrices that have zero elements wherever
(i, j) 6∈ G, δ is the degrees of freedomparameter,D is the prior scalingmatrix and 1x evaluates
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to 1 if and only if x holds and to 0 otherwise. The G-Wishart distribution is conjugate to the
multivariate Gaussian likelihood in (6.1), so that
P(K |G, δ,D,X) =WG(δ+n,D+Σ)
=
|K|(n+δ−2)/2
ZG(δ+n,D+Σ)
exp
[
−
1
2
〈K,D+Σ〉
]
. (6.5)
Note that the Wishart distribution is a special case of theG-Wishart distribution, with which
it coincides ifG is a fully connected graph.
It should be pointed out that in the limit of n → ∞, any prior will be fully dominated by
the data. In theory, even when the true precision matrix K contains very small elements, the
probability of a corresponding edge will go to 1 in the limit of an infinite amount of data. The
interesting question is what happens if the magnitude of these elements scales as a function of
n, e.g., as 1/n. Where asymptotic analyses have been successfully applied to better understand
the behavior of regularization approaches such as the graphical LASSO [Zhao and Yu, 2006;
Meinshausen andBühlmann, 2010], such analyses of Bayesian procedures are complex andmay
lead to counterintuitive results [Ritov et al., 2014]. For theG-Wishart prior in particular, similar
analyses have, to the best of our knowledge, not yet been pursued.
The preliminaries described above allow us to specify the distribution that is central to this
work, i.e. the joint posterior over both the conditional independence graph and the precision
matrix (an illustration of the graphical model is provided in Figure 6.1A):
P(G,K |X) ∝ P(X |K)P(K |G)P(G) . (6.6)
Note that the necessary hyperparameters are typically omitted for clarity. In practice, functional
connectivity is more intuitively understood in terms of partial correlations. The partial correla-
tion matrixRmay be obtained from the precision matrix by applying the transformation
rij =
1 if i = j,− kij√
kiikjj
otherwise.
(6.7)
By transforming each element ofK in (6.6), the distribution P(G,R |X) is constructed.When
discussing our experimental results, we will focus on partial correlations rather than precision
values, unless explicitly stated otherwise. Note that the relation between the dependency struc-
ture G and the precision matrix K, as discussed above, also holds between G and the partial
correlationsR. That is, absence of a connection in (i, j) ∈ G implies rij = 0.
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Figure 6.1: A The generative model for the conditional dependencies graph and precision matrix with hyperparame-
tersΘ, δ andD. B The generative model for structural connectivity and the precision matrix, based on both BOLD
time seriesX and probabilistic streamline countsN as well as hyperparametersΘ for the dependency structure, δ
andD for the functional connectivity strengths and δ1 and δ0 for the structural data.
The Bayesian generativemodelmust be completed by specifying a prior distribution to draw
G from.Here, we assume that a priori all edges aremarginally independent and each have prob-
ability θ. That is, we have
P(G |Θ) =
∏
i<j
θ
gij
ij (1− θij)
1−gij , (6.8)
with gij ∈ {0, 1}, gij = 1↔ (i, j) ∈ G andΘ = {θij}i<j. Initially we use θij = 0.5 ∀i,j to
indicate that we have no a priori preference for either a dependence or an independence. The
impact of different values forθij on the posterior estimates is discussed inAppendix C.3, where
it is shown that the prior is to a large extent dominated by the likelihood.
Functional connectivity variants
One of the benefits of the Bayesian framework is that extensions to the generative model are
straightforward to implement. In this section we use the distribution given in (6.6) to provide
two illustrations of such extensions for analyzing connectivity.
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Integrating additional modalities
In the ideal case where the complete neural system is considered (i.e. there are no hidden vari-
ables that may explain away some conditional dependencies), the conditional independence
graph almost entirely coincideswith the structural connectome as each functional relationmust
be facilitated by an anatomical connection [Raj and Chen, 2011]. In other words, G now rep-
resents both the conditional independence graph as well as structural connectivity. In this case,
functional connectivitymay be estimatedmore accurately by incorporating additional imaging
modalities that inform the conditional independence structure. To do so, we must employ an
additional likelihood term describing how the data from the extra imaging modality is gener-
ated byG. The posterior distribution of connectivity is then given by
P(G,K | F) ∝ P(K |G)P(G)
∏
F∈F
P(F |K,G) , (6.9)
with F the collection of data sets to be combined. The result of this mathematically straight-
forward exercise provides an elegant way to obtain data fusion. While several techniques have
been proposed to achieve this (see e.g. [Sui et al., 2011; Rykhlevskaia et al., 2008] for reviews on
this topic), these typically rely on ad-hoc strategies instead of a generative model. Although the
choice for specific probability distributions may be subject to change, the generative modeling
approach serves as a generic way to link structural and functional connectivity and the different
modalities that provide data regarding them.
Here, we use the model for structural connectivity based on probabilistic tractography that
was proposed in Chapter 2, which we repeat here for convenience. The matrix S is assumed
to contain probabilistic streamline counts [Behrens et al., 2003a] that run from region j to all
other {1, . . . ,p} \ j regions. It is generated from existing anatomical connections, i.e. structural
connectivity, through
P(S |G, δ1, δ0) =
∏
j
P(sj |gj, δ1, δ0)
=
∏
j
DirMult(δ1gj + δ0(1−gj)) , (6.10)
wherein δ1 and δ0 are hyperparameters that govern the distributions of streamlines over ex-
isting and absent connections, respectively. Integration with the Gaussian graphical model is
achieved by incorporating (6.10) into (6.9):
P(G,K |X,S) ∝ P(X |K)P(K |G)P(S |G)P(G) . (6.11)
A visual representation of the generative model is shown in Figure 6.1B. Throughout this chap-
ter we refer to our method as the Bayesian Gaussian graphical model (BGGM) approach.
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Informative prior
Theassumption that theprior probability of connections is the same for all regionpairs (see (6.8))
is rather crude, and may be replaced depending on available background information. To illus-
trate this, we describe an additional approach to connectivity based on the assumption that
homotopic regions in different hemispheres are directly connected, but that other interhemi-
spheric connections do not exist. Within either hemisphere, we remain agnostic about connec-
tivity. This intuition is easily formalized by
θij =

0.5 for i and j in the same hemisphere,
1 for i and j homotopic regions and
0 otherwise.
(6.12)
Clearly, this prior is more restrictive than a homogeneous prior, as most of the elements corre-
sponding to cross-hemisphere connections are now excluded. In addition, the restrictive zero
probability of some of the interhemispheric connections is an extreme choice. However, we use
it here to provide an example of how information regarding the absence of connections (e.g. in
the case of a white-matter lesion) affects the estimates of the present connections
Simulation
To analyze the performance of the Gaussian graphical model approach to functional connectiv-
ity, we compare our results to those presented in [Smith et al., 2011]. Here, realistic BOLD time
series are generated according to the dynamic causal modeling (DCM) fMRI forward model
[Friston et al., 2003], thatmakes use of the nonlinear balloonmodel [Buxton et al., 1998], based
on a known constructed network as its starting point. In total, 28 simulations with different pa-
rameters such as number of nodes, number of generated samples, sampling frequency andnoise
levels were constructed. For each simulation, 50 different time series are generated. For the full
details of the approach as well as the different simulation parameters, we refer to the original de-
scription in [Smith et al., 2011] as well as the correspondingweb page where the simulationmay
be downloaded1. In the simulation study, it was shown that using partial correlation (bothmax-
imum likelihood as well as lasso regularized point estimates) resulted in the best (undirected)
reconstructions of the ground truth. As these methods performed best, and are closely related
to our approach, we use these to compare our results with.
The evaluation procedure is as follows: For each run of each of the 28 different simulations,
the time series X of that run are used to compute P(G,R |X). In addition, for each run the
maximum likelihood estimate (MLE) is computed, as well as the graphical lasso regularized
point estimate using the same regularization as in [Smith et al., 2011] (i.e. λ ∈ {5, 100}). The
quality of the reconstruction of the ground truth is quantified in three ways. Let R∗ be the
ground truth functional connectivity that we are trying to recover. Then Γ = |R∗ −R| gives
1http://www.fmrib.ox.ac.uk/analysis/netsim/
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Figure6.2:The evaluationprocedure of the simulated fMRIdata. First, both the posterior distributionP(G,R |X)
and the point estimates (for the graphical lasso or maximum likelihood estimate) are determined. Subsequently the
error compared to the ground truth is computed for all samples in the approximated distribution aswell as for the point
estimates (see text for this procedure). These results are summarized by computing the z-score for the point estimate
error relative to the distribution of errors obtained from the Bayesian approach. Finally, the z-scores are aggregated
across the runs, resulting in a histogram of error z-scores for each simulation.
the reconstruction error (where R is either a sample from P(G,R), or a point estimate). The
total reconstruction error is η(Γ) = 2
p(p−1)
∑
i<j γij, the true positive error is ηtp(Γ) =
1
Ntp
∑
i<j γijδtij 6=0, where Ntp is the number of nonzero elements in the ground truth
R∗, i.e. the number of true present connections, and finally the true negative error is given
by ηtn(Γ) = 1Ntn
∑
i<j γijδtij=0, whereNtn is the number of zero elements in the ground
truthR∗, i.e. the number of true absent connections. The indicator function δx evaluates to 1
if and only if its argument x holds true, and to 0 otherwise.
In [Smith et al., 2011], a null distribution is computed for each of the different methods, by
randomly permuting the node labels in the different runs (to remove any influence between the
different nodes), which is subsequently used to derive a z-score for an error measure similar to
η. However, in the case of Bayesian functional connectivity, a distribution characterizing the
uncertainty of the results is already available in the form of P(G,R). By applying η to each of
the samples of this distribution, we obtain P(η). As we find that for each pair of simulations
and runs, P(η) is is closely approximated by a Gaussian distribution (Kolmogorov-Smirnov
test, p < 1e− 5), the z-scores of a point estimate R relative to the BGGM distribution may
be computed as z(R) = (η(R∗,R) − µ)/σ, in which µ and σ are the mean and standard
deviation of the distribution, respectively. The procedure is illustrated in Figure 6.2.
Uncertainty in connectivity distributions
The Bayesian formulation of the model allows us to describe and compare the shapes of the
different posterior distributions. We compute the entropy of the posterior distributions as
H = −
∑
G
[
P(G,K |X) log2 P(G,K |X)
]
, (6.13)
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to indicate the diversity of models that have been encountered in the Markov chains. In addi-
tion, the posterior probability of the maximum a posteriori sample is derived, i.e.
P(Gˆ,K |X) = max
G
P(G,K |X) , (6.14)
to quantify howmuch of the posterior distribution is dominated by its mode.
Approximate inference
The Markov chain Monte Carlo (MCMC) scheme as described in Appendix C.1 was used to
approximate the posterior distributions of interest for each subject using either the simulated
BOLD signal time series, the BOLD time series data for the fourteen subcortical regions (see
(6.6)), the combination of time series data and tractography output for the subcortical regions
(see (6.11)) or finally theBOLDtime series data in combinationwith the informedprior.Through-
out, a vague prior on the precision is used: P(K |G) = WG(3, Ip), cf. [Moghaddam et al.,
2009]. The parameters of the probabilistic streamline model are set to (δ1, δ0) = (1, 0.5),
which expresses that high streamline counts are most likely associated with a structural con-
nection, while still allowing for tractography noise [Janssen et al., 2014]. Once convergence
was established (see Appendix C.2), the approximated distributions were uniformly thinned
to T = 1 000 samples, to make subsequent analyses more manageable and to have an equal
number of samples for all different settings.
Materials
The acquired data consist of a T1 anatomical scan, resting-state functional data and diffusion-
weighted images (DWI), collected for each subject.We refer the reader to [vanOort et al., 2014]
for details of the acquisition protocol. Preprocessing steps were performed using FSL 5.0 [Jenk-
inson et al., 2012] with default settings unless otherwise specified.
Preprocessing of the resting-state functional MRI data consisted of the following steps. T1
images were linearly registered to MNI-152 space. Multi-echo volumes at each TR were com-
bined [Poser et al., 2006]. Motion correction was performed using MCFLIRT and estimated
motion parameters were regressed out together with their temporal derivatives and mean time
courses for both WM and CSF. Finally, data were high-pass filtered at 0.001 Hz. Note that we
did not apply global signal regression, as this step is known to introduce artifactual negative
correlations [Murphy et al., 2009; van Dijk et al., 2010].
Preprocessing of the DWI data was conducted using FSL FDT [Behrens et al., 2003a] and
consisted of motion correction, correction for eddy currents and estimation of the diffusion
parameters. To obtain a measure of white-matter connectivity, FDT Probtrackx 2.0 [Behrens
et al., 2003a, 2007] was used with seed voxel to target voxel tracking. Structural scans were seg-
mented using FAST [Zhang et al., 2001] and FIRST [Patenaude et al., 2011] to generate seed
and target voxels. Seed voxels were those voxels in the cortical graymatter mask with a non-zero
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white-matter partial volume estimate and the outermost voxels of the subcortical masks. The
remainder of the cortical and subcortical voxels served as target voxels. In addition, streamlines
were terminated once they hit the target mask. This prevents polysynaptic connections being
erroneously interpreted as direct connections.
Finally, subcortical structures were segmented using FSL FIRST [Patenaude et al., 2011], re-
sulting in data for a total of fourteen regions, consisting of bilateral accumbens, amygdala, cau-
date, hippocampus, pallidum, putamen and thalamus. For the functional data, for each of these
regions the signal was averaged over all voxels in that region and subsequently standardized to
have zeromean andunit variance. For the streamline data, all streamline countswere aggregated
over pairs of voxels in pairs of regions, resulting in a 14× 14matrix of streamline counts.
6.2 results
Below we discuss both the simulation results as well as the connectivity estimates obtained
on empirical data. For readability, we refer to the probability of conditional dependence as
‘connection probability’ and to a pair of regions that are conditionally independent or not-
independent, conditioned on all other variables, simply as an ‘independent’ (or ‘disconnected’)
or ‘dependent’ (or ‘connected’) region pair, respectively.
Simulation results
Figure 6.3 shows the (smoothed) histograms of z-scores aggregated over the 50 runs per simu-
lation, for the graphical lasso approach with λ = 100 (the results for λ = 5 and the MLE are
almost identical; the MLE results are shown in Supplementary Figure C.2). In this figure, dis-
tributions of errors with high z-scores have substantially larger errors than the errors from the
BGGM approach, while distributions with low z-scores have smaller errors. The significance
threshold at p < 0.01 is indicated by the red dotted lines. The first row of Figure 6.3 shows the
total scores (both true positives and true negatives) for each simulation, while the second and
the third row split this score into the contributions for true positive connections and true neg-
ative connections, respectively. These results indicate that in terms of true positives, the lasso
approach typically has an equal to slightly better performance than our Bayesian alternative.
However, the BGGM approach identifies true negatives at least as well as G-lasso, and in sev-
eral cases significantly outperforms it. On the whole, the proposed method is up to par with
the graphical lasso (for λ ∈ {5, 100}) and theMLE, while at times outperforming them greatly.
To obtain insight in the behavior that creates these results, we take a closer look at some of
the simulation results. As an example, Figure 6.4A shows the ground truth network and the
reconstruction by the graphical lasso, as well as the expectation (i.e. posterior mean of the sam-
ples) using the BGGM approach. In addition, the figure shows for three different connections
the estimated partial correlation in detail. The first, between nodes 1 and 5, is present in the
ground truth network. Our approximation is (correctly) confident that this node pair is not
independent, and assigns a posterior partial correlation distribution close to the ground truth.
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Figure 6.3: The histograms for each of the 28 different simulations. Positive error z-scores indicate that the point
estimate was less effective in recovering the ground truth than the Gaussian graphical model, while the reverse is true
for negative error z-scores. The red dashed lines indicate the interval outside of which the difference in performance is
significant (p < 0.01, z-test). Note the different ordinate axes.
The graphical lasso estimate is slightly closer to the ground truth than the mode of the distri-
bution. For the second node pair, between nodes 3 and 5, a connection should be absent, but
because of the limitednumber of data samples the signals of these nodes have become correlated.
This time, the BGGM approach shows a bimodal distribution. The first mode is centered close
to the graphical lasso estimate, but the second mode is at zero, as there is non-negligible evi-
dence for this pair of nodes being disconnected. This means that on the whole (i.e. the entire
distribution), the BGGMapproach correctly estimates this connection strength lower than the
graphical lasso. A similar observation can bemade for the third node pair, between nodes 1 and
4, ofwhich the BGGMestimate is fairly certain about their independence. Because of this,most
of the partial correlationmass is at zero, rather than at the value indicated by the graphical lasso
estimate.
These results beg the question:what ifwe regularize the graphical lasso evenmore?Although
Smith et al. report no further improvement after λ = 100 [Smith et al., 2011], it is possible that
more regularization brings theG-lasso estimate closer to the BGGMresults. In Figure 6.4B, the
same visualization is provided, but this time for λ = 10 000. This time, we see that indeed the
graphical lasso estimate is closer to the BGGM expectation than before. In particular for the
connection between nodes 1 and 4, the G-lasso now correctly estimates the absence of this con-
nection. However, for the connection between nodes 3 and 5, the results hardly change, which
means that the BGGMestimate is closer to the ground truth still, as, conditioned on the absent
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connection, the estimated partial correlation is zero. Finally, for the true positive connection
between nodes 1 and 5, we see that the strong regularization causes the graphical lasso to under-
estimate the connection, which will only become worse when we increment λ even further.
The pattern of simulations in which the BGGM outperforms the graphical lasso is not ran-
dom. In [Smith et al., 2011], each of the simulations is based on a network consisting of 5 nodes,
except for simulations 2, 3, 4, 6, 11, 12 and 17, which consist of networks of 10, 15, 50, 10, 10 and
10 nodes, respectively. Precisely these simulations benefit the most from the BGGM approach,
as can be seen in Figure 6.3. As for these simulations the ratio N/p is smallest, it is here that
the most improvement can be obtained from regularization, e.g. by the graphical lasso [Smith
et al., 2011]. As we have shown above, the BGGM provides further improvement still, because
this approach conditions on conditional independencies.
We further analyzed the effect of sample size on recovery of the ground truth by taking the
simulation with the most available samples (simulation 7 in [Smith et al., 2011]) and attempt-
ing to recover the ground truth using increasingly smaller subsets of the samples.We compared
the BGGM results with the graphical lasso with λ ∈ {5, 100, 1 000, 10 000}. The outcome of
this experiment is shown in Figure 6.5, once again split into the total error, error in recovery of
true positives and error in recovery of true negatives. The results indicate that for small sample
size, the BGGM approach already outperforms the graphical lasso in total error, although the
differences become more pronounced as more samples are considered. Extremely strong regu-
larization (i.e. λ = 10 000) does result in better estimation of absent connections (by simply
forcing almost all connections to zero), but this comes at the cost of excluding connections that
should be present. For weak regularization (i.e. λ = 5), small sample size appears to be some-
what beneficial in recovery of true positive connections, as here the performance of the graphical
lasso is similar to our approach. However, this effect diminishes as more samples are acquired
(inducingmore spurious connections). In terms of true negatives, weak regularization is clearly
outperformed by the BGGM approach.
In addition, we analyzed the effect of small sample sizes on the estimates.We used simulation
3 (withp = 15) and repeated the procedure as before, but this time the number of samples was
varied n ∈ {5, 10, . . . , 45, 50}, so that situations of n < p were included. The results of this
experiment are shown in Figure 6.6. They show that, unsurprisingly, weak regularization (i.e.
λ = 5) is insufficient to recover the ground truthwhen few samples are available. Strong shrink-
age (i.e.λ = 10 000) results in a low recovery error, but this comes at the expense of significantly
underestimating true positive connections. In general, the BGGM approach performs approx-
imately equal to the graphical LASSO for small to moderate regularization, given this limited
sample size scenario.
Empirical results
Below we discuss the connectivity estimates we obtained on the empirical data, for the original
BGGMmodel, the data fusion variant and the effect of incorporating background information.
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Figure 6.4: A. Simulation details. First row: the ground truth connectivity of one run of simulation 1, as well as the
constructions by the graphical lasso (λ = 100) and the expectation of the Gaussian graphical model approach. Sec-
ond row: estimated partial correlation for a true positive connection, a true negative connection with strong empirical
correlation, and a true negative connection with weak empirical correlation. B. The same, but with stronger regulariza-
tion for the graphical lasso (λ = 10000). This time, theG-lasso estimate is similar to the BGGM expectation for
connection 1–4, but over-regularizes the true positive connection 1–5.
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Figure 6.5: Effect of different sample sizes in recovery of ground truth connectivity, for the BGGM approach as well
as for the graphical lasso withλ ∈ {5,100,1000,10000}. Error bars indicate one standard deviation over the 50
runs. For the BGGM approach, the error bars indicate one standard deviation over the expectations of the runs.
Functional connectivity distributions
For all twenty subjects, functional connectivity was estimated as the posterior distribution over
conditional independence graphs and partial correlation structures.We find that there is minor
inter-subject variability in the number of identified non-independencies, as indicated by a small
standard deviation of the mean expected density across subjects, of 0.62 (SD = 0.04).
For the subject with the sparsest dependency structure, its mean posterior conditional inde-
pendence graph aswell as itsmean posterior partial correlations are shown as adjacencymatrices
in Figure 6.7. The conditional independence graph for this subject has a mean density of 0.55
(SD = 0.03). From Figure 6.7 it can be seen that a number of connections are present, while
supporting a partial correlation close to zero.Most likely, these connections support dependen-
cies that are induced by noise in the data, rather than true connections between subcortical re-
gions. This is further supported by looking at the (variance of the) group-averaged results: Sup-
plementary Figure C.3A shows the group-average of the mean posterior connectivity estimates
for all subjects. This reveals that no pairs of regions can consistently be marked as independent.
However, a stable backbone of connections that are clearly dependent exists within both hemi-
spheres, consisting bilaterally of accumbens — caudate, amygdala — hippocampus, pallidum
— putamen, caudate — thalamus and hippocampus — thalamus, that each have a mean pos-
terior connection probability of> 0.94 and partial correlations in the range [0.15, 0.58]. Sim-
ilarly, a number of connections appear stable between hemispheres. Interhemispheric connec-
tivity consists predominantly of connections between functionally homologous regions, which
have mean posterior connection probabilities of > 0.95 and partial correlations in the range
[0.35, 0.73]. Other strong interhemispheric connections with probability > 0.90 consist of
left amygdala— right hippocampus, left caudate— right thalamus, left hippocampus— right
putamen, left accumbens — right caudate and left caudate — right accumbens, all with nega-
84 simultaneous estimation of structural and functional connectivity
Total error True positives True negatives
BGGM λ=5 λ=100 λ=1,000 λ=10,000
er
ro
r
er
ro
r
er
ro
r
sample size sample size sample size
0.8
0.6
0.4
0.2
0.5
0.4
0.3
0.2
0.4
0.3
0.2
0.1
10 50403020 10 50403020 10 50403020
Figure 6.6: Effect of small sample sizes, includingn < p, in recovery of ground truth connectivity, for the BGGM
approach as well as for the graphical LASSO with λ ∈ {5,100,1000,10000}. Error bars indicate one standard
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Figure 6.7: Subcortical connectivity for one subject. From left to right: the empirical correlation matrix, the mean
posterior connection probability matrix and themean posterior partial correlationmatrix. The connections for the left
hemisphere (LH) and the right hemisphere (RH) are separated by the dashed lines.
tive partial correlations in the range [−0.23,−0.16], mimicking the structure foundwithin the
hemispheres.
The between-subject standard deviation of the mean posterior estimates, as shown in Sup-
plementary Figure C.3A, shows that although there is quite some between-subject variability
in terms of conditional independencies, the partial correlation structures are very stable. This
indicates that the Bayesian Gaussian graphical model approach explores many dependencies in
the data, which can vary across subjects but contribute little to the overall partial correlation
structure as they correspond to small partial correlations.
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Figure 6.8: Subcortical connectivity for one subject using the data fusion model. From left to right: the empirical
streamline log-counts, the mean posterior connection probability matrix and the mean posterior partial correlation
matrix. Note the reduction in connectivity, in particular between the hemispheres, compared to Figure 6.7. The con-
nections for the left hemisphere (LH) and the right hemisphere (RH) are separated by the dashed lines.
Bayesian data fusion
Similar to the previous section, functional connectivity was again estimated for all twenty sub-
jects, but this time using the data fusion approach. This implies that the conditional indepen-
dence graph is now interpreted as an estimate of structural connectivity, informed by both rest-
ing state fMRI as well as probabilistic tractography. In Figure 6.8, the adjacency matrices of the
mean posterior estimates are shown for the same subject as used previously. Overall, the same
backbone of functional connectivity is visible as when using only the fMRI data. However,
there are a number of differences. In particular, adding information from probabilistic stream-
lines leads to substantially sparser mean network density: for this subject the density drops to
0.46 (SD = 0.02). In addition, particular connections change from predominantly absent to
predominantly present, and vice versa. Figure 6.9 shows for this subject some of the connec-
tions with the largest difference in mean posterior partial correlation. This indicates that the
addition of tractography data can both add and remove connections. In general however, we
see that the dependencies that are removed due to the addition of tractography data, are those
that supported small partial correlations.
In Supplementary Figure C.3B, the aggregated connectivity results are shown for all twenty
subjects, as well as the standard deviations of these estimates. This reveals that the uncertainty
about the retrieved connectivity decreases by adding the tractography data. Interestingly, al-
though the expectations of the partial correlation estimates hardly change compared to the pre-
vious model (compare e.g. Figures 6.7 and 6.8), the variance of these estimates does decrease.
Most likely, this is due to the fact that the bimodal behavior of partial correlations (as was ob-
served in the simulation, where onemode is present for gij = 1 and one for gij = 0) becomes
unimodal as the tractography data gives more stringent estimates ofG.
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Figure 6.10: Subcortical connectivity for one subject using the informative prior. From left to right: the prior probabil-
ity of a non-independence, themeanposterior connectionprobabilitymatrix and themeanposterior partial correlation
matrix. The connections for the left hemisphere (LH) and the right hemisphere (RH) are separated by the dashed lines.
Incorporating background knowledge
Here we discuss the effects of assuming a priori that interhemispheric connectivity must follow
the connections between the functionally homologous regions.As this prior restricts interhemi-
spheric connections evenmore than the data fusionmodel, the network densities decrease even
further. For the subject that was used as an example earlier, the density now drops to 0.34
(SD = 0.02). Of course, this follows directly from the definition of the prior, that simply
excludes a number of connections. Because of this absence of interhemispheric connections,
dependencies between regions in different hemispheres must now follow a longer path via the
homotopic connection. As a consequence, some of the intrahemispheric connections have an
increased probability of being dependent, whichwe quantify by considering the density within
hemispheres only. Aggregated over all subjects, we find that using the prior results in a mean
density within hemispheres of 0.66 (SD = 0.07), slightly higher than for the initial model
that has a mean density within hemispheres of 0.63 (SD = 0.05). The aggregated results as
well as their standard deviations are shown in Supplementary Figure C.3C. This further shows
that, similar to the data fusion model results, the variance of the elements within hemispheres
is decreased as well, by restricting the connectivity between hemispheres.
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Figure 6.11:Differences in posterior distribution shapes. A. Entropy of the posterior distribution. B. Posterior proba-
bility of the mode Gˆ. We refer to the prior distribution defined in (6.8) as the vague prior.
Comparing the dierent distributions
Both the data fusion model as well as the usage of the informed prior pose restrictions on the
posterior distribution of connectivity. This effect is illustrated by computing the entropy of
the different approaches, as shown in Figure 6.11. Whereas for the original model the poste-
rior distribution appears very broad, both alternative specifications decrease this uncertainty.
In particular for the data fusion approach, one subject has a maximum a posteriori estimate
with probability as high as 0.24, compared to only 0.02 when using only fMRI data. A similar
picture arises by counting the fraction of unique models in each of the distributions. Here, we
see that the original model has its probability density spread across many independency struc-
tures (96%± 5 of the visited samples are unique), while the extended models are more peaked
around a few high probability samples (46%± 13 and 45%± 13 of the samples are unique).
The differences between the three approaches to connectivity are further illustrated by the
scatter plot in Figure 6.12. Here, for all connections across all subjects the expectations of the
original model compared to the two extensions are shown. The first row of Figure 6.12 shows
that data fusion results in decreased connectivity between hemispheres. The latter connections
may be less likely in the alternativemodel, but are not forced to zero. Partial correlations remain
largely unaffected, as shown in Figure 6.12C, except for a few interhemispheric connections that
become excluded by the tractography data and therefore are assigned zero partial correlation.
The informedprior puts all interhemispheric connections to zero, as seen inFigure 6.12B, except
for the homologous connections that have probability close to one in both models. Out of
the two extensions, this approach has the most influence on the partial correlation results, as
evidenced by Figure 6.12D. Here, not only are the interhemispheric partial correlations that
do not correspond to homotopic connectivity set to zero, most other connections have lower
partial correlations. This suggests that the partial correlations that are present in the original
approach must be compensated by other, stronger, connections, which is no longer necessary
with this prior.
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Figure 6.12: Scatter plot of the expectations of connection probabilities and partial correlations. The top row shows
the connection probabilities for the two model extensions versus the original model. The bottom row is the same, but
for partial correlations.
In Figure 6.13, the variance of the connection probabilities and partial correlations is shown.
In the data fusion approach, some of the connections and partial correlations become much
more precise, as shown by a lower variance (typically those connections for which no streamline
data is present and which, as a result are excluded). Simultaneously, some partial correlations
in fact have a larger variance (see Figure 6.13C), which indicates that for these connections the
BOLDtime series and theprobabilistic streamlines contradict one another. Lastly, the informed
prior obviously decreases the variance for interhemispheric connections, both in connectivity
and partial correlations. For the intrahemispheric connections (about which the prior is the
same as in the originalmodel), the variance of both connectivity andpartial correlations appears
to remain largely unaffected. The variance of partial correlations for the connections between
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Figure 6.13: Scatter plot of the variances of connectivity and partial correlations. The top row shows the variance of
connections for the two model extensions versus the original model. The bottom row is the same, but for the variance
of partial correlations.
functional homologues decreasesmarginally, as shownby amean variance of4.0e−4 compared
to 4.9e−4 for the original functional connectivity model.
6.3 discussion
Functional connectivitymay be quantified using differentmetrics. Themost obvious approach
is to use Pearson correlation, but this metric is sensitive to polysynaptic influences. An alterna-
tive that does not suffer from this drawback is partial correlation, which was further advocated
for its ability to retrieve true connections and its capacity to deal with noise [Smith et al., 2011].
Partial correlation between two variablesmay be interpreted as Pearson correlation conditioned
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on all other variables. In practice, partial correlation can be computed by applying a simple
transformation to the precision matrix of a multivariate Gaussian distribution. The precision
matrix and, consequently, the matrix of partial correlations, has the interesting property that
conditional independence between variables, given all other variables, appears as a zero value
in the corresponding matrix element [Marrelec et al., 2006], which may conveniently be col-
lected in a conditional independence graph. Typically, this graph is mostly ignored, while the
precision or partial correlation matrix is considered the quantity of interest. In this chapter, we
have provided a Bayesian generativemodel for functional connectivity inwhich the conditional
independence graph plays a central role, as it is assumed to generate the precision matrix and
thus functional connectivity. As opposed to regularized maximum likelihood estimates for the
precisionmatrix, our approach characterizes the full posterior distribution of both conditional
(in)dependencies and partial correlations. In addition to this model, we described a number of
model variants that address specific issues with, and conceptual extensions to, connectivity.
We subjected our approach to the simulations that were presented in [Smith et al., 2011], and
compared its performance to the maximum likelihood estimate as well as to the graphical lasso.
The latter of these two has been shown to be the most successful in recovering connectivity in
these simulations [Smith et al., 2011]. The results of the simulation are encouraging. Although
weobserve that for truepositive connections, our approachoccasionally underestimates connec-
tions, it more than compensates for this in correctly estimating true negatives (i.e. the sparsity
structure of the network). When true positives and true negatives are both taken into account,
corrected for their respective numbers of occurrence, we find that our approach performs at
least as well as the graphical lasso, and significantly better for simulations with small sample
size compared to the number of nodes in the network. A closer look at these results shows that
when estimating partial correlations, conditioning on the presence or absence of a connection
provides a considerable advantage over shrinkage. In particular for connectionswith amoderate
probability of independence our method yields a bimodal distribution of partial correlations,
differentiating between the conditionally dependent and independent node pairs.
In addition to our simulation results, we used our approach to approximate the posterior
distribution of functional connectivity between subcortical areas for twenty participants. This
allowed us to identify a connectivity backbone that consists of strong connections and partial
correlations. At the same time, we see that a number of connections are strongly dependent,
but foster only weak partial correlations. This emphasizes that a richer picture of connectivity
is obtained by looking at both the structure of conditional independence, as well as the strength
of these connections in terms of partial correlation.
Partial-correlation based methods are susceptible to common input effects that may induce
spurious connections if they are not accounted for, for example when variables (i.e. brain re-
gions) aremissing [Woolrich and Stephan, 2013; Zalesky et al., 2012] from the analysis. If instead
the full neural system is observed, it is straightforward that direct functional connections pre-
suppose anatomical connections between the corresponding regions.This allowsus to combine
the generative model for functional connectivity with a similar model for structural connectiv-
ity from Chapter 2 using probabilistic tractography obtained from diffusion weighted MRI.
Conceptually, this results in a data fusion model in which an underlying model of anatomy
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drives both the observations for functional interactions, as well as for estimates of structural
fibres. Compared to alternatives that, for example, weigh a regularization parameter by the
strength of structural connectivity [Sui et al., 2011; Rykhlevskaia et al., 2008; Ng et al., 2011;
Pineda-Pardo et al., 2014; Calamante et al., 2013; Bowman et al., 2012], our approach is based on
a generativemodel inwhich data fusion ismade possible by the use of different likelihood terms.
Furthermore, in our model both sources of data affect both types of connectivity; structural
connectivity regularizes functional connectivity and simultaneously functional dependencies
influence the probability of structural connections.On empirical data the data fusion approach
leads to sparser connectivity, in particular between hemispheres. However, some connections
are conditionally dependent to such a degree that themodel infers a connection regardless of the
lack of support by the tractography data. This is helpful in estimating structural connectivity, as
it is well known that structural connectivity based on diffusionweighted imaging suffers from a
large number of false negatives [Jbabdi et al., 2007]. In addition, data fusion lowers the variance
for many of the partial correlations, indicating that combining both imaging modalities leads
to more robust estimates [van Dijk et al., 2010; Jbabdi et al., 2007; Damoiseaux and Greicius,
2009; Biessmann et al., 2011]. However, for a number of connections the data for functional
and structural connectivity appear to contradict each other, which actually results in increased
variance. Note that our data fusion approach has similarities to linked ICA [Groves et al., 2011],
which also uses a Bayesian generative model to integrate different data modalities. However,
whereas linked ICA assumes that each data modality may be decomposed into a number of
(shared) components, our model assumes that anatomical connectivity is the variable that is
shared across modalities.
Our finalmodel variantuses an informativepriorwhich encodes the assumption that between-
hemisphere connections are restricted to those between functionally homologous regions (cf.
for example [Gloor et al., 1993]). This is only one of many prior distributions that, depending
on the research question and available background information, may be used to inform the
connectivity estimates. As expected, the prior removes the negative partial correlations that are
visible for contralateral connections in the othermodel variants. Indirectly, the prior also affects
the partial correlations within hemispheres, as they become slightly lower in magnitude across
the board. These results touch upon an unresolved issue in connectomics concerning the inter-
pretation of negative (partial) correlations. It has been suggested that a substantial number of
negative partial correlations are due to global signal regression and are therefore artifactual in
nature rather than biological [Liang et al., 2012; Carbonell et al., 2014; Schwarz andMcGonigle,
2011]. On the other hand, it has been shown that evenwithout global signal regression, negative
connections exist and thesemay even have biological meaning [Chen et al., 2011]. Although it is
outside the scope of this chapter to resolve this matter, we have shown that an informed prior
may be used to encode such assumptions or correct for biases.
The shapes of the posterior distributions reveal that none of the model variants are domi-
nated by their mode. In particular for the original model the distributions are very broad and
contain many unique models. Although a number of connections is consistently present, the
conditional independence graphs vary substantially across subjects. In contrast, the data fusion
approach and the informed prior result in distributions that are more tightly centered around
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the maximum a posteriori connectivity, yet even here there remains substantial support for al-
ternativemodels. This has important implications for connectomics studies. These are typically
aimed at obtaining a point estimate (which can often be interpreted as the mode of an implicit
posterior distribution), so a substantial number of connections with significant support from
the data will be excluded and spurious connections will be suggested. The widths of the pos-
terior distributions strongly advocate a Bayesian approach, or at the very least point-estimated
connectivity results should be treated with great care, e.g. by applying a bootstrapping proce-
dure [Hastie et al., 2009].
The main limitation of our study is one of scale. Bayesian inference has the drawback of
being computationally demanding in approximating the posterior distributions, and although
state-of-the-art machinery has been applied tomake this process efficient, it remains impossible
to apply the same methods to a large number of variables. Applying the models to large-scale
datasets requires either more efficient implementations, e.g. by using GPU programming, or
additional efficiency gains in the field of Gaussian graphical models.
Finally, a fundamental assumption in Gaussian graphical model estimation is that the func-
tional data is normally distributed. In case this assumption fails, it may prove difficult to in-
terpret the estimated connectivity. However, as discussed by [Hlinka et al., 2011], BOLD time
series do tend to be mostly Gaussian.
Themost pressing issue for future work is, asmentioned above, improving themethodology
to handle a larger number of variables. However, a number of interesting research questions
may be addressed even with a limited number of regions. For example, a model may be con-
structed that defines the BOLD time series to be generated by a mixture of partial correlation
matrices, instead of a single one. By applying appropriate constraints, such as that consecutive
datapoints are likely to be generated by the same connectivity matrix, this setup can be applied
to differentiate experimental conditions based on their connectivity distributions [Schmidt and
Mørup, 2013]. Similarly, subjectsmay be assigned to either patients or healthy controls by defin-
ing a shared conditional independence graph for either group.
The data fusion approach may be extended to incorporate any number of imaging modal-
ities, provided that a forward model can be constructed that shares at least one variable with
the other modalities. For example, structural connectivity may inform functional connectivity
estimated fromMEG instead of or in addition to fMRI data [Pineda-Pardo et al., 2014].
Additional information may also be incorporated into the prior. This may be explicit evi-
dence for (the absence of) a connection, e.g. tracer studies that reveal the presence of a fiber
bundle can make particular connections more likely or, conversely, knowledge about white-
matter lesions may preclude connections. Alternatively one could construct a prior in which
the probability of a connection is a function of the distance between the corresponding end
points.
In conclusion, the proposed Bayesian approach to functional connectivity has demonstrated
that connectivity may be meaningfully divided into structure and strength. Several model vari-
ants have been discussed, each with their own characteristics. Application of the models has
shown convincingly that multiple unique structures are possible given the same data. This il-
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lustrates the advantages of a Bayesian approach to connectivity, and provides a word of caution
for traditional (regularized) maximum likelihood estimators.

7
DI SCUS S ION
The goal of this thesis was to apply Bayesian probability theory in order to explicitly quantify
the uncertainty associated with estimates of brain connectivity. This approach was applied to
structural connectivity in Chapters 2 and 3, subsequently to functional connectivity in Chap-
ters 4 and 5 and finally to the simultaneous estimation of structural and functional connectivity
in Chapter 6. Here, I summarize the scientific contributions of the individual chapters, discuss
the limitations of my work and provide an outlook of the field of connectomics.
7.1 summary of the presented work
Chapter 2: Bayesian inference of structural connectivity
Determining structural connectivity using (probabilistic) tractography on diffusion-weighted
MRI data is often performed in an ad-hoc manner: By applying a threshold to the number
of streamlines that run between two regions of interest, the existence of a connection for this
region pair is determined. The result is a single, binary, network that describes which pairs of
regions may be considered anatomically connected. In Chapter 2, we propose a Bayesian alter-
native solution. The solution consists of a generative model which postulates that probabilistic
streamlines emanating from a region-of-interest are distributed according to a multinomial dis-
tribution. The corresponding prior is aDirichlet distribution,whose hyperparameters aremod-
ulated by the presence or absence of a structural connection. Specifically, the hyperparameters
capture the prior belief that we are agnostic about streamline count distributions for connected
regions1, while we expect few streamlines when a connection is absent (in this case streamlines
may be considered false positives).
Two different prior distributions on connectivity are considered to complete the generative
model. The first expresses the prior belief that structural networks have a particular density, i.e.
1Note that the number or fraction of streamlines connecting pairs of regions provides little information regarding
the strength of a connection, so existing connections may support widely varying streamline counts [Jones et al., 2013;
O’Donnell and Pasternak, 2014; Janssen et al., 2014].
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number of edges. The second prior distribution is an approximation of an hierarchical model,
where it is assumed that different subjects in a population have similar connectivity.
The posterior distributions representing the support for different networks, given the data
and our prior beliefs, are approximated using aMarkov chainMonte Carlo (MCMC) sampling
scheme. The resulting distributions of connectivity are validated by comparing the structural
estimates with the conditional independencies found in resting-state functional connectivity
for the same subjects. Our results show that the model with a prior on network density per-
forms similarly to thresholding approaches. The approximated hierarchical prior consistently
outperforms the first model as well as thresholding approaches, showing that the additional
information contained in the hierarchical coupling between subjects improves the estimates of
structural connectivity.
By capturing the posterior distributions of connectivity, rather than a point estimate, we
quantify the uncertainty of our estimates within individual subjects. We show how this can be
used to, for example, computemarginal connection probabilities. Additional demonstration of
how uncertainty propagates tomeasures from graph theory is provided in [Janssen et al., 2014].
Chapter 3: A priori clustered structural connectivity
Structural connectivity is often used to inform a connectivity-based parcellation.However, pos-
sible errors in connectivity estimates propagate and induce errors in these parcellations. Further-
more, connectivity-based clustering algorithms have a number of implicit assumptions that in-
fluence the resultingparcellations. InChapter 3wedescribe aBayesianprocedure for connectivity-
based parcellation, in which estimation of connectivity and the clustering thereof are inter-
twined. Using probabilistic streamline data, we recover the posterior distribution over the con-
nectivity parameters, the cluster assignments of individual nodes, the link probabilities between
clusters and lastly the number of clusters. The result is a probabilistic interpretation of parcella-
tion based on connectivity. This allows us to compute, among other things, the marginal prob-
ability that two nodes belong in the same cluster.
No explicit assumptions were made about the connectivity behavior of the different clus-
ters, nor about the number of clusters that our approach should select. Instead, the proposed
modelwas able to extract the number of clusters from the data.Our results identified two differ-
ent types of clusters: densely intra-connected clusters corresponding predominantly to cortical
lobes, as well as small clusters containing hub nodes, that interconnect the other clusters. In-
terestingly, the regions in the latter type of clusters have each been pointed out as ‘rich-club’
regions [van den Heuvel and Sporns, 2011]; regions that form the backbone of the connec-
tome. The performance of the approach as a parcellation strategy is validated by comparing
the between-subject reproducibility of the parcellations with those obtained from theK-means
algorithm as well as from Infomap. We found that our model is up to par with Infomap on
single-subject parcellation, while surpassing the results fromK-means.
Our model does not result in a single point-estimate of a parcellation, but instead describes
the posterior distribution of supported parcellations. This reveals that some regions are difficult
to reliably assign to a particular cluster. Moreover, some regions display a gradual change in
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cluster-assignment probability. This indicates that the boundaries between clusters are not that
clear-cut, so that caution is advised when parcellating with deterministic approaches.
Chapter 4: Functional connectivity constrained by structure
While the previous two chapters have been concerned with structural connectivity, in Chap-
ter 4 we consider functional connectivity instead. We quantify functional connections using
partial correlations, which have been shown to be successful in recovering functional connec-
tivity from fMRI BOLD signal time series [Smith et al., 2011; Schmittmann et al., 2015]. Unfor-
tunately, partial correlations are difficult to estimate when the number of nodes in the network
surpasses the number of observations. And even when there are more samples available than
nodes in the network, the estimation error of the partial correlations may still be large. Several
regularization techniques have been proposed to counteract these difficulties [Friedman et al.,
2008], but these tend to be biased towardsweaker connection strengths. Also, these approaches
all compute a singlemost likely estimate, which fails to capture the associated uncertainty of the
estimation.
In Chapter 4, we again propose a Bayesian alternative that a) provides the means to com-
pute partial correlation without shrinkage bias and b) describes the posterior distribution of
functional connectivity rather than a point estimate. The generative model uses theG-Wishart
distribution as a prior distribution on partial correlations [Atay-Kayis and Massam, 2005; Do-
bra and Lenkoski, 2011]. Here, the graphG describes the pairs of regions for which functional
connectivity is to be estimated. For connections not inG, the partial correlation is defined to be
zero. As a result, the number of free parameters is reduced. In the context of brain connectivity,
structural connectivity serves as an obvious candidate for G. We show that, using a simple es-
timate forG determined by probabilistic streamline counts, we are able to efficiently compute
the posterior distribution over partial correlations.
Using simulated data, we evaluated and discussed the strengths and weaknesses of the pro-
posed approach.We found that themodel is highly effective in recovering functional connectiv-
ity, provided the supplied structural constraintG is a good representationof the independencies
in the functional data. When applied to empirical data, we found functional connectivity that
was confirmed by literature, although itmust be acknowledged that our structural constraintG
used here was suboptimal. On hold-out data we found that the likelihood of our connectivity
estimates was higher than the likelihood obtained by cross-validated graphical lasso, but that
the graphical lasso tuned to a network density similar to our estimates performed even better.
Chapter 5: Unconstrained functional connectivity using Gaussian graphical models
The previous chapter showed that theG-Wishart distribution provides a useful way of learning
partial correlations for functional connectivity, but that the success of this approach is highly
dependent on the quality of the structural constraint G. This inspired the work presented in
Chapter 5, in which G is learned from the data simultaneously. In other words, instead of ap-
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proximately inferring the distribution of P(R |G,X), i.e. the partial correlationsR given a con-
straint G and data X, we were now interested in the joint distribution P(R,G |X), i.e. both
functional connectivity as well as its constraint, given data.
While straightforward to define, constructing aMCMCsampler to approximate the joint dis-
tribution is a very challenging endeavour. Central to this difficulty is that theG-Wishart distri-
bution is doubly intractable. That is, the partition function of this distribution is dependent on
one of its parameters. When the MCMC algorithm proposes a new sample by updating a con-
nection inG, the partition function of the proposed sample does not cancel out the partition
function of the current sample, as is typically the case inMetropolis-HastingsMCMC.Theway
to deal with this problem is to introduce a reversible-jump step in theMCMC sampler [Green,
1995], which compensates for the differences in normalization. Unfortunately, reversible-jump
sampling results in a low acceptance rate, which implies that the algorithm takes long to con-
verge. In Chapter 5, we focussed on integrating several improvements in state-of-the-art sam-
pling algorithms to create a reasonably efficient MCMC procedure for estimation of the joint
distribution. The algorithm was validated using a simulation and subsequently applied to esti-
mate functional connectivity between subcortical areas.Although the example at the endof this
chapter is geared towards functional brain connectivity, it should be noted that the proposed
methodology is suited for wide applications in the field of Gaussian graphical models.
Chapter 6:Multi-modal data fusion for joint estimation of structural and functional connectivity
Most brain imaging studies are aimed at analyzing one particular data modality at a time. Yet
when multiple modalities are combined, the result may be more than the sum of its parts [Sui
et al., 2011; Rykhlevskaia et al., 2008]. In Chapter 6 we combine themodels fromprevious chap-
ters in order to informboth structural aswell as functional connectivity usingbothprobabilistic
streamline data and BOLD time series. The crucial step in integrating the two modalities (and
their respective generative models) is to recognize that the conditional (in)dependence graph
G that is used in the G-Wishart context may be equated with anatomical wiring under some
modest assumptions. That is, the conditional independencies in functional data give insight
in structural connectivity, because direct functional coupling must be mediated by a structural
connection. At the same time, evidence for a structural connectionmakes conditional indepen-
dence between the corresponding regions unlikely.
The chapter is organized into two parts. In the first part, we compare our results with those
obtained using the graphical lasso [Friedman et al., 2008], using simulated data of fMRIBOLD
response time series [Smith et al., 2011], with known ground truth. The results of this compari-
son showed that our approach typically performs as least as well as the graphical lasso, while at
times performing substantially better. By zooming in, we found that this is due to the fact that
partial correlations and conditional (in)dependencies are now considered as separate parame-
ters. Each element of the posterior distribution is a tuple consisting of a conditional indepen-
dence graph and the corresponding partial correlations. There is no shrinkage effect in these
tuples, but instead each different model has a different sparsity structure. The result is for each
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connection a probability of conditional dependence, as well as the distribution of supported
partial correlations.
In the second part of the chapter, we estimated connectivity between fourteen subcortical
structures, using either the model from Chapter 5, the newly introduced data fusion approach,
or amodel in whichwe showed how prior information can be used to guide the connectivity es-
timationprocedure.Weobserved that the data fusion approachdecreased the variance of partial
correlation estimates, indicating that data fusion results inmore certain estimates. Furthermore,
we found that when explicit prior information is available (for example when a particular con-
nection is known to be absent, e.g. through a lesion), this can be used to inform not only the
connection in question, but its effects also propagate to the estimates of other connections.
7.2 limitations and suggestions for future research
There is no such thing as a free lunch.While I have shownhowBayesianmethods can be applied
to quantify uncertainty in connectivity estimates, this typically comes at the cost of computa-
tionally expensive MCMC procedures for approximate inference. Below, I discuss these and
other limitations to my work. In addition, I provide suggestions as to how they may be over-
come and how the current models may be extended.
Eﬃcient approximate inference
Theposterior distribution of the parameters is rarely available in closed form.As a consequence,
methods such asMCMCare necessary to approximate this quantity instead. AlthoughMCMC
is arguably one of the most important algorithms invented in the previous century [Cipra,
2000], it is also notoriously slow in high-dimensional settings [Gilks et al., 1996]. Because of
this drawback, my methods have been applied to relatively small networks, ranging from 14
up to 162 nodes. As the field of connectomics is progressing towards analysis of large-scale net-
works [Van Essen and Ugurbil, 2012; Schmittmann et al., 2015], it is crucial to develop more
efficient sampling techniques that enable approximate computation of the posterior in reason-
able time. An example of a promising approach is no-U-turn sampling (NUTS) [Hoffman and
Gelman, 2014]. The NUTS approach simulates Hamiltonian dynamics, enabling much bigger
jumps between successive states of the Markov chain. As a result, mixing is improved greatly
compared to Metropolis-Hastings sampling, which was mostly used throughout this thesis. A
downside of the NUTS approach is that it requires evaluation of the gradient of the likelihood.
As a result, the method is unsuitable for use with discrete parameters (such as a binary connec-
tivity matrix, or cluster assignments), so that appropriate workarounds must be constructed.
Other strategies that might be particularly useful in the context of high-dimensional models
include sequential sampling, in which the data is processed in batches instead of all at once [Ko-
rattikara et al., 2015], or trading some of the accuracy of MCMCmethods for the speed of vari-
ational inference [Salimans et al., 2015].
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The work presented in Chapters 5 and 6 may be improved by recent developments in the
field of Gaussian graphical models. For example, Uhler et al. [2014] describe how the ratio of
posterior probability between two graphical models can be computed exactly, without using
a reversible-jump sampling scheme as described in Chapter 5. This results in a speed increase
for two reasons: first there is the benefit of less computational demand per sample, and second
the acceptance rate of the sampler improves by not having to perform a reversible-jump, which
results in bettermixing. This enables application of themethod to networks with amuch larger
number of nodes.
Alternative generative models
The model for structural connectivity that was proposed in Chapter 2 assumed, for the sake of
simplicity, that structural connectivity could be represented as a binary network. However, ac-
tual white-matter bundles havemany varyingmicrostructural properties [Assaf et al., 2013] and
are therefore better captured using a weighted network instead [Jbabdi et al., 2015]. While it is
straightforward to rephrase the forwardmodel so it capturesweighted connections, it is an open
problem in dMRI-based connectivity studies what tractography-related quantity properly re-
flects connectivity weights [Jones, 2010; Jones et al., 2013; O’Donnell and Pasternak, 2014].
A data fusion approach as in Chapter 6 may be used to integrate several different sources of
data on structural connections in order to either inform or validate weighted estimates [Jbabdi
and Johansen-Berg, 2011]. Further progression in Bayesian connectivity models for data fusion
can be achieved by incorporating copula distributions [Nelsen, 1999]. A copula is amultivariate
probability distributionwith the property that itsmarginals are uniform over the [0, 1] interval.
Copulas can be used to determine conditional (in)dependence between non-Gaussian variables,
which is particularly useful when working with for example ordinal or nominal variables [Do-
bra and Lenkoski, 2011; Mohammadi andWit, 2015].
Chapter 6 describes an intuitive way of specifying a constraining prior distribution for func-
tional connectivity. While posed here as a proof-of-concept, a natural extension of this idea is
to gather data from literature, and combine these into an anatomical prior that can be used
as a constraint for functional connectivity. For example, the geometrical constraints that brain
connectivity is subject to [Roberts et al., 2015], may be captured using an appropriate prior.
Other informationmay be obtained from tracer studies in nonhuman primates [Van Essen and
Ugurbil, 2012]. As several studies have shown that there is a high degree of correspondence be-
tween for example macaque and human structural connectivity [Miranda-Dominguez et al.,
2014; Jbabdi et al., 2013; Rushworth et al., 2009; Goulas et al., 2014], this type of data provides
unique insights that are otherwise impossible to obtain for human subjects.
Combining data from different species results in another challenge for which Bayesian mod-
els are particularly suited: While on the one hand we would like to move towards analysis of
larger networks, on the other hand tracer studies are often restricted to coarse-grained parcella-
tions containing a few dozen regions [Markov et al., 2014; Felleman andVan Essen, 1991]. Using
a Bayesian hierarchical model, we can specify how the coarse information from primate tracer
studies informs the finer-grained human connectome estimates. An example of how this may
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be accomplished is by learning a stochastic block model as in Chapter 3 at the level of tracer
connectivity, which in turns forms a prior distribution for structural connectivity at a more
fine-grained scale.
Many functional connectivity studies consider a brain network to be static during the time
data is acquired. However, recent studies have pointed out that dynamics of (functional) con-
nectivity may be more insightful than static snapshots. For example, one could specifically take
into account the temporal dependence between successive observations [Tank et al., 2015], or
one could identify through which transitions a functional network moves during the perfor-
mance of a particular task [Cribben et al., 2013; Hutchison et al., 2013; Calhoun et al., 2014;
Kopell et al., 2014]. This can be incorporated in Bayesian connectomics in several ways. For ex-
ample, one can construct a temporal mixture model of differentG-Wishart distributions, each
corresponding to a particular cognitive state. As the dynamics of structural connectivity can be
ignored for the duration of a few cognitive tasks, the mixture can share a single structural con-
straint G. By supplying task-positive and task-negative data, the model can infer the different
functional networks that are active during the phases of the experiment. This in turn can be
used to generate hypotheses about how changes in cognitive state lead to different functional
networks (see [Kucyi and Davis, 2014; Nielsen et al., 2015] for examples of a similar idea).
Further usage of the Bayesian framework
While themethods presentedhere donot rely onparameters such as a threshold that determines
whether two regions are considered connected, or the number of clusters in a parcellation, my
methods do depend on a number of hyperparameters as part of the priors in the describedmod-
els. These hyperparameters were usually set to result in weakly informative priors that allowed
the likelihood to dominate the posterior distribution, or to values that generated simulated data
similar to the data observed empirically. However, these parameters could also be learned using
empirical Bayes [Casella, 1985], replaced with a hierarchical model with uninformative priors at
the highest level, could be optimized according to hold-out data or could be based on results
from other studies. Although this was considered out of the scope of the thesis, a fully Bayesian
treatment of these parameters should be addressed in future work.
The Bayesian framework has a further benefit that has not received attention in this thesis:
Bayesian model selection. By computing the Bayes factor between two competing models one
can quantify to which degree either model is favored over the other, considering the data. This
forms the Bayesian alternative for hypothesis testing [Gelman et al., 2013]. Note that this is
fundamentally different from classical hypothesis testing, where only evidence against the null
hypothesis is considered (but never in favor of it) [Press, 2002]. This idea has been applied to
determine effective (i.e. directed) connectivity in the dynamic causal modeling (DCM) frame-
work [Friston et al., 2003; Stephan andRoebroeck, 2012], in particular for fMRIdata.However,
computing the Bayes factor between two models in requires integration over all parameters of
the different models, which in general brings several computational challenges that must be
overcome before these analyses become feasible. Once the computational hurdles of Bayesian
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model selection have been addressed, it becomes possible to construct other generative models
for connectivity and compare these in a fully Bayesian setting.
A caveat of Bayesian model selection is that our models are in practice only approximations
of the true data generating process. That is, no model captures all details of the underlying
physical processes and some modeling assumptions may be evidently wrong (e.g. assuming cer-
tain conditional independencies between variables to facilitate efficient computation). The true
mechanism that describes the observed data is then not even in the support of the prior — we
are simply not considering it a possibility. In spite of this Bayesian model selection can still be
used, as it can be applied not only to find the (unattainable) true model, but also to find the
model that best describes the data or the one that provides the best prediction of future obser-
vations [Liseo, 2000]. This is captured in the adage “all models are wrong, but some are use-
ful” [Box and Draper, 1987], that suggests a pragmatic approach: we might be unable to find
the true data generating process, butwe can still find themost adequatemodel among the possi-
bilities we consider. In order to construct robust models, i.e. models that are not (too) sensitive
to small inconsistencies between the true mechanism and the model [Huber and Ronchetti,
2009], one can consider classes of priors and likelihoods instead of particular ones [Insua and
Ruggeri, 2000]. There is still an active discussion about robustness of Bayesian analysis in gen-
eral, for which we refer the reader to [Owhadi et al., 2015] and [Gelman et al., 2013].
Alternatives to Bayes
Besides Markov chainMonte Carlo, other methods to characterize uncertainty exist. For exam-
ple, bootstrapping techniques [Efron and Tibshirani, 1993] randomly resample the data with
replacement and construct estimates of the relevant parameters for each different set of samples,
which can be thought of as a repeatedmaximum likelihoodmethod. This approach has indeed
been applied to brain connectivity studies (see for example [Damoiseaux et al., 2006; Raj and
Chen, 2011; Doucet et al., 2011]). The straightforward implementation of bootstrapping makes
it well-suited for use with regularization approaches such as the graphical lasso, so as to obtain
a measure of uncertainty for this method. However, bootstrapping assumes that the original
collected data samples are representative of the underlying distribution, and does not provide
an easy way to integrate prior beliefs or hierarchical dependencies.
Theusage of eitherMCMCorbootstrappingboils down topreference for theBayesianor fre-
quentist statistical framework, respectively, and this remains amatter of lively debate (see [Kass,
2011] for a noble attempt at discussing the issue without choosing sides) which we will not at-
tempt to settle here.
7.3 outlook on connectomics
Throughout the previous paragraphs, the emphasis has been on adequate ways of obtaining
connectivity estimates. But identifying which connections are present, and correlating them
(or summary statistics of them) with phenotypical measures, should not be our end goal. In-
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stead, connectomics is a tool that the neuroscientist may utilize to gain insight into how the
brain is organized and, ultimately, produces the cognition and behavior we observe in daily life.
However, if we are to properly put the claim ‘we are our connectomes’ [Seung, 2012] to the test
and investigate how connectivity drives the workings of the brain, a lot of work remains to be
done. Below I describe two— in my opinion— key ingredients that are needed to accomplish
this: further analysis of how functional dynamics emerge from structural connectivity, and in-
tegration of different scales at which connectivity is studied.
The interplay between structure and function
Although there is ample evidence supporting the tight coupling between structure and func-
tion in brain connectivity [Greicius et al., 2009; Messé et al., 2015a,b,c; Shen et al., 2015; Her-
mundstad et al., 2013], as of yet we understand surprisingly little about how anatomy actually
shapes the functional repertoire of the brain [Gu et al., 2015; Park and Friston, 2013].While it is
a crucial first step to observe that structural and functional connectivity show correspondence
in network organization, the next step — showing how structural connectivity induces func-
tional dynamics — will be even more revealing [Jirsa et al., 2010]. A number of studies have
boldly accepted the challenge to move beyond a descriptive account of the correspondence be-
tween structure and function. For example, Gu et al. [2015] as well as Mis˘ić et al. [2015] show
howperturbations at particular nodes in the structural connectome propagate through the net-
work andmove the brain among different cognitive states. Other work suggests that functional
dynamics can be explained usingmodels of near-criticality, a regime of optimal balance between
neuronal coupling and variability [Marinazzo et al., 2014; Hesse and Gross]. It has been shown
that near-criticality leads to optimal neuronal communication, computation and information
storage [Beggs and Timme]. In addition, Haimovici et al. [2013] show that the connectome
provided byHagmann et al. [2008] together with a simple rule for functional dynamics, is able
to predict emerging resting-state connectivity, providing the network is at criticality.
Although the existence of awhite-matter connection (i.e. an edge in a structural network) is a
prerequisite for functional dependence [Honey et al., 2009], additional factors are relevant for
functional connectivity. For example, neuronal activity is greatly affected at the molecular level
by local neuromodulators that influence the dynamics of neuronal populations [Bargmann,
2012; Bargmann and Marder, 2013; Sporns, 2013]. These effects may be taken into account by
constructing and comparingmore biologicallymotivated generativemechanisms for connectiv-
ity [Betzel et al., 2016; Woolrich and Stephan, 2013].
Furthermore, realisticmodels describing the interaction between structure and functionmay
incorporate anatomical constraints and evolutionary pressure [Budd and Kisvárday, 2012; Raj
and Chen, 2011; Goulas et al., 2014; Vértes et al., 2012; Van Essen, 2013]. A noteworthy study
that illustrates these ideas was conducted by Wedeen et al. [2012a], who identified that fibers
estimated through tractography can be ‘unfolded’ to reveal a three-dimensional grid whosema-
jor directions followed the developmental axis. By combining these results with the tension-
based morphogenesis theory of Van Essen [1997] (which implies that cortical folding is driven
by axonal tension pulling different patches of cortex together), we obtain a glance at the orga-
104 discussion
nizational principles at the macroscale. Although the findings by Wedeen et al. [2012a] are not
undisputed (see the response [Catani et al., 2012a] and its subsequent rebuttal [Wedeen et al.,
2012b]), it suggests a rich source for hypotheses thatmay be further explored. For instance, stud-
ies of prenatal brain imaging may be used to provide insight in the relation between anatomy
and connectivity during development [van den Heuvel et al., 2015; Jakab et al., 2014] or cross-
species comparisonsmay be used to investigate evolutionary development and speciation [Reid
et al., 2016].
Integrating macroscale and microscale connectivity
Presently, there is a divide between macroscale [Craddock et al., 2013] and microscale [Helm-
staedter, 2013] studies of connectivity.At themacroscale, nodes containmany thousands of neu-
rons. Despite networks at this scale having shown a wide range of applications, the explanatory
power of these approaches about neuronal behavior is limited. At the other end of the spec-
trum, techniques such as serial block-face scanning electron and two-photon calcium imaging
microscopy allow characterization of structural [Yatsenko et al., 2015] and functional connec-
tivity [Stosiek et al., 2003] at the cellular level. It is at this level that notions about connectivity
can be incorporated into models of neuronal coding [Harris and Mrsic-Flogel, 2013; Clopath
et al., 2010].While this provides amuchmore fine-grained description of neuronal connectivity,
here we risk not seeing the forest for the trees; because of the sheer number of nodes the inter-
pretability at this level becomes difficult and this is preciselywhymacroscale connectomics are so
popular. So how do we obtain the best of both worlds and bridge this gap between macroscale
and microscale connectivity? This forms one of the major challenges for connectomics in the
years to come [DeFelipe, 2010; Johansen-Berg, 2013;Assaf et al., 2013]. It requires a simultaneous
reductionist and emergentist approach [Kelso et al., 2013], combining structure and function
at different scales, in order to learn how, for example, neuronal activity and Hebbian plasticity
give rise to macroscale phenomena.
Improvements in our understanding of the structure-function relation, as well as in the in-
terplay between different scales of analysis, will provide immediate benefit in application. In
clinical diagnosis for example, it allows us to interpret changes in graph-theoretical measures in
terms of their biophysical substrate [Johansen-Berg, 2013], providing amuchmore informative
picture of what ails a patient.
7.4 concluding remarks
Adecade has passed since the term ‘connectome’was introduced [Sporns et al., 2005;Hagmann,
2005].This network-based viewof thebrainhas resulted in a surge of scientific output aiming to
investigate brain networks and to relate them to cognitive performance or impairment [Fornito
and Bullmore, 2012, 2014]. It can be expected that in the coming years the amount and quality
of available neuroimaging data will increase rapidly, for example through programs such as the
Human Connectome Project [Van Essen et al., 2012], the BRAIN initiative [Insel et al., 2013]
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or the Blue Brain project [Markram et al., 2011]. Yet despite these vital efforts, there exists no
analysis based on empirical data that gives us an absolute truth: statistical uncertainty will al-
ways remain. Throughout this thesis, I have advocated that this uncertainty should be made
an explicit part of our studies of the connectome and I have demonstrated that the Bayesian
framework provides the tools to accomplish this. Hopefully, my work contributes to a more
nuanced understanding of brain connectivity.

A
APPEND IX TO CHAPTER 2
a.1 derivation of the multi-subject prior
Here we provide the derivation of the multi-subject prior based on the maximum likelihood
estimates for previously seen subjects, as described in Section 2.1. The prior onG ′ ≡ G(M+1)
is given by
P
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.
We approximate this quantity by assuming that the main contribution in the sum overG(m)
is due to the ML solution
Gˆ
(m)
= argmax
G(m)
P
(
S(m) |G(m), δ1, δ0
)
.
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Following the Erdős-Rényimodelwithθ = 0.5 forP
(
G¯ |θ
)
gives a flat prior on simple graphs.
Up to irrelevant constants and keeping inmind that Gˆ depends onS(m), the prior is rewritten
as
P
(
G ′ | S, ζ
) ≈∑
G¯
P
(
G ′ | G¯
) M∏
m=1
P
(
Gˆ
(m)
| G¯
)
,
with Gˆ = {Gˆ(1), . . . , Gˆ(M)} the different ML solutions. We assume that the prior factorizes
into
P
(
G(M+1) | S, ζ
)
=
∏
i<j
P
(
g
(M+1)
ij |M, ζ
)
. (A.1)
Next, we define the probability thatg(m)ij , s ∈ (1, . . . ,M+ 1), inherits the connectivity from
the parent network g¯ij by
P
(
g
(m)
ij = 1 | g¯ij = 1
)
= P
(
g
(m)
ij = 0 | g¯ij = 0
)
≡ qij ,
with qij close to 1. That is, each g
(m)
ij is a copy of g¯ij with unknown probability qij. The
copying probabilities are assumed to be independent and have a flat prior. Estimating the prior
probability for each edge is then nothing but an instance of Laplace’s rule of succession. This
says that, if we repeat an experiment that we know can result in a success (presence of an edge)
or failure (absence of an edge)m times independently, and get
∑M
m=1 gˆ
(m)
ij successes, then
our best estimate of the probability that the next repetition g(M+1)ij will be a success is:
P(g
(M+1)
ij = 1 | gˆ
(1)
ij , . . . , gˆ
(M)
ij ) =
∑M
m=1 gˆ
(m)
ij + 1
M+ 2
≡ θij .
Plugging this into (A.1), we obtain the prior
P
(
G(M+1) | S, ζ
)
=
∏
i<j
θ
g
(M+1)
ij
ij (1− θij)
(1−g
(M+1)
ij ) .
a.2 mcmc sampling
We derive here the acceptance rate γ of a sample G ′ in the sampling chain as a function of
one edge flip in G (see Section 2.1). Note that each of the 2p(p−1)/2 possible networks G
has a probability greater than zero of being constructed, which guarantees that the Markov
chain is irreducible. The log acceptance rate of a suggested sample can be calculated as logγ =
∆Lkl + ∆Pkl, with ∆Lkl and ∆Pkl the change in log-likelihood and log-prior respectively,
after flipping edge gkl. The sampling approach requires that we can efficiently update both
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the likelihood and the prior for new samples in the Markov chain. The log-likelihood is given
by
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with bij ≡ gijδ1 + (1− gij)δ0. The change in log-likelihood as a consequence of flipping
an edge gkl is defined as
∆Lkl = logP
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S |G ′, δ1, δ0
)
− logP (S |G, δ1, δ0) , (A.3)
with the sole difference that g ′kl = g
′
lk = (1− gkl). Plugging (A.2) into (A.3) yields
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The change in the log-prior as a consequence of flippinggkl to 1−gkl for the prior follows
from its definition in (2.6)
∆Pkl = logP
(
G ′ | S, ζ
)
− logP (G | S, ζ)
= (4gkl − 2)
[
log
(
θkl
1− θkl
)
+ log
(
θlk
1− θlk
)]
.
Here the edge probability θkl is the same for all edges in the case of the Erdős-Rényimodel and
estimated separately per edge in case of the multi-subject prior.
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b.1 mcmc and gibbs sampling
In this section we elaborate on theMCMC approximations that we use to infer connectivityG
and clusteringZ. In the single-subject case, connectivity and clustering are characterized by the
joint posterior distribution
P (G,Z |S, δ1, δ0,α,β, ξ) ∝ P (S |G, δ1, δ0)P (G |Z,α,β)P (Z | ξ) . (B.1)
First we note that in the definition of P (G |Z,α,β), α and β are used to draw a probabil-
ity ρ from a beta distribution, which is then used to draw a connection gij from a Bernoulli
distribution. As the beta distribution is conjugate to the Bernoulli, ρmay be integrated out, i.e.
P (G |Z,α,β) =
∫
P (G |ρ)P (ρ |α,β)dρ
=
∏
a>b
Beta (B+(a,b),B−(a,b))
Beta (β+(a,b),β−(a,b))
(B.2)
witha andb clusters andB+(a,b) =M+(a,b)+β+(a,b) andB−(a,b) =M−(a,b)+
β+(a,b),whereM+(a,b) = (1− 12δab)z
T
aGzb is thenumberof edges between regions in
cluster a and regions in cluster b,M−(a,b) = (1− 12δab)z
T
a(ee
T − IK)zb −M+(a,b)
is the number of non-edges between regions in clusters a and b, e is a vector of ones of size
K, IK is the K × K identity matrix and finally the Beta function defined as Beta(a,b) =
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∫1
0x
a−1(1 − x)b−1dx,. The forward model for S can be simplified in a similar way, as the
Dirichlet distribution is the conjugate prior for the multinomial, i.e.
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with bij = δ1gij + δ0(1− gij).
The posterior distribution can be approximated using Gibbs sampling. Conveniently, the
different variables can be updated in blocks, which allows us to iteratively update the condi-
tionals
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, (B.4)
and
P (Z |G,S,α,β, ξ)
∝ P (G |Z,α,β)P (Z | ξ)
=
∏
a>b
Beta (B+(a,b),B−(a,b))
Beta (β+(a,b),β−(a,b))
 ξk Γ(ξ)
Γ(ξ+K)
∏
a
Γ(na) , (B.5)
in which na represents the number of regions in cluster a. The iterative block sampling ap-
proach is intuitively straightforward; we first update the connectivity variables given the clus-
tering, thenweupdate the clustering variables given the connectivity. To converge to the desired
distribution it is essential that in each iteration the relevant variable is updated according to the
most recent estimate of all other variables. We developed aMetropolis sampler for the first con-
ditional [Hinne et al., 2013] and similarly [Mørup et al., 2010] developed a Gibbs sampler for
the inference of the IRM,which implements a split-merge sampler to improvemixing [Jain and
Neal, 2007]. Both samplers are implemented inMatlab.
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For the hierarchical setting in which one cluster assignmentZ is inferred for a group of sub-
jects, let again G = (G(1), . . . ,G(M)) and S = (S(1), . . . ,S(M)). The posterior distribu-
tion that we are now interested in is given by
P (G,Z |S, δ1, δ0,α,β, ξ) ∝ P (S |G, δ1, δ0)P (G |Z,α,β)P (Z | ξ) . (B.6)
The different subjects are assumed to be conditionally independent. Accordingly, the two con-
ditionals factorize over subjects and become
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with b(m)ij = δ1g
(m)
ij + δ0(1− g
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ij ), and
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To sample from the joint distribution in the hierarchical case, one simply iterates over updating
the connectivity for each subject given the group-clustering andupdating of the clustering given
the product of the connectivity for each subject.
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Whenapproximating theseposterior distributionsusingMCMC,oneneeds to assesswhether
the sampling chains have converged to the true distribution. We analyzed convergence by cal-
culating the potential scale reduction factor (PSRF) [Gelman and Rubin, 1992], which can be
understood as a ratio between intra-chain variance and inter-chain variance. Heuristically, we
assumed convergence for connectivitywhen for each edgegij thePSRFdroppedbelow 1.1. Con-
vergence for clustering was expressed by deriving for each sample of Z the cluster probability
matrixM = ZTZ. Similar to the convergence of connectivity, we assumed that the samples
were converged to the target distribution when the PSRF for each mij was smaller than 1.1.
To be able to calculate the PSRF, 10 independent sampling chains were executed, each starting
from different, randomized initializations, consisting of a draw from the Chinese restaurant
process for Z and an Erdős-Rényi random graph forG with a density of 20%. We found that
2,000 Gibbs iterations were sufficient to reach convergence. Note that for each iteration every
element gij and zir was updated once. For the experiments that involved maximum a poste-
riori estimates instead of probability distributions, both the samplers were altered to perform
simulated annealing with an exponential decay cooling schedule, which enforces convergence
towards the mode of the distribution.
The computational complexity of one iteration of the bIRM sampler is O(mMK2) with
m 6 p2 the number of edges. Sampling connectivity for one subject for one iteration has
a time complexity of O(p2). The sIRM approach therefore scales as O(Mp2K2), or, if we
assumeK p, as is the case in theparcellationswe find,O(Mp2) instead. For comparison, the
Infomap algorithm has a time complexity ofO(m) andK-means runs inO(p2K). This makes
the proposed approach the slowest of the three algorithms. Note however that it provides the
posterior distributions ofG, Z and ρ instead of a point estimate of Z, and that the sampling
process includes the determination of (the distribution of)K.
b.2 parameter selection
A number of parameters potentially influence the parcellations we obtain. These are
1. ξ, the concentration parameter of the Chinese restaurant prior,
2. α and β that determine the expected probability of a connection between two clusters
via a beta distribution and
3. the two different Dirichlet hyperparameters δ1 and δ0 that influence howmany stream-
lines are observed due to noise.
Throughout our experiments we used ξ = logp, cf. [Mørup et al., 2010]. We observed that
our results where very robust against different settings of ξ. In fact, only when ξwas increased
to result in an expected number of clusters that was orders of magnitudes larger than the num-
ber of nodes (which makes it an impossible parcellation), did this parameter seem to have an
effect. For the parameters α and β, the choice of α = β = 1 was determined by our experi-
mental setup, in which we did not want to make any prior assumptions on the cluster connec-
tivity behavior in our parcellations. Finally, the parameters δ1 and δ0 determine the relation
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between observed streamlines and structural connectivity. The chosen setting of δ1 = 1 and
δ0 = 0.1 results in an uninformative prior for connected pairs of nodes, while enforcing that
high streamline counts are unlikely to be explained by non-connections. This intuition was
previously validated, by comparing the estimates for structural connectivity with functional
independencies [Hinne et al., 2013].
b.3 K-means and infomap
The K-means implementation that comes with the Matlab (MATLAB 7.7, The MathWorks
Inc., Natick, MA, USA) Statistics Toolbox was used with the cosine similarity as the (inverse)
distance metric. The Infomap algorithm [Rosvall and Bergstrom, 2008] was implemented us-
ing code from theGraphCluster toolkit [vanLaarhoven andMarchiori, 2013]. Both procedures
were repeated 300 times with random initializations, of which the best was used as the final re-
sult.

C
APPEND IX TO CHAPTER 5
c.1 markov chain monte carlo sampling
We approximate the posterior distributions using Metropolis-Hastings Markov chain Monte
Carlo.Theprocedure requires thatwe compute the acceptance ratioγbetween the current state
(G,K) and the proposed state (G˜, K˜). It is defined as the ratio of the posterior probabilities of
the two states, i.e.
γ =
P(G˜, K˜ |X)
P(G,K |X)
=
P(X | G˜, K˜)
P(X |G,K)
P(G˜)
P(G)
. (C.1)
In general, the proposed state is accepted as a new sample with probabilitymin(1,γ), other-
wise the current state is stored instead. Until recently, this approach has proven impractical for
this specific problem, as no efficient way was available to generate the proposed K˜. Instead, a
block Gibbs sampler that updates K according to either the edges of G [Wang and Li, 2012]
or its clique decomposition [Piccioni, 2000] was used, but this is a computationally demand-
ing solution. Significant improvement was obtained by the introduction of a direct sampler for
the G-Wishart distribution [Lenkoski, 2013]. Together with a reversible-jump setup [Green,
1995], this resulted in a much faster way of computing (C.1), as described in [Lenkoski, 2013].
Additional efficiency was gained in recent work, by exploiting the analytical properties of the
conditional Bayes factor P(X |G,K) to compute γ more efficiently [Hinne et al., 2014]. The
corresponding algorithm is used in this paper.
When the data from probabilistic tractography are added, the acceptance ratio becomes
γ ′ =
P(X | G˜, K˜)
P(X |G,K)
P(S | G˜)
P(S |G)
P(G˜)
P(G)
. (C.2)
As X and S are conditionally independent given G, computing γ ′ consists of multiplying γ
with the acceptance ratio of the structural model, which is described in detail in [Hinne et al.,
2013].
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c.2 convergence
For each distribution, three parallel chains were executed until convergence. Convergence was
assessed by computing the potential scale reduction factor (PSRF) [Gelman and Rubin, 1992],
which canbeunderstood as a ratiobetween intra-chain variance and inter-chain variance.Heuris-
tically, we assumed convergence for connectivity when for each edge (i, j) and each element
kij the PSRF dropped below 1.1. For the first model, convergence was attained within 20 000
samples. Themultimodal approach proved substantially slower to converge, requiring between
50 000 and 200 000 samples. Four subjects contained edges and elements in the precision ma-
trix that did not fully converge within reasonable time. However, for these subjects the chains
did reach convergence in terms of the network density ofG and the matrix determinant ofK,
whichmotivated us to treat them the same as the other subjects. The lastmodel with amore spe-
cific prior decreases the number of free parameters, which makes the convergence substantially
faster; convergence was attained within 10 000 samples.
c.3 prior influence
Throughout our experiments we use a Bernoulli distribution with parameter θ to define the
probability of an edge. In the prior, we consider all edges to be conditionally independent, so
we have
P(G |Θ) =
∏
i<j
θ
gij
ij (1− θij)
1−gij , (C.3)
with Θ = (θij)i<j. Conform [Hinne et al., 2013], we adopt ∀i,j[θij = 0.5]. Note that
E[d |θ] = θ, with d(G) the density ofG, i.e. the fraction of present edges.
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FigureC.1:Themeanposterior networkdensity as a functionof theBernoulli parameterθ. Theprior networkdensity
is fully determined by θ and is indicated with the red dotted line. Error bars indicate one standard deviation of the
posterior network density.
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FigureC.2:The histograms for each of the 28 different simulations. Positive errorz-scores indicate that themaximum
likelihood estimate was less effective in recovering the ground truth than the Gaussian graphical model, while the re-
verse is true for negative error z-scores. The red dashed lines indicate the interval outside of which the difference in
performance is significant (p < 0.01, z-test).
To analyze the influence of the prior, we repeated the connectivity estimation procedure for
one subject, by collecting 1 000 samples with ∀i,j[θij = {0.1, . . . , 0.9}. The extreme values
θ = {0.0, 1.0} have been excluded as in these cases the prior would fully determine the poste-
rior outcome (see also the discussion of the informed prior in the main text). As shown in Fig-
ure C.1, the mean posterior network density is in the range [0.52, 0.75], a much smaller range
than the prior promotes. This indicates that although the effect of the prior cannot be ignored
entirely, the posterior and prior network densities are far apart. This allows us to conclude that
the posterior network density is dominated by the likelihood.
c.4 supplementary figures
Figure C.2 shows the results of the simulations where the BGGM approach is compared with
the maximum likelihood estimates. Similar to the comparison with the graphical lasso results,
the BGGM has in general a much smaller error in recovery of the true network structure than
the MLE.
Figure C.3 shows the group-averaged posterior expectations for the functional connectivity
model, the data fusion approach and the informed prior. The figure also shows the standard
deviations across subjects. This indicates, for example, that the data fusion approach leads to
a much lower variance for both the conditional dependencies, which are directly informed by
probabilistic streamlines, but also for partial correlations.
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Figure C.3: Group-averaged functional connectivity, as average posterior expectations of the conditional indepen-
dence graph (left) andpartial correlations (right), aswell as the standarddeviations across twenty subjects.A. Functional
connectivity model. B. Data fusion model. C. Informed prior model.
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SAMENVATT ING VOOR LEKEN
Toen je dit boekje in handen kreeg, had je vast nietmeteen een beeld had vanwat ik de afgelopen
jaren heb onderzocht. Het staat vol met vaktermen, en als je al even gebladerd hebt, heb je
waarschijnlijk de nodige formules voorbij zien komen. Niet iedereen houdt daarvan. Hier volgt
een poging dat allemaal wat toegankelijker samen te vatten.
De laatste jaren heb ik me gericht op het menselijk brein. Nu zijn er talloze manieren waarop
je dat zou kunnen doen, maar ik heb het paradigma van een ‘hersennetwerk’ aangehouden.
Deze manier van kijken naar het brein is pakweg de laatste tien jaar erg populair binnen de
neurowetenschap. Je kan het brein op verschillende niveaus als een netwerk beschouwen. Het
meest voor de hand liggend is te kijken naar de neuronen binnen het brein, die onderling aller-
lei verbindingen vormen. Dit is een gigantisch netwerk van miljarden neuronen en nog veel
meer verbindingen. Het wordt iets overzichtelijker wanneer we als het ware de landkaart uit-
zoomen, en vooral kijken naar grote groepen van neuronen en de (bundels van) verbindingen
hiertussen. Een beetje zoals je niet naar elk zandpad wilt kijken wanneer je een reis van Maas-
tricht naar Groningen voorbereidt. Ook deze grovere netwerken zijn informatief gebleken. Zo
heeft de wetenschap geleerd dat de ziekte vanAlzheimer te herkennen is aan een afname in clus-
tering (een netwerkcluster is een groepje gebieden met veel interne verbindingen, maar weinig
verbindingen naar de rest van het netwerk) en kunnen we breinnetwerken gebruiken om bij
patiëntenmet epilepsie te localiseren in welk gebied epileptische activiteit begint. Ook iemands
IQ is gecorreleerd met de structuur van diens hersennetwerk.
Deze medische en cognitieve voorbeelden vormen slechts een greep uit het grote aantal toe-
passingen van het netwerkperspectief op ons brein. Ze geven aan dat het nuttig is om naar
hersennetwerken te kijken, maar ze laten nog in het midden hoe we eigenlijk aan de informatie
over die netwerken zijn gekomen. Een wegennet in kaart brengen is een hele klus, maar met
een beetje geduld kom je een heel eind. Bij het brein is dat makkelijker gezegd dan gedaan. Hoe
lezen we af hoe iemands netwerk er uitziet, zonder iemands hoofd open te schroeven? Tech-
nieken zoals magnetic resonance imaging (MRI) bieden hiervoor uitkomst. Met behulp van
MRI kunnen we zien hoe deeltjes in het brein zich verplaatsen onder invloed van een sterk
magnetisch veld. Met de nodige wiskunde kunnen we vervolgens reconstrueren hoe iemands
breinanatomie is (een structurelemeting), en zelfs (indirect) hoe delen van dit brein over de tijd
actief worden en weer tot rust komen (een functionele meting). Mooi, denk je, dan zijn we er.
Een mens de scanner in aan de ene kant, een kaart van diens hersennetwerk aan de andere kant
er weer uit. Helaas zijn er nog een aantal beren op deweg. Zo zijn onzemeetmethodes vaak indi-
rect en zeer gevoelig voor ruis. Het is alsof we verkeersdrukte willen meten door met onze ogen
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dicht naast een snelweg te gaan staan en te luisteren, terwijl er af en toe een vliegtuig overvliegt.
Hierdoor ontstaan fouten, en als dat er veel zijn kanonzeuiteindelijke schatting van eennetwerk
een heel eind naast de waarheid liggen.Met andere woorden, zelfs met onze geavanceerdemeet-
methoden zijn we onzeker over de daadwerkelijke staat van iemands hersennetwerk.
Om goed met onzekerheid om te gaan, hebben we statistiek nodig en praten we in termen
van kansen. Zo kunnen we het hebben over ‘de kans op de aanwezigheid van een verbinding
in een netwerk’, of over ‘de kans op het hele netwerk’, of over ‘de kans op een verbinding met
een bepaalde sterkte’, en ga zo maar door. In mijn onderzoek heb ik zogenaamde Bayesiaanse
statistiek gebruikt. Hierbij combineren we expliciet de voorkennis over de (kansen op de) pa-
rameters waarin we zijn geïnteresseerd, met een model dat ons vertelt hoe (c.q. wat de kans is
dat) deze parameters zouden leiden tot de waargenomen data. Een voorbeeldje maakt dit een
stuk tastbaarder. Stel, ik maak een foto van één van mijn paranimfen die een aantal vingers op-
steekt, maar de camera bewoog flink tijdens het maken van de foto. Het resultaat is een wazig
beeld waaruit we niet direct kunnen afleiden hoeveel vingers er werden opgestoken, net zoals
we op basis vanMRI niet zomaar wetenwelke gebiedenmet elkaar zijn verbonden.We kunnen
echter wel bedenken dat het aantal vingers invloed heeft op de hoeveelheid gekleurde pixels op
het beeld. We kunnen dit vangen in een ‘data genererend model’, waarbij we voor alle mogeli-
jke aantallen vingers beschrijvenwat voor fotowe daarbij verwachten, enwat voor kans die foto
heeft. Bij vijf vingers is de kans op een grote blob pixels groter danwanneermijn paranimfmaar
één vinger opstak. Ook hebben we voorkennis over het aantal vingers: de kans dat iemand nul
tot vijf vingers opstak is ongeveer even groot, maar deze kans neemt snel af wanneer het om
meer vingers gaat. In die gevallen neemt mijn paranimf mij waarschijnlijk in het ootje. Via een
eenvoudige formule (zie (1.1) voor de liefhebber) combineren we de kansen op basis van onze
voorkennis met de kansen uit ons data genererend model. Het resultaat is een kansverdeling
die voor ieder mogelijk aantal vingers beschrijft wat de kans is dat dat aantal daadwerkelijk was
opgestoken, gegeven de foto. De belangrijkste zaken die je hiervan mag onthouden is dat we
niet kijken naar slechts één uitkomst met de grootste kans, maar naar het hele landschap van
mogelijke antwoorden, en dat we onze voorkennis meenemen om deze ruimte van mogelijke
aantallen vingers in te dammen.
Mijn onderzoek ging niet over vingers. Maar dezelfde machinerie is toepasbaar op de data
die we uit bijvoorbeeldMRI verkrijgen. Het is dan zaak om te bepalen welke hersennetwerken
waarschijnlijk zijn. Daarvoor hebben we steeds twee ingrediënten nodig:
1. Een beschrijving van de kans op een gegeven hersennetwerk, vóórdat we ook maar iets
hebben gemeten en
2. een beschrijving van wat de kansen op specifieke metingen zijn, wanneer we aannemen
dat een hersennetwerk een gegeven structuur heeft.
De centrale vraag in mijn onderzoek was: Welke kansbeschrijvingen zijn geschikt om hersen-
netwerken en de bijbehorende data te beschrijven, en hoe beschrijven we hiermee de onzeker-
heid in onze schattingen van hersennetwerken?
In hoofdstuk 2 beantwoordde ik deze vraag voor structurele connectiviteit, waarbij elke ver-
binding in het netwerk correspondeert met een anatomische verbinding tussen twee gebieden.
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Ik bekeek twee modellen om voorkennis te beschrijven. Bij het eerste model bleef ik agnostisch
en was de (vooraf-)kans op een verbinding 50%— oftewel, het model had geen voorkeur voor
de aan- of afwezigheid van een verbinding. Bij het tweede model koppelde ik de netwerken
van verschillende proefpersonen (qua kansen) aan elkaar. Hierin ging ik ervan uit dat ieder per-
soon een hersennetwerk heeft dat in grote mate hetzelfde is als bij anderen, en slechts op enkele
verbindingen verschilt. Door deze structurele connectiviteit te vergelijken met functionele con-
nectiviteit, waarbij een sterke verbinding aangeeft dat twee gebieden op dezelfde momenten ac-
tief zijn, kon ik laten zien dat de koppeling van proefpersonen forse winst oplevert ten opzichte
van het agnostischemodel, omdat het model hiermee een stukminder gevoelig wordt voor ruis
en imperfecties in de data.
Hoofdstuk 3 gaat in op nog een derde voorkennismodel. In dit model nemen we aan dat
structurele connectiviteit clustering vertoont. Zoals eerder gezegd wil dat zeggen dat delen van
het netwerk sterk onderling verbonden zijn, maar slechts zwak met de rest van het netwerk. In
de analogie van het wegennetwerk, komt dit overeen met steden waarbinnen heel veel wegen
zijn, maar waartussen slechts een paar wegen liggen. Dit model brengt een interessante twist
ten opzichte van hoofdstuk 2, want de Bayesiaanse aanpak stelt ons in staat tegelijk te leren
welke gebieden bij welk cluster horen, en welke verbindingen tussen gebieden aanwezig zijn.
Een voorbeeld van wat ik bedoel zie je in figuur 3.2. De resultaten van deze modellen lieten zien
dat de clustering tussen proefpersonen consistent is, wat aannemelijk maakt dat deze clusters
daadwerkelijk iets zeggen over de structurele organisatie van het brein. Recent werk laat met
behulp van netwerkanalyse zien dat het brein niet alleen clusters bevat, maar dat deze clusters
onderling verbonden zijn door een aantal zeer centrale gebieden die een belangrijke rol in het
netwerk vervullen. De clusterstructuur die volgt uit het voorkennismodel van dit hoofdstuk
vindt deze centrale gebieden keurig terug, en laat zien dat deze anders onderling verbonden zijn
dan de perifere clusters.
In hoofdstuk 4 richtte ik mij op modellen voor functionele connectiviteit. Hierbij geeft de
sterkte van een verbinding aan in welke mate de activiteit van de bijbehorende gebieden cor-
releert over de tijd. Wanneer twee gebieden duidelijk eenzelfde activatiepatroon laten zien, ne-
men we aan dat er tussen deze twee gebieden communicatie plaatsvindt om dit te synchronis-
eren. Maar het schatten van al deze verbindingen tegelijk is om een aantal technische redenen
lastig. We kunnen het aantal vergelijkingen dat we moeten oplossen terugdringen door een
eigenlijk heel voor de hand liggende aanname te doen: wanneer er functionele connectiviteit
is (dat wil zeggen, er is communicatie tussen twee gebieden), moet er ook anatomische con-
nectiviteit zijn, anders is er geen kanaal waarover de communicatie kan plaatsvinden. Het is
wederom zoals bij een wegennetwerk: er kan alleen verkeer zijn, als er wegen liggen. Andersom
kan er best een weg zijn die (even) niet wordt gebruikt. Als we alleen maar de functionele con-
nectiviteit leren voor die verbindingen waarvan we weten dat ze anatomisch zijn verbonden,
maken we het probleem makkelijker, en kunnen we betere schattingen maken, ook al hebben
we slechts weinig metingen. In hoofdstuk 4 beschrijf ik een aantal simulaties waarin ik laat zien
hoe goed die schatting van de anatomie danmoet zijn, omwat aan deze aanpak te hebben.Deze
simulaties laten tevens zien dat de gebruikte modellen geen last hebben van een aantal proble-
men waar alternatieve methoden mee kampen.
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Hoofdstuk 5 is vooral technisch (al vond je datmisschien vande andere hoofdstukken ook al),
maar nam een belangrijke stap ten opzichte van hoofdstuk 4. Daar nam ik aan dat de anatomie
opde éénof anderemanier bekendwas, en gebruikte ik die omde functionele verbinden te leren.
Maar zoals we in hoofdstuk 3 de kansverdelingen over zowel clustering als connectiviteit tegelijk
leerden, kunnen we ook hier tegelijk structurele (anatomische) en functionele connectiviteit
leren.Dit levert echter een aantal problemen op.Wanneerwe een kansverdeling over netwerken
willen leren, zouden we het liefst voor elk mogelijk netwerk weten wat diens kans is. Maar het
aantalmogelijkenetwerken is enormgroot, ook al is het aantal gebiedenmaar klein. Eennetwerk
bestaande uit tien gebieden heeft bijvoorbeeld al 35 184 372 088 832 mogelijke netwerken, en zie
daarmaar eens watmee te gaan rekenen. Omhiermee om te gaan, gebruikenwe technieken die
een benadering geven: ze beschrijven de kansen van de netwerken die een redelijke kans hebben,
en negeren het grootste deel van de netwerken waarvan de kans bijna nul is. Wanneer we struc-
tuur en anatomie tegelijk willen bepalen, is de zoekruimte nog vele malen groter, en zijn andere
manieren van benadering nodig. In dit hoofdstuk heb ik een aantal van dergelijke technieken
vergeleken en een nieuwe variant voorgesteld, die sneller een bruikbare benadering geeft dan
een aantal alternatieven. Een punt om te benadrukken is dat deze methode zowel structurele
als functionele connectiviteit leert, maar slechts gebruik maakt van functionele metingen. Dat
we structuur tegelijk kunnen leren volgt uit de aanname dat als er communicatie (functie) is, er
ook anatomie moet zijn.
De kers op de taart is hoofdstuk 6. Allereerst heb ik in hoofdstuk 6 een aantal veelgebruikte
simulaties voor het schatten van functionele connectiviteit gebruikt omverder inzicht te krijgen
in de methode die ik in het vorige hoofdstuk voorstelde. Ook op deze realistischere simulaties
was te zien dat de aanpak goed werkt. Daarnaast heb ik in dit hoofdstuk demodellen uit hoofd-
stukken 2 en 5 gecombineerd, om zo op basis van zowel structurele als functionele metingen
betere schattingen te krijgen van zowel structurele als functionele hersennetwerken. We noe-
men dit datafusie. Het voordeel van het combineren van meerdere bronnen van metingen is
dat de schattingen preciezer worden. Als onze structurele data aangeven dat een verbinding
aanwezig is, zullen we hier ook geen functionele verbinding aantreffen. Anderzijds, als de func-
tionele data een erg overtuigend beeld geven, kan het ruis in de structurele data compenseren.
We zien dit effect inderdaad terug wanneer we de verbindingen bepalen tussen een veertiental
subcorticale breingebieden.
In het afsluitende hoofdstuk 7 beschouw ik een aantal van de beperkingen van de aanpak die
ik heb gehanteerd. Hoewel de Bayesiaanse aanpak elegant is en in vrijwel elk probleem kanmo-
delleren, blijkt het in de praktijk moeilijk om tevens computationeel efficiënt te zijn. Ondanks
dat we werken met benaderingen in plaats van exacte kansverdelingen, is de toepasbaarheid
van de aanpak in hoofdstuk 5 beperkt, omdat het uitrekenen van de kansen simpelweg te lang
duurt. Nieuwe inzichten of alternatieve modellen bieden hierin hopelijk uitkomst. Ondanks
deze praktische kanttekeningen, geven bovenstaande hoofdstukken aan dat wemet behulp van
Bayesiaanse statistiek goed in staat zijn hersennetwerken en de bijbehorende onzekerheid in
kaart te brengen.
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