Abstract. The geometric conjecture developed by the authors in [1, 2, 3, 4] applies to the smooth dual Irr(G) of any reductive p-adic group G. It predicts a definite geometric structure -the structure of an extended quotient -for each component Irr (G) s in the Bernstein decomposition of Irr(G).
Introduction
In a series of papers [1, 2, 3, 4] we have proposed a geometric conjecture about the smooth dual of any reductive p-adic group G. According to the conjecture, if Irr (G) s is any Bernstein component [24] of the smooth dual Irr(G), then Irr (G) s is in bijection with the extended quotient T s //W s . Here T s is the complex torus and W s is the finite group (acting on T s ) which Bernstein assigns to the point s of the Bernstein spectrum of G. The point of our conjecture is that Irr(G) s can, in practice, be quite difficult to calculate -but the extended quotient T s //W s is always easy to calculate. More precisely, our conjecture can be stated at four levels:
• K-theory • Periodic cyclic homology • Geometric equivalence of finite type algebras • Representation theory In this paper we shall consider the conjecture at the level of representation theory. An evident question is the compatibility of our extended quotient with already known parametrizations of certain Bernstein components. In this paper we shall establish the compatibility for the Kazhdan-Lusztig-Reeder parametrization [25] of Bernstein components in the principal series. Thus if G is any split connected reductive p-adic group with maximal split torus T , and Irr (G) s is a Bernstein component in the principal series of G (with the assumption, when s = [T , 1] G , that G has connected centre and p is not too small), we construct a canonical bijection
where Irr(G) s is parametrized by Kazhdan-Lusztig-Reeder parameters, and (T s //W s ) 2 is the extended quotient of the second kind (as explained in §3).
We now supply some more details. For each α ∈ C × , we construct a commutative diagram (see section 9):
(1)
Here, q is the cardinality of the residue field of the underlying p-field F , and Sc denotes the cuspidal support map, also called the infinitesimal character, from Irr(G) to the set of all G-conjugacy classes of cuspidal pairs. The second vertical map i α in the diagram is defined in terms of Kazhdan-Lusztig-Reeder parameters (see Eqn. (59)) while the first vertical map π α is built from correcting cocharacters, see §11.
We prove that the number of points in the fibre of π √ q equals the number of inequivalent irreducible constituents of Ind G B (χ), where B ⊃ T is the standard Borel subgroup in G, and s = [T , χ] G . This confirms our geometric conjecture, as stated in [3] , for the principal series of G.
This conjecture has been proved independently by Maarten Solleveld in [27] in a completely different way: we note that Solleveld's theorem applies to situations more general than the principal series of a reductive p-adic group.
Our proof provides, on the case of the principal series, a result more precise than [27, Theorem 2] in the sense that we obtain (see Eqn. (21) 
where c runs over the two-sided cells of the extended affine Weyl group X(T s ) ⋊ W s . Here X(T s ) is the group of characters of T s . We will refer to (T s //W s )
(1) the ordinary quotient T s /W s is contained in the c 0 -component of (T s //W s ) 2 where c 0 is the lowest two-sided cell (2) each correcting cocharacter is attached to a two-sided cell c.
The cell decomposition in Eqn. (3) is a key ingredient of our characterization of the intersections of the L-packets with Irr(G) s in the principal series case. We prove in Theorem 12.1 that two points (t, τ ) and (t ′ , τ ′ ) in (T s //W s ) 2 have their images by the bijection µ s in the same L-packet if and only if (t, τ ) and (t ′ , τ ′ ) belong to the same ccomponent in Eqn. (3) and π α (t, τ ) = π α (t ′ , τ ′ ) for each α ∈ C × . Solleveld writes, in the Introduction of [27] , that that he hopes that his Theorem 2 will be useful in the local Langlands program and relate the semisimple element t to the image of the geometric Frobenius by the Langlands parameter. This is exactly what we achieve (by an independent route) in our definition of the L-parameter Φ, see Eqn. (25) . Solleveld also writes that "The rest of such a Langlands parameter Φ is completely beyond affine Hecke algebras, it will have to depend on number theoretic properties of the Bernstein components s". Our results show that for principal series representations at least this is not the case, see once again Eqn. (25) . The cell decomposition is governed by data attached to the affine Hecke algebra and is intimately related to the L-packets, see §12.
Note that, in Eqn.(2), we have set
In the commutative diagram (1) , all values of α ∈ C × are allowed. In particular, we may set α = 1. In view of Eqn.(4), the field F 1 with one element appears, at the very least, in the background of this article. We hope to develop this point of view elsewhere. 
Contents

Extended quotients
Let X be an affine algebraic variety over C, and let O(X) denote the coordinate algebra of X. Suppose that W is a finite group acting on X as automorphisms of the affine variety X. The quotient X/W is obtained by collapsing each orbit to a point and is again an affine variety.
For x ∈ X, W x denotes the stabilizer group of x:
is the set of conjugacy classes of W x . The extended quotient, denoted X//W , is constructed by replacing each orbit with c(W x ) where x can be any point in the orbit. This construction is done as follows. First, set
Then X ⊂ W × X and is an alegbraic sub-variety of the affine variety W × X. Then W acts on X:
with (w, x) ∈ X, α ∈ W . Then we define X//W := X/W.
Hence the extended quotient X//W is the ordinary quotient for the action of W on X. In a straightforward way, X//W is an affine variety. The map
is equivariant and thus passes to quotient spaces as a morphism of algebraic varieties X//W → X/W which will be referred to as the projection of the extended quotient on the quotient.
Remark 2.1. Let O(X) ⋊ W be the crossed product algebra for the action of W on O(X). Denote the periodic cyclic homology of this crossed product algebra by HP j (O(X) ⋊ W ) with j = 0, 1. There is a canonical isomorphism [9] of C-vector spaces
where, as usual, H * (X//W ; C) is the cohomology of X//W (using its analytic topology). The right-hand-side of Eqn. (5) is also known as the orbifold cohomology H Conjecture 2.2. Let G be a reductive p-adic group and let s be a point in the Bernstein spectrum of G. there there are canonical isomorphisms of C vector spaces
with j = 0, 1 where I s ⊂ H(G) is the Bernstein ideal in H(G) labelled by s, and T s , W s are as above.
Extended quotients of the second kind
As in the previous section, let X be a complex affine variety with a finite group W acting as automorphisms of X. For each x ∈ X, Irr(W x ) is the set of (equivalence classes of) irreducible representations of the isotropy group W x . Now Irr(W x ) has the same number of elements as c(W x ) but, in general, there is no canonical bijection between Irr(W x ) and c(W x ). The extended quotient of the second kind, denoted (X//W ) 2 , is obtained by replacing each orbit by Irr(W x ), where x is any point in the orbit. The construction of (X//W ) 2 is done as follows. Define
where w * τ is the push-forward by w of τ from Irr(W x ) to Irr(W wx ). Then (X//W ) 2 := X 2 /W the quotient of X 2 by W . Now
is W -equivariant and descends to a map of quotient spaces
This is the projection of the extended quotient of the second kind on the quotient X/W . There is a non-canonical bijection ν : X//W → (X//W ) 2 with commutativity in the diagram
To construct the bijection ν, first let H 1 , . . . , H r be subgroups of W such that (1) For each j = 1, 2, . . . , r, there exists x ∈ X with W x = H j (2) Any W x is conjugate within W to one and only one H j . Now for each j = 1, 2, . . . , r choose a bijection
We shall refer to such a system of bijections as a c-Irr system. For x ∈ X, [x] denotes the image of x under the quotient map X → X/W . In X//W the pre-image of [x] with respect to the projection X//W → X/W identifies canonically with one and only one c(H j ). The preimage of [x] with respect to the projection (X//W ) 2 → X/W identifies canonically with one and only one Irr(H j ). Then ν : X//W → (X//W ) 2 maps the first pre-image to the second pre-image via the chosen bijection c(H j ) → Irr(H j ).
Lemma 3.1. The bijection
obtained from a c-Irr system is continuous when X//W has the Zariski topology and (X//W ) 2 has the Jacobson topology.
Remark 3.2. We have a canonical bijection
The advantage of X//W over (X//W ) 2 is that X//W is an affine variety, but (X//W ) 2 is not (in any canonical way) an algebraic variety.
Twisted extended quotients of the second kind
Let J be a finite group and let α ∈ H 2 (J; C × ). Consider all maps τ : J → GL(V ) such that there exists a C × -valued 2-cocycle c on J with
[c] = α and τ is irreducible, where [c] is the class of c in H 2 (J; C × ). For such a map τ let f : J → C × be any map. Now consider the map (f τ )(j) := f (j)τ (j). This is again such a map τ with cocycle c · f defined by
Given two such maps τ 1 , τ 2 , an isomorphism is an intertwining operator
Given τ 1 and τ 2 , we define τ 1 to be equivalent to τ 2 if and only if there exists f : J → C × with τ 1 isomorphic to f τ 2 . The set of equivalence classes of maps τ is denoted Irr α (J).
Now let Γ be a finite group with a given action on a set X. Now let be a given function which assigns to each x ∈ X an element (x) ∈ H 2 (Γ x ; C × ) where Γ x = {γ ∈ Γ : γx = x}. The function is required to satisfy the condition
We have a map Γ × X 2 → X 2 and we form the twisted extended quotient of the second kind
We will apply this construction in the following two special cases. 1. Given two finite groups Γ 1 , Γ and a group homomorphism Γ → Aut(Γ 1 ), we can form the semidirect product Γ 1 ⋊ Γ. Let X = Irr Γ 1 . Now Γ acts on Irr Γ 1 and we get for free. Given x ∈ Irr Γ 1 choose an irreducible representation φ : Γ 1 → GL(V ) whose isomorphism class is x. For each γ ∈ Γ x consider φ twisted by γ i.e., consider
, there exists an intertwining operator T γ : φ ≃ φ γ . For this operator we have
and (x) is then the class in H 2 (Γ x ; C × ) of c. This leads to a new formulation of a classical theorem of Clifford.
Lemma 4.1. We have a canonical bijection
Proof. The proof proceeds by comparing our construction with the classical theory of Clifford; for an exposition of Clifford theory, see [23] .
2. Given a C-algebra R, a finite group Γ and a group homomorphism Γ → Aut(R), we can form the crossed product algebra
with multiplication given by the distributive law and the relation γr = γ(r)γ, for γ ∈ Γ and r ∈ R.
Let X = Irr R. Now Γ acts on Irr R and as above we get for free. Here we have
Lemma 4.2. We have a canonical bijection
Proof. The proof proceeds by comparing our construction with the theory of Clifford as stated in [23, Theorem A.6 ].
Notation 4.3. We shall denote by τ 1 ⋊ τ (resp. V ⋊ τ ) the element of Irr(X ⋊ Γ) which corresponds to (τ 1 , τ ) (resp. (V, τ )) by the bijection of Lemma 4.1 (resp. 4.2).
Twisted extended quotients for Weyl groups
Let M be a reductive complex algebraic Lie group. Then M may have a finite number of connected components, M 0 is the identity component of M, and W M 0 is the Weyl group of M 0 :
where T is a maximal torus of M 0 . We will need the analogue of the Weyl group for the possibly disconnected group M.
Lemma 5.1. Let M, M 0 , T be as defined above. Then we have
is a Borel subgroup of M 0 (since, by definition, the Borel subgroups of an algebraic group are the maximal closed connected solvable subgroups). Moreover, wBw −1 contains T . In a connected reductive algebraic group, the intersection of two Borel subgroups always contains a maximal torus and the two Borel subgroups are conjugate by a element of the normalizer of that torus. Hence B and wBw 
Finally, we have
This proves (1). Now consider the following map: 
Hence the map (7) is surjective.
Let H denote a connected complex reductive group, let T be a maximal torus in H. Let
is the group N M (T )/T , and we have
In the case when H has simply-connected derived group, the group M is connected and W H t is then the Weyl group of M 0 .
Proof. Let t ∈ T . Note that H and C H (t) have a common maximal torus T . The we have
The result follows by applying Lemma 5.1 with M = C H (t). If H has simply-connected derived group, then the centralizer C H (t) is connected by Steinberg's theorem [11, §8.8.7] .
The twisted extended quotient of the second kind now elucidates the extended quotient of the second kind, for we have
6. The principal series of G Let G be the group of F -rational points of a connected reductive algebraic group defined over F . Let T be a maximal torus in G and let let χ be a smooth irreducible character of T . In the case where χ is non-trivial, we will assume that G has connected center and the residual characteristic p satisfies the hypothesis in [26, p. 379] . Let [T , χ] G be the inertial equivalence class of the pair (T , χ), see [24] . We will write s = [T , χ] G for this point in the Bernstein spectrum B(G). Let
Let X denote the rational co-character group of T , identified with the rational character group of T . The group G is split, so choose an isomorphism
T identifies canonically with the unramified quasicharacters of T so the above chosen isomorphism determines an isomorphism
Now χ maps T to C × so the isomorphism (12) factors χ as χ = χ 1 · · · χ l where each χ j is a smooth character of F × . Let U F denote the group of units in o F . We defineχ as follows:
This construction is canonical, i.e.,χ depends only on χ and not on the choice of isomorphism (12) .
The image ofχ is a finite abelian subgroup of T . Let H denote the centralizer in G of the image ofχ:
Lemma 6.1. The group H is connected. The group W s defined in (11) is a Weyl group, and it is the Weyl group of H:
Proof. We will treat separately the cases where χ is trivial and where is non-trivial.
• We consider first the case where
The result follows.
• We assume now that χ = 1. The proof will follow the same lines as in [26] . Let R(G, T ) denote the root system of G. The group C G (imχ) is the reductive subgroup of G generated by T and those root groups U α for which α ∈ R(G, T ) has trivial restriction to imχ together with those Weyl group representatives n w ∈ N G (T ) (w ∈ W) for which w(t) = t for all t ∈ imχ. The identity component of C G (imχ) is generated by T and those root groups U α for which α has trivial restriction to imχ (see [29, § 4 
.1]).
Let p F and k F denote the maximal ideal of the ring of integers of F and the residual field of F , respectively. Let E denote the maximal compact subgroup of T :
F denote the prop-unipotent radical and the reductive quotient of E, respectively. The exact sequence 1 → E u → E → E r → 1 is split. Hence the restriction to E of χ factors as χ = χ u · χ r where χ u coincides with the restriction of χ to E u and χ r is trivial on E u . This implies a similar decomposition of the characterχ:
Since imχ = imχ u · imχ r , we have
Since G has simply connected derived group, it follows from Steinberg's connectedness theorem [30] that the group H u is connected. Moreover, since imχ u consists of elements of p-power order, where p is the characteristic of k F , and p is not a torsion prime for R(T, G), the derived group of H u is simply connected (see [31] ).
On the other hand imχ r is cyclic, since k × F is. Applying Steinberg's connectedness theorem in the group H u , we get that H itself is connected. The first assertion of the Lemma is proved. Now let Wχ denote the stabilizer in W of imχ and let Wχ be the normal subgroup generated by those reflections s α such that α has trivial restriction to imχ. Then
Moreover, Wχ coincides with the Weyl group of H. On the other hand, for every w ∈ W the condition w(t) = t for all t ∈ imχ is equivalent to the condition w ∈ W s . Hence we get
Remark 6.2. Note that H itself does not have simply-connected derived group in general (for instance, if G is the exceptional group of type G 2 , and χ is the tensor square of a ramified quadratic character of F × then H = SO(4, C)).
We summarize our findings as follows:
The cell decomposition
To begin the construction of the extended quotient, we choose a semisimple element t ∈ T . We recall the definitions in Eqn. (8) and Eqn. (13):
Let B x denote the variety of Borel subalgebras of LM 0 that contain x. All the irreducible components of B x have the same dimension d(x) over R, see [11, Corollary 3.3.24] . The finite group A x acts on the set of irreducible components of B x [11, p. 161].
The Springer correspondence yields a one-to-one correspondence
between the set of M 0 -conjugacy classes of pairs (x, ̺) formed by a nilpotent element x ∈ LM 0 and an irreducible representation ̺ of A = A x which occurs in H d(x) (B x , C) and the set of isomorphism classes of irreducible representations of the Weyl group W M 0 .
Remark 7.1. The Springer correspondence that we are considering in this article coincides with that constructed by Springer for a reductive group over a field of positive characteristic and is obtained from the correspondence constructed by Lusztig by tensoring the latter by the sign representation of W M 0 (see [15] ).
Let X(T ) denote the group of characters of T . Recall that R(G, T ) is the root system of G. We have seen in Lemma 6.1 that W s is the Weyl group of the connected group H defined in Eqn. (13) . The group
where R s is the root system:
and W s coincides with the Weyl group of R s . Hence X(T ) ⋊ W s is the extended affine Weyl group of H.
Let c be a two-sided cell of X(T ) ⋊ W s and let U be the unipotent class in H which corresponds to c by the Lusztig bijection [18, Theorem 4.8] .
We have seen in Lemma 5.2 that
and, from Eqn. (10), we know that every τ ∈ Irr(W s t ) can be written as
Recall the definition:
Then we set
This determines the cell-decomposition
where c runs over the two-sided cells of
2 a chosen bijection obtained from a c-Irr system in the situation of Lemma 3.1. We define:
. It provides a non-canonical cell-decomposition of the extended quotient: We recall the Artin reciprocity map a F : W F → F × which has the following properties (local class field theory):
(
We now consider the principal series of G. We recall that G denotes a connected reductive split p-adic group with maximal split torus T , and G, T denote the Langlands dual of G, T . We recall that, in the case of a non-trivial inducing character, we assume in addition that G has connected center and the residual characteristic of F satisfies the hypothesis in [26, p. 379] .
Next, we consider conjugacy classes in G of pairs (Φ, ρ) such that Φ is a continuous morphism
which is rational on SL(2, C) and such that Φ(W F ) consists of semisimple element in G, and ρ will be defined in the next section. Φ :
We will now build such a continuous morphism Φ from data coming from the extended quotient of second kind.
We now work with the Jacobson-Morozov theorem [11, p. 183] . Let e 0 be the standard nilpotent matrix in sl(2, C): 
Then γ determines a cocharacter
The cocharacter h is associated to x, see [16, Rem. 5.5] From now on we view h as a cocharacter of H associated to x. We can consider γ : SL(2, C) → M 0 ⊂ H as an optimal SL 2 -homomorphism for x. Now, let γ ′ : SL(2, C) → H be an optimal SL 2 -homomorphisms for
Then γ ′ = γ (see [21, Prop. 42] ). Hence γ depends only on the unipotent class in H containing exp x.
Define the L-parameter Φ as follows: (25) and the real tempered parameter Ξ as follows:
Note that the definition of Φ uses the appropriate data: the semisimple element t ∈ T , the character χ (which depends on the point s), and the homomorphism γ (which depends on the Springer parameter x).
Eqn. (25) determines the first of the Reeder parameters (Φ, ρ).
We turn next to the construction of ρ.
The parameter ρ
The centralizer in G of the image of Φ acts naturally on the variety B Φ , and hence on the singular homology of H * (B Φ , C). This action will factor through A Φ := π 0 (C G (im Φ)) and then ρ is an irreducible representation of A Φ which appears in H * (B Φ , C). We have (see [25, Lemma 4.3 
.1]):
Lemma 9.1. We have
Proof. According to [11, §3.7 .23], we have
with U the unipotent radical of C M 0 (x). Now U is contractible via the map [0, 1] × U → U, (λ, exp Y ) → exp(λY ) for all Y ∈ n with exp n = U. 
Lemma 9.1 allows us to define
Proof. Let, as before, τ be an irreducible representation of W M 0 . Let (x, ̺) be the Springer parameter attached to τ . Define Ξ as in Eqn. (26) . Note that Ξ depends on the morphism γ, which in turn depends on the nilpotent element x ∈ LM 0 . Then Ξ is a real tempered L-parameter for the p-adic group M(t), see [6, 3.18] . According to [20, §10.13] , [6] , there is a bijection between Springer parameters and Reeder parameters: (27) (x, ̺) → (Ξ, ̺).
Now ̺ is an irreducible representation of A which appears simulta- [28, bottom of page 296 and Remark 6.5]).
Proof. We note that so that t ∈ T b . Since T b is a group, it follows that < t > ⊂ T b .
As a consequence, we have 
from which it follows that Lie B ∩ Lie M 0 = n t ⊕ t is a Borel subalgebra in Lie M 0 , where n t denotes the centralizer of t. There is a canonical map
Now M 0 acts by conjugation on B t . We have
a disjoint union of M 0 -orbits, see [11, Prop. 8.8.7] . These orbits are the connected components of B t , and the irreducible components of the projective variety B t . The above map (30), restricted to any one of these orbits, is a bijection from the M 0 -orbit onto Flag M 0 and is M 0 -equivariant. It is then clear that
We also have t ∈ S Υ = S Ψ . Now 
Recall that
). Lemma 9.6. Let π 0 (M) x denote the isotropy group of x in π 0 (M).
(1) We have A ⋊ π 0 (M) x = A + , and hence:
(2) Moreover, we have
Proof. Let H be a connected complex reductive group with simply connected derived subgroup and such that H = H/Z where Z is a finite subgroup of the centre of H (see [25, § 3] ). The natural projection p : H → H is an isogeny. Lett be a lift of t in H, that is, p(t) =tZ = t.
We recall the definition in Eqn. (8):
The isogeny p induces an isomorphism from the set of nilpotent elements in L M to the set of nilpotent elements in LM 0 , and we will not distinguish between these sets of nilpotent elements. Let x be a nilpotent element in LM 0 . We set M := C H (t) and M + := C H (t).
Then we have
Since H der is simply connected, the group M is connected and [25, § 3.1] it is the identity component of M + :
Viewing x as a nilpotent element in L M , we can consider the centralizer of x in M + . We have (see [25, § 3.3] ):
This gives (1).
Let u := exp(x) ∈ M 0 . Letũ denote a lift of u in H. Since ut = tu, by applying p, we getũt =tũ, that is,ũ ∈ M . It follows from [25, Lemma 3.5.3] that (t,ũ, ̺, ψ) → (t, u, ρ) induces a bijection between H-conjugacy classes of quadruples (t,ũ, ̺, ψ) where
and H-conjugacy classes of triples (t, u, ρ), where ρ ∈ R(A + , B Υ ) is such that the restriction of ρ to A contains ̺.
By combining Lemmas 9.3, 9.4, 9.5, we get
Also by [25, Lemma 4.4 .1] we have
Lemma 9.7. For every ̺ ∈ R top (A, B x ), we have
Proof. We have
In other words, we have
by using Lemma 9.6.
Recall the p-adic group M(t), a predual of M 0 . Let H(M(t)) be its Iwahori-Hecke algebra.
The group of components π 0 (M) acts on both M(t) and C[W M 0 ], and we can form the corresponding crossed product algebras. Then, by applying Lemma 4.2, we obtain:
denote the set of (equivalence classes) of real tempered irreducible representations of H(M(t)) and of H(M(t)) ⋊ π 0 (M), respectively.
be the representation of H(M(t)) with Reeder parameter equal to the image of (x, ̺) by the bijection (27) . Then the map τ (x, ̺) → V (x, ̺) provides a bijection
Lemma 9.8. Let ̺ ∈ R top (A, B x ). We have:
where on the L.H.S. (resp. R.H.S.), means the function which assigns an element in
. As a consequence, the map
Proof. Let O x denote the nilpotent adjoint orbit which contains x. Then the usual closure order on nilpotent adjoint orbits, which is defined as 
In this partial order, due to our choice of the Springer correspondence (see Remark 7.1), the trivial representation of W M 0 is a minimal element and the sign representation is a maximal element.
The
where the m (x 1 ,̺ 1 ) are non-negative integers. (In case where M has connected centre, (42) is implied by [6, Theorem 6.3 (1) ], the proof in the general case follows the same lines.) In particular, it follows from (42) that
, it follows that a V (x, ̺) corresponds to the M 0 -conjugacy class of (a·x, a ̺) via the bijection induced by (27) .
Hence Eqn. (38) follows. ̺) ) which determines the cocycle c V (resp. c τ ). We have
The composed map is given by a scalar, since by Eqn. (43) these spaces are one-dimensional. We normalize the operator T V a −1 so that this scalar equals to one. This forces c V and c τ to be equal. This implies
Define Irr(H(H)) t to be the set of (equivalence classes) of irreducible representations of H(H) that are parametrized by pairs (Φ, ρ) where Φ(̟ F , 1) = t.
Lemma 9.9. There a bijection
Proof. Recall the group H defined at the beginning of the proof of Lemma 9.6: we have H = H/Z. Let H( H) and H(H) be the IwahoriHecke algebra of H and H, respectively. As in [25, § 1.5], we identify H(H) with the set of Z-fixed points of H( H):
The irreducible representations of H( H) are parametrized by pairs (Φ, ̺) as above. Let Irr(H( H)) t denote the set of (equivalence classes) of irreducible representations of H( H) that are parametrized by pairs (Φ, ̺) where Φ(̟ F , 1) = t. The construction of these representations is due Kazhdan and Lusztig [17] . We will use the description given in [11] . We first recall the standard modules
The similar construction of representations in Irr(H(M(t)) 1 leads to the standard modules:
We have
(i.e., the centralizer in M 0 of x coincides with the simultaneous centralizer in H of t and x), and (see the proof of 9.5):
is a sum of equivalent A-modules. It follows that the irreducible representation of H( H) attached to (t, x, ̺) is isomorphic to the irreducible representation of H (M(t)) attached to (1, x, ̺) .
On the other hand, it follows from [23, Theorem A.13] (see also [25, Theorem 1.5.1]) combined with [25, (3.4.1) ] that the set of (equivalence classes) of irreducible representations of H(H) = H( H) Z which are in Irr(H( H)) t are parametrized by the triples (x, ̺, ψ) where ψ runs over the simple modules of the twisted group algebra
Theorem 10.1. Let G be a split reductive p-adic group with connected centre and let Irr(G) s be a Bernstein component in the principal series of G. Then there is a canonical bijection
where Irr(G) s is parametrized by Kazhdan-Lusztig-Reeder parameters, and (T //W s ) 2 is the extended quotient of the second kind.
This in turn creates a bijection
This bijection is not canonical in general, depending as it does on a c-Irr system. When G = GL(n), the finite group W H t is a product of symmetric groups: in this case there is a canonical c-Irr system, according to the classical theory of Young tableaux.
Correcting cocharacters
Let s be a point in the Bernstein spectrum for the principal series of G. We will construct, for each α ∈ C × , a commutative diagram:
The map µ s is bijective and canonical, by Theorem (10.1). In this diagram, only the vertical maps depend on α.
We start by defining the vertical maps in the diagram. Let α ∈ C × . Recall the following matrix in SL(2, C):
and set, as in Eqn. (24),
Then h γ is an element in the coweight lattice X • (T ), also called the cocharacter lattice.
Let (Φ, ρ) ∈ Irr(G) s be the Reeder parameter which corresponds, via µ s , to the point (t, τ ) ∈ (T //W s ) 2 . We will define (25) of the L-parameter Φ, so that the diagram is commutative. Proof. See Lemma 8.1.
In view of the Lusztig bijection between unipotent classes in H and two-sided cells in X(T ) ⋊ W s , we may set
where c is the two-sided cell which corresponds to the unipotent class in H containing exp x. For the restriction of
We have created a system of correcting cocharacters as defined in [3, p.131 ].
The correspondence ν → χ ν between points in T and unramified quasicharacters of T can be fixed by the relation
where ̟ F is a uniformizer in F , and λ ∈ X • (T ) = X(T ).
Let X denote the rational cocharacter group of T , identified with the rational character group of T . Let T 0 be the maximal compact subgroup of T . A choice of uniformizer in F gives a splitting T = T 0 × X, so characters of T have the form χ ⊗ ν, where χ is a character of T 0 , and ν ∈ T . As in §6, χ ⊗ ν gives rise to a homomorphism χ : U F → T . This homomorphism is independent of ν. The notation χ is consistent with the notation in §6.
Let q = q F denote the cardinality of the residue field k F of F .
Notation. Here is the dictionary for translation between Reeder's notation [25, p.117 ] and ours:
The definition of Φ in [25, p.117] therefore coincides with our definition (25) . 
where Ω(G) is the set of all G-conjugacy classes of cuspidal pairs.
Let Irr χ (G, B) denote the set of irreducible representations of G, up to equivalence, which appear in Ind G B (χ ⊗ ν), for some ν ∈ T , as in [25, p.120] . Then Irr χ (G, B) is in bijection with the set of G-conjugacy classes of pairs (Φ, ρ), where Φ : W F × SL(2, C) → G is a Langlands parameter such that B Φ is nonempty, Φ| U F is G-conjugate toχ, and ρ ∈ R(A Φ , B Φ ). See [25, 4.5, 5.3d ]. The cuspidal support of the irreducible representation of G with Reeder parameter (Φ, ρ) is therefore the cuspidal pair (T , χ ⊗ ν).
We fix T and χ and allow ν to vary. For the cuspidal pairs of the form (T , χ ⊗ ν), we have the identification, as in [7, 2.1] :
This is how the quotient variety T /W s arises as a component in the Bernstein variety Ω(G), see [7, 2.1] .
Note that
which is now identified by (58) with the cuspidal pair (T , χ ⊗ ν). We infer that
so that
This creates the commutative diagram
This confirms our geometric conjecture, as stated in [3] , for the principal series of G.
Since µ s is bijective and the diagram is commutative, the number of points in the fibre of π √ q equals the number of inequivalent irreducible constituents of Ind
The map π √ q , a finite morphism of algebraic varieties, is therefore a model of the map Sc. The predictive power of Eqn. (62) In the conjectural answer [4, § 10] , the essential point was that in the list of correcting cocharacters h 1 , h 2 , . . ., h r , there may be repetitions, i.e. it may happen that for some i, j with 1 ≤ i < j ≤ r, one has h i = h j , and these repetitions give rise to L-packets. We find here that this is close to the truth: for a given L-packet all the h i have to be the same, however one cocharacter h i may correspond to two distinct L-packets. The correct answer in the principal series case is given by the following theorem.
We recall the cell decomposition
Theorem 12.1. Two points (t, τ ) and
if and only
and
Proof. Let (t, τ ) and (t ′ , τ ′ ) two points in (T //W s ) 2 . Their images by the bijection µ s are in the same L-packet if and only if they correspond to the same of L-parameter.
Recall the definition of the L-parameter Φ (see Eqn. (25)):
Hereχ is a homomorphism from U F to T provided by χ ⊗ ν, and, as we have already observed, it is independent of ν ∈ T . In other words, χ only depends on s = [T , χ] G . Since the inertial pair s is fixed, it follows that the restriction of Φ to U F is fixed too. Now we have seen in the proof of Proposition 11.1 that γ depends on a unipotent class U in H. Let c be the two-sided cell in X(T ) ⋊ W s which corresponds to U by the Lusztig bijection.
Then (t, τ ) and (t ′ , τ ′ ) are in the same cell (T //W s ) c 2 if and only if Φ and Φ ′ have same restriction to SL(2, C). Finally, from the commutativity of the diagram (53), we have
and similarly
The result follows. Finally, recall the definition of the correcting cocharacter attached to c, from Eqns. (54) and (57):
Hence all the µ s (t, τ ) in a given L-packet correspond to the same cocharacter. 13 . Examples Example 1. Realization of the ordinary quotient T /W s . Let P(G) denote the set of G-conjugacy classes of Langlands parameters
Φ is nonempty and Φ| U F is G-conjugate toχ. Consider an L-parameter Φ ∈ P(G) for which Φ| SL(2,C) = 1 (hence Φ :
Now t is a semisimple element in G, and all such semisimple elements arise. Modulo conjugacy in G, the set of such L-parameters Φ is parametrized by the quotient T /W s . Explicitly, let
Then we have a canonical bijection
which fits into the commutative diagram
where the vertical maps are inclusions. From the construction of the system of correcting cocharacters, it follows that P 1 (G) is attached to exactly one cocharacter h c , the one which is indexed by the two-sided cell c corresponding to the trivial unipotent class in H. Hence c equals c 0 : the lowest two-sided cell in
2 (see Eqn. (20)) of the extended quotient of the second kind. Then we get
2 . By using the commutative diagram (6), we obtain, as conjectured in [4, p. 87 ]:
where (T //W s ) c 0 is the part corresponding to the lowest two-sided cell c 0 in the cell decomposition (22) of the extended quotient T //W s .
On the other hand, the corresponding group C M 0 (x) = M 0 (here x = 1) is connected and acts trivially in homology. Therefore ̺ is the unit representation 1. Then Eqn. (19) gives:
Example 2. An example in the principal series of SL(4, Q 2 ). Note that, for this group, the centre is not connected. The multiplicative group of the field Q 2 is given by
and so Q × 2 admits three ramified characters of order 2. They may be written η, χ, η · χ.
The three ramified quadratic characters of Q × 2 create a unitary character, of order 2, of the standard Borel subgroup B ⊂ SL(4, Q 2 ):
We twist the character τ by an unramified unitary character ψ and form the induced representation Ind G B (ψτ ). Let Ψ 1 (T ) denote the group of unramified unitary characters of the maximal torus T ⊂ SL(4), and let
Then E s has the structure of a compact torus. The subgroup of the Weyl group which fixes E s is W s := Z/2Z × Z/2Z. We have the standard projection
of the extended quotient onto the ordinary quotient. To simplify notation, we will sometimes write π = π s . The extended quotient E s //W s is the disjoint union of 6 unit intervals a, b, c, d, e, f and the ordinary quotient E s /W s . In the projection π, these 6 intervals assemble themselves into the 6 edges of a tetrahedron in E s /W s . The cardinality of each fibre of π creates a perfect model of reducibility. The locus of reducibility is the 1-skeleton R of a tetrahedron, and we have The detailed computations are in [10] ; the theory of the R-group for SL(N), on which these computations depend, is to be found in Goldberg [13] .
The pre-image of the interior of one edge is the union of two open intervals (the one corresponding to the given edge and one in the ordinary quotient), replicating the fact that the R-group has order 2, while the pre-image of a vertex is the union of three endpoints of intervals and one point in the ordinary quotient, replicating the fact that the R-group has order 4 here. The 1-skeleton of the tetrahedron is a perfect model of reducibility and confirms the geometric conjecture in this case. Quite specifically, let G = SL(4, Q 2 ) and s = [T , τ ] G . There exists a continuous bijection
Example 3. The general linear group. Let G = GL(n), G = GL(n, C). Let Φ = χ ⊗ τ (n) where χ is an unramified quasicharacter of W F and τ (n) is the irreducible n-dimensional representation of SL(2, C). By local classfield theory, the quasicharacter χ factors through F × . In the local Langlands correspondence for GL(n), the image of Φ is the unramified twist χ • det of the Steinberg representation St(n).
The sign representation sgn of the Weyl group W has Springer parameters (O prin , 1), where O prin is the principal orbit in gl(n, C). In the canonical correspondence between irreducible representations of S n and conjugacy classes in S n , the trivial representation of W corresponds to the conjugacy class containing the n-cycle w 0 = (123 · · · n). Now G Φ = C(im Φ) is connected [11, §3.6.3] , and so acts trivially in homology. Therefore ρ is the unit representation 1. The image Φ(1, u 0 ) is a regular nilpotent, i.e. a nilpotent with one Jordan block (given by the partition of n with one part). The corresponding conjugacy class in W is {w 0 }. The corresponding irreducible component of the extended quotient is
This is our model, in the extended quotient picture, of the complex 1-torus of all unramified twists of the Steinberg representation St(n). The map from L-parameters to pairs (w, t) ∈ T //W is given by χ ⊗ τ (n) → (w 0 , χ(Frob), . . . , χ(Frob)).
Among these representations, there is one real tempered representation, namely St(n), with L-parameter 1 ⊗ τ (n), attached to the principal orbit O prin ⊂ G.
More generally, let
where n 1 + · · · + n k = n is a partition of n. This determines the unipotent orbit O(n 1 , . . . , n k ) ⊂ G. There is a conjugacy class in W attached canonically to this orbit: it contains the product of disjoint cycles of lengths n 1 , . . . , n k . The fixed set is a complex torus, and the component in T //W is a product of symmetric products of complex 1-tori. See [8] for more details. Denote by i the Iwahori point in the Bernstein spectrum of G(F ) := GL(n, F ), so that i = [T , 1] G . Let T be the standard maximal torus in GL(n, C). The Weyl group is the symmetric group S n . We will denote our bijection, in this case canonical, as follows: Let f = f (E, F ) denote the residue degree of the extension E/F . We proceed to describe the left vertical map. We note that the action of W on T is as automorphisms of the algebraic group T. Since T is a group, the map T → T, t → t f is well-defined for any positive integer f . The map
is also well-defined, since
Since α · (t f ) = (α · t) f for all α ∈ W , this induces a map T //W → T //W which is an endomorphism (as algebraic variety) of the extended quotient T //W . We shall refer to this endomorphism as the base change endomorphism of degree f . The left vertical map is the base change endomorphism of degree f , according to [22, Theorem 4.3] . That is, our bijection µ i is compatible with base change for GL(n). When we restrict our base change endomorphism from the extended quotient T //W to the ordinary quotient T /W , we see that the commutative diagram containing BC E/F is consistent with [14, Lemma 4.2.1].
