A simple and sensitive method is described for the determination of naltrexone (NAL), an opioid antagonist, in dog plasma. Sample processing involved a single step liquid-liquid extraction, followed by evaporation of the supernatant, and reconstitution of the residue prior to injection into the liquid chromatograph. The peak height ratio of NAL to [15,15,16-2 H] naltrexone (NAL-d 3 ) was used for quantitation. Observation of the chromatograms for NAL and NAL-d 3 revealed that the mean retention times of the compounds were 1.32 and 1.31 min, respectively. The almost identical retention times possibly accounted for the absence of matrix effects influencing quantitation. Molecular mechanics calculations using SYBYL software were carried out to qualitatively and quantitatively assess analyte and isotopic internal standard stationary phase interactions. Binding energy values of -10.22 and -10.26 kcal/mole were obtained for NAL and NAL-d 3 , respectively. These data predict, semi-quantitatively, the absence of deuterium isotope effects that may influence quantitation. Calibration curves were linear from 10 pg/mL to 5014 pg/mL with a weighting factor of 1/x. Precision and accuracy and reverse predicted concentration residuals were within 15%. The method has been used successfully for the analysis of plasma samples from a pilot subcutaneous implantation study in dog.
Introduction
Naltrexone (NAL), an opiate receptor antagonist, has been marketed as an oral tablet for the clinical management of opiate addiction and as adjunctive treatment for individuals with alcohol dependence (1) (2) (3) . However, patient non-compliance to dosage schedules is a difficult obstacle to treatment. Two factors, namely, the complete abstinence of opioid-induced reinforcing effects and the absence of adverse consequences (unlike methadone) upon discontinuation of medication are primarily responsible for patient non-compliance (4) . To overcome this problem, dosage forms such as implants and depots are under different stages of development in order to have a long-acting alternative to the tablet (5-7).
An early report on bioanalytical methods for NAL is available as a National Institute on Drug Abuse (NIDA) monograph (8) . This report includes an electron-capture gas chromatographic (GC) assay, a gas-liquid chromatographic assay in different matrices, and a thin-layer chromatography (TLC) procedure described by Wall and Brine. These methods involved large sample volumes and complicated sample preparation techniques. The mid-90s saw the development of various methods on high-performance liquid chromatography (HPLC) with UV or amperometric detection (9) (10) (11) .
In recent years, there is renewed interest among physicians in exploring treatments with low doses of NAL (12). In addition, through the use of a dual-detector system with positron-emitting radioactive drugs, Lee et al. (13) established that NAL had a significantly longer half-life due to receptor occupancy as compared to its estimated plasma half-life. This has promoted a larger number of pharmacokinetic studies that pose additional challenges to the analytical chemist to develop more sensitive and selective methods for quantitation. Publications on GC-mass spectrometry (MS) and liquid chromatography (LC)-mass spectrometry (MS)-MS for estimation of NAL and its major metabolite, 6β-naltrexol, in various biological matrices report lower limits of quantitation (LLOQ) in the range of 0.1-2 ng/mL (14) (15) (16) (17) . No report is available, how-ever, for determination of NAL in the low pg/mL range in dog plasma. Therefore, to assess the pharmacokinetics of NAL in a pilot dog study, it was necessary to develop this method for analysis of plasma samples.
The use of stable isotope-labeled analogs as internal standards is highly recommended because similar relative efficiencies of ionization of the two molecular species would be expected to compensate for any matrix effect (18) . In an effort to better understand the persistence of matrix effects in spite of the use of deuterated internal standards, we had earlier reported a molecular modeling approach to evaluate or predict isotope effects in a normalphase chromatographic separation (19) . Although column chromatography is a complex phenomenon involving several types of interactions, with relevance to deuterium isotope effect influencing resolution, we believe that analyte-stationary phase interactions would be the predominant factor. This is because chromatographic resolution of the deuterated and non-deuterated analogs under identical mobile phase conditions could have resulted mainly due to relative differences in analyte-stationary phase binding interactions. During molecular modeling, therefore, only these binding interactions were used for comparison. In this study, it was decided to study NAL using a similar modeling approach as a means to evaluate whether or not an uncompensated matrix effect would be expected.
Experimental Chemicals and reagents
Naltrexone hydrochloride (working standard) was obtained from Sigma (St. Louis, MO). [15, 15, H]-naltrexone (NAL-d 3 ) was procured under license from the National Institute on Drug Abuse (NIDA, Rockville, MD) for use as an internal standard (IS). Figure 1 shows the structure of NAL. Analytical grades of formic acid, ammonium hydroxide and trifluoroacetic acid were purchased from Sigma. Methyl tert-butyl ether (MTBE) and HPLC grades of acetonitrile and methanol were purchased from Honeywell Burdick & Jackson (Muskegon, MI). Water was obtained in-house using the Nanopure Diamond water system (Barnstead International, Dubuque, IO).
Stock solution and stock dilution
Approximately 10 mg of working standard was accurately weighed and transferred into a 10-mL volumetric flask. It was dissolved in 
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Intensity methanol-water (50:50, v/v) to yield a stock solution, the exact concentration of which was corrected for NAL freebase. The stock solution was stored below 10°C in a refrigerator. A serial dilution was performed in the same solvent to yield stock dilutions ranging from 0.20 to 100.28 ng/mL, immediately prior to fortification into plasma.
Preparation of calibration curve and quality control standards Dog plasma from two batches (containing sodium heparin as anticoagulant) was thawed and pooled to provide the matrix for the study. Spiking (5%, v/v) of the Stock Dilutions yielded calibration curve (CC) standards at 10, 25, 50, 100, 501, 1003, 2507, and 5014 pg/mL in the plasma. Similarly, quality control samples were prepared at 10, 29, 361 and 4512 pg/mL representing limit of quantitation (LOQ)-quality control (QC), low (LQC), middle (MQC) and high (HQC) controls, respectively. Aliquots were stored in capped tubes below -50°C until analysis. The storage duration was less than one week. Frozen plasma samples containing NAL are reported to be sufficiently stable (only 15% degradation observed after 576 days); hence, a detailed evaluation of stability was not conducted for the purpose of the pilot pharmacokinetic study (17, 20) .
Sample extraction
Prior to analysis, the CC standards and QC samples were thawed at room temperature. From each sample, 0.5 mL was transferred to a capped glass tube, and 10 µL of IS dilution (20 ng/mL of NAL-d 3 ) was added and vortex mixed. Five milliliters of ammonium hydroxide (0.6%, v/v) in MTBE was then added. Basic conditions were employed to maintain the analyte molecule in its non-ionized state, thereby preferentially partitioning the analyte into the organic phase. The samples were placed on a laboratory rotator and spun at 30 rpm for 15 min.
After allowing approximately two min of standing to facilitate separation of the aqueous and organic phases, they were placed in a refrigerated circulator until the aqueous layer was frozen. The supernatant (organic layer) was poured into conical-bottomed tubes. These were evaporated to dryness at 50°C for 10 min under a stream of dry nitrogen at 10 psi. The residue was reconstituted in 100 µL of acetonitrile-water (50:50, v/v) and transferred into 200 µL silanized glass vials for analysis.
LC-MS-MS conditions
The Shimadzu VP LC system consisted of a system controller (SCL-10A), two high-pressure pumps (SIL-10AD, designated as Pumps A and B) and an autosampler (SIL-10AD) (Shimazdu, Kyoto, Japan). Chromatography was carried out using a Polaris Silica column (5 µm; 2.1 × 50 mm, purchased from Thermo-Electron, Inc., Waltham, MA). The reservoir of Pump A contained water with formic acid (1%, v/v) and trifluoroacetic acid (0.001%, v/v) added. Acetonitrile was employed as the reservoir of Pump B. The linear gradient employed at a flow rate of 0.35 mL/min is described in Table I . Acetonitrile-water (50:50, v/v) was used as a rinse solution for the injector, and the injection volume was fixed at 50 µL.
A TSQ 7000 triple-quadrupole mass spectrometer (Finnigan MAT, San Jose, CA) was used with Excalibur version 1.2 software for data acquisition and analysis. Electrospray ionization in the positive ion mode was employed. The multi-reaction monitoring transition at 342-324 for NAL was optimized for response and fixed at 345-327 for NAL-d 3 .
The two transitions were confirmed for the absence of any "cross-talk" before subsequent optimization steps. This was performed by infusion of a 1 µg/mL solution of one compound in methanol and checking for the absence of the other transition, and vice-versa. The same drug solution was infused for an iterative, manual optimization of other instrument parameters to the following values: Source, 5 kV; extractor, 37 V; manifold temperature, 70°C; and capillary temperature and voltage 275°C and 20 V, respectively. Nitrogen was used as the sheath gas at 70 psi, and purified air (zero grade), optimized to 2 mT, was employed in the collision cell. A post-column infusion experiment was then conducted following the method of Bonfiglio et al. (21) . A 10 ng/mL solution of NAL was prepared in acetonitrile-water (50:50, v/v), and was continuously infused at 5 µL/min into the mass spectrometer using a "tee", the third end of which was connected to the injector. Upon stabilization of the baseline response, a processed sample of blank dog plasma was injected, and the resulting profile was evaluated for any suppression of ionization.
Molecular modeling
Molecular modeling investigations were carried out using the approach described in our earlier work (19) . An updated version of SYBYL version 7.2 was used. For modeling the deuterated analyte (NAL-d 3 ) , the force constant and bond length parameters defining the C3 (sp 3 hybridized carbon)-D bond in the Tripos force field were modified to 800 and 1.075 Å, respectively, as opposed to 662.4 and 1.100 Å for the C3-H bond as reported previously. Furthermore, it was necessary to account for the charged, ionized state of the nitrogen at the 17th position at the pH of mobile phase. This was achieved in SYBYL by changing the hybridization state from N3 to N4. The two molecules were drawn and the energy minimized. Each analyte was rolled over the stationary phase surface and a three-dimensional visual examination was conducted to assess, qualitatively, the likelihood of analyte-stationary phase interactions. Twenty-five models were created in such a manner. Bond length constraints were applied for some positions of hydrogen bonds but were removed prior to the final energy minimization step. This was again followed by energy minimization of the resulting complexes to a gradient step-size of 0.05 kcal/mole. In Figure 3 , representative positions of NAL interacting with the stationary phase are depicted. Finally, energy calculations were performed for each position as described in the following section.
Binding energy calculations
Energy calculations used the Tripos force field (22) in SYBYL. The total energy (E total ) for an arbitrary geometry of a molecule derived from a force field is given by the sum of energy contributions. For the Tripos force field, this can be represented as: 
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where the sums extend all over the bonds, bond angles, torsion angles and non-bonded interactions between atoms not bound to each other or to a common atom, and where: E str is the bond stretching energy term, E bend is the angle bend energy term, E oop is the out of plane bending energy term due to the bending of bonds from their natural values, E tors is the torsional energy term due to the twisting of bonds, E vdw is the Van der Waals energy term arising due to non-bonded interactions, E elec is the electrostatic energy term, and E constraints is an energy term for the artificially inserted constraints (if any).
The Tripos force field treats the hydrogen bonds as nondirectional and electrostatic in nature. To accommodate this, calculations in which hydrogen bonds are expected to be important include partial charges and the electrostatic contributions. Hydrogen bond energies are included in the evaluation of the force field by scaling the Van der Waals interactions between N, O, and F and hydrogens bonded to N, O, or F.
Thus, the binding energy (∆E) for each position can be calculated as:
where E analyte , E stationary phase , and E analyte + stationary phase represent the total energies of the free unbound analyte, unbound stationary phase and the bound analyte-stationary phase complex, respectively. During the calculation of average binding energy, any molecular model for analyte-stationary phase complexes that exhibited positive ∆E values were omitted from further consideration because these are not energetically possible. Figure 2 shows a representative chromatogram each of blank, blank with IS, and LOQ samples. The blank plasma sample was devoid of any interference at the retention time of NAL and IS. Also, no interference of NAL was observed from the IS in the blank sample fortified with IS. The post-column infusion experiment resulted in a relatively low amount (approximately 25%) of ion suppression at the retention time of the analyte (Figure 4 ). This indicated that optimal sample cleanup and chromatography had been achieved.
Results and Discussion
The calibration curves were linear in the range of 10-5014 pg/mL (r 2 > 0.98) using a weighting factor of 1/concentration. The concentration residuals were between 92.4-108.9% [relative standard deviation (RSD) = 1.9-9.8%]. The data are summarized in Table II . The LLOQ of the method was tested at 10 pg/mL by injection of plasma samples prepared and processed independent of the calibration curve. The deviation was found to be 9.8% of the nominal concentration (RSD = 4.8%, n = 6). The precision and accuracy of the method were calculated as the % RSD and percent of nominal value. The global interday precision and accuracy for three batches (n = 9) were found to be between 10.2-14.7%, and 93.8-101.5%, respectively (Table  III) . The recovery of the method was determined by a comparison of peak heights of processed samples at the middle quality control level to the mean peak height of samples spiked at the same concentration level in reconstitution solution. The mean recovery was 40.9% (RSD = 1.3%; n = 5).
Immediately at the end of one of the analytical batches, a blank sample was injected to check for carry-over from the previous injection. The carry-over level was less than 5% of the mean peak height of the LLOQ indicating minimal binding of the analyte to exposed chromatographic surfaces and tubing.
The molecular models, created as described previously, were examined qualitatively for analyte-stationary phase interactions upon energy minimization. There are, in fact, nearly an infinite number of positions at which the analyte may have interactions with the stationary phase. One method of limiting the search, however, is to specify distance constraints between pairs of atoms. Assuming that a set of molecules presents a common range of distances between two particular molecular features that are chemically relevant, the search can be reduced to the exploration of the restricted conformational space defined by the acceptable range for this particular inter-atomic distance. For a hydrogen bond, this distance is between 1.7 Å and 2.3 Å. Different models of the bound analyte with the stationary phase revealed a different number and position of the hydrogen bonds. A few representative positions are shown in Figure 3 . Out of 25 models created for NAL and NAL-d 3 , four positions showed positive binding energies and were discarded as discussed in the previous section. The mean binding energies of the compounds along with their retention times are shown in Table IV and Figure 5 . The calculated binding energy difference was found to be only 0.03 kcal/mole; thus, it is expected that the two analytes should not exhibit different retention behaviors in the column. This calculation is consistent with the experimental observation.
Furthermore, upon a comparison of binding energy difference and chromatographic resolution of the isotopologs of NAL, olanzapine, and des-methyl olanzapine [the latter two analytes had been employed in our earlier study (19) ], it was found that NAL had the lowest value for binding energy difference, a trend consistent with the resolution obtained experimentally. The data with a linear relationship are represented in Table V and Figure 7 . Although both olanzapine and NAL have three hydrogen atoms substituted for deuterium, the major difference lies in the presence of a quaternary nitrogen in NAL and the clustering of deuterium atoms near the charged nitrogen. These results are consistent with the findings of Zhang et al. (23) . Studies with deuterium substituted analogs with deuterium atoms at multiple positions will be necessary to further validate this approach; nevertheless, it is speculated that during development of quantitative LC-MS-MS methods, the number and position of deuterium atoms on an isotopically labeled internal standard needs consideration for its ability to compensate for any matrix effect.
Application to a pilot implantation study in dog
The analytical method was employed for the analysis of dog plasma samples collected from a pilot study involving subcutaneous implantation of a biodegradable dosage form of NAL. The pre-dose plasma sample showed no interference at the retention time of NAL and NAL-d 3 and the chromatogram of the day 2 sample is shown in Figure 6 .
Conclusion
The LC-MS-MS method has been shown to be selective, sensitive, accurate, and precise for the quantitation of NAL in dog plasma samples. It involves a simple, single step extraction procedure and, therefore, is easily applicable to routine preclinical sample analyses. For pivotal studies however, a more comprehensive validation would be required.
Additional information obtained through molecular modeling provides a useful, semi-quantitative understanding of analyte-stationary phase interactions. The binding energies calculated from the models explain the identical retention times of the deuterated and non-deuterated analogs observed experimentally. Further molecular modeling studies on a series of internal standards that have different number and positions of isotopic substitutions are necessary to create a basis for their selection in quantitative LC-MS-MS analyses.
