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Abstract
Consider estimating the G-formula for the counterfactual mean outcome under a
given treatment regime in a longitudinal study. Bang and Robins (2005) provided
an estimator for this parameter based on a sequential regression formulation. This
approach is doubly robust in that it is consistent if either all outcome regressions or
all treatment mechanisms are consistently estimated. We define a stronger notion of
double robustness, termed sequential double robustness, for estimators of the longitu-
dinal G-formula. The definition emerges naturally from a more general definition of
sequential double robustness for outcome regression estimators. An outcome regression
estimator is sequentially doubly robust (SDR) if, at each subsequent time point, either
the outcome regression or the treatment mechanism is consistently estimated. This
form of robustness is exactly what one would anticipate is attainable by studying the
remainder term of a first-order expansion of the G-formula parameter. We introduce
a novel SDR estimator, whose development involves a novel infinite-dimensional ex-
tension of targeted minimum loss-based estimation. These new developments have the
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potential to dramatically improve both the robustness of estimators of the marginal
G-formula and the rate of convergence of outcome regression estimators, with improved
rates translating into dramatically improved finite sample behavior.
1 Introduction
Consider a longitudinal study, where for each individual in the study we have observed time-
varying covariates and treatment indicator, and we also observe an outcome at the end of
the study. Suppose the goal is to estimate the G-formula that, under the consistency and
sequential randomization assumptions (Robins, 1986), identifies the mean of the counterfac-
tual outcome had each participant received treatment at every time point. Estimating the
end-of-study mean outcome in a study with dropout can be equivalently described in this
manner. Throughout, we refer to the probability of receiving treatment at time t, conditional
on the observed past, as the time t treatment mechanism, and the G-formula identified with
the mean counterfactual outcome, conditional on the observed past before time t treatment,
under receiving treatment at each time point at or beyond t as the time t outcome regression.
In the last several decades, there has been extensive work on estimating causal parameters
from right-censored longitudinal data structures. Tsiatis et al. (2011) and Rotnitzky et al.
(2012) provide comprehensive reviews – here, we provide only an abbreviated version. Early
approaches for G-formula estimation include inverse probability weighted methods (e.g.,
Robins, 1993; Robins et al., 2000) and structural nested mean/G-estimation methods (e.g.,
Robins, 1989, 1994). These approaches are consistent when the treatment mechanisms or the
outcome regressions, respectively, are consistently estimated, and they have normal limits
when parametric models have been specified for these components of the observed data
distribution. More recently, there has been extensive development of doubly robust (DR)
methods, which are consistent if either the treatment mechanism at each time point or the
outcome regression at each time point is consistently estimated, and have normal limits under
additional conditions. Robins (1999) introduced a sequential methodology for estimating this
quantity, which represents an extension of the single time point methodology in Scharfstein
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et al. (1999). Bang and Robins (2005) introduced a simplification of the approach based on
sequential estimation of regressions conditional on the past history. Van der Laan and Gruber
(2012) extended this procedure to allow for data-adaptive estimation. Rotnitzky et al. (2012)
adapted it to allow for oracle-type model selection that achieves the optimal efficiency within
a prespecified class when the treatment mechanism is correctly specified by a parametric
model. Tsiatis et al. (2011) describe an approach to exploit a correctly specified parametric
model for the treatment/missingness mechanism, though using estimating equations rather
than a sequential regression procedure. Seaman and Copas (2009) describe a DR generalized
estimating equation methodology for longitudinal data structures.
In this work, we describe a different form of robustness, which we term sequential double
robustness. An estimator of the G-formula parameter is sequentially doubly robust (SDR)
if it is consistent provided that, at each time point, either the outcome regression or the
treatment mechanism is consistently estimated. This property is stronger than the tradi-
tional definition of double robustness, which either requires consistency of all of the outcome
regression estimators or all of the treatment mechanism estimators. We note that sequen-
tial double robustness represents a special case of 2K multiple robustness, where K is the
number of time points (Vansteelandt et al., 2007). We find the name sequential double
robustness appealing because it stressed the sense in which this robustness is an extension
of existing double robustness: sequentially across time points. In the case K = 2, Tch-
etgen Tchetgen (2009) exhibited an SDR estimator of the G-formula based on parametric
modeling of the outcome regressions and treatment mechanisms. They also outlined an ex-
tension to the case K > 2. In this work, we consider methods allowing for data-adaptive
estimators, formulate the SDR estimators of arbitrary outcome regressions, present a plug-in
estimator of the outcome regression (rather than an estimating equation-based approach),
and rigorously prove the SDR property for these data adaptive estimators – our results are
thus more general than the important early work of Tchetgen Tchetgen (2009). We show
that an existing estimator achieves this property and propose a new estimator that is also
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guaranteed to respect known bounds on the outcome. The development of this estimator
involves translating ideas from targeted minimum loss-based estimation (TMLE) into esti-
mation of infinite-dimensional parameters that are not pathwise differentiable and for which
square root of sample size convergence rates are not typically possible. This extension is
distinct from the recent work of van der Laan and Gruber (2016), which describes a TMLE
for infinite-dimensional parameters for which each component is pathwise differentiable. We
instead draw inspiration from the recent work of Kennedy et al. (2016), in which an infinite-
dimensional targeting step based on locally linear regression is implemented in a continuous
point treatment setting.
Other authors have also recently become interested in SDR estimators. Contempora-
neously to the initial technical report of this work (Luedtke et al., 2017), Rotnitzky et al.
posted a technical report with related results (Rotnitzky et al., 2017) that were obtained
independently. Both of these works study the behavior of flexible algorithms for estimating
the G-formula. Although both Rotnitzky et al. (2017) and the present work study SDR
estimators, they have a significantly different focus. Rotnitzky et al. (2017) focus on an
estimating equation approach. While we discuss this approach through the concept of “dou-
bly robust unbiased transformations” in Section 3, our main focus is on a TMLE extension,
which yields a plug-in estimator of the outcome regressions and the corresponding G-formula.
Furthermore, in the rigorous study of Rotnitzky et al. (2017), the allowed flexible learning
algorithms must be linear operators. This work, on the other hand, does not require lin-
earity, but instead focuses on empirical risk minimizers over generic Donsker classes. The
recent work of Molina et al. (2017) studies multiple robustness in general models in which the
likelihood factorizes as a product of variation-independent quantities, and refers to the SDR
estimator of the G-formula presented in Tchetgen Tchetgen (2009). Unlike the setting of our
work, Molina et al. (2017) focuses on settings where certain components of the likelihood
are indexed by finite-dimensional nuisance parameters.
This paper is organized as follows. In Section 2, the parameter(s) of interest are intro-
4
duced and the notion of sequential double robustness is formalized. A variation-independent,
but more restrictive, formulation of sequential double robustness is presented in Appendix 11.
An analysis of the SDR properties of certain existing data-adaptive outcome regression esti-
mators is given in Section 3. A general template for constructing an SDR estimator is given in
Section 4. In Section 5, our new SDR procedure, which we refer to as an infinite-dimensional
targeted minimum loss-based estimator (iTMLE), is presented. Formal properties of the em-
pirical risk minimization (ERM) variant of our procedure are given in Section 6. In practice,
ERMs may be prone to overfitting when used with our procedure – in Appendix 12, we
present a variant that relies on cross-validation to mitigate this problem. We recommend
this variant for use in practice. Though more notationally burdensome, proofs for the cross-
validated procedure and the basic ERM approach are nearly identical and are thus omitted.
Simulation results are presented in Section 7, and a discussion is provided in Section 8. All
proofs not provided in the main text can be found in Appendix 9.
2 Notation, definitions and objective
Parameter(s) of interest. Let O = (L0, A0, L1, . . . , AK , LK+1) be the observed longitudinal
data unit, where indices denote time (e.g., visit number, time periods elapsed), Lt is a
vector of covariates recorded at time t, At is the treatment node value (or indicator of being
under study) at time t, and LK+1 = Y , the outcome at time-point K + 1, a fixed time of
interest. For each t, denote by H¯t = (L0, A0, L1, . . . , Lt) the history recorded right before At
is determined. In particular, O = H¯K+1. For simplicity of exposition, suppose that outcome
LK+1 is bounded in the unit interval. Let Ψ : x 7→ (1 + e−x)−1 be the expit function and
Ψ−1 : x 7→ log[x/(1− x)] the logit function.
Suppose we observe an i.i.d. sample O1, O2, . . . , On drawn from a distribution P belonging
to some model M. Throughout, we will refer to an arbitrary element in M by P ′. We will
use E and E′ to denote expectations under P and P ′, respectively. For each t = 1, . . . , K,
we define the treatment mechanism as pit : h¯t 7→ P (At = 1|H¯t = h¯t), and use pit,i and pˆit,i
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as shorthand notation for pit(H¯t,i) and pˆit(H¯t,i), respectively, with pˆit a given estimator of
pit. Throughout, we make the strong positivity assumption: there exists a δ > 0 so that
P{pit(H¯t) > δ} = 1 for each t = 1, . . . , K.
We use many recursions over t = K, . . . , 0 in this work. When t = 0 this requires some
conventions:
∑0
s=1 . . . = 0 (sums are zero);
∏0
s=1 . . . = 1 (products are one); H¯0 = ∅ (the
time 0 covariate is empty); A0 = 1 and pit(h¯0) = 1 (the time 0 intervention is always 1); and,
for f : H¯0 → R, f(H¯0) = f (functions applied to ∅ can also be written as constants).
For a history vector h¯K+1, set QK+1 : h¯K+1 7→ `K+1. For t = K, . . . , 1, recursively define
Qt : h¯t 7→ E[Qt+1
(
H¯t+1
) |h¯t, At = 1],
and define Q0 ≡ E[Q1(H¯1)]. For ease of notation, we write Qt,i ≡ Qt
(
H¯t,i
)
. For an estimate
Qˆt, we similarly write Qˆt,i. For t ≥ 1, our objective will be to estimate Qt as well as possible
in terms of some user-specified criterion. We focus on the mean-squared error criterion in
this work. For t = 0, our objective will be to obtain a consistent estimate of Qt for which
there exist reasonable conditions for its asymptotically linearity.
(Sequential) double robustness. We will make use of the following non-technical conditions,
defined for each t = 0, . . . , K.
OR.t) The functional form of the outcome regression at time t, i.e. Qt, is correctly specified
by the estimation procedure, or at least arbitrarily well approximated asymptotically.
TM.t) The treatment mechanism at time point t, i.e. pit, is consistently estimated.
We use these conditions informally to discuss properties of existing estimator and our new
estimator until Section 5, where we begin to present formal conditions for the validity of
our estimator. Note that TM.t requires consistent estimation, and OR.t requires correct
specification. This discrepancy occurs because we will use OR.t as a part of a sufficient
condition for consistent estimation of Qt. For estimation of Q0, double robustness is defined
as follows (van der Laan and Robins, 2003; Bang and Robins, 2005; Tsiatis et al., 2011):
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Definition 1. A doubly robust estimator of Q0 is consistent if either (i) OR.t holds for all
t = 1, . . . , K or (ii) TM.t holds for all t = 1, . . . , K.
These estimators are referred to as DR because there are two possibilities for obtaining
consistent estimation. In this work, we define a more general form of robustness.
Definition 2. A sequentially doubly robust estimator of Q0 is an estimator that is consistent
if, for each t = 1, . . . , K, either OR.t or TM.t holds.
An SDR estimator is double robust, but the converse need not hold. This estimator could
be referred to as 2K-robust (Vansteelandt et al., 2007) in the sense that there are 2K ways
that the estimation can satisfy one and only one of OR.t and TM.t, t = 1, . . . , K, though
of course certain of these possibilities may be less likely than others. Appendix 11 gives
a variation-independent, but more restrictive, formulation of the OR.t conditions. We also
define sequential double robustness for the outcome regressions.
Definition 3. A sequentially doubly robust estimator of Qt is an estimator that is consistent
if OR.t holds and, for each s > t, either OR.s or TM.s holds.
Because OR.t is a triviality when t = 0 (the functional form is correctly specified by a
constant), the definition of sequential double robustness given specifically for Q0 is a special
case of this definition. The objective of this work will be to present sequentially doubly robust
estimators of Qt, t = 0, . . . , K. We will also outline arguments showing that sequentially
doubly robust estimators should have faster rates of convergence than sequential regression
estimators, and therefore in finite samples are expected to give more precise estimates of the
outcome regressions, e.g. the baseline-covariate-conditional mean counterfactual risk under
treatment at all time points. Our estimator of Q0 will also be efficient among all regular and
asymptotically linear estimators under some additional conditions.
7
3 Detailed overview of related estimation procedures
In the introduction, we gave a broad overview of the literature for estimating mean outcomes
from monotonely coarsened data structures. We now describe several semi- or nonparametric
methods from this literature. One could also study parametric methods, incorporating basis
function transformations of the covariates of increasing dimension to allow for increasingly
flexible estimation of the outcome regressions. We do not consider such approaches here.
First, we describe a method that uses DR unbiased transformations of the data, i.e.
distribution dependent pseudo-outcomes with conditional expectation equal to the parameter
of interest given correct specification of an outcome regression or treatment mechanism.
Variants of these unbiased transformations were given in Rubin and van der Laan (2007),
which represent a DR extension of the unbiased transformations presented earlier in the
literature (see, e.g., Buckley and James, 1979; Koul et al., 1981). We describe an SDR
implementation of this unbiased transform estimator, also discussed in Rotnitzky et al.
(2017), and we also discuss its shortcomings. We then describe inverse probability weighted
(IPW) loss functions as presented in van der Laan and Dudoit (2003). Finally, we discuss
sequential regression procedures in the vein of Bang and Robins (2005).
Doubly robust unbiased transformations. An unbiased transform for Qt is a distribution-
dependent mapping ΓPt : H¯K+1 → R such that ΓPt (H¯K+1) has mean Qt(H¯t) when H¯K+1 is
drawn from the conditional distribution of P given that (H¯t, At) = (h¯t, 1). Early work on
these transformations used imputation-based approaches (e.g., Buckley and James, 1979),
whose consistency relies on consistently estimating Qs, s > t, or on IPW approaches (e.g.,
Koul et al., 1981), whose consistency relies on consistently estimating pit, s > t. Rubin and
van der Laan (2007) presented an AIPW unbiased transformation, of which a special case
was presented in Rotnitzky et al. (2006). For our problem, one could estimate Qt using the
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DR transform
Γt,i ≡
K∑
s=t+1
(
s∏
r=t+1
Ar,i
pir,i
)
{Qs+1,i −Qs,i}+Qt+1,i,
regressing Γt,i against H¯t,i for all subjects i with At,i = 1. In practice, the transformation Γ̂t,i
is used, where each instance of Qs and pis, s > t, is replaced by estimates Qˆs,i, pˆis,i. Consider
the procedure that regresses Γ̂t,i against H¯t,i for all i such that At,i = 1. This procedure is
DR in the sense that it is consistent if OR.t holds and either (i) OR.s holds for all s > t or (ii)
TM.s holds for all s > t. If applied iteratively as in Algorithm 2, i.e. if QˆK is estimated via
this procedure, then QˆK−1 using as initial estimate QˆK , then QˆK−2 using as initial estimates
QˆK−1 and QˆK , etc., then this procedure is SDR in the sense of Definition 3 (Luedtke et al.,
2017; Rotnitzky et al., 2017).
The advantage of this procedure is that it is easy to implement: indeed, once one has the
transformation Γ̂t, one can simply plug the observations {Γ̂t,i, H¯t,i : i satisfies At,i = 1} into
their preferred regression tool. The disadvantage of this procedure is that the transformations
do not necessarily obey the bounds of the original outcome: indeed, LK+1 may be bounded
in [0, 1], but Γ̂t,i can be very large in absolute value if
∏
s>t pˆis,i gets close to zero. While one
could theoretically constrain the estimated regression function to respect the [0, 1] bounds,
few existing regression software packages allow for such constraints on the model. The
stability of such a procedure has also not been evaluated when there are near-positivity
violations, i.e.
∏K
t=1 pˆit(H¯t) is near zero. We evaluate this procedure in Section 7.
[Algorithm 2 about here.]
(A)IPW loss functions. An alternative approach uses the IPW loss function of van der
Laan and Dudoit (2003). Before describing this approach, we introduce the notion of a loss
function. Suppose that one wishes to estimate a feature f0 of a distribution ν. For example,
ν may be the distribution of a predictor-outcome pair Z ≡ (X, Y ), and f0 may be the
conditional expectation function x 7→ Eν [Y |x]. For each f , let z 7→ L (z; f) denote a real-
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valued function. We call L a loss function if f0 = argminf Eν [L (Z; f)] over an appropriate
index set for f . The quantity Eν [L (Z; f)] is referred to as the risk of f . Examples of loss
functions for the conditional mean f0 include the squared-error loss (z; f) 7→ (y−f(x))2 and,
for z bounded in [0, 1], the cross-entropy loss (z; f) 7→ −[y log f(x) + (1− y) log{1− f(x)}].
We now present the IPW loss. For simplicity, we focus on the IPW squared-error loss,
given by Lt(h¯K+1;Q′t) ≡
(∏K
s=t+1
as
pis(h¯s)
)
{`K+1 − Q′t(h¯t)}2. The standard change of mea-
sure argument associated with IPW estimators shows that Qt equals the argmin over Q
′
t
of E
[
Lt(H¯K+1;Q′t)
∣∣At = 1], where the Q′t-specific expectation is referred to as the risk of
Q′t. This suggests that one can estimate Qt by minimizing the empirical risk conditional on
At = 1, i.e. the empirical mean of Lt(H¯K+1,i;Q′t) among subjects with At,i = 1. In practice
we may not know pis, so we replace them with estimates and denote the corresponding loss
by L̂s. This procedure yields a consistent estimate of Qt if each pˆis is consistently estimated
and the regression is correctly specified. There also exists an AIPW version of this loss
function (van der Laan and Dudoit, 2003), though this loss does not appear to easily yield
an SDR procedure (see Luedtke et al., 2017).
Sequential regression. Bang and Robins (2005) proposed a procedure that takes advantage
of the recursive definition of these Qt functions. They aimed to estimate Q0. An instance of
their procedure for binary outcomes is displayed in Algorithm 3. In short, it first correctly
specifies QˆK+1(H¯K+1) ≡ LK+1. Now, iteratively from t = K to t = 0, it uses observations
i satisfying
∏t
s=1 As,i = 1 to regress Qˆt+1,i against H¯t,i, using a parametric fit and the logit
link function. Each parametric fit includes a linear term with covariate 1∏t
s=1 pˆis,i
. These linear
terms were added to ensure that Qˆ0 solves the efficient estimating equation, i.e. that
n∑
i=1
K∑
t=0
[{
t∏
s=1
As,i
pˆis,i
}{
Qˆt+1,i − Qˆt,i
}]
= 0.
In particular, the fitting of ˆt ensures that each t-specific term in the above sum equals zero.
Van der Laan and Gruber (2012) extended this procedure to allow Qˆt to be estimated data
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adaptively. They refer to their estimator as a longitudinal TMLE (LTMLE).
While both the Bang and Robins (2005) and van der Laan and Gruber (2012) procedures
are DR for Qˆ0, neither is SDR for Qˆ0. Furthermore, neither is SDR for Qt, t ≥ 1, in the
sense of Definition 3. In particular, when t ≥ 1 consistent estimation of Qt from these
procedures relies on OR.s, s ≥ t. These procedures can be consistent when only some
outcome regressions and some treatment mechanisms are consistently estimated (Molina
et al., 2017; Luedtke et al., 2017). In particular, if there exists some t such that OR.s holds
for all s ≥ t and TM.s holds for all s < t, then these estimators will be consistent for Q0.
[Algorithm 3 about here.]
4 General template for achieving sequential double ro-
bustness
We now give a general template for achieving sequential double robustness. This template
hinges on a straightforward induction argument, where we show that achieving an SDR
estimator at time t+ 1 yields an SDR estimator at time t. In this section, we let Qˆt and pˆit
respectively denote generic estimates of the outcome regression and treatment mechanism
at time t. We will often make use of the following strong positivity assumption on our
treatment mechanism estimates. Though we introduced this condition earlier, we name it
here for clarity. This condition can be enforced in the estimation procedure via truncation.
SP.t) There exists a δ > 0 such that, for each s > t, P{pˆis(H¯s) > δ} = 0.
To ease notation, when Qs or pis, or an estimate thereof, fall within an expectation, we often
omit the dependence on H¯s. For a real-valued function h¯s 7→ f(h¯s), we denote the L2(P )
norm by ‖f‖ = E[f(H¯s)2]1/2. We define the following useful objects:
Dts(Qˆs+1, Qˆs)(h¯t) ≡ −E
[{
At
pit
s∏
r=t+1
Ar
pˆir
}{
Qˆs+1 − Qˆs
}∣∣∣∣∣h¯t
]
, s ≥ t
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Remts(Qˆs)(h¯t) ≡ E
[{
At
pit
s−1∏
r=t+1
Ar
pˆir
}(
1− pis
pˆis
){
Qˆs −Qs
}∣∣∣∣∣h¯t
]
, s > t. (1)
Note that, for each (Qˆs+1, Qˆs), D
t
s(Qˆs+1, Qˆs) is a function mapping a h¯t to the real line, and
similarly for Remts(Qˆs). In the remainder of this section we study a particular estimator
(Qˆs+1, Qˆs), and so use the simpler notation D
t
s ≡ Dts(Qˆs+1, Qˆs) and Remts ≡ Remts(Qˆs). We
also define Dt(h¯t) ≡
∑K
s=t D
t
s(h¯t).
Lemma 1 (First-order expansion of Qt). If SP.t holds, then, for P -almost all h¯t ∈ H¯t,
Qˆt(h¯t)−Qt(h¯t) = Dt(h¯t) +
K∑
s=t
Remts(h¯t). (2)
By the triangle inequality, Cauchy-Schwarz, and the positivity assumption on pˆit,
∥∥∥Qˆt −Qt∥∥∥ ≤ ∥∥Dt∥∥+ K∑
s=t+1
∥∥Remts∥∥ ≤ ∥∥Dt∥∥+ K∑
s=t+1
O
(
‖pˆis − pis‖
∥∥∥Qˆs −Qs∥∥∥) . (3)
A simple induction argument shows that
∥∥∥Qˆt −Qt∥∥∥ ≤ ∥∥Dt∥∥+ K∑
s=t+1
O (‖pˆis − pis‖ ‖Ds‖) . (4)
The above teaches us how to obtain an SDR estimator, provided one is willing to replace
OR.t, OR.s by FO.t, FO.s (“correct first-order behavior at time t, s”), where
FO.t)
∥∥Dt∥∥ converges to zero in probability.
The following result is an immediate consequence of (4).
Theorem 2 (Achieving an SDR Estimator). Fix t and suppose that SP.t holds with proba-
bility approaching one. If FO.t and, at each time s > t, either TM.s or FO.s, then Qˆt → Qt,
i.e.
∥∥∥Qˆt −Qt∥∥∥ = oP (1).
In Remark 1, we sketch an argument showing that FO.t and OR.t are equivalent for the
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(S)DR unbiased transformation approach. An induction argument also shows that, for the
upcoming iTMLE approach, FO.t and OR.t are equivalent if, at each future time point s,
either OR.s or TM.s holds. Hence, the use of FO.t, FO.s in the above theorem rather than
OR.t, OR.s should not detract from its interest.
Remark 1. We now connect the (S)DR unbiased transformation approach to the first-order
expansion (2). For P almost all h¯t, E
[
Γ̂t
∣∣∣At = 1, h¯t]− Qˆt(h¯t) = −Dt(h¯t). Thus, the L2(P )
norm of E
[
Γ̂t
∣∣∣At = 1, H¯t = ·] − Qˆt(·) is oP (1) if and only if ∥∥Dt∥∥ = oP (1). Note that the
objective of a regression of Γ̂t,i against H¯t,i among all individuals with At,i = 1 is to ensure
E
[
Γ̂t
∣∣∣At = 1, H¯t = ·] ≈ Qˆt(·), where this approximation can be made precise by using “≈”
to mean closeness in L2(P ) norm. One could alternatively ensure closeness with respect to
a different criterion by choosing a different loss function. Often closeness in one loss implies
closeness in another loss (see, e.g., Theorem 3). 2
Remark 2. In (3), we applied Cauchy-Schwarz to show that each
∥∥Remts∥∥, s > t, is big-oh
of ‖pˆis − pis‖
∥∥∥Qˆs −Qs∥∥∥. One can also obtain the bound
∥∥Remts∥∥ . E [E [{Qˆs −Qs}2∣∣∣∣H¯t]E [(pˆis − pis)2∣∣H¯t]]1/2 .
The left-hand side will converge if, for each h¯t, either Qs or pis is consistently estimated
across all h¯s that have time-t history equal to h¯t. This is weaker than requiring that either
pis or Qs is consistently estimated, since we only require that the union of h¯t values on which
each of these quantities are consistently estimated is equal to the support of H¯t ∼ P . 2
Remark 3. Let ‖f‖∞ denote the P essential supremum norm and ‖·‖1 denote the L1(P )
norm. In this case, we have that
∑K
s=t+1
∥∥Remts∥∥∞ . ‖pˆis − pis‖1 ∥∥∥Qˆts −Qs∥∥∥∞. This seems
likely to be useful for constructing confidence bands for Qt. In particular, this suggests that,
under some conditions,
∥∥∥Qˆt −Qt∥∥∥ ≈ ∥∥Dt∥∥. Therefore, it generally suffices to develop a
confidence band for
∥∥Dt∥∥, which is a regression with the dimension of H¯t. If one uses the
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(S)DR unbiased transformation approach from Remark 1 and implements the time t regres-
sion using a kernel regression procedure, then one should be able to study a kernel-weighted
empirical process to develop confidence bands. This will presumably give meaningful confi-
dence bands when the dimension of H¯t is not too large, e.g. when t = 1 and the baseline
covariate is low-dimensional. We will examine this in detail in future works. 2
5 Novel sequential regression procedure
We now present a novel, SDR procedure for estimating Qt0 , t
0 ≥ 0. We extend the uni-
variate targeting step used in the procedure of van der Laan and Gruber (2012) to infinite-
dimensional targeting steps towards Qt0 . We refer to this new procedure, presented in
Algorithm 4, as iTMLE. For each t, we denote the estimate of Qt that is targeted towards
all outcome regressions r satisfying s ≤ r ≤ t− 1 by Qˆst , and we let Qˆ∗t ≡ Qˆt0t .
In this and the proceeding section, we abbreviate the following definitions from (1) for
all s, t with s ≥ t ≥ t0: Dt,∗s ≡ Dts(Qˆ∗s+1, Qˆ∗s) and Remt,∗s ≡ Remts(Qˆ∗s). Recall that Dt,∗s and
Remt,∗s are functions mapping from the support of H¯t ∼ P to the real line, so that it makes
sense to take L2(P ) norms of these objects to quantify their magnitude.
[Algorithm 4 about here.]
We now analyze the procedure that targets the estimate of Qs towards Qt, s ≥ t. Define
the data-dependent loss function
L ts (h¯s+1; 
t
s) = −at
{
s∏
r=t+1
ar
pˆir
}{
Qˆ∗s+1 log Qˆ
t+1,ts
s + [1− Qˆ∗s+1] log
[
1− Qˆt+1,tss
]}
,
where above we suppressed the dependence of pˆir, Qˆ
t
s+1, and Qˆ
t+1,ts
s on h¯r, h¯s+1, and h¯s. One
can show that E[L ts (H¯s+1; ts)] is minimized at the ¯ts : Ht → R satisfying
E
[{
s∏
r=t+1
Ar
pˆir
}
Qˆt+1,¯
t
s
s (H¯s)
∣∣∣∣∣h¯t, At = 1
]
= E
[{
s∏
r=t+1
Ar
pˆir
}
Qˆ∗s+1
∣∣∣∣∣h¯t, At = 1
]
, (5)
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where we note that a sufficient condition for this ¯ts to exist is that P{Qˆ∗s+1(H¯s+1) = 0} < 1
and P{Qˆ∗s+1(H¯s+1) = 1} < 1, i.e. that Qˆ∗s+1 is not degenerate at zero or one. Define
the conditional excess risk E ts(h¯t) by E
[
L ts (H¯s+1; ˆ
t
s)−L ts (H¯s+1; ¯ts)
∣∣h¯t]. The excess risk is
defined as the average conditional excess risk, i.e. E[E ts(H¯t)]. The upcoming lemma bounds
the term
∥∥Dt,∗s ∥∥ from the upper bound in Lemma 1 by the excess risk of the procedure for
estimating ˆts plus the deviation between the estimate of Qs targeted towards estimating Qr,
r ≥ t, and the estimate of Qs that is targeted towards estimating Qr, r ≥ t0. By the triangle
inequality, controlling
∥∥Dt,∗s ∥∥ for all s ≥ t suffices to control ∥∥∑s≥t Dt,∗s ∥∥ and, by Lemma 1,
plays an important role in controlling
∥∥∥Qˆ∗t −Qt∥∥∥.
Theorem 3 (Upper bounding
∥∥Dt,∗s ∥∥ by an excess risk). Fix s ≥ t ≥ t0. If P{Qˆ∗s+1 =
0} < 1, P{Qˆ∗s+1 = 1} < 1, and SP.t0 holds, then, with probability one over draws H¯t ∼ P ,
Dts(Qˆ
∗
s+1, Qˆ
t
s)(H¯t)
2 . E ts(H¯t). Furthermore,
∥∥Dt,∗s ∥∥ . E [E ts(H¯t)]1/2 + ∥∥∥Qˆ∗s − Qˆts∥∥∥.
The above shows that
∥∥Dt,∗s ∥∥ converges to zero in probability if the excess risk of ˆts for
¯ts converges to zero in probability and all targeting steps of the estimate of Qs that occur
after the estimate is successfully targeted towards Qt (small excess risk) have little effect
on the estimate. We will formally show that empirical risk minimizers satisfy this latter
condition. Note also that, for t = t0, i.e. for the final targeting step for the estimate of each
Qs, Qˆ
∗
s = Q
t0
s by definition so that the latter term above is zero. Thus,
∥∥∥Dt0,∗s ∥∥∥2 converges
to zero at least as quickly as does the excess risk E
[
E t0s (H¯t0)
]
.
6 Explicit guarantees for empirical risk minimizers
To establish concrete results about the iTMLE, it is easiest to analyze one particular class
of estimators. Here we focus on estimators derived from empirical risk minimization (ERM)
(see, e.g., van de Geer, 1990; Vapnik, 1991).
We first give a brief review of ERM. Again suppose Z ≡ (X, Y ) ∼ ν and that f0 minimizes
the risk corresponding to some loss L . An ERM attempts to estimate f0 by letting fˆ =
argminf∈F νnL (·; f), where νnL (·; f) is the empirical mean ofL (Z; f) from an i.i.d. sample
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of size n drawn from ν, and F is some user-specified index set. While in practice this index set
may depend on sample size, in this work we focus our analysis on a sample-size-independent
F . One could alternatively study a sieved estimator for which F grows with sample size.
For ease of notation, we assume that, when estimating each Qt, the same class F t is
used to estimate both ts, s > t, and also to estimate Qt. We assume that F t contains
the trivial function mapping each h¯t to zero. It is hard to imagine a useful class F t that
would violate this condition. We assume that each ˆts is obtained via ERM, so that ˆ
t
s ∈
argmints∈Ft PnL
t
s (·; ts). For each t, use the following correct specification assumptions.
CS.t) For s ≥ t, the data-dependent functions ¯ts defined in (5) fall in F t with probability
approaching one.
Remark 4 (Alternative to CS). If each Qˆ∗s, s > t, has a (possibly misspecified) limit, then
one can replace the condition that each ¯ts, which relies on the sample-dependent estimate
Qˆ∗s, falls in F t with the condition that the limit of ¯ts, s ≥ t, falls in F t. This is useful
because, when Qˆ∗s, s > t, is consistent, the limit of ¯
t
s is the constant function zero. Hence,
for these s our assumption that F t contain this trivial function suffices. For s = t, replacing
the above assumption by the assumption that the limit of ¯ts ∈ F t is like assuming OR.t
provided at least one of one of Qˆ∗t+1 or pˆit+1 is consistent. 2
For ease of analysis, we also rely on the following assumption on each F t.
BD) For each t ≥ t0, the elements in F t are uniformly bounded in [−c, c], c <∞.
Each result also uses an empirical process condition to ensure that the class F t is not too
large, and also that the estimates of the propensity scores are well-behaved.
DC) For all t ≥ t0, F t is a Donsker class (van der Vaart and Wellner, 1996) and pˆit belongs
to a fixed Donsker class Dt with probability approaching one.
Remark 5. Under the weaker condition that F t is a Glivenko-Cantelli class and pˆit belongs
to a Glivenko-Cantelli class Dt, one can obtain the same results as those that we will present
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in this section, with the only change being that each oP (n
−1/4) is replaced by oP (1). 2
Theorem 4 (ERMs achieve SDR estimation of Qt). If t ≥ t0 is such that CS.t, SP.t holds
with probability approaching one, BD, and DC, then, with probability approaching one,
∥∥∥Qˆ∗t −Qt∥∥∥ . ∑
s≥t+1
∥∥∥Qˆ∗s −Qs∥∥∥ ‖pˆis − pis‖+∑
s≥t
(∥∥∥Qˆ∗s − Qˆts∥∥∥+ E[E ts(H¯t)]1/2) .
Furthermore,
∥∥∥Qˆ∗t −Qt∥∥∥ .∑s≥t+1 ∥∥∥Qˆ∗s −Qs∥∥∥ ‖pˆis − pis‖+ oP (n−1/4).
Proof of Theorem 4. We first use the bound in Lemma 1. Lemma 6 in Appendix 6 shows
that each E[E ts(H¯t)] = oP (n−1/2). Cauchy-Schwarz and the fact that SP.t holds with prob-
ability approaching one show that each
∥∥Remts∥∥ is upper bounded by a constant times∥∥∥Qˆ∗s −Qs∥∥∥ ‖pˆis − pis‖ with probability approaching one. The upcoming Theorem 5 shows
that CS.t and the other conditions of this theorem imply that targeting the estimates of
each Qs has little effect on the estimates, i.e.
∥∥∥Qˆ∗s − Qˆts∥∥∥ = oP (n−1/4).
We now make explicit the sense in which the above establishes the SDR property of our
estimator. Suppose that CS.t0 holds and, for each t > t0, at least one of CS.t and TM.t, i.e.
‖pˆit − pit‖ = oP (1), holds. A straightforward induction argument with inductive hypothesis
“CS.t implies
∥∥∥Qˆ∗t −Qt∥∥∥ = oP (1)” from t = K, . . . , t0 then shows that ∥∥∥Qˆ∗t0 −Qt0∥∥∥ =
oP (1). Thus, our approach is SDR once we replace OR.t by the related, but somewhat more
technical, condition CS.t. If each ‖pˆit − pit‖ is oP (n−1/4), which is achievable if pˆit is an ERM
from a correctly specified Donsker class, then the same induction argument holds, but now
with the oP (1) replaced by oP (n
−1/4) so that
∥∥∥Qˆ∗t0 −Qt0∥∥∥ = oP (n−1/4).
We now show that, for s ≥ t ≥ t0, targeting the estimate of Qs towards all r = t−1, . . . , t0
has little effect on the estimate if CS.t holds.
Theorem 5. Fix a t ≥ t0 for which CS.t holds and let s ≥ t. If SP.t0 holds with probability
approaching one, BD, and DC, then
∥∥∥Qˆ∗s − Qˆts∥∥∥ = oP (n−1/4).
Remark 6 (Improved rate quantification). Under entropy integral bounds on the Donsker
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classes in DC, local properties of the empirical process would yield a better understanding of
the oP (n
−1/4) rates above. One could use local maximal inequalities for bracketing entropy
(van der Vaart and Wellner, 1996) or uniform entropy (van der Vaart and Wellner, 2011). 2
Remark 7 (Conjectured rate optimality when DR terms are small). Suppose that CS.t
and TM.t hold at every time point t > t0 and that CS.t0 holds. Further suppose that
‖pˆit − pit‖ = oP (n−1/4) for each t > t0, which will be the case if each pit is estimated using
an ERM over a correctly specified Donsker class. In this case a simple induction argument
shows that
∥∥∥Qˆ∗t0 −Qt0∥∥∥ .∑
t≥t0
{
(Pn − P )
[
L t
0
t (· ; ¯t
0
t )−L t
0
t (· ; ˆt
0
t )
]}1/2
+ oP (n
−1/2).
The first inequality holds whether or not CS.t0 is true, but the second uses CS.t0. In
particular, the second inequality holds because each ˆt
0
t is an ERM over F t0 and each ¯t0t ∈ F t0
by CS.t0. Even in a correctly specified parametric model, the leading term is only OP (n
−1/2),
so the leading sum above is always expected to dominate. As the rate of convergence of the
empirical processes can be controlled by the size of the class F t0 , we see that
∥∥∥Qˆ∗t0 −Qt0∥∥∥
converges to zero at the rate dictated by size of the class F t0 , where the size of the class can
be quantified using metric entropy (van der Vaart and Wellner, 1996).
Compare this to earlier sequential regression procedures, whose rate of convergence is
typically dominated by the size of the largest F t, t ≥ t0. As H¯t0 is necessarily lower dimen-
sional than H¯t, t > t
0, we would typically expect that F t0 has a smaller entropy integral than
F t. Hence, we expect that traditional sequential regression procedures have rate dominated
by the size of FK . It seems likely that this fact enables the construction of confidence sets
for Qt0 . We will examine this further in future works. 2
Remark 8 (Asymptotic linearity). A stronger result than that of Theorem 4 can be obtained
if t0 = 0 so that Qt0 is a real number. Suppose that the conditions of Theorem 4 hold and
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there exists a function IF : H¯K+1 → R such that
∥∥∥∥IF−∑Kt=0 ÎFˆ0tt ∥∥∥∥ = oP (1), where
ÎF
0t
t (h¯t+1) ≡
{
t∏
s=1
as
pˆis(h¯s)
}{
Qˆ∗t+1(h¯t+1)− Qˆ1,
0
t
t (h¯t)
}
.
Here, Qˆ
1,0t
t = Qˆ
t0+1,t
0
t
t is defined in Algorithm 4. In particular, the fact that, for each t,
{L 0t (·, 0t ) : 0t ∈ F0 = R} is a parametric class ensures that 0 = ∂∂0t PnL
0
t (·, 0t )
∣∣∣
0t=ˆ
0
t
=
PnÎF
ˆ0t
t . Noting that D
0
t = −P ÎF
ˆ0t
t ,
K∑
t=0
D0t = (Pn − P )
K∑
t=0
ÎF
ˆ0t
t = (Pn − P ) IF−(Pn − P )
[
IF−
K∑
t=0
ÎF
ˆ0t
t
]
.
By
∥∥∥∥IF−∑Kt=0 ÎFˆ0tt ∥∥∥∥ = oP (1), DC, permanence properties of Donsker classes (van der Vaart
and Wellner, 1996), BD), and SP.t), the latter term is oP (n
−1/2). Thus, by Lemma 1,
Qˆ∗0 −Q0 = (Pn − P ) IF +
K∑
t=1
Rem0t +oP (n
−1/2),
and so Qˆ∗0 is an asymptotically linear estimator of Q0 with influence function IF if the remain-
der is oP (n
−1/2). If one has not used known values of pit or correctly specified a parametric
model for each pit, t ≥ 1, then often IF is the canonical gradient in the nonparametric model
(Pfanzagl, 1990). 2
7 Simulation studies
Simulation setup. We conduct a simulation study that evaluates the finite sample behavior
of the two SDR methods presented. All simulations report (i) the mean-squared error (MSE)
for the outcome regression that conditions on baseline covariates only, i.e. Q1; (ii) the bias
and the coverage of a two-sided 95% confidence interval given by the various estimators for
the marginal parameter Q0. As most existing methods are designed to focus on estimating
Q0, they will not necessarily perform well for Q1.
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We compare the performance of the following estimators: LTMLE, doubly robust unbi-
ased transformation (DR Transform), and iTMLE. We also implement a na¨ıve plug-in esti-
mator (Direct Plugin), that lets QˆK+1(H¯K+1) ≡ LK+1, and recursively from t = K, . . . , 0,
regresses Qˆt+1,i against H¯t,i among all individuals i with At,i = 1. The na¨ıve plug-in estimator
yields estimates of Q0 and Q1, though does not yield a confidence interval for Q0. For estima-
tion of the marginal mean parameter Q0, we also evaluate the bias for the inverse probability
weighted estimator (IPW). The performance of these estimators is evaluated under various
model specification scenarios for the outcome regressions Qˆt and the propensity scores pˆit, as
described below. We do not evaluate the performance of the Bang & Robins (BR) estimator
in its original form because LTMLE can be viewed as its robust extension. Some of the data
generating distributions used in this simulation study would yield an inconsistent BR, thus
not providing a fair comparison. The performance of the estimators is evaluated over 1000
Monte Carlo draws. All simulations are carried out in R (R Core Team, 2016) using the
packages simcausal (Sofrygin et al.) and stremr (Sofrygin et al., 2016). The code for our
simulation is available in a github repository (http://github.com/osofr/SDRsimstudy).
Our simulation study consists of two scenarios. The data-generating distributions for
Simulations 1 and 2 are described in detail in Appendix 13. Here we give an overview
of the simulation methods. Simulation 1 is a proof of concept with a simple longitudinal
structure and 3 time-point interventions, i.e., K = 3. For this scenario, the estimates are
evaluated from a sample of n = 500 i.i.d. units. The outcome regressions Qt and propensity
scores pit are estimated using the main terms logistic regressions. The estimator of the
outcome regression Q1 is always correctly specified in all four scenarios. Each estimator
is evaluated based on the following four regression specification scenarios of the remaining
outcome regressions and propensity scores: Qc.gc, when all Qt and pit are based on correctly
specified regressions; Qi.gc, all Qt for t > 1 are incorrect, and pit are correctly specified for
all t; Qc.gi, when Qt are correctly specified for all t, while pit are incorrect for all t; Qi.gi, Qt
are incorrectly specified for t > 1 and gt is incorrectly specified for all t.
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The second simulation scenario (Simulation 2) is based on a 5 time-point longitudinal
structure, i.e, K = 5, with n = 5000. The types of regressions considered in this simulation
include the four scenarios from Simulation 1 (Qc.gc, Qi.gc, Qc.gi and Qi.gi), except that
the estimation of Qt is based on non-parametric regression approaches (details below). We
define the “correct” estimation scenario for Qt (i.e, Qc.gc and Qc.gi) by including all the
relevant time-varying and baseline covariates, whereas the “incorrect” estimation scenario for
Qt means that we exclude key time-varying or baseline covariates. We estimate each pit via
the main-terms logistic regression. The incorrect estimator pˆit of pit is obtained by running
an intercept-only logistic regression. We also consider an additional scenario (QSDR.gSDR),
where Q5 is incorrect, while Qt are correct for all t < 5, and, conversely, pi5 is correct, while pit
are incorrect for all t < 5. This scenario mimics data for which the last outcome regression
is a high-dimensional and biologically complex mechanism and is unlikely to be correctly
specified, while the exposure mechanism at the last time-point is known.
For Simulation 2, the non-parametric estimation of Qt is based on a discrete super-
learner (van der Laan et al., 2007). The ensemble library of candidate learners includes
18 estimators from xgboost R package (Chen and Guestrin, 2016), as well as a main-terms
logistic regression (GLM). The best performing model in the ensemble is selected via 5-fold
cross-validation. We found that using the ensemble of highly data-adaptive xgboost learners
for all Qt was prone to overfitting. To mitigate this overfitting we employ xgboost-based
learners only for estimating Q5 and Q4, and use the GLM for estimating Q3, Q2 and Q1.
In both simulation scenarios, the iTMLE targeting steps are based on super-learner en-
sembles that include 3 GBMs from xgboost R package, a main terms logistic regression, a
univariate intercept-only logistic regression and an empty learner that does not update Qˆt.
The targeted iTMLE update is then defined by the convex combination of predictions from
each learner in the super-learner ensemble, where this combination is fitted using the novel
cross-validation scheme presented in Appendix 12.
The regression specification for DR Transform relies on the same estimation approaches
21
as for Qt in Simulation 1 and 2. However, since the transformed estimates Γˆt,i often result
in some values being outside of (0, 1), the standard statistical R software, such as GLM,
produces an error. To overcome this, we modified the R package xgboost to produce valid
regression estimates with DR transformed outcomes, even if they fall outside of (0, 1).
Simulation results. The simulation results for the relative MSE estimation of Q1 for Simu-
lation 1 and 2 are presented in Figure 1. These results clearly demonstrate that, depending
on the scenario, the iTMLE and DR Transform either outperform or perform comparably to
Direct Plugin and LTMLE. This figure also shows that the iTMLE outperforms DR trans-
form in terms of MSE in Simulation 1 for Qi.gc and Qi.gi, i.e. the two settings where the
later time point outcome regressions are misspecified. The Simulation 1 and 2 results for
the relative absolute bias in estimation of Q0 are presented in Figure 2. While overall the
performance the LTMLE, iTMLE, and DR Transform is similar across different scenarios,
the notable exceptions are the scenario Qi.gc in Simulation 1, where DR Transform appears
to outperform other methods, the scenario Qc.gi in Simulation 2, where DR Transform out-
performs the rest, and the scenario QSDR.gSDR in Simulation 2, where both SDR methods
outperform the LTMLE. The simulation results for the coverage and mean length of the
two-sided 95% CIs for Q0 in Simulation 1 and 2 are presented in Figure 3. The confidence
interval coverage and width appear to be comparable between the two SDR methods and
the LTMLE. The only exception is for the QSDR.gSDR scenario, where the LTMLE has
roughly 10% coverage while the SDR approaches achieve nearly the nominal coverage level
similar mean confidence interval widths.
[Figures 1, 2, and 3 about here.]
8 Discussion
We have discussed the sequentially doubly robust estimation of the longitudinal G-formula.
This form of robustness allows inconsistent estimation of either the treatment/censoring
mechanism or outcome regression at each time point. We presented a general SDR esti-
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mation strategy, referred to as the iTMLE. This procedure is iterative, leveraging the SDR
property from temporally subsequent outcome regressions to ensure the SDR property at the
current outcome regression. We presented a high-level argument supporting the SDR nature
of a general iTMLE, and formally established that our estimation scheme is SDR when im-
plemented with empirical risk minimization. In practice, we believe the ERM procedure is
prone to overfitting, and suggest using the cross-validation selector presented in the Supple-
ment. Beyond the added robustness of our new estimator, we argued why the iTMLE more
appropriately accounts for the dimension of the outcome regression problem than typical
sequential regression procedures, thereby leading to better finite sample behavior.
To improve the readability of this manuscript, we focused on outcomes bounded in [0, 1],
and, as a consequence, all regressions were based upon a cross-entropy loss function. Like
targeted minimum-loss based estimation, this method immediately extends beyond binary
outcomes by choosing a different loss function. To simplify the presentation of our technical
analysis of the ERM special case, in Section 6, we also assumed that the outcome regressions
were bounded away from zero and one. While time-to-event outcomes, discussed in Ap-
pendix 10, may seem to be excluded by this assumption, this is only an artificial restriction.
The theory presented can be shown to remain valid even without this condition.
We expect our method to enable the construction of confidence sets and bands for time
t outcome regressions that shrink at the rate dictated by the entropy of the class used to
estimate outcome regression t rather than the entropy of the largest class used to estimate
outcome regressions s ≥ t. We will explore this in future work.
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9 Proofs
Proof of Lemma 1. Note that
Qˆtt(h¯t)−Qt(h¯t) = −E
[
At
pit
{
Qˆt+1 − Qˆt
}∣∣∣∣h¯t]+ E [Qˆt+1 −Qt+1∣∣∣h¯t, At = 1] .
The leading term is Dtt(h¯t). To see that the latter term equals
∑K
s=t+1[D
t
s(h¯t) + Rems(h¯t)],
recursively (from s = t to s = K−1) apply the following relationship to the inner expectation
in the final term of
E
[
Qˆs+1 −Qs+1
∣∣∣h¯s, as] = − E [As+1
pˆis+1
{
Qˆs+2 − Qˆs+1
}∣∣∣∣h¯s, as]
+ E
[{
1− pis+1
pˆis+1
}{
Qˆs+1 −Qs+1
}∣∣∣∣h¯s, as]
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+ E
[
As+1
pˆis+1
E
[
Qˆs+2 −Qs+2
∣∣∣H¯s+1, As+1]∣∣∣∣h¯s, as] ,
where the recursion ends at s = K − 1 because QˆK+1 = QK+1.
Proof of Theorem 3. Fix h¯t. Define
Gh¯t(ε) ≡ E
[
L ts (H¯s+1; h¯
′
t 7→ ε)
∣∣h¯t] .
Let G˙h¯t(ε) ≡ ∂∂εGh¯t(ε). The chain rule shows that
∂[G˙h¯t (ε)]
2
∂Gh¯t (ε)
= 2G¨h¯t(ε), where G¨h¯t(ε) ≡
∂
∂ε
G˙h¯t(ε). By the mean value theorem, there exists a c in the range of 2G¨h¯t(·) such that
G˙h¯t [ˆ
t
s(h¯t)]
2 − G˙h¯t [¯ts(h¯t)]2 = c
{
Gh¯t [ˆ
t
s(h¯t)]−Gh¯t [¯ts(h¯t)]
}
As ¯ts is the risk minimizer over all functions ¯
t
s : H¯t → R, G˙h¯t [¯ts(h¯t)] = 0. Straightforward
calculations show that
2G¨h¯t(ε) = 2at
{
s∏
r=t+1
Ar
pˆir
}
Qˆt+1,h¯
′
t 7→ε
s (1− Qˆt+1,h¯
′
t 7→ε
s ),
which is uniformly upper bounded by δs−t/2. Furthermore, because ¯ts is a risk minimizer,
Gh¯t [ˆ
t
s(h¯t)]−Gh¯t [¯ts(h¯t)] ≥ 0. Further note that G˙h¯t [ˆts(h¯t)]2 = pit(h¯t)2Dts(Qˆ∗s+1, Qˆts)(h¯t)2, and
also that Dts(Qˆ
∗
s+1, Qˆ
t
s)(h¯t)
2 . Dts(Qˆ∗s+1, Qˆts)(h¯t)2. Hence, we have shown that
Dts(Qˆ
∗
s+1, Qˆ
t
s)(h¯t)
2 .
{
Gh¯t [ˆ
t
s(h¯t)]−Gh¯t [¯ts(h¯t)]
}
= E ts(h¯t).
This yield the almost sure pointwise bound. Take an expectation over H¯t ∼ P on both sides,
taking the square root, and applying the triangle inequality shows that
∥∥Dt,∗s ∥∥ ≤ ∥∥∥Dts(Qˆ∗s+1, Qˆts)∥∥∥+ ∥∥∥Dt,∗s −Dts(Qˆ∗s+1, Qˆts)∥∥∥
. E
[E ts(h¯t)]1/2 + ∥∥∥Dt,∗s −Dts(Qˆ∗s+1, Qˆts)∥∥∥ .
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The positivity assumption shows that the latter term upper bounds by a positive constant
(relying on δ only) times
∥∥∥Qˆ∗s − Qˆts∥∥∥.
Lemma 6 (Targeting Qˆt+1s makes the excess risk small). Fix t. Under the conditions of
Theorem 4,
E[E ts(H¯t)] = oP (n−1/2) for each s ≥ t.
Proof of Lemma 6. We use empirical process notation so that, for a distribution ν and
function f , νf = Eν [f(Z)]. As ˆts is an empirical risk minimizer, CS.t) implies that
PnL ts (· ; ˆts) ≤ PnL ts (· ; ¯ts). Hence,
E[E ts(H¯t)] = P
[
L ts (·; ˆts)−L ts (·; ¯ts)
] ≤ (Pn − P ) [L ts (· ; ¯ts)−L ts (· ; ˆts)] .
The remainder of the proof shows that the right-hand side is oP (n
−1/2). By BD), CS.t), and
permanence properties of Donsker classes (e.g., Chapter 2.10 in van der Vaart and Wellner,
1996), the right-hand side is OP (n
−1/2). Using the bounds on Qˆt+1s , s > t, BD), and SP.t),
standard arguments used to show that the cross-entropy loss is quadratic (see, e.g., Lemma 2
in van der Laan et al., 2004) show that
P
[{
L ts (·; ˆts)−L ts (·; ¯ts)
}2] . P [L ts (·; ˆts)−L ts (·; ¯ts)] . (6)
We have already shown that the left-hand side is OP (n
−1/2). Combining this with DC, per-
manence properties of Donsker classes, and the asymptotic equicontinuity of Donsker classes
(e.g., Lemma 19.24 in van der Vaart, 1998), (Pn−P ) [L ts (· ; ¯ts)−L ts (· ; ˆts)] = oP (n−1/2).
Proof of Theorem 5. Let t, s satisfy the conditions of the theorem. We give proof by induc-
tion on r = t, t − 1, . . . , t0. The inductive hypothesis at r = t0 includes our desired result
that
∥∥∥Qˆ∗s − Qˆts∥∥∥ = oP (n−1/4).
Induction Hypothesis: IH(r).
∥∥∥Qˆts − Qˆrs∥∥∥ = oP (n−1/4) and E[Ers (H¯r)] = oP (n−1/2).
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Base Case: r = t.
∥∥∥Qˆts − Qˆrs∥∥∥ = 0, so is oP (n−1/4) with much to spare. Lemma 6 shows
that CS.t plus the other conditions of this theorem imply that E[Ers (H¯r)] = oP (n−1/2).
Induction Step: Suppose IH(r + 1) holds. By the triangle inequality,
∥∥∥Qˆts − Qˆrs∥∥∥ ≤ ∥∥∥Qˆts − Qˆr+1s ∥∥∥+ ∥∥∥Qˆr+1s − Qˆrs∥∥∥ .
By IH(r + 1), the leading term above is oP (n
−1/4). In the remainder we establish that∥∥∥Qˆr+1s − Qˆrs∥∥∥ = oP (n−1/4), and along the way we also establish that E[Ers (H¯r)] = oP (n−1/2).
By the Lipschitz property of the expit function,
∥∥∥Qˆr+1s − Qˆrs∥∥∥ . ‖ˆrs‖, and thus it suffices to
bound ‖ˆrs‖ to establish the first part of IH(r).
We start by giving a useful upper bound for ‖− ¯rs‖ for a general function  : H¯r → R
that falls in L2(P ). Because ¯rs is a risk minimizer over all functions mapping from H¯r to R,
a H¯r-pointwise second-order Taylor expansion shows that, for some ˜ : H¯r → R that falls in
between  and ¯rs,
E
[
L rs (H¯s+1; )−L rs (H¯s+1; ¯rs)
]
= E
[
E
[
L rs (H¯s+1; )−L rs (H¯s+1; ¯rs)
∣∣H¯r]]
=
1
2
E
[
{(H¯r)− ¯rs(H¯r)}2E
[
Ar
(
s∏
r′=r+1
Ar′
pˆir′
)
Qˆr+1,˜s (1− Qˆr+1,˜s )
∣∣∣∣∣H¯r
]]
≥ c ‖− ¯rs‖2
for an appropriately specified constant c > 0, where we used BD. The triangle inequality
and two applications of the preceding display (at  = 0 and  = ˆrs) show that
‖ˆrs‖ ≤ ‖¯rs‖+ ‖ˆrs − ¯rs‖ . E
[
L rs (H¯s+1; 0)−L rs (H¯s+1; ¯rs)
]1/2
+ E[Ers (H¯r)]1/2.
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The square of the latter term upper bounds as follows:
E[Ers (H¯r)] = P [L rs (·; ˆrs)−L rs (·; 0)] + P [L rs (·; 0)−L rs (·; ¯rs)]
≤ P [L rs (·; ˆrs)−L rs (·; 0)]− (Pn − P ) [L rs (·; 0)−L rs (·; ¯rs)]
= P [L rs (·; ˆrs)−L rs (·; 0)] + |(Pn − P ) [L rs (·; 0)−L rs (·; ¯rs)]| , (7)
where the inequality uses that the constant function zero is in F r and the latter equality uses
that ¯rs is the true risk minimizer and ˆ
r
s is the empirical risk minimizer. The subadditivity
of x 7→ x1/2 thus yields that
‖ˆrs‖ .E
[
L rs (H¯s+1; 0)−L rs (H¯s+1; ¯rs)
]1/2
+ |(Pn − P ) [L rs (·; 0)−L rs (·; ¯rs)]|1/2 .
The square of the first term above upper bounds as follows:
E
[
L rs (H¯s+1; 0)−L rs (H¯s+1; ¯rs)
]
= E
[
Ar
pˆir+1
E
[
L r+1s (H¯s+1; ˆ
r+1
s )−L r+1s (H¯s+1; ˆr+1s + ¯rs)
∣∣H¯r+1]]
. E
[
Ar
pˆir+1
E
[
L r+1s (H¯s+1; ˆ
r+1
s )−L r+1s (H¯s+1; ¯r+1s )
∣∣H¯r+1]]
. E[Er+1s (H¯r)]. (8)
The equality is an algebraic identity, the first inequality uses that ¯t+1r is the risk minimizer
among all functions mapping from H¯r+1 → R, and the second inequality uses SP.t0. By
IH(r + 1), the right-hand side is oP (n
−1/2). Returning to the preceding display,
‖ˆrs‖ . |(Pn − P ) [L rs (·; 0)−L rs (·; ¯rs)]|1/2 + oP (n−1/4).
By DC, BD, SP.t0, and Lemma 19.24 of van der Vaart (1998), the former term on the right
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satisfies
(Pn − P )
[
L tr (·; ˆtr)−L tr (·; 0)
]
=

oP (n
−1/2), if ‖ˆrs‖ = oP (1),
OP (n
−1/2), otherwise.
(9)
A first application of the above result shows that ‖ˆrs‖ = OP (n−1/4). A second application
shows that ‖ˆrs‖ = oP (n−1/4). Recall that
∥∥∥Qˆr+1s − Qˆrs∥∥∥ . ‖ˆrs‖, thereby establishing the first
part of IH(r). For the second part of IH(r), note that it suffices to bound the two terms on
the right-hand side of equation (7). The first term is controlled using that the right-hand
side of equation (8) is oP (n
−1/2) under IH(r+ 1). The second term is oP (n−1/2) by the above
since ‖ˆrs‖ = oP (n−1/4). Hence, we have established the second part of IH(r), namely that
E[Ers (H¯r)] = oP (n−1/2).
10 Right-censored data structures and time-to-event
outcomes
Remark 9 (Right-censored data structures). General discretely right-censored data struc-
tures can be expressed using our notation. In what follows we mimic the introduction to
discretely right-censored data structures given in Bang and Robins (2005). For each t, let
L¯t ≡ (L1, . . . , Lt). Let C be a discrete censoring time taking value in 1, . . . , K + 1. The
observation is censored after time C, so that we observe (C, L¯C). Under the missing at
random assumption, P (C = t|C ≥ t, L¯K+1) = P (C = t|C ≥ t, L¯t). If one wishes to es-
timate E[LK+1|L¯t] for some t ≤ K, then one can use that, under the missing at random
assumption, this estimand is equal to Q˜t(L¯t), where Q˜s, s ≥ t, is recursively defined as
Q˜K+1(L¯K+1) ≡ L¯K+1, and Q˜s(L¯s) ≡ E[Q˜s+1(L¯s+1)|C > s, L¯s]. To see the equivalence with
our data structure, let At ≡ 1{C>t}. Then E[LK+1|¯`t] = Qˆt(h¯t), where h¯t is the history vector
with time s ≤ t covariates `s and time s < t treatment As = 1. 2
Remark 10 (Time-to-event outcomes). Let C be a censoring time taking values in 1, . . . , K,+∞,
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let T be a survival time taking values in 1, . . . , K + 1,+∞, and L¯T ≡ (L1, . . . , LT ) denote
a vector of covariates up to the survival time, where each Lt, t ≤ K, contains an indica-
tor that T ≤ t and LK+1 = 1{T≤K+1}. We wish to estimate P (T ≤ K + 1|¯`t). One way
to express the observed data structure is to write (Y,∆, L¯Y ), where Y ≡ min{T,C} and
∆ ≡ 1{T≤C}. Alternatively, the observed data structure can be expressed using our H¯K+1
notation, where each At ≡ 1{Y >t}∪{∆=1}. Under the sequential randomization assumption
that P (C = t|C ≥ t, T > t, L¯T ) = P (C = t|C ≥ t, T > t, L¯t) with probability one, one
can show that P (T ≤ K + 1|¯`t) is equal to Qt(h¯t), where each as, s < t, in h¯t is equal to
one. Working with time-to-event data requires one additional consideration compared to the
longitudinal treatment setting that we consider in the main text. In particular, once the
indicator that T ≤ t in L¯t is equal to one, it is automatically true that LK+1 = 1. Thus, one
should deterministically set estimates of Qt(L¯t) equal to one for all such L¯t. 2
11 Variation-independent formulation of sequential dou-
ble robustness
We now present a variation independent formulation of sequential double robustness and
establish its achievability. This formulation is more restrictive than that given in Definition 3,
but makes clear that there are scenarios in which one could correctly specify OR.s but not
OR.t, s > t. For each t ≥ 1, let Pt denote the distribution of Lt+1 conditional on At = 1, H¯t
that is implied by P . Consider an estimation procedure that estimates each Pt separately,
where we note that these Pt are variation independent, both of one another and of the
treatment mechanisms, in the sense that knowing Pt places no restriction on the set of
possible realizations of Ps, s 6= t, or of pis, s arbitrary. Thus, so our procedure can estimate
all of these conditional distributions a priori. Define the following alternative to OR.t:
FD.t) The distribution Pt is correctly specified by the estimation procedure, or at least arbi-
trarily well approximated asymptotically.
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Above “FD” refers to correct specification of a component of the Full Data distribution.
Consider an alternative definition of sequential double robustness that replaces OR.t and
OR.s in Definition 3 by FD.t and FD.s. First note that, by recursive applications of this
definition, from t = K, . . . , 0, we see that a procedure satisfying this alternative SDR defini-
tion implicitly correctly specifies the functional form of the time t outcome regression (i.e.,
satisfies OR.t) at each time point for which FD.t holds and, for each s > t, either FD.t or
TM.t holds. Secondly, an estimator achieving this alternative SDR property is achievable
using the (S)DR unbiased transformation presented in Section 3, where the regressions are
fitted via kernel regression. Here we used the fact that kernel regression represents a kernel
density estimation based plug-in estimator for the regression function. The downside to
this procedure is that it requires correctly estimating possibly high-dimensional conditional
densities. We therefore prefer an alternative approach that allows us to incorporate modern
regression techniques – see Section 5. Nonetheless, the variation independence of the proce-
dure discussed in this appendix: FD.t holding does not logically imply that FD.s holds for
t 6= s, just as TM.t does not logically imply that TM.s holds for t 6= s.
12 Mitigating overfitting via cross-validation
In this section, we describe a variant of V -fold cross-validation that can be used to estimate
each Qt. Let S1, . . . ,SV be mutually exclusive and exhaustive subsets of {1, . . . , n} of ap-
proximately equal size, determined independently of the observations H¯K+1,1, . . . , H¯K+1,n.
The set Sv is referred to as validation set v, and its complement is referred to as training set
v. For each i, let vi denote the validation set Svi to which i belongs, i.e. the validation set
for observation i.
Suppose we wish to estimate some parameter θ of an arbitrary distribution ν on Z ≡
(X, Y ), e.g. θ(x) = Eν [Y |x]. Suppose that we have M candidate regression algorithms for
estimating θ. For each candidate algorithm m and subset indicator v, let θˆv,m denote an
estimate of θ by running algorithm m on observations in training set v. The cross-validation
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selector for m is defined as
mˆ = min
m
n∑
i=1
L (Z; θˆvi,m)
for some appropriately defined loss L . If the loss function depends on nuisance parameters
that must be estimated from the data, then one can replace this loss by a loss with the
nuisance parameter estimates obtained from training set vi, up to the dependence of these
parameters on their own cross-validation selectors of an algorithm m. We let θˆvi ≡ θˆvi,mˆ.
Note that θˆvi depends on the data in vi only through the selected mˆ and, if the loss function
depends on nuisance parameters, then also through the cross-validation-selected candidate
algorithms from these nuisance parameters. As we will show in a future work, the fact
that θˆvi only depends on validation set i through discrete quantities ensures that our cross-
validation scheme for estimating mˆ satisfies oracle inequalities analogous to those presented
in van der Laan and Dudoit (2003).
While the above procedure is written as a discrete cross-validation selector, we note that
the super-learner algorithm, which replaces the discrete choice of size M with all convex
combinations of M algorithms, can be arbitrarily well approximated by forming an -net
over the M − 1 simplex, where now each convex combination of these M algorithms is
treated as a candidate (van der Laan et al., 2006).
13 Simulated data-generating distributions
All simulations are carried out in R programming package using simcausal package (Sofrygin
et al., 2015).
13.1 Simulation 1
The simulation is implemented by sampling longitudinal data over 3 time-points and n =
500 i.i.d. subjects. Briefly, this simulation represents a simple data structure with binary
exposure that can be assigned separately at time-points t = 1, . . . , 3 and a binary outcome
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Algorithm 1 Cross-validated iTMLE for Qt
Selects between Mt with covariate H¯t, t ≥ t0. When t0 = 0, Mt0 = 1 and the only
candidate regression is an intercept-only logistic regression.
1: procedure SDR.Q(t0)
2: for v=1,. . . ,V do . Estimate treatment mechanisms.
3: Using only observations in training set v, obtain estimates pˆit,v of pit, t = t
0, . . . , K,
via any desired technique.
4: Let Qˆ∗K+1 ≡ LK+1
5: for s = K, . . . , t0 do . Estimate Qs
6: Initialize Qˆs+1s ≡ 1/2
7: for t = s, s− 1, . . . , t0 do . Target estimate of Qs towards Qt.
8: for v=1,. . . ,V do . Fit candidates on training set v.
9: For each function ts : H¯t → R, define Qˆt+1,
t
s,v
s as
h¯t 7→ Ψ
{
Ψ−1[Qˆt+1,vs (h¯s)] + 
t
s(h¯t)
}
.
10: for m=1,. . . ,M do . Fit the mth candidate
11: Using observations i in training set v, fit ˆt,v,ms by running candidate
regression m using the cross-entropy loss and the logit link function
with outcome Qˆ∗,vs+1,i, offset logit Qˆ
t+1,v
s,i , predictor H¯t,i, and weights
At,i
∏s
r=t+1
Ar,i
pˆir,v,i
.
12: Define
mˆts = argminm
n∑
i=1
L t,vis (H¯t+1,i; ˆ
t,vi,m
s ),
where L t,vs (h¯s+1; ) is defined as
− at
{
s∏
r=t+1
ar
pˆivr
}{
Qˆ∗,vs+1 log Qˆ
t+1,,v
s + [1− Qˆ∗,vs+1] log
[
1− Qˆt+1,,vs
]}
13: Let Qˆt,vs ≡ Qˆt+1,ˆ
t,v,mˆts
s ,v
s , v = 1, . . . , V
14: Let Qˆ∗,vs ≡ Qˆt0,vs , v = 1, . . . , V . Targeted towards all Qt, t < s
15: Using observations i = 1, . . . , n, let Qˆ∗t0 be the output of candidate regression mˆ
t0
t0
run with outcome Qˆ∗,vit0+1,i, predictor H¯t0,i, no offset, and weights At0,i.
16: return Qˆ∗t0
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of interest YK evaluated at K = 3.
Recall from the main text that Ψ(x) ≡ 1/(1 + e−x). The longitudinal structure on each
subject was sampled according to the following structural equation model for time-point
t = 1:
Lt ∼ Normal(0, 1)
At ∼ Bernoulli (Ψ{Lt})
Yt = 0.
Followed by time-point t = 2:
Lt ∼ Normal(0, 1)
At ∼ Bernoulli (Ψ{Lt + At−1})
Yt = 0.
Followed by time-point t = 3:
Lt ∼ Normal(Lt−2At−1 + At−2Lt−1 + Lt−1At−1, 1)
At ∼ Bernoulli (Ψ{Lt + At−1})
Yt = Bernoulli (Ψ{Lt−1At + At−1Lt + LtAt}) .
13.2 Simulation 2
The simulation is implemented by sampling longitudinal data over 5 time-points and n =
5, 000 i.i.d. subjects. The data-generating distribution for Simulation 2 is more complex
and higher dimensional than that in Simulation 1. Briefly, for Simulation 2 we let At = 1
denote standard of care and At = 0 denote the experimental new treatment at time-point
t (note: our coding is the reverse of the more standard way to denote At = 1 as the new
treatment at t). The subject can switch from the standard of care at any time during the
follow-up t = 1, . . . , K. However, once the subject switches he or she is forced to stay on the
new treatment until the end of the follow-up. We assume that the outcome of interest, YK ,
is a binary indicator of the adverse event at the final follow-up time-point K. Furthermore,
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switching to the experimental treatment At = 0 at any t lowers the probability of the final
adverse event at K. Finally, the probability of receiving the experimental treatment At = 0
increases once the subject’s risk for experiencing the adverse end-of-the study event becomes
high, where subject’s risk at each t is being assessed conditionally on the fact that he or
she will remain on the standard of care. Thus, an incorrectly specified regression of pit in
such a data-generating process would miss the informative switching to the experimental
treatment, yielding a biased estimate of Q0 for IPW-based estimator that requires consistent
pˆit.
The longitudinal structure on each subject is sampled according to the following struc-
tural equation model at time-point t = 1:
UL,t ∼ Normal(0, 1)
Wt ∼ Normal(0, 1)
Lt = |UL,t|
Zt = Lt
At ∼ Bernoulli (Ψ{Lt})
Yt = 0.
Followed by time-point t = 2:
UL,t ∼ Normal(0, 1)
Lt = |UL,t|
Zt = −2 + 0.5Lt−1 + Lt
At ∼ Bernoulli
(
At−1Ψ{1.7− 2.01{Ψ(Zt)>0.9}}
)
Yt ∼ Bernoulli (Ψ{−3 + 0.5Lt−1At + 0.5At−1Lt + 0.5LtAt}) .
Followed by time-point t = 3:
UL,t ∼ Normal(At−2Lt−1 + Lt−1At−1, 1)
Lt = |UL,t|
Zt = −2 + 0.5Lt−1 + Lt
At ∼ Bernoulli
(
At−1Ψ{1.7− 2.01{Ψ(Zt)>0.85}}
)
Yt ∼ Bernoulli (Ψ{−3Yt−1 + 0.5Lt−1At + 0.5At−1Lt + 0.5LtAt}) .
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Followed by time-point t = 4:
UL,t ∼ Normal(Lt−2At−1 + At−2Lt−1 + Lt−1At−1, 1)
Lt = |UL,t|
Zt = −2 + 0.5Lt−1 + Lt
At ∼ Bernoulli
(
At−1Ψ{1.7− 2.01{Ψ(Zt)>0.80}}
)
Yt ∼ Bernoulli (Ψ{−3Yt−1 + 0.5Lt−1At + 0.5At−1Lt + 0.5LtAt}) .
Finally, followed by time-point t = 5:
UL,t ∼ Normal(Lt−3At−1 + At−3Lt−1 + Lt−1At−1, 1)
Lt = |UL,t|
Zt = −1 + 0.25Lt−1 + 0.5Lt − 0.1LtLt−1 + 1.5W0Lt−1
At ∼ Bernoulli
(
At−1Ψ{2− 2.01{Ψ(Zt)>0.80}}
)
Yt ∼ Bernoulli (Ψ{−Yt−1 + At + ZtAt + 0.20At−1Lt}) .
14 Further Algorithms
Algorithm 2 SDR estimation of Qt via doubly robust transformations (particular imple-
mentation of Rubin and van der Laan, 2007)
This function runs regressions using covariate H¯t for each t, where the regression
algorithms may be t-dependent.
1: procedure SDR.Unbiased.Trans
2: Let QˆK+1(H¯K+1) ≡ LK+1.
3: Obtain estimates pˆit, t = 1, . . . , K, via any desired technique.
4: for t = K, . . . , 0 do
5: Using observations i with At,i = 1, regress Γt,i against H¯t,i, where
Γ̂t,i ≡
K∑
s=t+1
(
s∏
r=t+1
Ar,i
pˆir,i
){
Qˆs+1,i − Qˆs,i
}
+ Qˆt+1,i.
Label the output Qˆt.
6: return {Qˆt : t = 0, . . . , K}
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Algorithm 3 DR estimation of Q0 (variant of Bang and Robins, 2005)
For each t ≥ 1, gβtt : H¯t → R is a parametric model for Qt indexed by βt ∈ Rdt , where
dt is finite. Let β0 = ∅, and gβ00 ≡ 1/2.
1: procedure DR.Q
2: Let QˆK+1(H¯K+1) ≡ LK+1.
3: Obtain estimates pˆit, t = 1, . . . , K, via any desired technique.
4: for t = K, . . . , 0 do
5: For (βt, t) ∈ Rdt+1, define Qˆβt,tt as
h¯t 7→ Ψ
{
gβtt (h¯t) +
t∏t
s=1 pˆis(h¯s)
}
.
6: Define (βˆt, ˆt) as the arguments (βt, t) minimizing
−
∑
i:
∏t
s=1 As,i=1
[
Qˆt+1,i log Qˆ
βt,t
t,i + {1− Qˆt+1,i} log{1− Qˆβt,tt,i }
]
.
. If gβtt (h¯t) = 〈R(h¯t), βt〉 for some transformation R, then the above can be opti-
mized in the programming language R by running a linear-logistic regression of
the [0, 1]-bounded Qˆt+1,i against R(H¯t,i) and 1/
∏t
s=1 pˆis(h¯s) among all individ-
uals with
∏t
s=1As,i = 1.
7: Let Qˆt ≡ Qˆβˆt,ˆtt .
8: return {Qˆt : t = 0, . . . , K}
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Algorithm 4 iTMLE for Qt
This function runs regressions using covariate H¯t for each t ≥ t0. These regressions
may be t-dependent. In particular, they should be intercept-only logistic regressions
if t = 0.
1: procedure SDR.Q(t0)
2: Obtain estimates pˆit, t = t
0 + 1, . . . , K, via any desired technique.
3: Let Qˆ∗K+1 ≡ LK+1
4: for s = K, . . . , t0 do . Estimate Qs
5: Initialize Qˆs+1s ≡ 1/2
6: for t = s, s− 1, . . . , t0 do . Target estimate of Qs towards Qt.
7: For each function ts : H¯t → R, define Qˆt+1,
t
s
s as
h¯s 7→ Ψ
{
Ψ−1[Qˆt+1s (h¯s)] + 
t
s(h¯t)
}
.
8: Using all observations i = 1, . . . , n, fit ˆts by running a regression using the
cross-entropy loss and the logit link function with:
• Outcome: Qˆ∗s+1
• Offset: logit Qˆt+1s
• Predictor: H¯t
• Weight: At
∏s
u=t+1
Au
pˆiu
9: Qˆts ≡ Qˆt+1,ˆ
t
s
s
10: Let Qˆ∗s ≡ Qˆt0s . Targeted towards all Qt, t < s
11: return Qˆ∗t0
41
ll
l
l
l
l
l
l
l
Sim
ulation 1
Sim
ulation 2
Qc.gc Qi.gc Qc.gi Qi.gi QSDR.gSDR
1
2
5
10
1
2
5
Scenario
R
el
at
ive
 M
SE
Estimator l iTMLE DR Transform LTMLE Direct Plugin IPW
Figure 1: Relative MSE for Qˆ1 for simulation scenario 1 (top panel) and simulation scenario
2 (bottom panel). Simulation 1 is based on longitudinal data with 3 time-points and n=500
observations. Simulation 2 is based on longitudinal data with 5 time-points and n=5,000
observations. The iTMLE and DR Transform typically outperform or perform comparably
to both competitors.
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Figure 2: Relative absolute bias for Qˆ0 for simulation scenario 1 (top panel) and simulation
scenario 2 (bottom panel). Simulation 1 is based on longitudinal data with 3 time-points
and n=500 observations. Simulation 2 is based on longitudinal data with 5 time-points and
n=5,000 observations. The performance of LTMLE, iTMLE, and DR Transform is similar.
The only exception for Simulation 1 is under Qi.gc, where DR Transform outperforms other
methods. The only exceptions for Simulation 2 are for Qc.gi, where DR Transform outper-
forms other methods, and QSDR.gSDR, where both SDR methods outperform LTMLE.
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Figure 3: Coverage (left panels) and mean length (right panels) of the two-sided 95% CIs
for Q0 in simulation scenario 1 (top panels) and simulation scenario 2 (bottom panels).
Confidence interval coverage and width appear to be comparable between the two SDR
methods and the LTMLE. The only exception is for the QSDR.gSDR scenario, where the
LTMLE has roughly 10% coverage, whereas the SDR approaches nearly achieve the nominal
coverage level.
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