Let (A'")n>o be a Harris ergodic Markov chain and f be a real function on its state space. Consider the block sums c(') for |/j, i > 1, between consecutive visits to the atom given by the splitting technique of Nummelin. A regularity condition on the invariant probability measure n and a drift property are introduced and proven to characterize the finiteness of the third moment of £(/). This is applied to obtain versions of an almost sure invariance principle for the partial sums of (/(A'")), which is moreover given in the general case, due to Philipp 
Introduction and preliminaries
Throughout the paper we will consider the canonical Markov chain ),(>o taking its values in a countably generated measurable space (£', £) with given transition probabil ity kernel P and initial distribution p: the A'"'s, n 0, are the coordinate projections on the measurable space (£2,.^) := iExAy ), on which we have the Markovian probabil ity measure P;, (with expectation operator we write Px and Ex if /z = fy) associated to the stochastic kernel P and the probability measure (p.m,) /i on (£, S'), We assume that 1S Harns ergodic (i.e. aperiodic and positive Harris recurrent, Nummelin, 1984) and denote by it the invariant p.m. It is well known (Nummelm, 1984; Meyn and Tweedie, 1993) If we lix any (mow, v) as in (1.1), then the splitting technique of Nummelm (1978) gives a sequence (T");;s;o such that (X"mfl,Y")n-yo is a Markov chain with a positive recurrent atom a (the split chain; see below). This allows to extend to this setting the regeneration method used in the countable state space case: the partial sums S'\ = 52^=0 / ) °f a functional of the chain can be divided into sums between consecutive visits to a, the sums over the a-blocks, which form a 1-dependent stationary sequence (i(i))fii (see Nummelm, 1984; Meyn and Tweedie, 1993; Chen, 1999a ; and Lemma 1.1).
Then, in formulating limit theorems for Sy, one can impose moment conditions on ('(1), where we consider |/| in place of f (see, for example, Meyn and Tweedie 1993, Theorem 17.3.6; Philipp and Stout, 1975 , Section 10.1). Since this random vari able depends on the particular triple (w/o.j.v) chosen, it is natural to wonder whether those conditions do not depend on (mo.s, v) and can be expressed in terms of (X"). For example, the hypothesis of |/|-regularity (Nummelm, 1984, Definition 5.4 ) of the measure |/|d7r (condition (Rp) in Proposition 2.1 below) in the central limit theorem (CLT) in Nummelm (1984, Theorem 7.6 ) is equivalent to the finiteness of the second moment of ('(1) for any (»/qw, v) ; on the other hand it is also sufficient for the func tional CLT (Niemi and Nummelm, 1982 , Proposition 3.1 and Theorem 2; Kaplan and Sil'vestrov, 1979 , Theorem 4; see Proposition 2.1 and Remark 2.2 below). Moreover, Meyn and Tweedie (1993, Section 17.5 ) contains a useful drift property (a Foster-Lyapumov criterion) with an integrability condition on the test function, which implies that moment condition; see also Glynn and Meyn (1996) . For a treatment of integrability and tail properties formulated in terms of the original chain, see Chen (1999b) .
In this paper we introduce a regularity condition, (A?) in Proposition 2.3, which is shown to be equivalent to the finiteness of the third moment of ('(1) for any (mo.s.v) satisfying (1.1) and which leads to an equivalent drift property with integrability, in volving tow concatenated test functions; this is condition (/fy) in Proposition 2.3. We observe that the finiteness of the third moment of ('(1) appears as an intermediate condition in Bolthausen (1982) (it is (3.4) there when it is applied to the split chain; see Lemma 1.1 and (1.12) below), which deals with the strongly aperiodic case, that is, when (1.1) is satisfied with mo = 1.
We also give versions for the general state space case of an almost sure invariance principle due to Philipp and Stout (1975, Theorem 10 .1) for the countable state space case and to Csaki and Csorgo (1995, Theorem 2.1) for the strongly aperiodic case (the null recurrent case is also considered there). This theorem requires a finite 2 + 0 moment of ('(1) and gives an approximation of the order of /' 2 f (for its consequences, see Philipp and Stout, 1975, Chapter 1) . In Proposition 4.2 this is obtained under hypotheses dependent on (mo.s.v) , as in Csaki and Csorgo (1995) , by using the methods of Philipp and Stout (1975) .
In Corollary 4.3, which deals with ergodic chains of degree 2, the dependence on (trio A A) is dropped. The assumptions in (i), (u) are made on the strong mixing coeffi cients (a(?7)) of the chain; this uses some results about them obtained from Bolthausen (1982) and Rio (2000) which are collected in Section 3. Corollary 3.2 characterizes the convergence of J2,. ' , a(u) , that is, ergodicity of degree 2, and that of V .' ] na(u), by drift conditions. Part (m) of Corollary 4.3 and its consequences (iv) and (v) are written in similar terms to those of Nummehn (1984, Theorem 7.6 and Corollary 7.3) .
We consider as well the second moment of ('(1). Proposition 2.1 shows that its finiteness is equivalent to the drift condition with integrability (Dr) introduced there. Then it can be used in the CLT part of Meyn and Tweedie (1993, Theorem 17.5. 3) (and its functional version, by the results quoted above) in place of the CLT moment condition in Meyn and Tweedie (1993, Section 17.5 ). Likewise, a condition involving (Dr) ensures the expression in that theorem of the asymptotic variance as the sum of the covariances of the functional of the chain in stationary regime; this is shown in Corollary 4.5 to Proposition 4.4, which is proved by using Theorem II-3.1 of Chen (1999a) and results in Nummehn (1984) , Meyn and Tweedie (1993) and extends Proposition 2.2 of de Acosta (1997) . This allows to show that for the random walk on a half line, the finiteness of the fourth moment of the positive part of the increment variable is sufficient for the functional CLT and the mentioned expression for the limiting variance; this is Proposition 5.3.2 under condition (a-n) and it appears to be interesting in view of Proposition 17.6.1 and a result suggested on p. 445 in Meyn and Tweedie (1993) .
In Section 5, after some remarks about the use of (Dr) and (£>3) when E is a subset of an euclidean space, we deal with three well-known examples and derive almost sure invariance principles from Corollary 4.3(iu) and functional CLTs from Kaplan and Sil'vestrov (1979) , Niemi and Nummelm (1982) and Proposition 2.1. Now we fix any (m^.s.v) as in (1.1) and describe the construction (the condition v(+)> 0 is not needed here) of a version of (A")"^o and the aforementioned se quence (T"L>o 011 a common probability space (Nummehn, 1984, proof of Theorem 7.6 ; see also Meyn and Tweedie, 1993, Section 17.3.1; Levental, 1988; Chen, 1999a) . Let £2 = and = 0n>o ^» where (-E' o.-^o) : = (E x {0, l},<y ® .^({0,1})), (£".J%) :=(£'"» x{0,l},<rW0<x>^({0.1})) for u 1. Denote Xn and Y", ti > 0, the measurable functions on (il.A) such that (AA-To) is the projection onto E(l and ((T("_i .......), T" ) =: (T", T" ) is the projection onto E" if 11 1. For 11 A 0 consider the u-algebras := <t(A\,0 < k < u), : = u( I*.0 < k < 11),:= , and . jFLj := {0, £2}, Define the map 0: Q -i2 de fined by 0 ( (v0, y0) . (•+, yi ),...) = (( y>mo( Vi), yj), (v2, y2),...), ((v0, y0 
Qo and Oi are stochastic kernels between (£, S') and (Emi\<S"mo), that is, for every xtE, O,(x.-) is a p.m. on (Emr\S'm°) and for every H is an Smeasurable function z = 0,1. Define the stochastic kernel P between the measurable spaces (Eo,.Fy) and (Ei.zFi) by
Given a p.m. /. on (Eq.-Ai) let P. be the unique p.m. on (i2, A) satisfying (1.5)
Given any p.m. p on (E.S), another consequence of (1.3) is that, with respect to (i2,.jF, IP*), (T"),j;so is a Markov chain with transition probability kernel P and ini tial distribution /i (use (1.4) and the fact that
...tmo) if xeE and II c <1":
A Then we will also write X" and in place of A'" and .F),, respectively. Define the stochastic kernel P* :Eq x . jFo -[0,1] by P*((x,y),-)= l{0}(k)2(T-)* + l{i}(k)v*, (x,y)eE0, (1.6) is a Markov chain with initial distribution A and transition probability kernel P* (note that P ((v, v) ,Em(1_i x A) = P* ((v, v) , A) if (x, v)eEo, Ae.%)) it is positive Harns recurrent with invariant p.m. (Nummelin, 1978) and the set a := E x {1} is a recurrent atom: 7i:*(a)>0, P*( (1.7)
The following kernels are considered:
:=£(Pmo-^®v)n, G^=GF whereF=V=£P" (1.8)
and we will also write G = Gm, xStV, G = Gmr,tS,v Assume f is a real &-measurable function on E. The sums over the a-blocks are defined by (TUO+llmo-l Tclli}
where Z77 = Z77( / ) = , f (A77 777o+777 ). u 1, m=0 if f is nonnegative, we have for every p.m. /i on (E, Z) (by (1.7) and (1.4)) liGf = É,. (mo.s,v) and is the link with (D2) (we mention that this gives a drift characterization of Meyn and Tweedie, 1993 (17.31) ; cf. also Meyn and Tweedie, 1993, Lemma 17.5 
.2(h)).
In this section we prove the following version of Proposition 2.1. 
Proposition 2.3. Let f be a real-valued function in =2?+(7r
and this constant must be finite because 7r*({(7aij* = oo}) = 0 by Proposition 5.11 of Nummefin (1984) . Assume that 7r({i < 1}) > 0; since g gA '(v) and n({s < l,((7a0*)( Proof. By Lemma 2.5, and the result quoted before Lemma 2.4, it is sufficient to show that for nonnegative g and C e X. Pm(I + Uc )g < 2Pmg + 2Pm+fl + Uc )g. Define a: E00 -N*U {oo} by ffivo.vi,...) = min{w > 1: x" G C}. Then for every v &E In order to verify (2.5a), observe that its left-hand side equals
Pm(I + Uc)g = I Pm(x,dy)Ey
Ev. E Z,, ) E Z" \m=C / »=y+l moreover, A = EXo a»i Wlth -Ev.
00
=A + 25 say. 
These facts imply (2.5a). For the proof of (2.5b) one can argue as for A above to obtain Ev*[(^"=0Zm)(52^+1 Z")2] (l/y))y [Zol{yo=i}(E^i Z")2] which is equal to the right-hand side of (2.5b) (for m 1, write Zm E?X>+1 Z" x y^,,} = l{s2
1{iiB=o} E»=m+i Zn 1 {i}=oif m</</?} )■ For (2.5c) use that if 0 m < u, Nummehn, 1984, pp. 138-139 ; or argue as above); then Lemma 2.6 proves (2.2i) and am := Tt( fPmGf) < oo if 0 < m < mo. On the other hand, we claim that )'m(t := f GPm[fPm [fPk G f] ) < oo if 0 < m < mo -1 and 0 < k < mo -m. That < oo if 0 < m < mo -1 follows from (2.6), (2.7c) (consider the term corresponding to h = mo and m), the equality ì7 + p^gì7 = Gì7 + 21£2ó..
7T(V )
g : E -* [0, oo] S-measurable (2.8) and 7r( fPm[/']) < oo (by (2.6) and (2.7a)). Hence it is sufficient to prove that ym,k+\ < oo for some 0 < m < mo -1 and 0 < k < mo -m -1 implies y^ < oo. Assume ym_, /c+i < oo, 0 < m < mo -1, 0 < k < mo -m -1; by Lemma 2.6 and using that ao < oo we only need to show that fGPm[ fPk f]) < oo and we have two cases: (i) 0 < m < mo -2 and 1 < k < mo -m -1; (n) 0 < m < mo -1 and k = 0. In case (i), n{fPm°GPm[fPk f\) < oo ((2.6) and (2.7b)) and n(fGPm [fPkf] )< oo by (2.8) applied to g=Pm[fPk f] since 7t(fg) < f}). In case (u), apply (2.8) with g = Pm f2 noting that Tt( fPm,,GPm f2' i < oo by (2.6), (2.7b) and that fg) < 7d/3) < oo. Having proved our claim, we conclude that (2.1) implies (2.2i) and that f G[f G f]) = EXo' 7™.o < that 1S (2.211). For the proof that (2.2) implies (2.1) consider, besides := 7t( fPmG(fPnGf)} for 0 < m < mo. 0 < n < mo. Starting from «o < oo and fio.o < oo one can show that amn < oo and < oo using (2.8) and then that am < oo and /)","< oo if 0 < m < mo-0 < n < mo, using Lemma 2.6. Thus < oo, i = 1,2,3, in (2.7) and we obtain (2.1) from its equivalence to (2.6).
Hence (2.1) and (2.2) are equivalent for every (mow,v) satisfying (1.1). That the validity of (2.2) for some (mow.v) as in (1.1) implies (R\) and consequently (Rt), follows from the inequality quoted before Lemma 2.4. Conversely, assume <Ri' i holds and that (Mq.j.v) is any triple satisfying (1.1). We will prove that (2.2) is vended. Using Proposition 5.9 of Nummelm (1984) , the Markov property and 7r(/3) < oo,
Strong mixing conditions
Denoting by a and fi the strong mixing and absolute regularity coefficients, respec tively, between a-algebras in (Î2.JUPU (see, for example, Bradley, 1986 or Rio, 2000 , for (X"
we have a(u) := supi.>oa(a(A'z,j k),a(Xl,j ^k + n)) and /)(«) defined similarly. By Bradley (1986, Theorem 4 That (Df implies (Rfi follows by two applications of Lemma 2.7. It remains to prove that (R\) implies GE). Assume (R\) and take a set Ci G X which is both /'-regular and regular (Nummelm, 1984, Definition 5.4) (consider f := max{l£,/'} G Xi(c) in Proposition 5.13(h) of Nummelm (1984) . Then Ci is small (Meyn and Tweedie, 1993, proof of Proposition 11.3.8) (Meyn and Tweedie, 1993, Theorem 14.2.3(h) ) where b\ := supxeCi[(7 + UCl )/](A-)G [0,oo). Moreover «Ti) < «(/ + UCl)/) < «1) + 13«(7 + UCl) (f(I + Ucff)) < oo by (R'f (the second inequality was proved above). Therefore we can take again C2&S+ which is /Ti-regular and regular, then small. where || • || is the total variation norm.
and if
Recall that by Theorem 1 of Athreya and Pantula (1986) , a(u) -0 as n -» oo. The following version of Theorem 2 of Bolthausen ( 1980) is obtained from Bolthausen (1982) and Rio (2000) ; see also Remark 3.3. Here np can be replaced by the functions of n in the class Ao considered in Rio (2000, Sections 9.5, 9.6). (1984), we see that when p = 0, (iv) is equivalent to the ergodicity of degree 2 (Nummehn, 1984, Section 6.4) of (X" )n^o. Hence we obtain (a) of the following result; for (b) use Proposition 2.3.
Corollary 3.2. (a) (X" )nll0 is ergodic of degree 2 if and only if E,E r An) < oo, if and only fi(n) < oo, if and only if (D2) holds for f = 1£. (b) É,E na.(n) < oo if and only if (D2) holds for f = 1£.
Remark 3.3. That ergodicity of degree 2 implies E,E^z;) < oo (in the expression given by (3.1)) was proved before in Proposition 2.1 of de Acosta (1997) and the converse in Theorem II-4.1 of Chen (1999a) through the remarkable equivalence to the property that the CLT holds for every bounded mean zero functional of the chain. Remark 3.4. As a technical aside, we mention the following version (for the general case mo > 1) of Lemma 5 in Bolthausen (1982) and Lemma 9.4 in Rio (2000) . For any triple (mo,s,v) [ffXnmf\ -7r(/r)|dPK*, i = 1,2.
XmmÛ sing that the P;/*-distribution of (Xn) equals the P^-distnbution of (Xn), we get (take p = <5X and n) for i = 1,2,
by Lemma 1 in Bolthausen (1982) . Finally, we show that the argument in the remark preceding Corollary 3 in Bolthausen (1980) gives the following extension of Lemma 4 in Bolthausen (1982) . 
)((/', 2)]). (4.1) mo p being any p.m. p on (E,S), is finite and nonnegative and does not depend on (mo,s,v) nor on p.
We give a version of Theorem 10.1 in Philipp and Stout (1975) and Theorem 2.1 in Csaki and Csorgo (1995) , in similar terms to those of Csaki and Csorgo (1995) and Theorem 17.3.6 in Meyn and Tweedie (1993) . 
Then for every p.m. p on (E.S) there exist a probability space (bfdtfP') and a sequence of r.v.'s (X,i)n^o together with a continuous standard Brownian motion {B'(ty. te[0,oo)} defined on it such that
(i) the distribution of (Xt')"^o equals the P^-distribution of (f\X"))tI^0i (u) | Exxnf2!)! =O(t1/2~e) as t oo, P'-almost surely, for some t€(0,y) (the constant implied by O being random), where a2 is the constant defined in (4.1).
Proof. Fix a p.m. 2 on (Eo,.^o).
We will show that the conclusion holds in fact for (f(X")) and IP^ in place of (f(X")) and PiP We follow Philipp and Stout (1975, Section 10.2) . In place of (10.2.1) in Philipp and Stout (1975) define, for A > 1, as in Nummelin (1984, proof By using Theorem 4.1 in Philipp and Stout (1975) , we obtain a probability space (i2,y, P) and a sequence of r.v.'s (((/)),^i together with a continuous standard Brow nian motion [0,oo)} defined on it such that (M»1 has the same distribution as the Py distribution of ( ((/) («0 )i;si) and y = yp((<(z)yi,5) on the product spaces X x X and X x y, respectively. Let Q! = X x d>J x y, X' be the product u-algebra and denote by ((A^fi^odT/L^o). (CfiOl^i and B" the projections onto X, d!) and y, respectively. Then (Berkes and Philipp, 1979, Lemma Al; de Acosta, 1982, Corollary A.2) .7) ). Moreover, let /> e (0, <5/(2 + <5)) and y > 0, to be determined later, and pn := Arguing as in proof of Lemma 3.5.3 in Philipp and Stout (1975) (using (4.7) ) we can ((n(s)/mo)i|, c = 7t(s)/mo, and R(a,b) 
for all sufficiently large n, P -a.s. If we take /)' <-1+^2, P' (R(cp"_i,cp"+2) < P'(A(0,1) > Kny) < 2P'( \B"( 1 )| > ^Kny) where K is a constant depending on /> and y The Borel-Cantelli lemma then gives that M" = O( ji},1 ^") as n -> oo, P'-a.s., which proves (4.6) choosing 0 < y < /> < <5/(2 + <5) and /I < -1 + \/2. □ Let f be a real-valued function in ^¿(n). We will say that f satisfies the almost sure invariance principle (ASIP), if the conclusion of Proposition 4.2 is vended. If the random elements 0 < i < 1} of the Skorohod space £>[0,1] converge in distribution as n oo to {B(a2t): 0 < t < 1} where {B(t): 0 < t < 1} is a standard Brownian motion and a2 is defined by (4.1), we will say that f satisfies the functional CLT (FCLT). Now we deal with ergodic chains of degree 2 (recall Corollary 3.2).
Corollary 4.3. A function fedP^d) satisfies the ASIP if either one of the following sets of conditions is verified:
( 
Then by using Theorem II-3.1 in Chen (1999a) and an argument in proof of The orem 17.5.3 in Meyn and Tweedie (1993) , the result will follow if we show that ll7-P,,7l|jvi(Jt) < 00. It is sufficient to prove that 1. Note that 52^0<7,;(f3) = nfs^nfFg) < oo (by positive recurrence) and then that v(Pm°)"(Fg) = (u ★ u( Fg) )" < oo for each n 0.
Using the first-entrance-last-exit decomposition (Nummelm, 1984, (4.24) ) it can be shown that if n = knio
(|c| := (|c"| )"^o for any sequence c).
For the convergence of the first series in (4.9) it is sufficient to have the convergence of the series whose Alli term is the zr-integral of the nght-hand member of (4.10) multiplied by g (x) . This requires the finiteness of the following four quantities: xli = nFjGg),
where Far(u) = 1 + 52,^ |z/" -z/"_i| < oo by Theorem 6.4(i) in Nummelm ( The next result shows that in part of Theorem 17.5.3 in Meyn and Tweedie ( 1993 ) , we can replace ae( F2 ) < oo by n(gE) < oo. For its proof use the preceding proposition and Lemma 2.7.
Corollary 4.5. Let g be a real-valued function in
that satisfies (D2) and such that g X 1. Then (X" )nllo is ergodic of degree 2 and the conclusion of Proposition 4.4 holds.
Examples

Some remarks for the case E Ç Rlf
Assume that (X" is a Markov chain on (£, S') with transition probability kernel P, where E is a Borel subset of R'f and S' is its Borel u-algebra. Let || • l| be the Euclidean norm. Given p 0, p e R, we define gp:E -[0, oo) by gp(x) = 1 + ||v||p, x eE. For the rest of this subsection we assume that (X" )">0 is Harris ergodic with invariant probability measure AE. The following results will be used in the examples (the part involving (7p) Proof, (a) Use Theorem 14.3.7 in Meyn and Tweedie (1993) . (b) By (77) and (a), ||v||AE(dv) < oo; then (7'7 ) and Theorem 11.3.12(1) in Meyn and Tweedie (1993) show that AE is 1-regular. Use Proposition 5.16(i) in Nummelm (1984) . □ In what follows, f \E -■ R is a Borel measurable function and f := f -n(f) when 7T(/) < OO. 1. Define Z" = Zq + 52"=i F, for n > 1. We assume that F is spread-out (Nummelin, 1984 , Example 2.1(c)), not concentrated at 0, and that EFi < oo. Fix <5 > 0 such that F([0,<5)) < 1. Then, if X" = F+(u<5)) := inf {Zu -n3: Zr n3,k 0}, n 0, (X" is a Harris ergodic Markov chain on (E,Sj (Meyn and Tweedie, 1993; Nummelin, 1984) (Meyn and Tweedie, 1993; Nummelin, 1984) . 1,(A), ),j;so is ;|ii aperiodic irreducible Markov chain on (F,6'), and every compact subset of E is small (Glynn and Meyn, 1996; Meyn and Tweedie, 1993) . Proof. We know that (X") is irreducible and aperiodic. By Lemma 5.4.1 there exist a compact set C and a function F on E such that (PF)(x) -F(x) < -gp(x) < 0 for every x / C; Theorems 9.4.1, 9.2.2 and Proposition 6.3.5 in Meyn and Tweedie (1993 ) show that (X") is Harris recurrent. Positiveness follows from (T~'p) and Theorem 11.0.1 in Meyn and Tweedie (1993) . Now apply Lemma 5.1.1(b). □
The FCLT under (a-ni) in the following result was proved in Glynn and Meyn (1996) . From Section 5.1 we obtain
