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Abstract: We study large N 2+1 dimensional fermions in the fundamental rep-
resentation of an SU(N)k Chern Simons gauge group in the presence of a uniform
background magnetic field for the U(1) global symmetry of this theory. The mag-
netic field modifies the Schwinger Dyson equation for the propagator in an interesting
way; the product between the self energy and the Greens function is replaced by a
Moyal star product. Employing a basis of functions previously used in the study of
non-commutative solitons, we are able to exactly solve the Schwinger Dyson equation
and so determine the fermion propagator. The propagator has a series of poles (and
no other singularities) whose locations yield a spectrum of single particle energies at
arbitrary t’ Hooft coupling and chemical potential. The usual free fermion Landau
levels spectrum is shifted and broadened out; we compute the shifts and widths of
these levels at arbitrary t’Hooft coupling. As a check on our results we indepen-
dently solve for the propagators of the conjecturally dual theory of Chern Simons
gauged large N fundamental Wilson Fisher bosons also in a background magnetic
field but this time only at zero chemical potential. The spectrum of single particle
states of the bosonic theory precisely agrees with those of the fermionic theory under
Bose-Fermi duality.
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1 Introduction
Three dimensional Chern Simons theories coupled to matter fields in the fundamen-
tal representation are interesting for at least six related but distinct reasons. First
because of the (by now compelling) evidence for a level rank type Bose Fermi duality
between pairs of these these theories 1. Second because these theories are solvable in
the large N limit [4]. Third because the all orders large N solution of various quan-
tities (like S matrices [20–25] and thermal partition functions [4, 26–39]), apart from
supplying overwhelming evidence for duality, reveal qualitatively novel dynamics. 2
Fourth because these theories have interesting conjectured bulk dual descriptions
in terms of Vasiliev theory. Fifth because the effective excitations in massive de-
formations of these theories are non abelian anyons. Sixth because there exists an
intricate and rich set of finite N exact - but physically incompletely understood -
results (see e.g. [43–46]) for supersymmetric observables in supersymmetric versions
of this theory.
In this paper we carry forward the study of matter Chern Simons theories in the
large N limit. We focus attention on the simplest and best studied matter Chern
Simons theories, namely the so called regular fermion theory (a theory of a single
fundamental multiplet of otherwise free fermions interacting with an SU(NF ) Chern
Simons gauge field) and the conjecturally dual so called critical boson theory (the
theory of a single multiplet of fundamental Wilson Fisher bosons interacting with a
U(NB) Chern Simons gauge field). Each of these theories enjoys invariance under a
U(1) global symmetry. 3 In previous work each of these theories has intensively been
1Motivated by the conjectured dual bulk Vasiliev duals of these theories [1–5], the first suggestion
that such a duality might exist was made in [4] The papers [4, 6, 7] also demonstrated that these
theories are effectively ‘solvable’ in the large N limit. The authors of [8, 9] combined the results
of [6, 7] and Schwinger-Dyson techniques developed in [4]) to find the first quantitative evidence
for such a duality and to propose a concrete duality map. Several subsequent large N - and more
recently finite N - computations have supplied overwhelming evidence for the duality. A precise
version of the duality conjecture was presented in [10–13]. There have been many subsequent
studies of finite N versions and generalizations of these dualities; see [14–19] for a very partial list
of references.
2See also [40–42] for checks of this duality at the level of four point functions of gauge invariant
operators.
3In the case of the fermionic theory the U(1) global symmetry is the obvious global symmetry
that ‘completes’ SU(NF ) to U(NF ). In the case of the bosonic theory, the U(1) global symmetry
is the so called topological symmetry of the U(1) part of the gauge field.
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studied (at leading order at large N but at all orders in the t’ Hooft coupling) both
in the absence and in the presence of a chemical potential coupling to this gauge
field. In this paper we generalize these older studies in a manner we now describe.
As the theories we study enjoy invariance under a U(1) global symmetry, they
can be studied in the presence of a background gauge field aµ that couples to global
symmetry current. Turning on a chemical potential µ for the U(1) global symmetry
is equivalent, in Euclidean space, to studying the theory in the background of an
(imaginary) complex constant gauge field in the time direction
a3 = iµ (1.1)
While a generic background field aµ(xµ) completely breaks the SO(3) rotational
symmetry of our theory, the special choice (1.1) preserves an SO(2). In this paper
we study a generalization of (1.1) that continues to preserve SO(2). The generalized
background field studied in this paper is that of a uniform magnetic field together
with a chemical potential, i.e.
a3 = iµ
aj = −bjix
i
2
i.e fij = bij
(1.2)
Working in the background (1.1), it has been demonstrated in several papers
(starting with [4]) that the fermion propagator α and the fermion self energy Σ in
the regular fermion theory obeys the gap equations4
Σ(ω, ~x− ~y) = −N
2
γµαˆ(~x− ~y)γνGµν(ω, ~x− ~y)(
iωγ3 + γi∂i +mF
)
α(ω, ~x− ~y) + [Σ(ω)α(ω)] (~x− ~y) = −δ2(~x− ~y)
(1.3)
where [AB] denotes the convolution of the two dimensional functions A and B i.e.
[AB] =
∫
d2wA(~x− ~w)B(~w). (1.4)
In this paper we demonstrate that the ‘reduced’ fermion propagator αR and ‘re-
duced’5 self energy ΣR in the magnetic field background (1.2) obey the strikingly
similar gap equation
ΣR(ω, ~x− ~y) = −N
2
γµαˆR(~x− ~y)γνGµν(ω, ~x− ~y)(
iωγ3 +D
(x−y)
i γ
i +mF
)
αR(ω, ~x− ~y) + (ΣR(ω) ∗b αR(ω)) (~x− ~y) = −δ2(~x− ~y)
(1.5)
4(1.3) applies at leading order in the large N limit in a lightcone gauge. The equation has been
presented in Fourier space in time but in coordinate space in space. Gµν is the lightcone gauge
gauge boson propagator, αˆ is the equal time fermion propagator and mF is the bare fermion mass).
5See the discussion around (4.8) for what ‘reduced’ means.
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While the first lines in (1.3) and (1.5) are simply identical to each other, the second
lines in these two equations differ in two ways. First, the ordinary derivative ∂i in
the first term in the second line of (1.3) is replaced by Di, the background covariant
derivative. Second, that the ordinary convolution [Σα] in the second term of the
second line of (1.3) turns into the twisted convolution defined by
(A ∗b B) (~x) =
∫
d2wA(~x− ~w)e−i b2 ij(xi−wi)(wj)B(~w) (1.6)
We pause to explore the twisted convolution (1.6) in more detail. The operation
(1.6) is the Fourier transform of the familiar Moyal product in momentum space.
More explicitly let
A(~x) =
∫
d2k
(2pi)2
Aˆ(~k)ei
~k.~x
B(~x) =
∫
d2k
(2pi)2
Bˆ(~k)ei
~k.~x
(1.7)
Then
(A ∗b B) (~x) =
∫
d2k
(2pi)2
(
Aˆ ?b Bˆ
)
(~k)ei
~k.~x where(
Aˆ ?b Bˆ
)
(~k) = exp
[
i
b
2
ij∂Aki∂
B
kj
]
Aˆ(~k)Bˆ(~k)
(1.8)
In the second line of (1.8) the derivative ∂Aki acts only on the function Aˆ while the
derivative ∂Bkj acts only on the function Bˆ. The RHS of the second line of (1.8) defines
the associative but non commutative Moyal star product in momentum space. Note
that under this product
[ki, kj]? = ki ?b kj − kj ?b ki = ibij (1.9)
The effective non commutativity of momentum expressed by (1.9) is a familiar
phenomenon in the presence of a background magnetic field 6. Consider the theory of
a non relativistic spinless particle of unit charge in a background magnetic field (see
(2.32)). While canonical momentum pii conjugate to the variable xi is represented by
the (non gauge convariant) operator −i∂i, the more physical mechanical momentum
pi = m
dxi
dt
is represented by the (gauge covariant) operator −iDi = −i(∂i − iai) =
−(i∂i + ai). It follows that
[pi, pj] = [−iDi,−iDj] = i (∂iaj − ∂jai) = ifij = ibij (1.10)
6We thank N. Seiberg for reminding us of this fact, emphasizing its relevance and for related
discussions.
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where we have used (1.2) in the last step. Note that (1.10) agrees exactly with
(1.9). The familiar and elementary noncommutativity of mechanical momenta in the
presence of a uniform magnetic field (1.10) thus supplies an intuitive explanation
for the appearance of the momentum space Moyal star product in the gap equation
(1.5).
We now return to the gap equations (1.5). The appearance of the Moyal star
product in the equations (1.5) allows us to borrow the technology developed in the
study of non-commutative solitons almost twenty years ago in in e.g. [47, 48] and
many subsequent works. 7 We are able to simplify (1.5) by expanding the fermion
propagator and self energy in a basis of functions introduced in [47], and rewriting
the gap equations (1.5) as a set of nonlinear equations for the coefficients in such
an expansion. Quite remarkably, the equations so obtained turn out to be exactly
solvable; the solution yields a reasonably explicit solution for the zero temperature
fermion fermion propagator in the background (1.2). We present our derivation for
this propagator in section 4; detailed final results for the fermion propagator are
summarized in subsection 4.9. In the next few paragraphs we describe some aspects
of these results in qualitative terms.
Of course the fermion fermion propagator αR that appears in (1.5) - and that we
are largely able to solve for - is not gauge invariant and so is not completely physical.
The unambiguously physical information in this propagator lies in its singularities.
At least at values of the chemical potential at which we are able to perform our
computations completely reliably, these singularities all turn out to be poles that
represent on-shell ‘one particle states’ in the background (1.2). We are able to find
an almost completely explicit solution for the positions of the poles of this propagator
and so are able to completely understand the structure of ‘single particle excitations’
of our theory about the background (1.2), as we now explain in some detail.
Let us first consider the limit λF = 0. In this limit the regular fermion theory is
free. The single fermion energy spectrum in this limit is simply that of the free Dirac
equation in a background magnetic field. As we review in detail below (see around
(2.48)) these energy levels are given by
EηνJ = η
√
m2F + 2b
(
ν +
1
2
− η sgn(mF )
2
)
(1.11)
In (1.11) ν is a Landau level label that ranges from 0 to ∞, J is an angular momen-
tum label that parameterizes degeneracy within Landau Levels and η = ±1 decides
whether the energy levels in question have positive or negative energy. (1.11) differs
7The study of noncommutative solitons was motivated by the demonstration [49] that the dy-
namics of D branes is governed by non commutative field theories in a particular combined low
energy and large field scaling limit [49] and also by the discovery of novel IR effects in such theories
at the quantum level [50].
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from the corresponding formula for free minimally coupled scalar in only one way -
the term proportional to
sgn(mF )
2
in (1.11) is missing in the simpler scalar case. The
reason for this difference is easy to understand; this term in (1.11) has its origins in
a B.S coupling (note the spin of a Dirac fermion of mass mF equals
sgn(mF )
2
in 2+1
dimensions) which is obviously absent for a free scalar particle.
At (absolute value of) energies larger than the (absolute value of) the chemical
potential, the exact finite coupling results of this paper for the effective spectrum of
single particle states differs from (1.11) in only two ways. First the term m2F that
appears in the square root on the RHS of (2.48) is replaced by a coupling constant
dependent dynamical mass, whose value is given by the solution to an explicit but
complicated equation. Second, the quantity
sgn(mF )
2
, which also appears in under
the square root on the RHS of (2.48) is replaced by
sgn(mF )
2
→ s(λF ) (1.12)
where
s(λF ) =
sgn(mF )− λF
2
(1.13)
The replacement (1.12) is simply a consequence of the fact [51] (explained and ex-
plored in detail in the upcoming paper [52]) that this free spin is renormalized to s(λ)
8 in the interacting theory. At zero chemical potential, in other words, the spectrum
of particle energies of our theory is essentially that of a ‘non interacting spin s(λ)
particle’ with a coupling constant (and magnetic field) dependent mass.
The effective mass that appears in the spectrum of ‘single particle states’ of
each particle, mentioned in the paragraph above, depends on the chemical potential,
i.e. on how many Landau levels are filled. There are two particularly interesting
values of the chemical potential associated with any given Landau level. First, the
lowest chemical potential at which this level is completely filled. Second, the highest
chemical potential at which this Landau level is completely unfilled. Unlike in the free
theory these two chemical potentials are not equal (roughly speaking this happens
because the effective mass is a function of the chemical potential). We call the
difference between these two chemical potentials the width of the corresponding
Landau Level. This width - which may be either positive or negative - represents the
broadening of the the Landau level as it is filled. We are able to explicitly compute
8The exact formula for this effective spin is [51]
s =
sgn(mF )
2
− c2(F )
κF
=
sgn(mF )
2
− N
2
F − 1
2NFκF
where C2(F ) is the quadratic Casimir of the fundamental representation of SU(N) (see subsection
2.6 of [29] for notation). In the large N limit s reduces to the quantity s(λF ) reported in (1.13).
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the width of every Landau level as a function of the coupling constant; our explicit
results are presented in (4.134), (4.136) at small |λF |, in (4.144) at small |λB| and in
the graphs presented in subsection 4.13 at arbitrary values of the coupling.
In this paper we are reliably able to compute the Fermion Greens function only
outside the width of any given Landau level. This limitation prevents us from study-
ing the (presumably fascinating) detailed physics within a Landau level width in the
current paper. As we discuss at some length in the discussion section it may be
possible to do better in future work.
It is particularly interesting to investigate the behaviour of our single particle
energy spectrum in the limit in which the modulus of the fermionic t’Hooft coupling
tends to unity (recall that our theory is conjectured to admit a weakly coupled dual
bosonic description in this limit).
When all Landau levels are unfilled, it turns out that the λB → 1 (taken with
mcriB held fixed) is smooth. Focussing on this case we have used the conjectured
dual description of the theory in terms of bosonic variables to obtain a detailed and
precise calculational check of our fermionic single particle spectrum. In section 5 we
have performed the bosonic Wilson Fisher analogue of the fermionic computations
describe above in some detail. The final output of this section is, once again, a
spectrum of single particle energies, this time read off from the poles of the bosonic
propagator. The final results for this spectrum agree perfectly under duality with
the spectrum obtained from the poles of the fermionic propagator providing a rather
impressive check of either the conjectured Bose Fermi duality between the regular
fermion and critical boson theories or of the computations presented in this paper,
according to taste.
The computation of the bosonic propagator is technically complicated in a sit-
uation in which some Landau levels are filled, and we have not attempted to solve
for the bosonic propagator in this case, leaving it for future work. From the bosonic
point of view the filling of a Landau level is presumably associated with the forma-
tion of a Bose condensate. Even in the absence of a magnetic field, the solution of
the bosonic theory in the presence of a condensate required new tricks, and was suc-
cessfully carried out only about a a year ago [37, 39]. It would be very interesting to
generalize these computations to include the effects of a background magnetic field
in the presence of filled Landau levels. We hope to return to this problem in the near
future.
Although we have not, in this paper, directly used the bosonic description to
obtain the spectrum of single particle states in the presence of filled Landau levels,
we can translate our fermionic results to bosonic language and so (assuming duality)
obtain a detailed prediction for these results (see subsection 4.11). Provided that at
least one Landau level is filled we find that the single particle energy levels behave
in a rather dramatic manner in the |λB| → 0 (see subsection 4.12.4). If we take this
limit with mcriB held fixed as before, we find that the effective single particle squared
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mass diverges like
1
|λB| . Moreover in the limit that |λB| is small we find that lowest
chemical potential at which any any given Landau level is completely filled is always
greater than the highest chemical potential at which it is completely empty; i.e. the
broadening of Landau levels is always positive - and of order
1
|λB| - in this limit.
The divergence of effective masses and widths like
1
|λB| is a dramatic effect
which suggests that the ungauged critical boson theory - like its free counterpart -
is simply ill defined above a certain value of the chemical potential, and that this
run away behaviour is cured by |λB| coupling effects. A detailed exploration of this
phenomenon (preferably from both the bosonic and the fermion viewpoints) is likely
to be a very interesting exercise; one that we leave to future work.
This paper has been devoted to the study of particle propagators and their poles
- i.e. to the study of effective single particle energy levels - in the presence of a
magnetic field. We have not carefully studied the thermodynamics (e.g. charge as a
function of chemical potential) in the same background. We hope to return to this
very interesting question (as well as to the equally interesting question of generalizing
our results to finite temperature) in the future.
2 Free particles in a magnetic field
2.1 Non-relativistic particles
Consider the non relativistic Schrodinger equation for a spin-less particle of mass
|M | in a uniform magnetic field b described by Hamiltonian
H = −(∇i − iai)
2
2|M | (2.1)
We work in the in a rotationally invariant gauge
aj = −bjix
i
2
(2.2)
All through this paper we restrict to the special case of b > 0 (the case b < 0 can be
obtained from b > 0 by a parity transformation).
The eigenstates and eigen energies of this problem are labelled by two integers
ν and l.
ν = 0 . . .∞
is a ‘which Landau Level’ label. l = −ν . . .∞ labels the angular momentum of states.
The eigen functions φν,m are given by (See C.1 for details)
φν,l =i
|l|
[
b
2pi
(ν − |l|
2
+ l
2
)!
(ν + |l|
2
+ l
2
)!
]1/2
eilφe−u/2u|l|/2L|l|
ν− |l|
2
+ l
2
(u), Eν,l =
b
|M |
(
ν +
1
2
)
(2.3)
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More explicitly, for l > 09
φν,l =i
l
[
b
2pi
(ν)!
(ν + l)!
]1/2
eilφe−u/2ul/2Llν(u) =
√
2pi
b
eν,ν+l (2.4)
and for l ≤ 0
φν,l =i
−l
[
b
2pi
(ν + l)!
(ν)!
]1/2
eilφe−u/2u−l/2L−lν+l(u) =
√
2pi
b
eν,ν+l (2.5)
Where we have defined following wave functions
em,n(u, φ) = i
m−n b
2pi
(
n!
m!
)1/2
e−i(m−n)φu
m−n
2 e−
u
2Lm−nn (u) (2.6)
Above map between wave functions can be compactly rewritten as
φν,l =
√
2pi
b
em,n, m = ν, n = ν + l (2.7)
Note that, with this labelling, the variables m,n range over the values
n,m = 0, 1 . . . (2.8)
Note, of course, that the wave functions φν,J - and so en,m - are orthonormal to
each other and have been normalized to obey in the usual quantum mechanical sense∫
d2x
2pi
b
e∗n,m(~x)en′,m′(~x) = δnn′δmm′ (2.9)
In the rest of this subsection we will determine the Greens function of the free
non relativistic particle, i.e. we will find the function α that obeys the equation10(
∂t − (∂
x
i − iai(x))2
2|M |
)
α(x, x′) = δ3(x− x′) (2.10)
where the derivative ∂t, ∂i acts on the first argument of the Greens function.
9Here to obtain the second equality we are using following property
il
[
(ν)!
(ν + l)!
]1/2
ul/2Llν(u) = i
−l
[
(ν + l)!
(ν)!
]1/2
u−l/2L−lν+l(u)
10Here i runs over space variables 1, 2.
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2.1.1 Symmetries of the Green’s function
A uniform magnetic field
a3 = 0, ∂iaj − ∂jaj = ijb (i, j = 1, 2), 12 = 1 (2.11)
is invariant under both translations in the (12) plane as well as rotations in this
plane.11 These symmetries of the gauge invariant field strength are obscured by the
fact that theres is no choice of background gauge that preserves all three symmetries.
To deal with this complication, we will find it useful to enumerate three gauges,
chosen so that each gauge that preserves any one of three spacetime symmetries
listed above but breaks the other two.
In this paper we always work in the rotational gauge gr
aj = −bjix
i
2
. (2.12)
which preserves the symmetry of rotations in the (12) plane but breaks the two
translational symmetries. The x1 translational gauge g1
a1 = −bx2, a2 = 0 (2.13)
preserves translations in the x1 direction but breaks translations in x2 and rotations.
Finally the x2 translational gauge g2
a2 = bx
1, a1 = 0 (2.14)
preserves translations in the 2 direction but breaks translations in x1 and rotations.
Note that
ag1i = a
gr
i − ∂i
(
bx1x2
2
)
ag2i = a
gr
i + ∂i
(
bx1x2
2
) (2.15)
Under a gauge transformation of the background field aµ, the propagator α and the
self energy transforms as
aµ(x)→ aµ(x) + ∂µχ(x)
α(x, y)→ eiχ(x)α(x, y)e−iχ(y)
Σ(x, y)→ eiχ(x)Σ(x, y)e−iχ(y)
(2.16)
In this paper we choose to work in the gauge gr. In this gauge all Greens functions
α(x, y) (and later in this paper self energies Σ(x, y)) are rotationally invariant. It
also follows from (2.16) and (2.15) that
ei
bx1x2
2 α(x, y)e−i
by1y2
2 , ei
bx1x2
2 Σ(x, y)e−i
by1y2
2
11Of course translations in the 3 direction are trivially preserved and are ignored through this
discussion.
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are both translationally invariant in the 1 direction and so are functions only of
x1 − y1 while
e−i
bx1x2
2 α(x, y)ei
by1y2
2 , e−i
bx1x2
2 Σ(x, y)ei
by1y2
2 ,
are both translationally invariant in the 2 direction and so are function only of x2−y2.
It follows that both these conditions are met if and only if
α(x, y) = e−i
b
2(x1y2−x2y1)αR(x− y), Σ(x, y) = e−i b2(x1y2−x2y1)ΣR(x− y) (2.17)
where the functions αR(x − y) and ΣR(x − y) are both simultaneously rotationally
and translationally invariant.12
The phase factor that occurs in (2.17) has a simple physical interpretation. Con-
sider the integral
I(x, y) =
∫ y
x
aidx
i (2.18)
where ai is the background listed in (2.12) and the integral on the RHS is take along
the straight line from x to y. It is easily verified that
I(x, y) = b
x1y2 − x2y1
2
(2.19)
so that the Wilson line eiI(x,y) = eib
x1y2−x2y1
2 . It follows from (2.17) that
αR(~x− ~y) = α(x, y)eiI(x,y) (2.20)
Under a gauge transformation
ψ(x)→ eiθ(x)ψ(x), ai(x)→ ai(x) +∂iθ(x), I(x, y)→ I(x, y) + θ(y)− θ(x) (2.21)
So that
α(x, y)→ eiθ(x)α(x, y)e−iθ(y), eiI(x,y) → e−iθ(x)eiI(x,y)eiθ(y)
It follows that αR(x, y) = α(x, y)eiI(x,y) is background gauge invariant- and conse-
quently both rotationally and translationally invariant. 13 In words, αR is simply the
fermion propagator dressed by the straight line Wilson line that is needed to make
it background gauge invariant, and is a natural object to study in the presence of a
nontrivial background gauge field.
12Note that the ‘dressing factors’ that relate α(x, y) to αR(x, y) (and similarly for Σ) are rota-
tionally invariant.
13We thank A. Gadde for a discussion on this point.
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2.1.2 Differential equation for the Green’s function
Note that the first of (2.17) can be rewritten as
α(x, y) = eix
iai(y)αR(x− y) (2.22)
where aj(y) given in (2.12). It follows that
∂iα = e
iijx
iaj(y) (∂i + iai(y))αR(x− y) (2.23)
It follows that the defining equation for the Greens function (2.10) can be rewritten
as (
∂t − (∂xi − iai(x− x
′))2
2|M |
)
αR(x− x′) = δ3(x− x′) (2.24)
In (2.24) x is the collective notation for (~x, t) and similarly for x′ and we have used
the fact that
eix
iai(x
′)δ3(x− x′) = δ3(x− x′).
Note that the differential operator that appears on the LHS of (2.24) depends only
on x − x′, consistent with the result, derived in the previous subsection, that αR is
a function only of x− x′.
2.1.3 Solution for the Green’s function
It is useful to Fourier transform the invariant Greens function in time. Let
αR(x) =
∫
dω
2pi
eiωx
3
αR(ω, ~x) (2.25)
It follows in the usual way that
αR(ω, ~x− ~y) =
∑
ν,l
φν,l(~x)φ
∗
ν,l(~y)
iω + Eν
Eν =
b
|M |(ν +
1
2
).
(2.26)
where the complete set of wave functions φν,l were defined in (2.3). In the equation
above, ν ranges from 0 to infinity while l ranges over the range −ν,−ν+ 1, ... As the
denominator in (2.26) is a function only of ν, it follows that (2.26) can be rewritten
as
αR(ω, ~x− ~y) =
∞∑
ν=0
(∑
l φν,l(~x)φ
∗
ν,l(~y)
iω + Eν
)
(2.27)
As αR(ω, ~x − ~y) is a function only of the difference between its spatial positions
for every value of ω, it follows that the same must be true of residue of the αR at
ω = −iEν . It follows, in other words, that the quantity∑
l
φν,l(~x)φ
∗
ν,l(~y)
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is translationally invariant and so
αR(ω, ~x) =
∞∑
ν=0
(∑
l φν,l(~x)φ
∗
ν,l(0)
iω + Eν
)
(2.28)
However the wave function φν,l(u, φ), like any regular wave function at angular mo-
mentum l, behaves at small values of u like u|l| (times, possibly, a positive power of
u) and so vanishes at the origin unless l = 0. So it follows that
αR(ω, ~x) =
∞∑
ν=0
φν,0(~x)φ
∗
ν,0(0)
iω + Eν
(2.29)
or equivalently, using (2.6)
αR(ω, ~x) =
2pi
b
∞∑
n=0
en,n(~x)e
∗
n,n(0)
iω + En
(2.30)
or, using Ln(0) = 1 so that en,n(0) =
b
2pi
(see (D.11))
αR(ω, ~x) =
∞∑
n=0
en,n(~x)
iω + En
(2.31)
2.1.4 Adding spin
Upto this point we have studied the dynamics of a spin-less particle; however the
discussion above is easily generalized to include the effects of spin. In 2+1 dimensions
the little group of a massive particle is SO(2); the irreducible representations of the
covering group of SO(2) are all one dimensional, and are labelled by a continuous
spin parameter s (defined so that the phase corresponding to a rotation of angle α
is eßαs.). The Schrodinger equation for a spin s particle on an arbitrary manifold
differs from the corresponding equation for a spin-less particle even in the absence of
a magnetic field (the derivative is generalized to a covariant derivative including the
spin connection). In the special case of flat space studied in this paper this difference
goes away, and the spin of the particle enters its Schrodinger equation only through
a B.µ coupling in the Hamiltonian. This coupling modifies the Hamiltonian (2.32)
to
H = −(∇i − iai)
2
2|M | −
bgs
2|M | (2.32)
where s is the particle’s spin and g is the ‘g’ factor - the anomalous magnetic moment
of the particle (the quantity that is 2 for a relativistic fermion). The wave functions
(2.3) remain unchanged, but their eigen energies are now given by
Eν =
b
|M |
(
ν +
1
2
− gs
2
)
(2.33)
The Greens function continues to take the form (2.31) with Eν is given by (2.64).
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2.2 Free relativistic bosons in a magnetic field
The free Klein Gordon equation in the presence of a background field is given by
− (∂2t + (∂xi − iai(x))2)φ+M2φ = 0, (2.34)
and the corresponding propagator obeys the equation(−(∂2t + (∂xi − iai(x))2) +M2)αR(x) = δ3(x) (2.35)
The eigen solutions to (2.34) are given by
φ = φν,le
±it
√
M2+2b(ν+ 12) (2.36)
(recall we are in Euclidean space). The Greens function αR is given by
αR(ω, ~x) =
∞∑
n=0
en,n(~x)
ω2 +M2 + 2b
(
n+ 1
2
)
=
∞∑
n=0
en,n(~x)
2
√
M2 + 2b
(
n+ 1
2
)
 1
iω +
√
M2 + 2b
(
n+ 1
2
) + 1−iω +√M2 + 2b (n+ 1
2
)

(2.37)
Upon setting ω = −i|M | + ωNR and taking the non relativistic limit M → ∞ at
fixed ωNR we find that the propagator (2.37) reduces to the propagator (2.31) (upto
proportionality constants), as expected on general grounds.
2.3 Free relativistic fermion in a magnetic field
Consider a free Dirac particle governed by the action
S =
∫
d3xψ¯
(
γµDxµ +mF
)
ψ (2.38)
placed in a uniform magnetic field. The equation of motion for this particle
(γµDµ +mF )ψ = 0 (2.39)
can be cast into the Schrodinger form14
(∂3 +H)ψ = 0 (2.40)
with
H = γ3γiDi + γ
3mF (2.41)
14Note that the operator γµDµ has no good Hermiticity properties. For this reason it is not
useful to solve (2.40) by expanding in eigen solutions of the operator γµDµ +mF .
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The operator H is simply the Hamiltonian of the Minkowskian Dirac wave equation.
15 As usual, the Hamiltonian H- viewed as a differential operator that acts on spinors
that are functions of x1 and x2 - is Hermitian under the standard inner product
(χ, ψ) =
∫
d2xχ†(~x)ψ(~x) (2.43)
Let ψn denote the normalized eigenfunctions of the operator H with eigenvalue
En, i.e.
Hψn(~x) = Enψn(~x) (2.44)
On general eigenfunctions provide an orthonormal basis for (two dimensional) spinor
space and so obey the completeness relation∑
n
ψn(~x)ψ
†
n(~x
′) = I δ2(~x− ~x′) (2.45)
where I is the identity matrix in 2× 2 spinor space.
We now describe the explicit form of the eigenfunctions ψn and their energy eigen
spectrum. Let us start with the energy spectrum. The spectrum has positive and
negative energy states. The energies of positive energy states are given by E = ξ+ν
where
(ξ+ν )
2 = m2F + 2b
(
ν +
1
2
− sgn(mF )
2
)
(2.46)
The spectrum of negative energy states is given by E = ξ−ν where
(ξ−ν )
2 = m2F + 2b
(
ν +
1
2
+
sgn(mF )
2
)
(2.47)
These can be combined into the compact expression
EηνJ = η
√
m2F + 2b
(
ν +
1
2
− η sgn(mF )
2
)
(2.48)
Where η = ±1 for positive/negative energy states. In both (2.46) and (2.47), the
parameters ν range over the values
0, 1, 2 . . .∞
As in previous subsections, in addition to the ‘which Landau Level’ label, our eigen
energies are labelled by their angular momentum J . For the positive/negative energy
states it is convenient to set
J = l + η
sgn(mF )
2
(2.49)
15In other words the i.e. the Minkowskian Dirac equation is
i∂tψ = Hψ (2.42)
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For both positive and negative energies, l (physically the orbital angular momentum)
ranges over the values
−ν,−ν + 1,−ν + 2 . . .
Let the eigen functions be denoted by ψηνJ . Recall that ψηνJ is a two component
spinor, whose components we denote by
ψηνJ =
[
ψηνJ+
ψηνJ−
]
(2.50)
After solving for the eigenfunctions we find following explicit results16
ψηνJ± (u, φ) = c±
eisgn(J)l±φ√
2pi
u
l±
2 e−
u
2Ll±n±(u) (2.51)
where (u =
b
2
x2s, φ) are coordinates on space and
17
l+ = |J − 1
2
|, l− = |J − 1
2
|+ sgn(J), n+ = n, n− = n− 1
2
sgn(J)(1 + sgn(bJ))
l = J − η sgn(mF )
2
, n = ν + l (l ≤ 0), n = ν − η sgn(mF )
2
+
1
2
(l > 0)
c− = c+
( √
2|b|
m+ sgn(J)EηνJ
)sgn(J)
c+ =
(
1
|b|
(
Γ(1 + n+ + l+)
Γ(1 + n+)
+
(
c−
c+
)2
Γ(1 + n− + l−)
Γ(1 + n−)
))−1/2
(2.52)
In the non relativistic limit the positive energy part (i.e. η > 0) of the Dirac
equation reduces to a Schrodinger equation for a particle of spin
mF
2
. The effective
Schrodinger wave function is proportional to ψ+ whenmF > 0, but ψ− whenmF < 0.
Let us consider the two cases in turn. When mF > 0 it follows from (2.52) that
l+ = |l| and n+ = ν if l > 0 or n+ = ν + l if l ≤ 0. Similarly, it follows from (2.52)
that if mF < 0 then l− = |l| and n− = ν if l > 0 and n− = ν + l if l ≤ 0. In
perfect agreement with the expectations (2.3). The non relativistic limit of (2.46)
also agrees perfectly with (2.64) when g = 2 and s =
sgn(mF )
2
.
16Lln is associated Laguerre polynomial. For non-negative integer n, L
l
n(x) is a polynomial in
x of degree n normalised as Lln(0) =
Γ(n+ l + 1)
Γ(n+ 1)Γ(l + 1)
. For negative integer n, Lln(x) is taken to
be zero by definition. In the exceptional range of parameters, the expressions (2.50) involve the
quantity Ll±−1. Consequently the final expressions for ψ± listed in (2.51) only involve the functions
Lln(x) for n ≥ 0.
17Here |x| stands for absolute value of x.
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The Free Dirac Green’s function in a background magnetic field satisfies
(γµDxµ +mF )αR = −δ3(x) (2.53)
In order to solve this equation (2.53) we expand
αR(x− x′) =
∫
dw
2pi
eiω(t−t
′)
∑
n,m
ψn(~x)cnm(ω)ψ
†
m(~x
′) (2.54)
Plugging this expansion into (2.53) and using (2.45)∫
dw
2pi
∑
n,m
(iω + En) e
iω(t−t′)ψn(~x)cnm(ω)ψ†m(~x′) = −
∫
dω
2pi
eiω(t−t
′)
∑
n
γ3ψn(~x)ψ
†
n(~x
′)
(2.55)
Multiplying both sides of this equation with ψ†a(~x), ψb(~x′) (respectively from left and
right), integrating over ~x and ~x′ and using orthonormality we find
cnm(ω) =
1
−iω − En
∫
d2xψ†n(~x)γ
3ψm(~x) (2.56)
Plugging (2.56) into (2.57), and using (2.45) to perform the sum over m we find
αR(x− x′) = i
∫ ∞
−∞
dw
2pi
eiω(t−t
′)
∑
n
ψn(~x)ψ
†
n(~x
′)γ3
ω − iEn (2.57)
With explicit form of these eigen functions at hand this equation takes the form
αR(x−x′) = −
∫ ∞
−∞
dw
2pi
eiω(t−t
′)
∞∑
ν=0
( ∞∑
l=−ν
ψ+νl(~x)(ψ+νl)†(~x′)γ3
iω + ξ+(ν)
+
∞∑
l=−ν
ψ−νl(~x)(ψ−νl)†(~x′)γ3
iω − ξ−(ν)
)
(2.58)
As in the discussion around (2.26) the formula (2.57) can be simplified by using
the translational invariance of the Greens function αR to set the argument of every
occurrence of ψ† to zero. We then use the fact that ψ±νl vanish unless l = 0. It
follows that (2.57) can be replaced by
αR(x− x′) = −
∫ ∞
−∞
dw
2pi
eiω(t−t
′)
∞∑
ν=0
(
ψ+ν0(~x)(ψ+ν0)†(0)γ3
iω + ξ+(ν)
+
ψ−ν0(~x)(ψ−ν0)†(~x′)γ3
iω − ξ−(ν)
)
(2.59)
Note that the denominators ξ±(ν) obey the relationship
ξ+ν = ξ
−
ν−sgn(mF ) (2.60)
In other words if we choose
ν =

n˜+
1
2
+
sgn(mF )
2
+ve energy
n˜+
1
2
− sgn(mF )
2
−ve energy
(2.61)
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Then we have
(ξ+ν )
2 = (ξ−ν )
2 = m2F + 2|b|(n˜+ 1) ≡ ξn˜ (2.62)
For this reason it is sometimes convenient to combine together the positive and
negative energy Landau Levels with the same value of n˜ 18 upon doing this we find
that the propagator is given by
αFR(x− x′) =
∫ ∞
−∞
dw
2pi
eiω(t−t
′)αFR(ω, ~x− ~x′)
αFR(ω, ~x) = γ
+αFR,+(ω, ~x) + γ
−αFR,−(ω, ~x) + γ
3αFR,3(ω, ~x) + Iα
F
R,I(ω, ~x)
αFR,+(u, φ) = −
∞∑
n=0
1
Π(ω, n)
(i
√
b(n+ 1))en+1,n(u, φ)
αFR,−(u, φ) = −
∞∑
n=0
1
Π(ω, n)
(−i
√
b(n+ 1))en+1,n(u, φ)
∗
αFR,3(u, φ) = −
1
2
∞∑
n=0
(
(iω −mF )
Π(ω, n− 1) +
(iω +mF )
Π(ω, n)
)
en,n(u, φ)
αFR,I(u, φ) = −
1
2
∞∑
n=0
(
(iω −mF )
Π(ω, n− 1) −
(iω +mF )
Π(ω, n)
)
en,n(u, φ)
− Π(ω, n) = −(iω + ξn)(iω − ξn) = ω2 +m2F + 2|b|(n+ 1)
(2.63)
2.4 Free relativistic particle of spin s in a magnetic field
We have already seen that a non relativistic particle of spin s and g factor 2 has a
Greens Function with poles located at ω = iEν where
Eν =
b
|M |
(
ν +
1
2
− s
)
(2.64)
On the other hand we have also seen that the poles of a relativistic particle of
spin s = 0 or s± 1
2
occur at iχ+ν or −iχ−ν where
(χ+ν )
2 = M2 + 2b
(
ν +
1
2
− s
)
(χ−ν )
2 = M2 + 2b
(
ν +
1
2
+ s
) (2.65)
It is natural to suggest that the propagator for a ‘free particle of arbitrary spin
s’- to the extent that one can make sense of such a notion - should also have poles
located at the values listed in (2.65). Moreover at these values of ν we should expect
18Note that the levels we combine do not have the same value of ν; their ν levels differs by unity,
as follows from (2.61).
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to find an infinite degeneracy of states, with angular momenta given - respectively
for positive and negative energy states - by
J = l ± s (2.66)
with the ‘orbital angular momentum l’ ranging over the values
−ν,−ν + 1,−ν + 2 . . .
3 A twisted convolution (Moyal star product)
When we turn on interactions in the next section, it will turn out that our matter
propagators obey a Schwinger Dyson equation that is given in terms of a twisted
convolution ∗b defined as follows. Given any two functions A and B on R2 we define
(A ∗b B) (x) =
∫
d2wA(x− w)e−i b2 ij(xi−wi)(wj)B(w) (3.1)
In Fourier space (3.1) is simply the famous Moyal star product. It follows that the
∗b product is associative but non commutative.
Quite remarkably, the eigen functions en,m defined above are the basis functions
used in the discussions of non-commutative solitons [47] (after flip of position and
momentum) and so obey the following identity
(en,p ∗b ep′,m)(~x) = δpp′en,m(~x) (3.2)
Now we turn to an algebraic exercise that will be useful in next section. The property
(3.2) can be used to define inverse of twisted convolution as we demonstrate below.
Consider 2× 2 matrix valued function given by
α =
∞∑
m=0
(
α+,m+1em+1,mγ
+ + α−,mem,m+1γ− + α3,mem,mγ3 + αImem.mI
)
(3.3)
and another similar function given by
β =
∞∑
m=0
(
β+,m+1em+1,mγ
+ + β−,mem,m+1γ− + β3,mem,mγ3 + βImem.mI
)
(3.4)
Then, using (3.2), it is easily verified that
(α ∗b β)(~x− ~y) = (β ∗b α(~x− ~y)) = Iδ2(~x− ~y) (3.5)
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if and only if the coefficients αn are determined in terms of βn as follows. For n > 0
α+,n =
1
Π(n− 1)β+,n
α−,n =
1
Π(n)
β−,n
α3,n =
1
2
(
β3,n−1 − βI,n−1
Π(n− 1) +
β3,n+1 + βI,n+1
Π(n)
)
αI,n =
1
2
(
β3,n−1 − βI,n−1
Π(n− 1) −
β3,n+1 + βI,n+1
Π(n)
)
(3.6)
and for n = 019
α+,0 = 0
α−,0 =
1
Π(0)
β−,0
α3,0 =
1
2
(
1
β3,0 + βI,0
+
β3,1 + βI,1
Π(0)
)
αI,n =
1
2
(
1
β3,0 + βI,0
− β3,1 + βI,1
Π(0)
)
(3.8)
where we have defined
Π(n) = (β3,n − βI,n)(β3,n+1 + βI,n+1) + 2β+,n+1β−,n (3.9)
3.1 Twisted convolution and free propagators
3.1.1 Free non-relativistic particles of spin s
Consider the function
KNRR (ω, ~x) =
∞∑
n=0
(iω + En) en,n(~x) (3.10)
with En given by (2.64). It follows from (3.2) and (2.31)that
(KNRR (ω) ∗b αR(ω))(~x) = δ2(~x) (3.11)
(where αR is given by (2.31) ). More generally, given any function A(ω, ~x), we have(
iω − (∂xi − iai(x− x
′))2
2|M | −
bgs
2|M |
)
A(ω, ~x) =
(
KNRR (ω) ∗b A(ω)
)
(~x) (3.12)
In other words, the action of the Schrodinger operator on any wave function can be
obtained by star convoluting KNRR with that function.
19Roughly speaking (3.8) is analytical continuation of (3.6) once we use the definition that
β+,0 = 0 (3.7)
.
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3.1.2 Free relativistic boson
As in the previous subsection if we define
KBR (ω, ~x) =
∞∑
n=0
(
ω2 +M2 + 2b
(
n+
1
2
))
en,n(~x) (3.13)
it follows that
(KBR (ω) ∗b αR(ω))(~x) = δ2(~x) (3.14)
(where αR is now the reduced propagator for the relativistic scalar theory given in
(2.37)) and, more generally,(
ω2 − (∂xi − iai(x))2 +M2
)
A(ω, ~x) =
(
KBR (ω) ∗b A(ω)
)
(~x) (3.15)
3.1.3 Free relativistic fermion
The matrix valued function KFR given by
20
KFR =
∞∑
m=0
(
i
√
b(m+ 1)em+1,mγ
+ + i
√
b(m+ 1)em,m+1γ
− + iωem,mγ3 +mF em.mI
)
(3.17)
obeys the identity
(KFR (ω) ∗b αR(ω))(~x) = −δ2(~x) (3.18)
More generally KFR obeys the identity
(γ3iω + γiDi +mF )A(ω, ~x) = (K
F
R (ω) ∗b A(ω))(~x) (3.19)
where A is any normalizable 2× 2 matrix valued function on R2.
4 Regular fermions coupled to Chern Simons gauge fields
4.1 Gap equation in a uniform background gauge field
Consider SU(NF ) regular fermions at level kF − 1
2
sgn(kF )
21. As usual we use the
symbol κF to denote
κF = sgn(kF ) (|kF |+NF ) (4.1)
20That is
KFR,+,n = i
√
b(n), KFR,−,n = i
√
b(n+ 1), KFR,3,n = iω, K
F
R,I,n = mF (3.16)
21Note that integrating out the fermion shifts the level to kF − 1
2
sgn(kF ) +
1
2
sgn(mF ). For
sgn(mFkF) = 1 low energy Chern Simons level becomes kF , whereas for sgn(mF kF ) = −1 low
energy Chern Simons level becomes sgn(kF )(|kF | − 1). At least in absence of a magnetic field,
this is consistent with duel bosonic theory being in unhiggsed/higgsed phase (see [37],[39] for more
details).
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Our fermionic theory has a U(1) global symmetry - the symmetry under which the
fundamental field ψ has charge +1 and the anti-fundamental field ψ¯ has charge −1.
In the presence of a background gauge field aµ for this global U(1) symmetry, the
Euclidean action for our theory takes the form
SF =
iκF
4pi
∫
Tr
(
AdA+
2
3
A3
)
+
∫
ψ¯γµD˜µψ +mF ψ¯ψ (4.2)
where
D˜µψ = (∂µ − iAµ − iaµ)ψ (4.3)
Let
〈ψ(x)Aαψ¯Bβ(y)〉 = δBAα(x, y)βα (4.4)
(A is an SU(NF ) fundamental gauge index, - note the subscript F stands for Fermion
not flavour - B is an SU(NF ) gauge anti-fundamental index and α and β are spinor
indices).
In the large N limit and in the lightcone gauge used in this paper (or more
generally in any gauge in which the cubic term drops out of the Chern Simons
action) the propagator α(x, y) obeys the ‘Schwinger Dyson’ or gap equation
(
γµDxµ +mF
)
α(x, y) +
∫
d3w Σ(x,w)α(w, y) = −δ3(x− y)
Σ(x, y) = −N
2
γµα(x, y)γνGµν(x− y)
(4.5)
where spinor indices (which contract by the rules of matrix multiplication) have been
omitted for simplicity and where
Dxµ = ∂
x
µ − iaµ(x) (4.6)
and
〈Aµ(x)Aν(y)〉 = Gµν(x− y) (4.7)
As we have explained above, in this paper we turn on a uniform magnetic field of
magnitude b in the 12 plane and work in the rotationally symmetric gauge (2.12). As
explained in Subsection 2.1.1 above, the Greens function α and the self energy Σ in
this gauge are given in terms of translationally and rotationally invariant functions
by the formulae (2.17) (which we reproduce here for convenience)
α(x, y) = e−i
b
2(x1y2−x2y1)αR(x− y), Σ(x, y) = e−i b2(x1y2−x2y1)ΣR(x− y) (4.8)
where αR(x − y) and ΣR(x − y) are both simultaneously rotationally and transla-
tionally invariant.
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Plugging (4.8) into (4.5) yields the following gap equations for αR(x − y) and
ΣR(x− y).
ΣR(x− y) = −N
2
γµαR(x− y)γνGµν(x− y)(
γµD(x−y)µ +mF
)
αR(x− y) +
∫
d3w ΣR(x− w)e−i b2 ij(xi−wi)(wj−yj)αR(w − y) = −δ3(x− y)
(4.9)
It is convenient to view our equations in Fourier space in time
αR(x) =
∫
dω
2pi
eiωx
3
αR(ω, ~x)
ΣR(x) =
∫
dω
2pi
eiωx
3
ΣR(ω, ~x)
(4.10)
For definiteness in this paper we work in A−(x) = 0 gauge, in which gauge field
propagator takes following form
Gµν(x) = − 2i
κF
µν−
δ(x3)
x+
=⇒ Gµν(ω, ~x) = − 2i
κF
µν−
1
x+
(4.11)
It follows from the first of (4.9) that
ΣR(x− y) ∝ δ(x3 − y3) (4.12)
It follows that the factor of αR(x − y) on the RHS of the first of (4.9) is always
evaluated at x3 = y3. Note that the equal time propagator is given in Fourier space
by
αR(x− y)|x3=y3 = αˆR(~x− ~y) ≡
∫ +∞
−∞
dω
2pi
αR(ω, ~x− ~y) (4.13)
The gap equations can be recast as
ΣR(ω, ~x− ~y) = −N
2
γµαˆR(~x− ~y)γνGµν(ω, ~x− ~y)(
iωγ3 + ~D(x−y)γi +mF
)
αR(ω, ~x− ~y) + (ΣR(ω) ∗b αR(ω)) (~x− ~y) = −δ2(~x− ~y)
(4.14)
where ∗b is the twisted convolution defined in (3.1). It follows immediately from
(4.11) (which in particular asserts that Gµν(ω, ~x) is independent of ω) that ΣR(ω, ~x)
is actually independent of ω.
4.2 Solving for αR in terms of ΣR
In this subsection we use the second of (4.14)(
iωγ3 + ~D(x−y)γi +mF
)
αR(ω, ~x−~y)+(ΣR(ω) ∗b αR(ω)) (~x−~y) = −δ2(~x−~y) (4.15)
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to evaluate the propagator αR in terms of ΣR. Using (3.17) and (3.19) (recall these
equations allow us to replace the Dirac differential operator by a star product with
the function KFR ), (4.15) may be rewritten as
(KR(ω) ∗b αR(ω))(~x− ~y) = −δ2(~x− ~y) (4.16)
where, 22
KR(ω, ~x) = K
F
R (ω, ~x) + ΣR(ω, ~x)
KFR (ω, ~x) =
∞∑
m=0
(
i
√
b(m+ 1)em+1,mγ
+ + i
√
b(m+ 1)em,m+1γ
− + iωem,mγ3 +mF em.mI
)
ΣR(ω, ~x) =
∞∑
m=0
(
Σ+,m+1em+1,mγ
+ + Σ−,mem,m+1γ− + Σ3,mem,mγ3 + ΣImem.mI
)
(4.17)
We will now use (4.16) to solve for αR in terms of the functionKR (and so, effectively,
in terms of Σ).
We now note that (4.16) is of the form (3.5) with the role of β played by KR. It
follows from (3.6) and (3.8) that for n > 0
αR,+,n = − 1
Π(n− 1)KR,+,n
αR,−,n = − 1
Π(n)
KR,−,n
αR,3,n = −1
2
(
KR,3,n−1 −KR,I,n−1
Π(n− 1) +
KR,3,n+1 +KR,I,n+1
Π(n)
)
αR,I,n = −1
2
(
KR,3,n−1 −KR,I,n−1
Π(n− 1) −
KR,3,n+1 +KR,I,n+1
Π(n)
)
(4.18)
and for n = 0
αR,+,0 = 0
αR,−,0 = − 1
Π(0)
KR,−,0
αR,3,0 = −1
2
(
1
KR,3,0 +KR,I,0
+
KR,3,1 +KR,I,1
Π(0)
)
αR,I,0 = −1
2
(
1
KR,3,0 +KR,I,0
− KR,3,1 +KK,I,1
Π(0)
)
(4.19)
where
Π(n) = (KR,3,n −KR,I,n)(KR,3,n+1 +KR,I,n+1) + 2KR,+,n+1KR,−,n (4.20)
22Recall ΣR(ω, ~x) is independent of ω as argued in previous section.
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The RHS of (4.18) and (4.24) are complicated functions of the unknown coeffi-
cients in the expansion of Σ. We have already seen, however, that these otherwise
unknown coefficients are independent of ω. For this reason it is possible to make
the ω dependence in (4.29) (4.18) and (4.24) completely explicit. To proceed we
borrow the results (4.28) (which implies the expansion of Σ (4.29)) from the next
subsection. Plugging that expansion into (4.18) and (4.24), using the fact that the
coefficient functions in (4.29) are independent of ω, and doing a little algebra we find
that the quantity Π(n) is a quadratic expression in ω; more precisely
Π(n) = −(ω − iζF+(n))(ω + iζF−(n))
ζF±(n) = ±
1
2
(
(KR,I,n+1 −KR,I,n)±
(
(KR,I,n+1 −KR,I,n)2
+4KR,I,n+1KR,I,n − 8KR,+,n+1KR,−,n)1/2
)
= ±1
2
((ΣR,I,n+1 − ΣR,I,n)± ((ΣR,I,n+1 − ΣR,I,n)2
+ 4(mF + ΣR,I,n+1)(mF + ΣR,I,n)− 8i
√
b(n+ 1)(i
√
b(n+ 1) + ΣR,+,n+1))
1/2)
(4.21)
We also define the quantity
ζex = KR,I,0 = mF + ΣR,I,0 (4.22)
The quantities ζF±(n) are the positive/negative energy poles of the exact fermion
propagator which reduce, in the limit λF → 0 to the poles ζ±ν (see (2.46) and (2.47)
with the relationship between ν and n (2.61)) for n ≥ 0. On the other hand the
quantity ζex reduces to mF , i.e. to the energy of the exceptional state at zero λF
(see under (2.62)).
The equations (4.18) and (4.24) respectively may now be rewritten as
αR,+,n =
(i
√
b(n) + ΣR,+,n)
(ω − iζF+(n− 1))(ω + iζF−(n− 1))
αR,−,n =
i
√
b(n+ 1)
(ω − iζF+(n))(ω + iζF−(n))
αR,3,n =
1
2
(
iω −mF − ΣR,I,n−1
(ω − iζF+(n− 1))(ω + iζF−(n− 1))
+
iω +mF + ΣR,R,I,n+1
(ω − iζF+(n))(ω + iζF−(n))
)
αR,I,n =
1
2
(
iω −mF − ΣR,I,n−1
(ω − iζF+(n− 1))(ω + iζF−(n− 1))
− iω +mF + ΣR,I,n+1
(ω − iζF+(n))(ω + iζF−(n))
)
(4.23)
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and
αR,+,0 = 0
αR,−,0 =
i
√
b
(ω − iζF+(0))(ω + iζF−(0))
αR,3,0 =
1
2
(
i
ω − iζex +
iω +mF + ΣR,R,I,1
(ω − iζF+(0))(ω + iζF−(0))
)
αR,I,0 =
1
2
(
i
ω − iζex −
iω +mF + ΣR,R,I,1
(ω − iζF+(0))(ω + iζF−(0))
)
(4.24)
4.3 Recursion relations for the coefficients of Σ
In this subsection we will attempt to complete the process of solving the gap equations
by plugging (4.18) and (4.18) into the first of (4.14)
ΣR(~x− ~y) = −N
2
γµαˆR(~x− ~y)γνGµν(~x− ~y) (4.25)
to obtain a closed set of equations for the coefficient functions of the quantity Σ.
As we have noted above, in this paper we follow earlier studies of matter Chern
Simons theories (starting with [3] ) to work in lightcone gauge A− = 0. In this gauge
we have
Gµν(~x) = −2i
k
µν−
1
x+
(4.26)
Note that the only non-zero components of Chern-Simons field propagator areG+3, G3+.
This immediately implies23
ΣR,− = 0, ΣR,3 = 0 (4.28)
so that the last of (4.17) (the expansion of Σ in terms of its components) simplifies
to
Σ =
∞∑
n=0
(ΣR,+,nen,n−1γ+ + ΣR,I,nen,nI) (4.29)
where ΣR,+n and ΣR,+n are ω independent numbers.
We now use (D.16) to expand the RHS of (4.25) in a linear sum of the basis
elements en,m using (D.14) and equate coefficients on both sides of (4.25). We obtain
the equations
ΣR,I,n′ = 2i
√
bλF
∞∑
n=n′+1
1√
n
αˆR,−,n−1
ΣR,+,n′+1 = 2i
√
bλF
n′∑
n=0
1√
n′ + 1
αˆR,I,n
(4.30)
23Here we are using the linear algebra identity that for any matrix αR we have
γ3αRγ
+ − γ+αRγ3 = 2(αR,Iγ+ − αR,II) (4.27)
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where αˆR was defined in (4.13) and as usual we have expanded
αˆ =
∞∑
m=0
(
αˆ+,m+1em+1,mγ
+ + αˆ−,mem,m+1γ− + αˆ3,mem,mγ3 + αˆImem.mI
)
(4.31)
Since we have already solved for the coefficients of α - and so the coefficients of αˆ
- in terms of the coefficients in (4.29), (4.30) are closed equations for the unknown
coefficients in the expansion of Σ (i.e. the equation (4.29)). We will make these
equations more explicit below.
To end this subsection we note that (4.30) is the analogue of the integral equation
2.67 in [3]; as we will see later (4.30) actually reduce to 2.67 of [3] in the zero b limit.
The authors of [3] were able to solve their integral equation by differentiating it
(see 2.68 of that paper). In order to solve the equation (4.30) we adopt a similar
manoeuver; we simply subtract the equations (4.30) at n and n− 1 to obtain
√
n+ 1(ΣR,I,n+1 − ΣR,I,n) = −2i
√
bλF αˆR,−,n√
n+ 1ΣR,+,n+1 −
√
nΣR,+,n = +2i
√
bλF αˆR,I,n
(4.32)
4.4 Reality properties
In this brief subsection we momentarily break the flow of our presentation in order
to discuss the reality properties of various quantities. It is not difficult to argue that
the quantities
ΣR,I,n, KR,I,n, αˆR,I,n, Π(n) (4.33)
are all real, while
ΣR,−,n, KR,±,n, αˆR,±,n (4.34)
are purely imaginary. In order to see that this is the case we first note that these
reality properties are manifest at λF = 0 24. We next verify that the reality properties
(4.34) and (4.33) are consistent with our gap equations. The consistency of these
reality properties with (4.30) is manifest. In order to verify that (4.34) and (4.33)
are consistent with (4.18) we integrate both sides of (4.18) over ω from −∞ to ∞;
it is not difficult to convince oneself that the result of such an integral is consistent
with the reality properties assumed assigned to the LHS of (4.18) 25
24It is obvious that (4.33) (4.34) are true of KFR . In order to verify the corresponding claims for
αˆFR we use (2.63) and perform the integral over ω needed to obtain αˆ
F
R: note that imaginary terms
in the third and fourth lines of (2.63) integrate to zero.
25The expressions in the RHS of the first two lines of (4.18) are of the schematic form iA(iω) while
the expressions on the RHS of the third and fourth lines of the same equation take the schematic
form B(iω) where A(z) and B(z) complex functions that are real valued when z is restricted to the
real line. It follows that the integral of the RHS of these equations - performed using any regulation
scheme that preserves ω ↔ −ω symmetry (such as the regulation scheme employed in this paper)
- is imaginary for the first two lines of (4.18) but real for the next two lines of (4.18), establishing
the consistency of (4.18) with the reality properties listed above.
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In this paper we solve our gap equations recursively, order by order in the cou-
pling constant. It follows immediately from the discussion of the last paragraph that
each order in the recursive expansion of ΣR and αˆR - and hence the full solution -
also obey the reality properties (4.34) and (4.33), establishing our claim.
In the rest of this subsection we will solve the recursion relations for the self
energy unknowns. We will treat the self energies at generic values of n (i.e., those
relevant to the propagator terms (4.18)) and exceptional values of n (i.e. those
relevant to the propagator terms (4.24)) separately.
4.5 The Integral over ω
We now return to the main flow of this section. We will now evaluate the quantities
αˆR,−,n and αˆR,I,n by integrating the RHS of (4.23) and (4.24) over ω. We will
then insert the resultant expressions into (4.30), turning that equation into a closed
equation for the coefficients of Σ.
The integrals over ω that we need to evaluate are
I1 =
∫ +∞
−∞
dω
2pi
αR,−,n =
∫ +∞
−∞
dω
2pi
i
√
b(n+ 1)
(ω − iζF+(n))(ω + iζF−(n))
(4.35)
and for n 6= 0
I2 =
∫ +∞
−∞
dω
2pi
αR,I,n =
∫ +∞
−∞
dω
4pi
(
iω −mF − ΣR,I,n−1
(ω − iζF+(n− 1))(ω + iζF−(n− 1))
− iω +mF + ΣR,I,n+1
(ω − iζF+(n))(ω + iζF−(n))
)
(4.36)
and also the n = 0 version of this integral
I˜2 =
∫ +∞
−∞
dω
2pi
αR,I,0 =
∫ +∞
−∞
dω
4pi
(
i
ω − iζex −
iω +mF + ΣR,R,I,1
(ω − iζF+(0))(ω + iζF−(0))
)
(4.37)
The contour for the integral over ω has so far been taken to the real axis in the
complex ω plane. However there is a natural physical context - one that will be of
interest to us in this paper - in which this contour is deformed. This happens when
we turn on a chemical potential µ for the same global symmetry for which we have
turned on a magnetic field (recall this is the symmetry under which all components
of ψ carry charge unity while all components of ψ¯ carry charge −1.) Turning on such
a chemical potential is equivalent to making the replacement
∂tψ → (∂t − µ), ∂tψ¯ → (∂t + µ)ψ¯
which, in turn, is equivalent to the replacement
ω → ω + iµ
in all the formulae above. If we change variables from ω to ω + iµ, all the formulae
above retain their old form (i.e. the form they had in the absence of the chemical
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potential) with one single change; the contour of ω integration, which earlier had
been the real axis, changes to the line
Im(ω) = iµ (4.38)
It follows that in order to solve our problem at arbitrary values of the chemical
potential, we need to evaluate the integrals (4.35), (4.36) and (4.37) contours of the
form (4.38) at arbitrary values of Im(ω). We now turn to this problem.
4.5.1 The first integral
Let us consider the integral (4.35). If the contour of integration lies either above
or below both poles in the integrand on the RHS of (4.35) then the integral clearly
vanishes.26 In general the integral evaluates to
I1 =i
√
b(n+ 1)
Θ(ζ˜F+(n))Θ(ζ˜
F
−(n))−Θ(−ζ˜F+(n))Θ(−ζ˜F−(n))
ζ˜F+(n) + ζ˜
F−(n)
(4.39)
For convenience we defined
ζ˜F± = ζ
F
± ∓ µ (4.40)
It follows that if ζF+(n) > −ζF−(n) (as we expect to be the case on physical grounds)
and the contour passes between the two poles then
I1 = i
√
b(n+ 1)
1
ζF+(n) + ζ
F−(n)
(4.41)
4.5.2 The second integral
When the integration contour lies either above or below all four poles in the integrand
of (4.36), once again the integral I2 vanishes. In general the integral evaluates to
I2 =
1
2
(
1
2
ζ˜F+(n)− ζ˜F−(n)
|ζ˜F+(n)|+ |ζ˜F−(n)|
− 1
2
ζ˜F+(n− 1)− ζ˜F−(n− 1)
|ζ˜F+(n− 1)|+ |ζ˜F−(n− 1)|
)
− 1
2
(
(KR,I,n+1 − µ)Θ(ζ˜
F
+(n))Θ(ζ˜
F
−(n))−Θ(−ζ˜F+(n))Θ(−ζ˜F−(n))
ζ˜F+(n) + ζ˜
F−(n)
)
− 1
2
(
(KR,I,n−1 + µ)
Θ(ζ˜F+(n− 1))Θ(ζ˜F−(n− 1))−Θ(−ζ˜F+(n− 1))Θ(−ζ˜F−(n− 1))
ζ˜F+(n− 1) + ζ˜F−(n− 1)
)
(4.42)
In order to make the discussion of this subsection concrete, let us make the
reasonable assumption that
− ζF−(n) < −ζF−(n− 1) < ζF+(n− 1) < ζF+(n) (4.43)
26 In this case we can deform the contour to an arc at infinity. As the integrand decays like
1
ω2
,
the contribution from this arc vanishes.
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Under the assumption (4.43) the conclusion of this paragraph can be restated as
follows: the integral on the RHS of (4.36) vanishes provided when, on the contour
of integration Im(ω) > ζ+(n) or Im(ω) < −ζ−(n).
More generally, always assuming (4.43) we have
I2 =

0 µ > ζF+(n)
A ζF+(n− 1) < µ < ζF+(n)
B − ζF−(n− 1) < µ < ζF+(n− 1)
C − ζF−(n) < µ < −ζF−(n− 1)
0 µ < −ζF−(n)
(4.44)
where A,B,C are given by
A =
1
2
(
1
2
ζF+(n)− ζF−(n)
ζF+(n) + ζ
F−(n)
+
1
2
)
− 1
2
(
KR,I,n+1
ζF+(n) + ζ
F−(n)
)
B =
1
2
(
1
2
ζF+(n)− ζF−(n)
ζF+(n) + ζ
F−(n)
− 1
2
ζF+(n− 1)− ζF−(n− 1)
ζF+(n− 1) + ζF−(n− 1)
)
− 1
2
(
KR,I,n+1
ζF+(n) + ζ
F−(n)
)
− 1
2
(
KR,I,n−1
ζF+(n− 1) + ζF−(n− 1)
)
C =
1
2
(
1
2
ζF+(n)− ζF−(n)
ζF+(n) + ζ
F−(n)
− 1
2
)
− 1
2
(
KR,I,n+1
ζF+(n) + ζ
F−(n)
)
(4.45)
4.5.3 The third integral
In general the integral evaluates to
I˜2 =
1
2
(
1
2
ζ˜F+(0)− ζ˜F−(0)
|ζ˜F+(0)|+ |ζ˜F−(0)|
− 1
2
sgn(ζex − µ)
)
− 1
2
(
(KR,I,1 − µ)Θ(ζ˜
F
+(0))Θ(ζ˜
F
−(0))−Θ(−ζ˜F+(0))Θ(−ζ˜F−(0))
ζ˜F+(0) + ζ˜
F−(0)
) (4.46)
Working under the reasonable assumption
− ζF−(0) < ζex < ζF+(0) (4.47)
we find
I˜2 =

0, µ > ζF+(0)
1
2
(
1
2
ζF+(0)− ζF−(0)
ζF+(0) + ζ
F−(0)
+
1
2
)
− 1
2
(
KR,I,1
1
ζF+(0) + ζ
F−(0)
)
ζex < µ < ζ
F
+(0)
1
2
(
1
2
ζF+(0)− ζF−(0)
ζF+(0) + ζ
F−(0)
− 1
2
)
− 1
2
(
KR,I,1
1
ζF+(0) + ζ
F−(0)
)
− ζF−(0) < µ < ζex
0 µ < −ζF−(0)
(4.48)
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4.6 Explicit Gap Equations
In this subsection we will input the results of the previous subsection into (4.30) in
order to turn this equation into a set of closed equations for the components of Σ.
Our final results depend on the value of µ. Through the rest of this paper we assume
(4.43). It is useful to introduce some terminology.
If ζF+(m− 1) < µ < ζF+(m) we say that µ lies in the (m− 1)th positive band. If
ζex < µ < ζ
F
+(0) we say that µ lies in the exceptional positive band. If −ζF−(0) < µ <
ζex we say that that µ lies in the exceptional negative band. Finally if −ζF−(m) <
µ < −ζF+(m− 1) we say that µ lies in the (m− 1)th negative band.
Some notation: we define
χn =
1
ζF+(n) + ζ
F−(n)
(4.49)
The quantity χn determines the sum of ζF±(n) and so carries less information than
the individual values of ζF+(n) and ζ
F
−(n). However the additional information needed
to reconstruct these two quantities individually is obtained quite easily directly from
the gap equations. Using (4.21) it follows that
ζ+(n)− ζ−(n) = ΣR,I,n+1 − ΣR,I,n. (4.50)
Now the RHS of (4.50) can be evaluated using (5.24) (and the results for the integral
over ω presented in subsection 4.4. The specific results for ζ±(n) in terms of χn
depend on details and will be presented below.
4.6.1 Positive Band M
To start with let us assume that µ lies in the M th positive band with M ≥ 0 i.e.
that ζ+(M) < µ < ζ+(M + 1). In this case the gap equations become
ΣR,I,M+1 = ΣR,I,M = · · · = ΣR,I,1 = ΣR,I,0 = −2λF
∞∑
k=M+1
bχk
ΣR,I,n′+1 = −2λF
∞∑
n=n′+1
bχn, (n
′ ≥M + 1)
√
M + 1ΣR,+,M+1 =
√
MΣR,+,M = · · · = ΣR,+,1 = 0
√
M + 2ΣR,+,M+2 =
√
b(iλ2F (
√
bχM+1)
2 − iλFKR,I,M+2χM+1 + 1
2
iλF )
√
n′ + 1ΣR,+,n′+1 =
√
M + 2ΣR,+,M+2 −
n′∑
n=M+2
√
biλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+
n′∑
n=M+2
i
√
bλ2F ((
√
bχn)
2 − (
√
bχn−1)2) (n′ ≥M + 2)
(4.51)
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4.6.2 Positive Exceptional Band
In the positive exceptional band (i.e. for ζex < µ < ζ+(0)) on the other hand we have
ΣR,I,n′ = −2λF
∞∑
n=n′
bχn, (n ≥ 0, i.e all n)
ΣR,+,1 =
√
b(iλ2F (
√
bχ0)
2 − iλFKR,I,1χ0 + 1
2
iλF )
√
n′ + 1ΣR,+,n′+1 = ΣR,+,1 −
n′∑
n=1
√
biλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+
n′∑
n=1
i
√
bλ2F ((
√
bχn)
2 − (
√
bχn−1)2) (n′ ≥ 1)
(4.52)
4.6.3 Negative Exceptional Band
In the negative exceptional band (i.e. −ζ−(0) < µ < ζex) the equations are
ΣR,I,n = −2λF
∞∑
n
bχk, (n ≥ 0, i.e all n)
ΣR,+,1 =
√
b(iλ2F (
√
bχ0)
2 − iλFKR,I,1χ0 − 1
2
iλF )
√
n′ + 1ΣR,+,n′+1 = ΣR,+,1 −
n′∑
n=1
√
biλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+
n′∑
n=1
i
√
bλ2F ((
√
bχn)
2 − (
√
bχn−1)2) (n′ ≥ 1)
(4.53)
4.6.4 Negative band M
In the M th negative band for M ≥ 0 (i.e. −ζ−(M + 1) < µ < −ζ−(M)) we have
ΣR,I,M+1 = ΣR,I,M = · · · = ΣR,I,1 = ΣR,I,0 = −2λF
∞∑
k=M+1
bχk
ΣR,I,n′+1 = −2λF
∞∑
n=n′+1
bχn, (n
′ ≥M + 1)
√
M + 1ΣR,+,M+1 =
√
MΣR,+,M = · · · = ΣR,+,1 = 0
√
M + 2ΣR,+,M+2 =
√
b(iλ2F (
√
bχM+1)
2 − iλFKR,I,M+2χM+1 − 1
2
iλF )
√
n′ + 1ΣR,+,n′+1 =
√
M + 2ΣR,+,M+2 −
n′∑
n=M+2
√
biλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+
n′∑
n=M+2
i
√
bλ2F ((
√
bχn)
2 − (
√
bχn−1)2) (n′ ≥M + 2)
(4.54)
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4.7 Solution of the gap equations
4.7.1 µ in the M positive/negative band
To start with let us focus on the gap equations when µ lies in the M th posi-
tive/negative band with M ≥ 0.
Solution for ζF±(n) for n ≥M + 1
When µ lies in either the positive or negative M th band for n′ ≥M + 2 we have
ΣR,I,n′+1 = −2λF
∞∑
n=n′+1
bχn
√
n′ + 1ΣR,+,n′+1 =
√
M + 2ΣR,+,M+2 −
n′∑
n=M+2
√
biλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+
n′∑
n=M+2
i
√
bλ2F ((
√
bχn)
2 − (
√
bχn−1)2)
(4.55)
For n ≥M + 2 it follows that
1√
b
(ΣR,I,n+1 − ΣR,I,n) = 2λF
√
bχn
1√
b
(√
n+ 1ΣR,+,n+1 −
√
nΣR,+,n
)
= −iλF (KR,I,n−1χn−1 +KR,I,n+1χn)
+ iλ2F ((
√
bχn)
2 − (
√
bχn−1)2)
(4.56)
Our task is to solve (4.56) for the variables ΣR,I,n and ΣR,+,n+1. The RHS of
(4.56) is a rather complicated function of these variables (the complication arrises
because we are required to substitute (4.21) and (4.49) into this RHS in order to
express it in terms of the variables of the problem). Quite remarkably, however,
the difference equations (4.56) in fact can be solved exactly. The key to finding the
solution of these equations is the observation that (4.56) imply that the quantities
In = λ
2
F (
√
2bχn)
2 +
1
(
√
2bχn)2
(4.57)
obey the remarkably simple recursion relation (see Appendix F for a derivation)
In+1 − In = 4 (n ≥M + 2) (4.58)
It follows that
In = IM+2 + 4(n− (M − 2)) (n ≥M + 2) (4.59)
where IM+2 is and as yet arbitrary constant.
– 32 –
In order to obtain (4.58) and (4.59) we used the first of (4.25) for n′ ≥ M = 1
and the second of (4.56) for n′ ≥ M + 2. It turns out we can actually do better.
Using the fourth lines in (4.51) and (4.54) and also the expressions for ζR,I,M+1 listed
in the first lines of those equations, and proceeding along the lines of Appendix F,
it is possible to show that
In = IM+1 + 4(n− (M + 1)) (n ≥M + 1) (4.60)
From (4.57) we obtain27
χn =
1√
2|λF |b
(
(c2F + 2b(n+ 1))− ((c2F + 2b(n+ 1))2 − (λF b)2)1/2
)1/2
(n ≥M + 1)
(4.62)
where we have traded IM+1 for another arbitrary constant cF .
The energy eigenvalues ζF±(n) can be obtained from χn using (4.50). Using the
gap equations (third of (4.51) and (4.54), the RHS of (4.50) evaluates to 2λF bχn for
n ≥M + 1 i.e.
ζ+(n)− ζ−(n) = 2λF bχn (n ≥M + 1) (4.63)
and so we find
ζF±(n) =
1
2
(±2λF bχn + 1
χn
)
=⇒ ζF±(n) =
[
c2F + 2b(n+ 1)± λF b
]1/2
(n ≥M + 1)
(4.64)
We pause to provided a physical interpretation of (4.64). Recall that in the study
of the free Dirac equation we employed two distinct (but related) labelling schemes
for the energy levels of our system. The physically more transparent labelling was
in terms of the variable ν (in the non relativistic limit this label mapped directly to
the usual ‘which Landau Level’ label). The second, algebraically more convenient
scheme - the one also adopted all through this section so far - was to label energy
levels by the variable n. n is an algebraically convenient auxiliary label related to ν
via (2.61) which we repeat here for convenience
ν =

= n+
1
2
+
sgn(mF )
2
+ve energy
= n+
1
2
− sgn(mF )
2
−ve energy
(4.65)
27More precisely, the quadratic equation that determines χn in terms of In has two solutions
χn = ± 1√
2|λF |b
(
(c2F + 2b(n+ 1))± ((c2F + 2b(n+ 1))2 − (λF b)2)1/2
)1/2
(4.61)
We have fixed the sign ambiguity in (4.61) by matching with perturbation theory around λF → 0.
It is possible that the second solution in (4.61) represents a legal solution of the theory, but one
that is intrinsically non perturbative in nature. We do not consider this possibility in the current
paper, but hope to return to it and other issues in future work.
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Rewriting the last line of (4.64) in terms of the more physical variable ν we find (in
the appropriate range of ν, i.e. the range that follows from n ≥M + 2 using (4.65))
ζF±(ν) =
[
c2F + 2b(ν +
1
2
)∓ 2bs(λF )
]1/2
(4.66)
where
s(λF ) =
(sgn(mF )− λF )
2
(4.67)
is the effective spin of excitations in the regular fermion theory at t’ Hooft coupling
λ. It is quite remarkable that (4.66) matches exactly with (2.65) - our naive guess
for the spectrum of a theory of ‘free particles of spin s(λ)’, provided we identify c2F
as the squared effective mass our excitation.
Another aside: note also that it follows immediately from (4.64) that
ζF+(n)
2 − ζF−(n− 1)2 = 2b(1 + λF ) (n ≥M + 2)
ζF−(n)
2 − ζF+(n− 1)2 = 2b(1− λF ) (n ≥M + 2)
(4.68)
Note that the RHS of the first of (4.68) vanishes at λF = −1 while the RHS of the
second of (4.68) vanishes at λF = +1. Comparing with (2.61), it follows in particular
that when |λF | = 1 and λFmF > 0 then positive and negative energy levels with the
same value of ν are equal and opposite (i.e. the spectrum is symmetric in positive
and negative energies when rewritten in terms of ν). We will return to this point
below.
Solution for ζF±(n) for n ≤M
The gap equations are much easier to solve for n ≤ M . For these values of n it
follows from (4.54) and (4.51) that ΣR,I,n and ΣR,+,n are both independent of n in
this range. It follows immediately that
ζF±(n)
2 = (mF + ΣR,I,n)
2 − 2i
√
b(n+ 1)(i
√
b(n+ 1) + ΣR,+,n+1)
= (mF + ΣR,I,0)
2 − 2i
√
bΣR,+,1 + 2b(n+ 1)
= (mF + ΣR,I,0)
2 + 2b(n+ 1)
(4.69)
Note that in this range (and unlike for the case n ≥ M + 1) ζF+(n) = ζF−(n). We
remind the reader that
mF + ΣR,I,0 = KR,I,0 = ζex (4.70)
It follows that (4.69) can be rewritten as
ζF±(n)
2 = ζ2ex + 2b(n+ 1) For n ≤M (4.71)
(4.71) is precisely the spectrum of a free fermion of squared mass
c2F∗ = ζ
2
ex
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in magnetic field. Translating to the ν variable we once again find the formula (4.66)
but this time with
s(λ) =
sgn(mF )
2
(4.72)
In other words excitations in the filled Landau levels behave like free particles that
carry the ‘unrenormalized’ spin listed in (4.72) rather than the ‘renormalized’ spin
listed in (4.67). We do not yet have a physical explanation for this striking result.
We hope to return to this point in future work.
Note that it follows immediately from (4.71) together with the definition of χn
that
χn =
1
2
√
(ζ2ex + 2b(n+ 1))
For n ≤M (4.73)
Sewing The solutions together
Above we have found solutions for ζF± separately for n ≥M+1 and n ≤M . The
solution in the two different ranges have been presented in terms of two independent
integration constants cF and cF∗. Of course these integration constants are not really
independent of each other; they are, in fact, easily related to each other as we now
explain. Using the third lines in (4.51) and (4.54) and also the expressions for ζR,I,M
and ζR,I,M listed in the first lines of those equations, and proceeding as in Appendix
F it is possible to show that28
1
χ2M+1
− 1
χ2M
= −(2λF b)2(χ2M+1) + 8b± 4λF b (4.74)
Here ′+′ is for positive M band and ′−′ is for positive M band. Substituting in the
expressions for χM+1 from (4.62) and the analogous expression for χM from (4.73),
we find immediately from (4.74) that
c2F = ζ
2
ex ± λF b (4.75)
where we use the sign ± depending on whether µ lies in the positive/negative M th
band.
The gap equation for ζex
We have now evaluated every quantity of interest in terms of a single unknown
quantity ζex. ζex may, in turn, be evaluated using the last ‘junction’ condition -
which is equivalent to using the equation
1√
b
ΣR,I,0 = −2λF
∞∑
k=M+1
√
bχk (4.76)
The RHS of (4.76) is simplified using (4.64)
χk =
(ζF+(k)− ζF−(k))
((ζF+(k))
2 − (ζF−(k))2)
=
ζF+(k)− ζF−(k)
2λF b
28The difference between positive and negative bands is in equation involving
ΣR,+,M+1,ΣR,+,M+2.
– 35 –
The LHS of (4.25) is simplified using
ΣR,I,0 = KR,I,0 −mF = ζex −mF
We find
mF − ζex =
∞∑
k=M+1
((ζ2ex + 2b(k + 1) + λF b(1± 1))1/2 − (c2F + 2b(k + 1) + λF b(−1± 1))1/2)
(4.77)
(where the sign ± applies to µ in the positive/negative M th band.) More explicitly,
when µ is in the M th positive band
mF − ζex =
∞∑
k=M+1
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (c2F + 2b(k + 1))1/2 (4.78)
while in the M th negative band
mF − ζex =
∞∑
k=M+1
(ζ2ex + 2b(k + 1))
1/2 − (c2F + 2b(k + 1)− 2λF b)1/2 (4.79)
4.7.2 µ in the positive/negative exceptional band
It turns out that the final results for the case that µ lies in the the positive/negative
exceptional band can be obtained from the results of the previous subsection by
setting M = −1 in all final formulae. The derivation of these results closely parallel
those presented in the previous subsection, and we will be brief in our presentation.
The gap equations in this case are listed in (4.52) and (4.53). Using these equa-
tions we find
In+1 − In = 4 (n ≥ 0) (4.80)
It follows that
χn =
1√
2|λF |b
(
(c2F + 2b(n+ 1))− ((c2F + 2b(n+ 1))2 − (λF b)2)1/2
)1/2
(n ≥ 0)
(4.81)
and
ζF±(n) =
1
2
(±2λF bχn + 1
χn
)
=⇒ ζF±(n) =
[
c2F + 2b(n+ 1)± λF b
]1/2
(n ≥ 0)
(4.82)
Similar considerations as before gives
c2F = ζ
2
ex ± λF b (4.83)
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Where ′±′ is taken for positive/negative bands.
Once again our results can be rewritten in terms of the more physical variable
ν labelling we find (in the appropriate range of ν, i.e. the range that follows from
n ≥ 0 using (4.65)) that (4.66) and (4.67) apply. Once again we find agreement with
(2.65) - our naive guess for the spectrum of a theory of ‘free particles of spin s(λ)’
once we identify c2F as the squared effective mass our excitation.
In this case there is no separate range (no analogue of the range n ≤M ) Once
again we find a gap equation for ζex using the gap equation
1√
b
ΣR,I,0 = −2λF
∞∑
k=0
√
bχk (4.84)
Simplifying the RHS and LHS of (4.84) as before we obtain
mF − ζex =
∞∑
k=0
((ζ2ex + 2b(k + 1) + λF b(1± 1))1/2 − (c2F + 2b(k + 1) + λF b(−1± 1))1/2)
(4.85)
(where the sign ± applies to µ in the positive/negative exceptional band.) More
explicitly, when µ is in the M th positive exceptional band
mF − ζex =
∞∑
k=0
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (c2F + 2b(k + 1))1/2 (4.86)
while in the M th negative band
mF − ζex =
∞∑
k=0
(ζ2ex + 2b(k + 1))
1/2 − (c2F + 2b(k + 1)− 2λF b)1/2 (4.87)
4.8 The b→ 0 limit and the regulated gap equation
The gap equations (4.78), (4.79), (4.85) and (4.87) - which we need to solve to
determine ζex and hence cF are not well defined as they stand, as the summations on
the RHS of these equations are divergent. These gap equations need to be regulated
and renormalized. In order to understand how this should be done in a physically
sensible manner, it is useful to first consider the limit b → 0. In this limit the gap
equations presented in this paper reduce to the previously well studied gap equations
for a massive fermion in the absence of a magnetic field.
Let us consider, for instance, the gap equation (4.78) which we reproduce here
for convenience.
mF − ζex =
∞∑
k=M+1
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2 (4.88)
In the limit b → 0 we get a significant contribution to the summation on the RHS
only for values of k that scale like k ∼ 1
b
. It is thus useful to work with the variable
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w = bk and also to work with a value of µ that is held fixed as b is taken to infinity
(so that we work in the M th positive band with µ =
√
2Mb+ ζ2ex. In other words
we scale M as
M =
µ2 − ζ2ex
2b
with µ and ζex held fixed. (4.88) simplifies to
mF − ζex = λF
∫ ∞
µ2−ζ2ex
2
dw√
ζ2ex + 2w
(4.89)
If we make the change of variables 2w = p2s then (4.89) turns into
mF − ζex =λF
∫ ∞
√
µ2−ζ2ex
psdps√
ζ2ex + p
2
s
= λF
∫ ∞
|~p|=
√
µ2−ζ2ex
d2~p
(2pi)
√
ζ2ex + |~p|2
=
λF
2(2pi)2
∫
d3p
ζ2ex + p
2
(4.90)
where the integral in the final line of (4.90) is taken over the contour p3 = ω = iµ.
29 The important point here is that the integrals on the RHS of (4.90) are divergent;
this is the continuum analogue of the divergence of the sum in (4.88). As explained
in [4], this divergence may be regulated and renormalized away by continuing the
integral over p3 = ω to an integral in 1−  dimensions. This regulation produces the
integral ∫ ∞
√
µ2−ζ2ex
psdps√
ζ2ex + p
2
s
1+
As explained in [4] this dimensionally regulated integral is easily evaluated; in-fact
it evaluates to |µ| 30
Dimensionally regulating the continuum integral (4.90) is equivalent to adding
an appropriate counterterm to the field theory action that cancels the divergence in
(4.89). In this paper we wish to study the same quantum field theory - the theory
defined with the counterterm that affects the dimensional regulation of (4.89) - in the
presence of a background magnetic field. We can accomplish this by manipulating
29The integral over ω = p3 on this contour produces the integral in the first line of (4.90). Note
that the integral over ω vanishes when |µ|2 > p2s + ζ2ex.
30In this subsection we have assumed that |µ| > |ζex|; more generally the integral evaluates to
max(|µ|, |ζex|)
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(4.88) as follows
mF − ζex =
∞∑
k=M+1
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
= lim
P→∞
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
µ2−ζ2ex
2
dw√
ζ2ex + 2w
]
+ λF
∫ ∞
√
µ2−ζ2ex
psdps√
ζ2ex + p
2
s
1+
= lim
P→∞
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
(4.91)
Several comments are in order. First note that the limits P → ∞ in the second
and fourth lines of (4.91) are well defined (i.e. finite); the divergence in the sums in
these lines is cancelled by analogous divergence in the corresponding integrals. Next
note that the integrals in the third and fifth lines of (4.91) are to be evaluated in
a dimensionally regulated manner, i.e. are to be evaluated at a value of  that is
large enough to ensure the integral converges ( > 1); the result of the integral is
then continued to  = 0. It follows that the integrals on the third and fifth lines of
(4.91) are also finite. 31 Finally we have used the fact that the expression in the
fourth and fifth lines of (4.91) does not depend on the variable a (this can be verified
by differentiating the expression w.r.t. a). This explains why the expression on the
fourth and fifth lines of (4.91) equals the expression on the 2nd and 3rd lines of the
same equation.
In this section we have, in particular, demonstrated that the gap equations pre-
sented in this paper reduce to the well known zero background field gap equations
in the limit b→ 0, as expected in general grounds.
4.9 Summary of final results for the fermion propagator
The poles in the Euclidean propagator occur at the values
ω = −i (ζ+(n)− µ) and ω = −i (−ζn(n)− µ) (4.92)
- corresponding to Lorentzian quasi particle states at energies δE = E − µ at
δE =
(
ζ+(n)− µ) and δE = −ζ−(n)− µ (4.93)
31These integrals can effectively be evaluated as follows. Working directly at  = 0 we evaluate
the integral as a difference between the indefinite integral evaluated at infinity and the same indef-
inite integral evaluated at the lower limit. The procedure of dimensional regularization effectively
instructs us to discard the (divergent) term atps =∞.
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In this subsection we summarize our results for ζF±(n) for different cases.
4.9.1 µ in the Positive/Negative M band
When µ is in the positive M band,
ζF±(n) =
[
ζ2ex + 2b(n+ 1) + λF b± λF b
]1/2
(n ≥M + 1)
ζF±(n) =
[
ζ2ex + 2b(n+ 1)
]1/2
(n ≤M)
(4.94)
When µ is in the negative M band,
ζF±(n) =
[
ζ2ex + 2b(n+ 1)− λF b± λF b
]1/2
(n ≥M + 1)
ζF±(n) =
[
ζ2ex + 2b(n+ 1)
]1/2
(n ≤M)
(4.95)
ζex is the solution to the equation
mF = λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
+ lim
P→∞
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.96)
for µ in the positive band while
mF = λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
lim
P→∞
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 1))
1/2 − (ζ2ex + 2b(k + 1)− 2λF b)1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.97)
for µ in the negative M band. In both (4.102) and (4.103), a is any convenient
quantity and the integrals on the RHS of the first lines of these equations are the
finite results for these integrals obtained in the dimensional regularization scheme.
Explicitly ∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ = −
√
ζ2ex + a
2 a ≥ 0 (4.98)
The full propagator is given by the expressions (4.23) and (4.24) where
ΣR,I,0 = ζex −mF , (4.99)
ΣR,I,n may be evaluated from the first two lines of (4.51) and (4.53). 32 and the
expression for ΣR,+,n is listed subsequent lines of the same two equations. 33
32The infinite sums that occur in the second lines of these equations may be converted into finite
sums by subtracting the expressions for ΣR,I,n from the expression for ΣR,I,0 whose explicit form
we have presented in (4.99).
33The RHS of the expressions that determine ΣR,+,n depends on KR,I,n. This quantity is given
in terms of ΣR,I,n - which we have already determined - in (4.17).
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4.9.2 µ in the positive/negative exceptional band
When µ is in the positive M band,
ζF±(n) =
[
ζ2ex + 2b(n+ 1) + λF b± λF b
]1/2
(n ≥ 0) (4.100)
When µ is in the negative M band,
ζF±(n) =
[
ζ2ex + 2b(n+ 1)− λF b± λF b
]1/2
(n ≥ 0) (4.101)
ζex is the solution to the equation
mF = λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
+ lim
P→∞
[
P∑
k=0
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.102)
for µ in the positive exceptional band while
mF = λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
+ lim
P→∞
[
P∑
k=0
(
(ζ2ex + 2b(k + 1))
1/2 − (ζ2ex + 2b(k + 1)− 2λF b)1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.103)
for negative exceptional band. Once again a is any convenient quantity and (4.98)
applies.
Once again the full propagator is given by the expressions (4.23) and (4.24); the
various quantities that occur in this expression are evaluated using (4.99), (4.51) and
(4.53) as in the previous subsubsection.
4.10 Gap equation in bosonic variables in exceptional bands with some
choices of signs
In this subsection we focus on the special case of µ in the positive/negative excep-
tional bands. We also assume that
ζexλF > 0
λF < 0 (in + ve exceptional band) and λF > 0 (in − ve exceptional band)
(4.104)
We will see below that the conditions (4.104) lead to particularly simple gap equations
in bosonic variables. We believe that the reason for this simplicity is that to ensure
that the bosonic description is in an un Higgsed or uncondensed phase. With these
assumptions we have two cases that we consider separately.
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4.10.1 ζex, λF all negative with µ in the positive exceptional band
In this case the duality map takes the form
λF = λB − 1, λB > 0
mF = −λBmcriB ,
(4.105)
Substituting (4.105) into (4.102) turns the gap equation into
− λBmcriB = (λB − 1)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[
− |ζex|+
P∑
k=0
(
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2b(k + 1))1/2
)
+ (1− λB)
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
] (4.106)
Using
− |ζex|+
(
P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2b(k + 1))1/2
])
=
(
P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
])− (ζ2ex + 2b(P + 1))1/2
(4.107)
we can rewrite (4.108) as
− λBmcriB = (λB − 1)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]
− (ζ2ex + 2b(P + 1))1/2 + (1− λB)
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
] (4.108)
Using ∫ (P+1)b
a
dw√
ζ2ex + 2w
= (ζ2ex + 2b(P + 1))
1/2 − (ζ2ex + a2)1/2 (4.109)
and (4.98) we see that (4.108) can be re-expressed as
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.110)
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Note that every term in (4.113) is of order λB at small λB. It follows that (4.113)
has a smooth λB → 0 limit.
Finally we note that (4.113) has an aestheically unpleasing feature. The sum-
mation in the second line of this equation is a discretised version of an integral with
upper limit w = Pb. However the ‘subtraction integral’ in the second line of (4.113)
has an upper limit (P + 1)b. Note however that∫ (P+r)b
a2
2
dw√
ζ2ex + 2w
=
∫ (P+s)b
a2
2
dw√
ζ2ex + 2w
+O
(
1√
P
)
(4.111)
where r and s are any numbers that are held fixed in the limit P → 0. It follows
that (4.113) is equivalent to the the aesthetically more pleasing gap equation
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ Pb
a2
2
dw√
ζ2ex + 2w
]
(4.112)
4.10.2 ζex, λF all positive with µ in the negative exceptional band
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.113)
In this case the duality map takes the form
λF = 1 + λB λB < 0
mF = −λBmcriB ,
(4.114)
Substituting (4.114) into (4.103) we obtain
− λBmcriB = (1 + λB)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
+ lim
P→∞
[
P∑
k=0
(
(ζ2ex + 2b(k + 1))
1/2 − (ζ2ex + 2bk − 2λBb)1/2
)− (1 + λB)∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.115)
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Rearranging terms as in the previous subsubsection we find
− λBmcriB = (1 + λB)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
(
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
)
+ (ζ2ex + 2b(P + 1))
1/2 − (1 + λB)
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
] (4.116)
As in the previous subsubsection, this equation can be further simplified to
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
(
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
)− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.117)
As in the previous subsection, every term in (4.117) is of order λB at small λB and so
the equation (4.117) has a smooth λB → 0 limit. As in the previous subsubsection,
we may use (4.111) to recast this equation in the aesthetically more pleasing form
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
(
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
)− λB ∫ Pb
a2
2
dw√
ζ2ex + 2w
]
(4.118)
4.11 The gap equations in bosonic variables in the generic case
4.11.1 µ in positive M band, λF negative
In this case (4.105) applies. Using manipulations similar to those in the previous
subsection, the gap equations in this case can be recast as
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=M+1
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ ζex + (ζ
2
ex + 2b(M + 1))
1/2
(4.119)
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As in the previous subsection we can use (4.111) to rewrite (4.119) in the equivalent
but aesthetically more pleasing form
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=M+1
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ Pb
a2
2
dw√
ζ2ex + 2w
]
+ ζex + (ζ
2
ex + 2b(M + 1))
1/2
(4.120)
This result (4.119) at M = −1 applies to the positive exceptional band. In this
case the last line of (4.119) reduces to
+ζex + |ζex|
and vanishes when ζex is negative in agreement with (4.113). In every other case (i.e.
if M > −1 or if M = −1 and ζex is positive) the third line of (4.119) is nonzero, and
is, moreover, of order unity (rather than order λB) in the limit λB → 0. It follows
that in these cases the limit λB → 0 of (4.119) is not smooth.
4.11.2 µ in negative M band, λF positive
In this case (4.114) applies. Using manipulations similar to those in the previous
subsection, the gap equations can be shown to take the form
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=M+1
[
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ ζex − (ζ2ex + 2b(M + 1))1/2
(4.121)
Again the result (4.121) can be rewritten (using (4.111)) as
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P∑
k=M+1
[
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
]− λB ∫ Pb
a2
2
dw√
ζ2ex + 2w
]
+ ζex − (ζ2ex + 2b(M + 1))1/2
(4.122)
This result (4.121) at M = −1 applies to the negative exceptional band. In this
case the last line of (4.121) reduces to
+ζex − |ζex|
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and vanishes when ζex is positive in agreement with (4.117). In every other case (i.e.
if M > −1 or if M = −1 and ζex is negative) the third line of (4.121) is nonzero,
and is, moreover, of order unity (rather than order λB); it follows that the equation
(4.121) does not have a smooth λb → 0 limit.
4.11.3 µ in positive M band, λF positive
In this case the duality map takes the form (4.114). Re-expressing (4.102) in dual
variables and using
P∑
k=M+1
(
(ζ2ex + 2b(k + 2) + 2λBb)
1/2 − (ζ2ex + 2b(k + 1))1/2
)
− (λB + 1)
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
+ (λB + 1)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
=
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 2) + 2λBb)
1/2 − (ζ2ex + 2b(k + 2))1/2
)− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ (ζ2ex + 2b(P + 2))
1/2 − (ζ2ex + 2b(M + 2))1/2
− (ζ2ex + 2b(P + 1))1/2 + λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
(4.123)
and (4.111) we find
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P+2∑
k=M+3
[
(ζ2ex + 2bk + 2λBb)
1/2 − (ζ2ex + 2bk)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ ζex − (ζ2ex + 2b(M + 2))1/2
+ (ζ2ex + 2b(P + 2))
1/2 − (ζ2ex + 2b(P + 1))1/2
(4.124)
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4.11.4 µ in negative M band, λF negative
In this case the duality map takes the form (4.105). Reexpressing (4.103) in dual
variables and using
P∑
k=M+1
(
(ζ2ex + 2b(k + 1))
1/2 − (ζ2ex + 2b(k + 2)− 2λBb)1/2
)
− (λB − 1)
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
+ (λB − 1)
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
=
P∑
k=M+1
[
(ζ2ex + 2b(k + 2))
1/2 − (ζ2ex + 2b(k + 2)− 2λBb)1/2 − λB
∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ (ζ2ex + 2b(M + 2))
1/2 − (ζ2ex + 2b(P + 2))1/2
+ λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + (ζ
2
ex + 2b(P + 1))
1/2
(4.125)
along with (4.111), the gap equation becomes
− λBmcriB = λB
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+
+ lim
P→∞
[ P+2∑
k=M+3
[
(ζ2ex + 2bk)
1/2 − (ζ2ex + 2bk − 2λBb)1/2
]− λB ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
+ ζex + (ζ
2
ex + 2b(M + 2))
1/2
− (ζ2ex + 2b(P + 2))1/2
(4.126)
4.12 Solving for ζex
Consider, for instance, the positive M band gap equation (4.102) which we reproduce
here for convenience
mF = λF
∫ ∞
a
psdps√
ζ2ex + p
2
s
1+ + ζex
+ lim
P→∞
[
P∑
k=M+1
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
a2
2
dw√
ζ2ex + 2w
]
(4.127)
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Making the choice a = 0 we evaluate the first integral (4.127) to obtain the simplified
equation
mF = ζex − λF |ζex| −
M∑
k=0
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)
+ lim
P→∞
[
P∑
k=0
(
(ζ2ex + 2b(k + 1) + 2λF b)
1/2 − (ζ2ex + 2b(k + 1))1/2
)− λF ∫ (P+1)b
0
dw√
ζ2ex + 2w
]
≡ f(ζex, λF )
(4.128)
4.12.1 Existence of solutions
The second and third lines of (4.128) are both of order O(1/|ζex|) at large |ζex|34. It
follows that the RHS of (4.128) behaves like (1− λF )|ζex| as ζex →∞, but behaves
like −(1 + λF )|ζex| as ζex → −∞. As the RHS of (4.128) is a continuous function
of ζex, it follows that it takes every real value as ζex varies from −∞ to ∞, except
possibly the extreme value λF = ±1.35 As a consequence (4.128) has at least one
real solution (for the variable ζex) for every choice of mF provided |λF | < 1. It is
easily verified that this conclusion continues to hold for negative bands and also for
exceptional bands.
4.12.2 Uniqueness of solutions
Consider the equation (4.128) at any fixed λF . We have already seen that the RHS of
this equation increases from −∞ to ∞ as ζex varies from −∞ to ∞. If this increase
occurs monotonically, it follows that (4.128) has a unique solution for every value of
mF . If, on the other hand, the RHS of (4.128) is not a monotonic function of ζex
then there exists a range of mF over which there exist three or more solutions to the
equation (4.128).
When λF is small, the second and third lines of (4.128) are both of order λF . In
this limit the RHS of (4.128) is approximately given by ζex and so is monotonic. It
follows that the solutions of (4.128) are unique at small enough λF . Below we will
also argue that the solutions of (4.128) are also unique when λF is in the vicinity
of ±1 We do not know whether this property (monotonicity of the RHS of (4.128)
and consequent uniqueness of the solutions to the gap equation) persists at arbitrary
values of λF . Preliminary numerical experiments suggest that the uniqueness of
solutions may persist for all values of λF and all values of M (see Fig 1). This
question deserves a more careful numerical study which we defer to future work.
Again all the conclusions of this subsection apply also to negative and exceptional
bands.
34Here we are measuring all dimensionful qualities in the units of magnetic field.
35Recall that |λF | ≤ 1.
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Figure 1: Here we have plotted f defined in (4.128) for different values of λF that
are mentioned by the side of each curve. This qualitative behaviour is valid for both
positive and negative bands including exceptional ones.
4.12.3 Perturbation Theory in small λF
We have argued above that (4.128) has a unique solution (at least) at small enough
λF . In a perturbative expansion in λF this solution takes the form
ζex,+,M = mF +
∞∑
n=1
λnF ζ
n
ex,+,M (4.129)
It is not difficult to obtain explicit expressions for the coefficients ζnex,+,M at small
values of n. The expressions are less than completely illuminating as they are given
in terms of (completely explicit) infinite summations. For this reason we present
explicit formulae only for ζ1ex,+,M below
ζ1ex,+,M = |mF |+
M∑
n=0
1√
m2F + 2b(n+ 1)
− lim
P→∞
[
P∑
n=0
1√
m2F + 2b(n+ 1)
−
∫ b(P+1)
0
dw
1√
m2F + 2bn
]
(4.130)
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Note that the complicated part of the solution (the second line of (4.130)) is inde-
pendent of M . This fact allows us to reach a simple explicit conclusion about the
energy width of Landau levels, as we now explain.
Let us first assume that physical interpretation of µ lying in the M th positive
energy gap is that all Landau levels with n ≤ M are completely filled. When this
is the case, the formula for the energy of the Landau level at n = M is given by
E+,M = ζ
F
+(M) where
(Eup+,M)
2 = ζ2ex,M + 2b(M + 1) (4.131)
The energy Eup+,M reported above may physically be thought of as the energy of the
last ‘electron’ whose addition completely filled up the Landau Level with n = M .
On the other hand when µ lies in the M − 1 positive level, the energy of the
Landau level with n = M is given by
(Elow+,M)
2 = ζ2ex,M−1 + 2b(M + 1) + 2λF b (4.132)
Physically, Elow+,M is the energy of the first ‘electron’ added to the Landau level with
n = M .
Notice that
(Eup+,M)
2 − (Elow+,M)2 = ζ2ex,M − ζ2ex,M−1 − 2λF b (4.133)
It follows from (4.130) that
∆+(M) = (E
up
+,M)
2−(Elow+,M)2 = −2λF b
(
1− mF√
m2F + 2b(M + 1)
)
+O(λ2F ) (4.134)
Similar considerations for negative M band shows that 36
ζ1ex,−,M = |mF |+
M∑
n=0
1√
m2F + 2b(n+ 1)
− lim
P→∞
[
P∑
n=0
1√
m2F + 2b(n+ 1)
−
∫ b(P+1)
0
dw
1√
m2F + 2bn
]
∆−(M) = (E
up
−,M)
2 − (Elow−,M)2 = −2λF b
(
1 +
mF√
m2F + 2b(M + 1)
)
+O(λ2F )
(4.136)
36Note that in this case E−,M = −ζF−(M)
(Eup−,M )
2 = ζ2ex,M−1 + 2b(M + 1)− 2λF b, (Elow−,M )2 = ζ2ex,M + 2b(M + 1) (4.135)
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On the other hand for chemical potential in both positive and negative exceptional
band it follows that
ζ1ex,± = |mF | − lim
P→∞
[
P∑
n=0
1√
m2F + 2b(n+ 1)
−
∫ b(P+1)
0
dw
1√
m2F + 2bn
]
(4.137)
Therefore exceptional band does not split to the first order in λF ,i.e.,
∆ex = O(λ2F ) (4.138)
4.12.4 Perturbation Theory in small λB
In this subsection we will move to the opposite end of parameter space from the
previous section. We study the gap equations in the limit that |λF | is near to its
largest allowed value, i.e. unity. In this limit the dual t’ Hooft coupling, λB is small.
In this section we study ζex at leading order in λB perturbation theory. In this regime
of parameters the bosonic theory is weakly coupled and so it is most natural to view
the gap equations in bosonic variables. Motivated by this observation, in this section
we take λB to zero holding mcriB fixed. In this limit the gap equations we wish to
solve are presented in (4.120), (4.122), (4.124), and (4.126) respectively.
In order to initiate our discussion let us consider, for instance, the equation
(4.120). Notice that, in the limit under study in this section, every term in the first
two lines of (4.120) has an explicit factor of λB. On the other hand the the terms in
the third line of (4.120) appear with no power of λB. In order to find a solution to
this equation at small λB we are left with two options. The first option is that ζex
stays finite in the limit λB → 0. The second option is that ζB scales to infinity as
λB is taken to zero. Let us consider each of these options in turn.
Option one can only work if the terms in the third line of (4.120) cancel against
each other. This can only happen when M = −1 and also when ζex is negative. In
this special case we can simply set λB = 0 in (4.120) and that equation reduces to
−mcriB = −|ζex| + lim
P→∞
[ P∑
k=0
b
(ζ2ex + 2bk)
1/2
−
∫ Pb
a2
2
dw√
ζ2ex + 2w
]
(4.139)
As a slight aside we pause to note that a very similar discussion applies also to
the study of the equation (4.122). For that equation as well there exist solutions
to the gap equation with ζex held fixed as λB is taken to zero only when M = −1
and when, in this case, ζex is positive. Indeed the final equation for ζex in this case
reduces exactly to (4.139) (with no modification). Below we will present numerical
evidence that suggests that (4.139) does indeed have a (likely unique) solution for
|ζex| for every value of mcriB .
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Note that the condition for existence of ‘option one’ solutions of (4.120) and
(4.122) can be presented in a uniform manner. These solutions exist only forM = −1
and also provided
ζexλB < 0 (4.140)
Recall also that the equation (4.120) only applies provided that
ηλB > 0 (4.141)
( here the variable η = ±1 is defined to be positive or negative depending on whether
µ lies in the positive/negative exceptional band) so (4.141) is effectively a third
condition for the existence of these solutions.
Let us now return to the consideration of the second option for solutions of
(4.120), i.e. the option that we find a solution with ζex blowing up as λB → 0. In
this limit every term in the second line of (4.120) vanishes faster than λB. The LHS
of the first line of (4.120) goes to zero like λB. On the other hand the RHS of the
first line of (4.120) is of order λB|ζex|. Finally each of the terms in the third line of
(4.120) are of order |ζex|. It follows that the two terms on the third line of (4.120) are
dominant in the small λB limit. The only way our gap equation can have a solution
is if these two terms cancel against each other upto a residue of order λB|ζex|. Clearly
such a cancellation can only happen if ζex is negative. Assuming this condition is
met, the difference between the two terms on the third line of (4.120) is of order
1/
√
|ζex|. This difference can cancel against the term of order λB|ζex| only if ζex is
of order 1/
√
|λB|, more specifically if
ζex =
ζ−ex√|λB| +O(1) (4.142)
The discussion presented of the second option of solutions - i.e. solutions of the
gap equation for which ζex diverges as λB is taken to zero - is easily generalized to
the the study of the gap equations (4.122) , (4.124), and (4.126). In each case we
find that solutions of this form occur only when (4.140) is obeyed, and in each case
the solutions we seek take the form (4.142).
It is a simple matter to plug (4.142) into the gap equations (4.120), (4.122),
(4.124) and (4.126) and to solve for ζ−ex. Provided M 6= −1, in every case we find
that
ζ−ex = −sgn(λB)
[
b
(
M +
3
2
∓ sgn(λB)
2
)]1/2
(4.143)
Where sign ∓ is for positive/negative Mth band.
It follows that for M 6= −1 the width of the M th energy state is given by
∆±(M) = ± b√|λB| (4.144)
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Note that this (divergent) width is independent of M .
In the special case M = −1, i.e µ is in positive/negative exceptional band but
does not satisfy the condition in (4.141) (this option only arises in the study of
(4.124) and (4.126)), we find
ζ−ex = −sgn(λB)b1/2 (4.145)
4.13 Numerical interpolation between these two regimes
Although we have been able to solve analytically for ζex only at small λF or small
λB, it is not difficult to numerically solve the gap equations for ζex at any given value
of parameters. We have carried out this exercise for a range of different values of
parameters.
In this section we briefly present some of our results with the help of a few graphs.
The numerical results of this section have all been unsophisticatedly obtained using
the numerical equation solving routine on Mathematica. We have not attempted to
seriously estimate the errors in our computations, and have presented no error bars
on our graphs.
Let us start by noting that the width of the M th positive level, ∆+(M) has the
same sign as −λF b at small λF (see (4.134)) but has is positive at |λF | near unity (see
(4.144)).It follows that this width must change sign at a finite value λF . We illustrate
how this happens in Fig 2 where we separately plot Eup+10 and E
low
+10 at the fixed value
of mcriB = −
√
|b|, as a function of λF . In subfigure 11a we compare our numerical
results (subscript N on the graphs) with the results of small λF perturbation theory
(subscript F on the graphs). Note that the agreement is very good at small values of
λF . Note also that the numerical curves for Eup+10 and E
low
+10 do indeed cross at a value
of λF of order 0.7. In sub Figure 11b we have plotted the same quantities at larger
values of λF and have compared the results with those of small λB perturbation
theory (subscript B on the graphs.) Note again the excellent agreement at small
|λB|.
In Fig. 3 we once again plot Eup+10 and E
low
+10 at m
cri
B = −
√
|b|, as a function of
λF , but this time for λF negative. Note that in this case Eup+10 > E
low
+10 for all values
of λF ; the curves never cross. Once again note the excellent agreement between the
numerical curves and perturbation theory in its regime of validity.
In Figure 4 and Fig 5 we turn to the study of negative energy bands. In these
two graphs we plot Eup−10 and E
low
−10 (note that E
up
−10 < E
low
−10 but |Eup−10| > |Elow−10|)
as a function of λF respectively for positive and negative values of λF b. As could
have been anticipated by comparing (4.136) and (4.144), in this case the curves cross
when λF b is negative (Fig 5 ) but not when it is positive (Fig. 4). Note again the
excellent agreement with perturbation theory in the appropriate parameter ranges.
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Figure 2: Upper and lower critical chemical potentials of the M = 10 positive
energy band as function of λF for sgn(bλF) = 1 at mcriB = −
√
|b|.
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analysis.
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Figure 3: Upper and lower critical chemical potentials for the M = 10 positive
energy band function of λF for sgn(bλF) = −1, at fixed mcriB = −
√
|b|.
Finally we turn to a study of the exceptional bands. In Figures 6, 7, 8 and
9 respectively we plot the critical energies Eupex a and E
down
ex of the exceptional en-
ergy band the following four cases. First when sgn(λF b) = 1 and sgn(MFλF ) = 1.
Second when sgn(λF b) = −1 and sgn(MFλF ) = 1. Third when sgn(λF b) = 1 and
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Figure 4: Critical chemical potentials for the M = 10 negative energy band as a
function of λF for sgn(bλF) = 1 at mcriB = −
√
|b|.
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bation theory. Solid lines are from numerical
analysis.
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Figure 5: The critical chemical potentials for the M = 10 negative energy band as
a function of λF for sgn(bλF) = −1 at fixed mcriB = −
√
|b|.
sgn(MFλF ) = −1. Fourth when sgn(λF b) = −1 and sgn(MFλF ) = −1. Note again
the reasonable agreement with perturbation theory. Note also that in every case that
Edownex is positive at small |λB|, it remains finite as |λB| → 0, while in every case that
Eupex is negative at small λB, it remains finite as |λB| → 0. Note also that the curves
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cut the x axis in the last two cases.
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Figure 6: Exceptional energy band as a function of λF for sgn(bλF) = 1,
sgn(mFλF) = 1 at mcriB =
√
|b|.
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Figure 7: Exceptional energy band as a function of λF for sgn(bλF) = −1,
sgn(mFλF) = 1 at mcriB =
√
|b|.
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Figure 8: Exceptional energy band as a function of λF for sgn(bλF) = 1,
sgn(mFλF) = −1 at mcriB = −
√
|b|.
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Figure 9: Exceptional energy band as a function of λF for sgn(bλF) = −1,
sgn(mFλF) = −1 at mcriB = −
√
|b|.
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5 Regular bosons coupled with Chern Simons gauge field
In the previous section we have presented an exhaustive analysis of Greens function
and the single particle eigen energies for the regular fermion theory in a magnetic
field background, both with and without a chemical potential. As we have reviewed
in the introduction, however, the regular fermion theory is conjectured to be dual to
the theory of critical bosons. As a check both of this conjectured duality - but also of
the fermionic results of the previous section - in this section we study the propagator
and single particle energy eigenstates of the critical boson theory in the background
of a global symmetry magnetic field. For the reason explained in the introduction, in
this section (i.e. the relative difficult of solving the gap equations in the presence of
a Bose condensate) in this section we work only at zero chemical potential, leaving
the generalization to nonzero chemical potential to future work.
5.1 Gap equations
We consider following Euclidean action for a fundamental boson coupled with Chern
Simons gauge field
SB =
iκB
4pi
∫
Tr(AdA− 2i
3
A3) +
∫ (
D˜µφ¯D˜µφ+m
2
Bφ¯φ+
4pib4
k
(φ¯φ)2 +
4pi2x6
k2
(φ¯φ)3
)
(5.1)
Here A is a U(NB) connection, and we have turned on a suitably normalized back-
ground (topological) U(1) gauge field aµ. In the large NB limit under study the
fluctuations of the U(1) part of the gauge field are subdominant in a
1
NB
expansion,
and so the U(1) part of the U(NB) gauge field can effectively be replaced by its sad-
dle point value. This saddle point value is obtained from the equation of motion of
the U(1) gauge field in the presence of the source coupling to the topological current.
Ignoring the matter contribution to this equation of motion (which we know to be
suppressed in the large NB limit) and with a suitable choice of normalization for a
we find that the equation of motion simply identifies the U(1) part of the dynamical
gauge field with aµ. When the dust settles, to the accuracy we work in this paper,
the bosons can be thought of as charged under the gauge group SU(NB) and the
covariant derivative that appears in (5.1) may be thought of as acting as
D˜µφ = (∂µ − iAµ − iaµ)φ (5.2)
in close analogy with the previous section.
Below we study the theory leading order in large N approximation, but all order
in t ’Hooft coupling λB =
NB
κB
. The saddle point equations in A− = 0 gauge (See
Appendix G for details) take the form
(−D2x +m2B)α(x, y) +
∫
d3zΣ(x, z)α(z, y) = δ(3)(x− y) (5.3)
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where Dµ is the ‘background covariant derivative’
Dµφ = (∂µ − iaµ)φ (5.4)
As in the fermionic theory, the self energy Σ(x, y) is the sum of a set of one (and
in this case also two) loop diagrams graphs built using the exact propagator α. We
find
Σ(x, y) = Σ1(xT , xR) + Σ2A(xT , xR) + Σ2B(xT , xR) + Σ2B′(xT , xR) (5.5)
where the quantities Σ1, Σ2A Σ2B and Σ2C are the expressions computed by the
Feynman graphs presented in Fig 10, 11.
(a) Contribution of this diagram is presented
in (5.7). Solid lines are scalar propagators
while dashed lines are gauge boson propaga-
tors.
(b) Contribution of this diagram is presented
in (5.8). Solid lines scalar field propagators
while dotted lines are gauge boson propaga-
tors.
Figure 10: The ‘one loop’ and one of the ‘two loop’ graphs that contribute to the
bosonic self energy. Note that the contribution of the one loop graph vanishes in the
absence of a magnetic field.
The coordinates xT and xR that appear in (5.5) refer respectively to centre of
mass and relative coordinates
xT = x+ y, xR = x− y (5.6)
The explicit expressions for Σ1, Σ2A Σ2B and Σ2C take the form
Σ1(xT , xR) = 8piλB(b4α(xT , xR)δ
(3)(xR) + i∂x−T
(∂x3R(G(xT , xR)α(xT , xR))
+G(xT , xR)∂x3Rα(xT , xR)))
(5.7)
Σ2A(xT , xR) = 4pi
2λ2B(x6α(xT , xR)
2δ(3)(xR) + α(xT , xR)
2δ(3)(xR)
+ 4i∂x−R
∫
d3z α(x1,T , x1,R)δ
(3)(x1,R)G(x2,T , x2,R)α(x2,T , x2,R)
− 4(∂x−R + ∂x−T )(∂x−R − ∂x−T )
∫
d3z α(x1,T , x1,R)G(x1,T , x1,R)α(x2,T , x2,R)G(x2,T , x2,R))
(5.8)
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(a) Contribution of this diagram is presented
in (5.9). Solid lines are scalar propagators
while dashed lines are gauge boson propaga-
tors.
(b) Contribution of this diagram is presented
in (5.10). Solid lines are scalar propagators
while dotted lines are gauge boson propaga-
tors
Figure 11: The remaining two ‘two loop’ graphs that contribute to the bosonic
self energy. The two graphs above contribute identically in the b = 0 limit, but
are distinct at nonzero b. While each of the graphs drawn above is individually
complicated, their sum turns out to be relatively simple.
Σ2B(xT , xR) = 4pi
2λ2B(x6α(xT , xR)
2δ(3)(xR)
+ 4(∂x−R
+ ∂x−T
)(∂x−R
+ ∂x−T
)
∫
d3z α(x1,T , x1,R)G(xT , xR)α(x2,T , x2,R)G(x2,T , x2,R)
− 6(∂x−R + ∂x−T )
∫
d3z α(x1,T , x1,R)∂x−R
G(xT , xR)α(x2,T , x2,R)G(x2,T , x2,R)
− 2(∂x−R + ∂x−T )
∫
d3z α(x1,T , x1,R)G(xT , xR)α(x2,T , x2,R)∂x−2,R
G(x2,T , x2,R)
− 8(∂x−R + ∂x−T )
∫
d3z ∂x−1,T
α(x1,T , x1,R)G(xT , xR)α(x2,T , x2,R)G(x2,T , x2,R)
+ 4
∫
d3z ∂x−1,T
α(x1,T , x1,R)∂x−R
G(xT , xR)α(x2,T , x2,R)G(x2,T , x2,R)
+ 2
∫
d3z α(x1,T , x1,R)∂
2
x−R
G(xT , xR)α(x2,T , x2,R)G(x2,T , x2,R)
+
∫
d3z α(x1,T , x1,R)∂x−R
G(xT , xR)α(x2,T , x2,R)∂x−2,R
G(x2,T , x2,R))
(5.9)
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Σ2B′(xT , xR) = 4pi
2λ2B(x6α(xT , xR)
2δ(3)(xR)
+ 4(∂x−R
− ∂x−T )(∂x−R + ∂x−T )
∫
d3z α(x1,T , x1,R)G(x1,T , x1,R)α(x2,T , x2,R)G(xT , xR)
− 2(∂x−R + ∂x−T )
∫
d3z α(x1,T , x1,R)G(x1,T , x1,R)α(x2,T , x2,R)∂x−R
G(xT , xR)
− 4(∂x−R − ∂x−T )
∫
d3z α(x1,T , x1,R)G(x1,T , x1,R)α(x2,T , x2,R)∂x−R
G(xT , xR)
− 2(∂x−R − ∂x−T )
∫
d3z α(x1,T , x1,R)∂x−1,R
G(x1,T , x1,R)α(x2,T , x2,R)G(xT , xR)
− 8(∂x−R − ∂x−T )
∫
d3z ∂x−1,T
α(x1,T , x1,R)G(x1,T , x1,R)α(x2,T , x2,R)G(xT , xR)
+ 4
∫
d3z ∂x−1,T
α(x1,T , x1,R)∂x−R
G(xT , xR)α(x2,T , x2,R)G(x1,T , x1,R)
+ 2
∫
d3z α(x1,T , x1,R)∂
2
x−R
G(xT , xR)α(x2,T , x2,R)G(x1,T , x1,R)
+
∫
d3z α(x1,T , x1,R)∂x−R
G(xT , xR)α(x2,T , x2,R)∂x−2,R
G(x1,T , x1,R))
(5.10)
In the integral expressions above z represents the position of the interaction
vertex which is integrated over all of spacetime. In each of the expressions above we
have used the following notation (see Appendix A)
x1,T = x+ z, x1,R = x− z, x2,T = z + y, x2,R = z − y (5.11)
5.2 Constant magnetic field
As in the previous section, we wish to study our theory in the presence of a back-
ground gauge field of the special form
aj = −bjix
i
2
. (5.12)
It follows from the discussion of section 2.1.1 that
α(x, y) = e−i
b
2(x1y2−x2y1)αR(x− y), Σ(x, y) = e−i b2(x1y2−x2y1)ΣR(x− y) (5.13)
where the functions αR(x − y) and ΣR(x − y) are both simultaneously rotationally
and translationally invariant. One difference with the previous section is that, in this
case, ΣR(x − y) and αR(x − y) are both index free scalar functions. It follows that
ΣR(x− y) and αR(x− y) admit a much simpler expansion in terms of the functions
em,n than in the previous section. Explicitly we have
αR(x) =
∫ ∞
−∞
dw
2pi
eiωtαR(ω, ~x), αR(ω, ~x) =
∞∑
n=0
αn(ω)en,n(~x)
ΣR(x) =
∫ ∞
−∞
dw
2pi
eiωtΣ(ω, ~x), ΣR(ω, ~x) =
∞∑
n=0
Σn(ω)en,n(~x).
(5.14)
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Note that the RHS of has terms of at most first order in x3R. It follows from this
observation that the contribution of Σ1 to the quantity Σ(ω, ~x) defned in (5.14) is a
polynomial of first degree in ω. On the other hand the expressions on the RHS of
(5.8), (5.9) and (5.10) each have no derivatives in x3R; it follows that the contributions
of the Σ2A, Σ2B and Σ2B′ to Σ(ω, ~x) are all independent of ω. In summary Σ(ω, ~x) is
a polynomial of unit degree in ω. It follows that the second expansion on the second
line of (5.14) is completely specified by two expansion coefficients (the coefficient
of the constant and the coefficient of the term proportional to ω) at every value
of n. We find it convenient to parameterize these two coefficients in terms of the
coefficients ζB+ (n) and ζ
B
− (n) defined by
Σn(ω) = −iω(ζB+ (n)− ζB− (n)) + ζB+ (n)ζB− (n)− b(2n+ 1)−m2B (5.15)
The form of the parameterization (5.15) ensures that the gap equation (5.3) has the
following simple ‘solution’ in terms of ζB+ (n) and ζ
B
− (n)
αR(ω, ~x) =
∞∑
n=0
1
(ω − iζB+ (n))(ω + iζB− (n))
en,n(~x) (5.16)
The second gap equation (5.5) - after a considerable amount of algebraic manipulation
can be massaged into the form (see Appendix for details)
ΣR(ω, ~x) = ΣR,0(ω, ~x) + ΣR,1(ω, ~x) + ΣR,2(ω, ~x)
ΣR,0(ω, ~x) = 8piλBb4δ
(2)(~x)
∫
dω′
2pi
αR(ω
′,~0) + 4pi2λ2B(1 + 3x6)
(∫
dω′
2pi
αR(ω
′,~0)
)2
δ(2)(~x)
ΣR,1(ω, ~x) = −2λBb
(
iω
∫
dω′
2pi
αR(ω
′, ~x) +
∫
dω′
2pi
iω′αR(ω′, ~x)
)
ΣR,2(ω, ~x) = −(2λBb)2
(∫
dω′1
2pi
dω′2
2pi
αR(ω
′
1, ~x) ∗b αR(ω′2, ~x)
)
(5.17)
where ∗b is the twisted convolution defined in (3.1).
In the rest of this section we will recast the gap equations (5.16) and (5.17) into
equations for ζB± (n) and then proceed to solve these equations.
5.3 Solving the gap equations
In this subsection we study the gap equations obtained in previous section. We
proceed by plugging α from (5.16) to RHS of (5.17) and performing ω integrals. To
simplify the star product appearing in (5.17) we use property presented in (3.2) of
the basis elements em,n.
As we have explained above, of the three terms on the RHS of the first line of
(5.17), only the term ΣR,1 has a contribution proportional to ω. This term - i.e. the
term proportional to ω - arises from the first integral on the RHS of third line in
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(5.17). The integral in question is easily verified to be proportional to
1
ζB+ (n) + ζ
B− (n)
.
Equating this integral to the coefficient of ω in (5.15) we obtain the equation
ζB+ (n)
2 − ζB− (n)2 = 2λBb (5.18)
Evaluating the remaining integrals in (5.17) gives us an expression for the ω
independent part of Σn(ω). Collecting terms and comparing equating with the ω
independent part of (5.15) we find the second equation
ζB+ (n)
2 + ζB− (n)
2 = 2
(
c2B + b(2n+ 1)
)
(5.19)
where we have defined the quantity
c2B = m
2
B + 8piλBb4
∫
dω′
2pi
αR(ω
′,~0) + 4pi2λ2B(1 + 3x6)
(∫
dω′
2pi
αR(ω
′,~0)
)2
(5.20)
(5.18), (5.19) are readily solved to give
ζB± (n)
2 = c2B + b(2n+ 1)± λBb (5.21)
The quantity cB is now determined by plugging (5.16) and (5.21) into (5.20) and
solving the resultant equation for cB.
5.4 Critical scaling limit and the duality
In order to match with the fermionic results of the previous section we are interested
in the theory (5.1) in the so called critical boson scaling limit defined by scaling m2B
and b4 to ∞ while keeping the following quantity fixed
mcriB =
m2B
2λBb4
(5.22)
In this limit equation (5.20) simplifies to
4piλB
∫
dω′
2pi
αR(ω
′,~0) = −mcriB λB (5.23)
When this condition is maintained cB defined above has a finite value in the scaling
limit under consideration. Using (5.16) and (5.18) this equation can be simplified to
∞∑
n=0
(ζB+ (n)− ζB− (n)) = −mcriB λB (5.24)
The equation (5.24) is formal as the summation on LHS of this equation is divergent.
As in the previous section, this divergence should be regulated by adding the same
counterterm to the theory that one adds to renormalize the corresponding divergence
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in the absence of a magnetic field. As in the previous subsection this is achieved by
adding and subtracting the relevant integral. Our gap equation turns into
− λBmcriB = λB
∫ ∞
a
psdps√
c2B + p
2
s
1+
+ lim
P→∞
[ P∑
k=0
[
c2B + b(2k + 1) + λBb)
1/2 − (c2B + b(2k + 1)− λBb)1/2
]− λB ∫ Pb
a2
2
dw√
ζ2ex + 2w
]
(5.25)
where the integral on the first line is to be evaluated in the dimensional regulation
scheme and can be evaluated using (4.98).
5.5 Matching under duality
We have demonstrated above that the critical boson theory at zero chemical potential
has a propagator, whose zeroes predict a spectrum of single particle energies at
(Lorentzian)
E = ±ζB± (n) (5.26)
where ζB± (n) are given by (5.21) where cB is required to solve the gap equation (5.25).
We now wish to compare the result (5.26) with our results for the spectrum of
single particle energies in the fermionic theory of the previous section. The variable
n that appears in (5.26) can simply be identified with the Landau level label ν used,
for instance in (2.26). Comparing (5.21) with (4.66), we see that the spectrum of
bosonic and fermionic single particle energies agrees exactly provided we make the
identification
c2B = c
2
F = ζ
2
ex ± λF b (5.27)
(where the sign ± in (5.27) applies in the Fermionic positive/negative exceptional
bands).
In order to complete the check that the zero chemical potential bosonic single
particle energy spectrum agrees with the corresponding single particle spectrum of
fermionic energies, we must verify that the gap equation (5.25) reduces to the corre-
sponding Fermionic gap equation under the variable change (5.27).
Recall that we have performed the bosonic computation in the case that mcriB is
positive (this is why were were able to perform our computation without turning on
a bosonic condensate). Using the relationship
mF = −λBmcriB
it follows that we are working in the case that λF andmF have the same sign. We have
also performed our bosonic computation assuming that the chemical potential lies
between the positive and negative Landau ν = 0 Landau Levels. When sgn(mF ) > 0
this condition puts us in the fermionic ‘negative exceptional band’. On the other
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hand when sgn(mF ) < 0 this condition puts us in the fermionic positive exceptional
band.
In summary, duality predicts that the bosonic gap equation should match (under
the map (5.27) ) with the fermionic gap equation in the negative exceptional band
when mF and λF are both positive, and the fermionic gap equation in the positive
exceptional band when mF and λF are both positive.
It is easy to verify that the prediction of the previous paragraph is indeed borne
out provided we assume that ζex has the same sign asmF at every value of λF . Under
this assumption, the conditions of the previous paragraph put us in the special case
studied in section 4.10. It is easy to verify that (5.25) reduces to (4.112) (using
(5.27)) when mF , λF and ζex are all positive, but reduces to (4.118) when mF , λF
and ζex are all negative.
In order to complete our demonstration of the matching of gap equations under
duality, we need to demonstrate that our assumption about the sign of ζex is correct.
We do not, unfortunately, have an analytic proof of this fact. The numerical evidence
presented in the previous section, however, appears to back this claim.
It thus appears that all our results are in perfect agreement with the predictions
of duality, although a watertight demonstration of this fact would need an analytic
proof of the assumption we have made earlier in this section for the sign of ζex.
6 Future directions
Working at leading order in the large N limit, in this paper we have computed
the exact (i.e. all orders in the t’ Hooft coupling) fermion - fermion propagator of
the Chern Simons gauged regular fermion theory in the fundamental representation.
A key structural feature of this propagator - whenever we have reliably been able
to compute it - is that its only non analyticities in frequency space are a set of
poles. While the propagator that we have computed is not itself gauge invariant, its
poles capture the physical one particle excitations of the theory. In the free limit
λF → 0 the poles of our propagator lie at the locations of Landau levels. Our exact
determination of the poles of our propagator allows us to track the change in the
energies of Landau levels as a function of the t’Hooft coupling. The final result for
the energies of unfilled Landau Levels is satisfyingly simple; the spectrum of single
particle energies takes the simple form one might naively have guessed for a system
of free relativistic spin s particles propagating in a magnetic field (see around (2.46))
with s given by (4.67), the true spin of the anyonic excitations in our theory.
The large N limit ensures that our propagator has only poles (and not also cuts)
at all values of λF ; cuts in the propagator all come from diagrams with holes or
boundaries (in the sense of the t’ Hooftian counting of large N Feynman diagrams)
and so are suppressed at large N . In this sense our large N limit may be the nearest
one can come to defining a theory of non interacting relativistic spin s particles. The
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simple structure of the energies of unfilled Landau Levels is a further illustration of
this fact.
We find our results for filled Landau levels, and especially for Landau levels in
the process of being filled, particularly interesting. As we have explained in the in-
troduction, in the interacting theory (and unlike in the free theory) the minimum
chemical potential at which a Landau Level is completely filled differs from the max-
imum chemical potential at which the same Landau level is completely empty. The
first chemical potential is the one at which the pole in the propagator - correspond-
ing to this Landau level - lies just below our integration contour in ω (frequency)
space, while the second chemical potential is the one at which the same pole lies just
above the same integration contour. We call the difference between the first chemical
potential and the second chemical potential the width of the corresponding Landau
level. This width can be either positive or negative.
A careful analysis of the physics within the width of any Landau level may turn
out to be one of the most important research directions that follow from the work
presented in this paper. We pause to discuss this point at some length.
Let us first consider the case of Landau levels with a positive width. In this
case the analysis of this paper yields no valid solutions to the gap equation when
µ lies within the width of any particular Landau level. At the technical level this
happens because a pole in the complex ω plane hits the integration contour either
from below (at the top of the band) or from above (at the bottom of the band). It
is tempting to obtain new solutions to the gap equations at intermediate values of
µ by adopting the following prescription. We could allow the pole corresponding to
a particular Landau to lie precisely on the integration contour, and then split up
this pole in an ad hoc manner so that a fraction f of the pole lies under the contour
and the remaining fraction 1− f of the pole lies above the contour (the special case
f =
1
2
defines the principle value prescription). Intuitively this corresponds to filling
up part of the Landau Level under study while leaving the rest of it unfilled. If we
adopt this prescription then ζ2ex and and hence the value of µ corresponding to this
situation 37 will depend on f . As we vary f from unity to zero, this prescription
presumably gives us a solution to the gap equation for values of µ that lies between
the lower and upper end of the Landau Level width. This (natural but so far ad hoc)
prescription would give us a result for the fermion propagator within a Landau level
and would potentially allow us to study its physics. The discussion of this paragraph
provides a natural first guess for the nature of dynamics within a particular Landau
level, one that should certainly be pursued in future work.
While the prescription developed in the previous paragraph is simple and ap-
pealing it may not be completely correct. It is possible that the correct propagator
(when µ lies within the width of the Landau Level) has a more complicated singu-
37This is the value of µ at which the Landau level pole of interest lies on the contour.
– 66 –
larities than poles even in the strict Large N limit implying that fermion dynamics
within the Landau band is not single particle in nature, even in the strict large N
limit. At the technical level a conclusion of this sort would follow if, for instance,
infrared divergences within a Landau band turn out to complicate the naive large
N expansion, and cause naively sub-leading graphs to actually contribute at leading
order in large N . The classic work of Sung-Sik Lee [53] provides a precedent for
a similar effect in a vaguely similar context. As dynamics at chemical potentials
that lie within a Landau level is of great interest - for instance for the study of the
quantum hall effect - we feel that these issues deserve careful investigation in future
work.
We have so far discussed the case in which a given Landau Level has a positive
width. In certain ranges of parameters (though never at large enough values of |λF |)
we find that the width of our Landau Levels are sometimes negative. At the physical
level this is not particularly strange - it simply means that the energy needed to
add the last fermion into an almost filled band is lower than the energy needed
to add the first Fermion into the otherwise empty band. We would expect this to
happen whenever the effective interaction between fermions is attractive rather than
repulsive.
At the technical level, whenever we have a negative Landau level width, for every
µ that lies within this width we have two solutions for the fermion propagator. This
may, at first seem like a better situation to be in than the case of positive width (in
which case we had no solution for the propagator at intermediate values of µ) but we
believe this is not really the case. The reason for this is that the two solutions that we
do have in this case correspond to the solution for a fully filled or a completely empty
Landau level. For physical reasons we are really interested in studying a partially
filled Landau level. 38
Hence in this case as well it is natural to seek a third solution, for every value of
µ within the band, for the fermion propagator. As in the discussion above, a naive
solution of this form could be generated by splitting the pole on the propagator into
a part above and a part below. As in the discussion above this naive solution may
- or may not - capture the true nature of the propagator. This question deserves
38When the width of the Landau level is negative, we have already seen that there is a range of
µ in which there exist atleast two saddle point solutions. For the sake of argument let us assume
the solutions we already know are the dominant ones for thermodynamical purposes. As µ is
gradually increased, we would expect our theory to undergo a first order phase transition from
the saddle in which the level is completely empty to the saddle in which it is completely filled.
The charge density will increase discontinuously across this phase trasition. At fixed intermediate
values of charge (rather than fixed chemical potential, i.e. in the ‘microcanonical’ ensemble) the
system could well undergo a phase separation (“half water, half steam”) that breaks translational
invariance. It would be useful to replace these speculations with quantitive results from an honest
evaluation of the partition function. We hope to return to this issue soon. We thank D. Tong for
related discussions.
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further study.
Apart from the (intensely interesting but potentially tricky) study of the dynam-
ics within a broadened Landau band, the work in this paper should be generalized
in several ways. First, it should be straightforward to use the results of this paper
to compute the thermodynamical free energy of our system at zero temperature but
arbitrary chemical potential. A concrete outcome of such a generalization would be
a formula for the charge of our system as a function of the chemical potential.
Next, it may be possible, and would be interesting, to generalize the study of
this paper to finite temperature.
Next, we have already partially verified that the results of this paper are con-
sistent with the predictions of the level rank type bosonisation duality conjectured
between the Chern Simnons gauged regular fermion theory and the critical boson
theory. We performed this verification by directly solving the Chern Simons gauged
critical boson theory at zero chemical potential and verifying that our final results
for single particle free energies matches those of the the fermionic computation. It
would be very useful to complete this verification by performing the needed bosonic
computation at finite chemical potential, perhaps using the methods of [37, 39].
The computations mentioned in the last paragraph are interesting in their own
right for a qualitative reason. It is well known that free bosons unstable to unchecked
condensation in a large enough chemical potential background. Interaction effects
presumably cure this instability. It is of great physical interest to understand in detail
precisely how this happens. In the results presented in this paper we have already
seen signs of strange behaviour for filled Landau levels in the limit λB → 0. In this
limit the width of, for instance, the first Landau level diverges. It is very important
to semi quantitatively understand this phenomenon in qualitative physical terms.
We leave this for future work.
Another related issue concerns the charge of a filled Landau level. In the free
fermion theory the charge density of a single filled Landau level is given by
bNF
2pi
.
While we have not studied this issue, it is certainly possible that the charge of a
filled Landau level is not renormalized as a function of λF . If this turns out to be
the case, the charge density of a filled Landau level can be rewritten as
bNB|λF |
2pi|λB|
and so translates to a charge density that diverges, in units of NB, as λB is taken to
zero. If the (admittedly unsubstantiated) guesses of this paragraph turn out to be
even qualitatively correct, they suggest that the occupation number of any particular
bosonic state (in a filled Landau level) diverges as λB → 0. It should not be difficult
- and would be very interesting - to perform computations that verify this guess.
It would also be interesting to reproduce this behaviour starting from the bosonic
theory, and so understand it qualitatively in bosonic terms. We hope to return to
this issue in future work.
Finally we find it intriguing that the leading large N gap equation in the presence
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of a background magnetic field, for the fundamental fermion (and fundamental boson)
propagators, differ from the corresponding gap equations at zero magnetic field in
only two ways. First all derivatives are replaced by background gauge covariant
derivatives. Second that products of the propagator and the self energy are replaced
by star products. It would be interesting to investigate whether a similar replacement
rule applies also for the Schwinger Dyson equations for higher (e.g 4 point) correlators
of the fermions/bosons, and also whether a similar replacement rule persists also at
sub-leading orders in
1
N
. We also leave this question to future work.
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A Conventions
In this appendix we summarize the conventions that are used in this note
x± =
x1 ± ix2√
2
, x± =
r√
2
e±iφ, p± =
p1 ± ip2√
2
, p± =
ps√
2
e±iθ
g+− = g−+ = g33 = 1, 123 = 123 = 1, +−3 = −+−3 = i, ij = ij3
γ1 = σx =
(
0 1
1 0
)
, γ2 = σy =
(
0 −i
i 0
)
, γ3 = σz =
(
1 0
0 −1
)
Tr(TATB) =
1
2
δA,B,
∑
A
(TA)nm(T
A)qp =
1
2
δqmδ
n
p , γ
µγν = iµνργρ + g
µν
(A.1)
Conventions for Fourier transformations are
f(x) =
∫
d3P
(2pi)3
eiP.xf(P ), f(x, y) =
∫
d3P
(2pi)3
d3q
(2pi)3
ei(
P
2
+q).x+i(P
2
−q).yf(P, q) (A.2)
We will often find it useful to use following set of coordinates
xT = x+ y, xR = x− y (A.3)
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In this new set of coordinates metric
ds2 = dx2 + dy2 =
1
2
(dx2T + dx
2
R) (A.4)
is different by a factor and as a result of that x±T,R = 2xT,R,∓. Further note that
variable change from (x, y) to (xT/2, xR) does not involve any non-trivial Jacobin.
We have following map between derivatives and polynomials
iqµf(P, q) =
∫
d3xd3y
∂
∂xµR
f(x, y)e−i(
P
2
+q).x−i(P
2
−q).y
iPµ
2
f(P, q) =
∫
d3xd3y
∂
∂xµT
f(x, y)e−i(
P
2
+q).x−i(P
2
−q).y
(A.5)
We will be dealing with functions of the form
f(x, y) = e−i
b
2(x1y2−x2y1)fR(x, y) = e
b
4(x
+
Rx
−
T−x−Rx+T )fR(x, y)
On functions of this form
∂
∂x−R
f(xT , xR) = (− b
2
xT,− +
∂
∂x−R
)fR(xT , xR)
∂
∂x−T
f(xT , xR) = (+
b
2
xT,− +
∂
∂x−T
)fR(xT , xR)
(A.6)
B Constraints of gauge invariance
In this paper we choose to work in the gauge gr. In this gauge α(x, y) is rotationally
invariant, i.e.,
(x1
∂
∂x2
− x2 ∂
∂x1
+ y1
∂
∂y2
− y2 ∂
∂y1
)α(x, y) + [S12, α(x, y)] = 0 (B.1)
Where S12 is the contribution of the spin to angular momentum. It is not present
for the bosons, i.e., for bosons
S12 = 0
and for fermions
S12 =
1
4
[γ1, γ2] =
i
2
γ3
It also follows from (2.16) and (2.15) that
ei
bx1x2
2 α(x, y)e−i
by1y2
2 = f1(x1 − y1, x2, x3, y2, y3)
and
e−i
bx1x2
2 α(x, y)ei
by1y2
2 = f2(x1, y1, x2 − y2, x3, y3)
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Eliminating α from above two equations are seeking consistency with infinitesimal
translation in 1,2 direction solves f1, f2 upto a function that is translationally invari-
ant in 1,2 directions. Demanding translational invariance in 3 direction as well we
get
α(x, y) = e−i
b
2(x1y2−x2y1)αR(x− y) (B.2)
Plugging this into equation (B.1) determines rotational charge of (various compo-
nents of 2× 2 matrix in case of fermion) α.
Analogous statements apply for Σ(x, y) and we won’t repeat them here.
C Spectrum of free particles in a magnetic field
C.1 Boson
In this subsection we study consider the non-relativistic Schrodinger equation for a
spin-less particle of mass |M | in a uniform magnetic field b described by Hamiltonian
H = −(∇i − iai)
2
2|M | (C.1)
We work in the in a rotationally invariant gauge
aj = −bjix
i
2
(C.2)
Eigen functions of the hamiltonian satisfies
Hφ = Eφ (C.3)
We work in polar coordinates (r, φ). We seek a solution of the form
φ =
eilφ√
2pi
R(u), u =
|b|
2
r2 (C.4)
The condition that this describes a particle of spin zero determines l = 0,±1,±2, ..
Plugging this form of φ into (C.3), it follows that R(u) satisfies
uR′′(u) +R′(u) +
(
−1
4
u+ β − m
2
4u
)
R(u) = 0 (C.5)
where we have defined
m = −sgn(b)l, β = E
ωH
− m
2
, ωH =
|b|
|M| (C.6)
The equation for R can be transformed into confluent hypergeometric equation for
R˜ by following change of variables
R(u) = e−u/2u|m|/2R˜(u) (C.7)
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We search for solutions that are normalisable by following inner product
(φ1, φ2) =
∫
d2xφ1(x)
∗φ2(x) (C.8)
For those solutions
R˜(u) ∝ L|m|n (u) (C.9)
where n = 0, 1, 2, .. is a non-negative integer that determines energy to be
E = ωH
(
n+
|m|
2
+
m
2
+
1
2
)
(C.10)
Corresponding orthonormal eigen functions are given by39
φ =i|m|
[ |b|
2pi
n!
(|m|+ n)!
]1/2
e−isgn(b)mφe−u/2u|m|/2L|m|n (u) (C.11)
Below we rewrite the expressions using following map
m = −sgn(b)l, n = ν − |l|
2
+ sgn(b)
l
2
(C.12)
In these variables
φ =i|l|
[
|b|
2pi
(ν − |l|
2
+ sgn(b) l
2
)!
(ν + |l|
2
+ sgn(b) l
2
)!
]1/2
eilφe−u/2u|l|/2L|l|
ν− |l|
2
+sgn(b) l
2
(u), E = ωH
(
ν +
1
2
)
(C.13)
C.2 Fermion
In this subsection we study spectrum of Dirac hamiltonian in presence of constant
magnetic field. More precisely we study solutions of the following equation
Hψ = γ3(~γ.(~∂ − i~a) +mF )ψ = Eψ (C.14)
Where gauge field is given by
aj = −bjix
i
2
. (C.15)
This corresponds to constant magnetic field through 12 plane. Working in polar
coordinates (C.14) can be rewritten as
H = H0 + iγ
3~γ.~erHr + iγ
3~γ.~eφHφ (C.16)
39Lln is associated Laguerre polynomial. For non-negative integer n, L
l
n(x) is a polynomial in x
of degree n normalised as Lln(0) =
Γ(n+ l + 1)
Γ(n+ 1)Γ(l + 1)
. For negative integer n, Lln(x) is taken to be
zero by definition.
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Here unit vectors are
~er =
~r
r
, ~eφ = − sin(φ)~e1 + cos(φ)~e2 (C.17)
and
H0 = γ
3mF , Hr = −i∂r, Hφ = −i1
r
∂φ − aφ (C.18)
At this point we make a similarity transformation Λ so that ~γ.~er and ~γ.~eφ gets
mapped to γ1 and γ2 respectively, i.e.,
Λ~γ.~erΛ
−1 = γ1, Λ~γ.~eφΛ−1 = γ2, Λ =
√
re
i
2
γ3φ (C.19)
Correspondingly we have
H˜ = ΛHΛ−1, ψ˜ = Λψ (C.20)
Angular part is easily diagonalised by
ψ˜± =
eiJφ√
2pi
χ(r)± (C.21)
Where ± refers to upper and lower component of the spinor. At this point we know
angular dependence of the field completely. We impose the condition that under
rotation the field behaves as a fermion
e−i
1
2
γ32piψ(r, 2pi) = −ψ(r, 0) (C.22)
This implies j = ±1
2
,±3
2
, ....
Radial dependance of the field is determined from two first order coupled equa-
tions given below
χ∓(r) =
1
E ±mF
(
∓ d
dr
+
J
r
− b
2
r
)
χ±(r) (C.23)
Below we first consider the case of |E| 6= |mF | and consider this special of |E| = |mF |
carefully later.
For |E| 6= |mF |, above first order equations can be put in the following form
(Kummer’s equation) by eliminating one of the variables
uχ˜′′±(u) + (1− u+ α±)χ˜′±(u) + nχ˜±(u) = 0 (C.24)
where
α± = |J ∓ 1
2
|, u = |b|
2
r2, E2 = m2 − b(J ± 1
2
) + |b|(2n+ 1 + α±)
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and
χ±(r) = uα±+1/2e−u/2χ˜±(u)
Among two linearly independent solution of (C.24), only solution that is regular at
the origin and normalisable according to
(χ, ψ) =
∫
d2xχ†(~x)ψ(~x) (C.25)
are given by
χ˜±(u) ∝ Lα±n (u)
Further n is restricted to take values 0, 1, 2, ... only. Given the value of J,E we choose
one sign from above equation and determine the other component by pugging it into
RHS of (C.23).
Solution for |E| = |mF | are obtained by setting one of χ+, χ− to zero. In that
case when the component that vanishes is plugged into RHS of (C.23), sgn(E) is
determined in terms of sgn(mF) for consistency (the denominator must vanish for
the other component to be non-zero).
Finally the undetermined proportionality constant is fixed by demanding or-
thonormality of various solutions. Below we summarize the results.
As is usual, the Dirac Hamiltonian has eigenfunctions of both positive and neg-
ative energy. We use the label η to distinguish the two kinds of solutions; η = 1
for positive energy solutions and η = −1 for negative energy solutions. Positive and
negative energy solutions are both further labelled by two discrete parameters, which
we call n and J . These parameters range over the values (together with exceptional
values listed below) 40
n = 1, 2, . . . J = ±1
2
,±3
2
,±5
2
, . . .
n = 0, J = ±1
2
,±3
2
,±5
2
, . . . when bJ < 0
n = 0, J = −1
2
,−3
2
,−5
2
, . . . when b < 0
(C.26)
In addition we have the exceptional range of parameters
n = 0 J =
1
2
,
3
2
,
5
2
, . . . when b > 0 and ηmF > 0
n = −1 J = −1
2
,−3
2
,−5
2
, . . . when b < 0 and ηmF < 0
(C.27)
As we will see below, the exceptional range of parameters correspond to states with
|E| = |mF |. The quantity J just labels the angular momentum of states; J runs over
40Note that condition on range of parameters corresponds to n± ≥ −1 (defined in (C.30) )
excluding the particular case of n+ = n− = −1. With further restriction that n+ = −1 or n− = −1
is allowed only if ηbmF > 0.
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half integer values because the total angular momentum is the sum of an orbital and
a spin component.
We denote the most general solution by ψηnJ . Recall that ψηnJ is a two compo-
nent spinor, whose components we denote by
ψηnJ =
[
ψηnJ+
ψηnJ−
]
(C.28)
After solving for the eigenfunctions we find following explicit results 41
ψηnJ± (u, φ) = c±
eisgn(J)l±φ√
2pi
u
l±
2 e−
u
2Ll±n±(u) (C.29)
where (u =
b
2
x2s, φ) are coordinates on space and
42
l+ = |J − 1
2
|, l− = |J − 1
2
|+ sgn(J), n+ = n, n− = n− 1
2
sgn(J)(1 + sgn(bJ))
c− = c+
( √
2|b|
m+ sgn(J)EηnJ
)sgn(J)
c+ =
(
1
|b|
(
Γ(1 + n+ + l+)
Γ(1 + n+)
+
(
c−
c+
)2
Γ(1 + n− + l−)
Γ(1 + n−)
))−1/2
(C.30)
At this point we note an important property of the eigenfunctions given in (C.29) -
ψηnJ± is non-zero at the origin only if l± = 0, i.e., precisely when they don’t depend
on azimuthal angle φ.43
The energy EηnJ of the eigensolution ψηnJ is given by 44
EηnJ =η
√
m2F + |b|
(
2n+ 1 + |
(
J − 1
2
)
| − sgn(b)
(
J +
1
2
))
=η
√
m2F + |b|
(
2n+ 1− 1
2
sgn(J)(1 + sgn(bJ)) + |J|(1− sgn(bJ))
) (C.31)
41Lln is associated Laguerre polynomial. For non-negative integer n, L
l
n(x) is a polynomial in
x of degree n normalised as Lln(0) =
Γ(n+ l + 1)
Γ(n+ 1)Γ(l + 1)
. For negative integer n, Lln(x) is taken to
be zero by definition. In the exceptional range of parameters, the expressions (2.50) involve the
quantity Ll±−1. Consequently the final expressions for ψ± listed in (2.51) only involve the functions
Lln(x) for n ≥ 0.
42Here |x| stands for absolute value of x.
43This property ensures that wave-functions are not singular at the origin.
44Note that expression of energy given in (C.31) is invariant under following simultaneous re-
placements: b → −b, J → −J,mF → −mF , n → n − 1
2
sgn(J)(1 + sgn(bJ)). This is reminiscent of
parity invariance of the theory under consideration.
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Notice that while the wave functions (C.29) depend separately on J and n, the
energy EηnJ depends on these discrete parameters only through the combination
2ν = 2n+ 1− 1
2
sgn(J)(1 + sgn(bJ)) + |J|(1− sgn(bJ)) (C.32)
The formula for the eigenenergies, (C.31), takes the following simplified form when
re-expressed in terms of ν
Eην = η
√
m2F + 2|b|ν (C.33)
Below we discuss the range over which ν takes values. Let us first suppose that
bJ < 0. In this case ν simplifies to
2ν = 2(n+ |J |) + 1. (C.34)
When bJ > 0, on the other hand, ν is independent of |J | and we have
2ν = 2n+ 1− sgn(J) (C.35)
Notice that in both cases (C.34) and (C.35) ν ranges over integer values. The specific
range of values is as follows:
ν = 1, 2, 3 . . . b η mF < 0
ν = 0, 1, 2, 3 . . . b η mF > 0
(C.36)
If we fix ν at some value - say ν0. Let us first take the case b > 0. For ν0 > 0 the
set of energy eigenstates with any particular value of ν0 (and so with eigen energy
determined by ν0) is given by
(0,−ν0 + 1
2
), (1,−ν0 + 3
2
) . . . (ν0 − 1,−1
2
),
∞∑
l=0
(ν0, l +
1
2
)
(where we have denoted the labels of states by the notation (n, J)). As we have
remarked above, eigenstates with ν0 = 0 exist only when ηmF > 0, in which case the
set of (n, J) values that lead to ν0 = 0 are given by
∞∑
l=0
(ν0, l +
1
2
)
When b < 0, on the other hand, the set of values that lead to any value of ν0 > 0
are given by
(0, ν0 − 1
2
), (1, ν0 − 3
2
) . . . (ν0 − 1, 1
2
),
∞∑
l=0
(ν0 − 1,−(l + 1
2
))
The particular case of ν0 = 0 is obtained when ηmF < 0 and that corresponds to the
set ∞∑
l=0
(ν0 − 1,−(l + 1
2
))
.
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D Star product and twisted convolution
In this appendix we review standard properties of the Moyal star product (see, for
example, [47] and references therein for more details). For two given functions φ1,2
on Rd, (Moyal-) star product is defined to be the following function
(φ1 ?Θ φ2)(q) = lim
p→q
e
i
2
Θµν ∂
∂pµ
∂
∂qµ φ1(p)φ2(q) (D.1)
Where Θ is an anti-symmetric non-degenerate 2 form. Another equivalent definition
is given by
(φ1 ?Θ φ2)(q) =
∫
ddq1d
dq2 φ1(q1)φ2(q2)K(q1, q2, q) (D.2)
where
K(q1, q2, q) =
1
det(Θ)
e2i(Θ
−1)µν(q−q1)µ(q−q2)ν (D.3)
It follows from the definition that, star product is not commutative. In Fourier space
star product becomes twisted convolution∫
ddq
(2pi)d
(φ1 ?Θ φ2)(q)e
ixq =
∫
ddy φ1(x− y)φ2(y)e− i2Θµν(x−y)µyν ≡ (φ1 ∗Θ φ2)(x)
(D.4)
The Moyal star product is isomorphic to product of operators acting on the
Hilbert space of square integrable wave functions in one dimension (i.e. the Hilbert
space relevant to the quantum mechanics for a non relativistic particle on a line).
We pause to describe this isomorphism.
If we define anti-commuting operators by demanding
[qˆµ, qˆν ] = iΘµν
and with any function f of qµ we associated a Weyl ordered operator fˆ by 45
f(x) =
∫
ddq
(2pi)3
eiq.xf(q), fˆ(qˆ) =
∫
ddxe−iqˆ.xf(x) (D.5)
Then these operators enjoy the following identity
fˆ(qˆ)gˆ(qˆ) = hˆ(qˆ), (f ?Θ g)(q) = h(q) (D.6)
With the help of above theorem, we can convert star products to operator products
and vice-versa.
Comparing (D.4) with (3.1) we see that for the purpose of this paper we have
Θµν = b µν3 (D.7)
45Here we denote functions in position and momentum space both by same symbol, but they are
in general different mathematical functions in strict sense.
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D.1 Star product basis
In this subsection we follow [47] to construct a basis of functions on R2 which has
simple behaviour under star product (twisted convolution). To this end we restrict
our attention to b > 0 and define 46
aˆ =
qˆ+√
b
, aˆ† =
qˆ−√
b
=⇒ [aˆ, aˆ†] = 1 (D.8)
In terms of these operators we consider following basis of operators 47
eˆm,n(qˆ) ≡ |m〉〈n| =: (aˆ
†)m√
m!
e−aˆ
†aˆ (aˆ)
n
√
n!
:, n,m = 0, 1, 2, ... (D.9)
These define corresponding functions in position space by
eˆm,n(qˆ) =
∫
d2x e−iqˆ.xem,n(x) (D.10)
More explicitly these functions are given by
em,n(u, φ) = i
m−n b
2pi
(
n!
m!
)1/2
e−i(m−n)φu
m−n
2 e−
u
2Lm−nn (u) (D.11)
where u =
b
2
r2, (r, φ) are polar coordinates on space. The algebra of these operators
turns into identities
(en,p ∗b ep′,m)(~x) = δpp′en,m(~x)
∞∑
n=0
en,n(~x) = δ(~x)
(D.12)
Further the functions en,m are orthogonal to each other in the usual quantum me-
chanical sense ∫
d2x
2pi
b
e∗n,m(~x)en′,m′(~x) = δnn′δmm′ (D.13)
D.2 Expanding functions in star product basis
In addition to (D.13), in this paper we will need to evaluate the integral of em,n
and e∗m′,n′ wighted by 1/x
+ (the last factor comes from the Chern Simons gauge
boson propagator in lightcone gauge). The relevant integrals can be done by using
the explicit expressions in (D.11), first performing all angular integrals and then
doing the radial integrals. At this stage the integrand has a product of associated
Laguerre polynomials, and the needed integrals can be obtained by manipulating the
46Note that in any dimension we can always put Θ into canonical form to define set of such
creation, annihilation operators.
47Here we are using standard normal ordering of a, a†,i.e., a† on the left of a.
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integrand into a standard form (i.e. a form whose integrals is presented in Tables of
Integrals) using recursion relations and other simple identities of associated Laguerre
Polynomials. In this brief subsection we only present our final results.∫
d2x
2pi
b
em′,n′(~x)
∗em,n(~x)
i√
bx+
= δ(m′−n′)−(m−n),1
√
m!n′!
n!m′!
×
{
+U(n′ − n) For m ≥ n
−U(n− (n′ + 1)) For m < n
(D.14)
48 where U(m) is the unit step function, i.e.
U(m) = 1 m ≥ 0, U(m) = 0, otherwise (D.15)
(The δ function on RHS of (D.14) enforces momentum conservation). It follows from
(D.14), (D.13) that
i√
b
em,n(~x)
x+
=

+
∞∑
p=0
√
m!(n+ p)!
n!(m+ p+ 1)!
em+p+1,n+p(~x) For m ≥ n
−
m+1∑
p=1
√
m!(n− p)!
n!(m− p+ 1)!em−p+1,n−p(~x) For m < n
(D.16)
E Fermionic gap equations
In this appendix we reproduce the derivation of the gap equations of the Fermionic
theory. The analysis of this section closely follows the work out presented in [26].
Consider the action given in (4.2) and work in momentum space. We work in
the gauge A− = 0. In this gauge self-interaction of gauge field A becomes trivial
and action for remaining components of A becomes quadratic. Using equations of
motion of A+, A3 can easily be solved in terms of fermionic fields
AC3 (P ) = 4piλF
1
P−
∫
d3q
(2pi)3
1
N
ψ¯
(
−q + P
2
)
γ+TCψ
(
q +
P
2
)
(E.1)
Putting it back in the action we get an effective (purely imaginary) non-local four-
fermion interaction
S =
∫
d3q
(2pi)3
d3P
(2pi)3
ψ¯
(
−q + P
2
)(
(iqµγ
µ +mF )(2pi)
3δ3(P )− iγµaµ(−P )
)
ψ
(
q +
P
2
)
−N 2piiλF
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P
(2pi)3
1
(q1 − q2)−α(P, q1)γ
+α(−P, q2)γ3
(E.2)
48Even though the integrand on the LHS of (D.14) is singular at |x| = 0, the singularity is
integrable and so the integral on the LHS of (D.14) is well defined.
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Here we have introduced fermion bilinear
α(P, q) =
1
N
ψ¯
(
−q + P
2
)
ψ
(
q +
P
2
)
(E.3)
where gauge indices are contracted.
To proceed further we use following standard trick
1 =
∫
dα δ
(
α(P, q)− 1
N
ψ¯
(
−q + P
2
)
ψ
(
q +
P
2
))
=
∫
dαdΣ e
N
∫ d3q
(2pi)3
d3P
(2pi)3
Σ(−P,q)(α(P,q)− 1N ψ¯(−q+P2 )ψ(q+P2 ))
(E.4)
Plugging it in the path integration we can integrate out ψ, ψ¯ to give an effective
action for α,Σ
Seff =−N
∫
d3q
(2pi)3
d3P
(2pi)3
log det
(
(iqµγ
µ +mF )(2pi)
3δ3(P )− iγµaµ(−P ) + Σ(−P, q)
)
−N 2piiλF
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P
(2pi)3
1
(q1 − q2)−α(P, q1)γ
+α(−P, q2)γ3
−N
∫
d3q
(2pi)3
d3P
(2pi)3
α(P, q)Σ(−P, q)
(E.5)
Varying above action with respect to Σ we get(
(iqµγ
µ +mF )(2pi)
3δ3(P )− iγµaµ(−P ) + Σ(−P, q)
)
α(P, q) = −(2pi)3δ3(P ) (E.6)
Varying above action with respect to α we get
Σ(P, q) = −2piiλF
∫
d3q′
(2pi)3
1
(q − q′)−
(
γ+α(P, q′)γ3 − γ3α(P, q′)γ+) (E.7)
These two equations when translated to position space becomes (4.5) as presented
in main text.
F Details of fermionic recursion relations
In this appendix, we consider fermionic gap equations for chemical potential in pos-
itive or negative exceptional band. We will show that the quantity
In = λ
2
F (
√
2bχn)
2 +
1
(
√
2bχn)2
(F.1)
satisfies, for n ≥ 1
In = In−1 + 4 (F.2)
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To see this we simplify the following quantity by writing it entirely in terms of
differences. 49
1
χ2n
− 1
χ2n−1
= (ζF+(n) + ζ
F
−(n))
2 − (ζF+(n− 1) + ζF−(n− 1))2
=
(
(KR,I,n+1 +KR,I,n)
2 − 8KR,+,n+1KR,−,n
)
− ((KR,I,n +KR,I,n−1)2 − 8KR,+,nKR,−,n−1)
= (KR,I,n+1 +KR,I,n−1 + 2KR,I,n)(KR,I,n+1 −KR,I,n−1)
− 8i
√
b
(√
n+ 1(i
√
b
√
n+ 1 + ΣR,+,n+1)−
√
n(i
√
b
√
n+ ΣR,+,n)
)
= ((KR,I,n+1 −KR,I,n)− (KR,I,n −KR,I,n−1) + 4KR,I,n)
((KR,I,n+1 −KR,I,n) + (KR,I,n −KR,I,n−1))
− 8i
√
b
(√
n+ 1(i
√
b
√
n+ 1 + ΣR,+,n+1)−
√
n(i
√
b
√
n+ ΣR,+,n)
)
= ((ΣR,I,n+1 − ΣR,I,n)− (ΣR,I,n − ΣR,I,n−1) + 4KR,I,n)
((ΣR,I,n+1 − ΣR,I,n) + (ΣR,I,n − ΣR,I,n−1))
− 8i
√
b
(
i
√
b+
√
n+ 1ΣR,+,n+1 −
√
nΣR,+,n
)
(F.3)
Now we use (4.56) to replace differences in terms of ΣR,I and χ. Next goal in
algebraic manipulations below is to show that explicit ΣR,I dependences cancel each
other, leaving behind a recursion relation involving χ alone.
1
χ2n
− 1
χ2n−1
= (2λF b(χn − χn−1) + 4KR,I,n)(2λF b(χn + χn−1)) + 8b
− 8bλF
(
(KR,I,n−1χn−1 +KR,I,n+1χn)− λF ((
√
bχn)
2 − (
√
bχn−1)2)
)
= (2λF b(χn − χn−1) + 4KR,I,n)(2λF b(χn + χn−1)) + 8b
− 8bλF ((KR,I,n−1 −KR,I,n +KR,I,n)χn−1
+ (KR,I,n+1 −KR,I,n +KR,I,n)χn) + 8bλ2F ((
√
bχn)
2 − (
√
bχn−1)2)
= (2λF b(χn − χn−1) + 4KR,I,n)(2λF b(χn + χn−1)) + 8b
− 8bλF ((−2λF bχn−1 +KR,I,n)χn−1 + (2λF bχn +KR,I,n)χn)
+ 8bλ2F ((
√
bχn)
2 − (
√
bχn−1)2)
= (2λF b)
2(χ2n − χ2n−1)− 4(2λF b)2(χ2n − χ2n−1) + 2(2λF b)2(χ2n − χ2n−1) + 8b
= −(2λF b)2(χ2n − χ2n−1) + 8b
(F.4)
This can be rewritten as
In = In−1 + 4 (F.5)
49We have used the fact that KFR,I,n is independent of n.
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G Bosonic gap equations
We consider the action given in (5.1) and work in momentum space in gauge A− =
0. Once again our work out closely follows the methodology laid out in [26]. For
simplicity we set background field to zero, putting it back is trivial modification to
what is derived below. Action in this gauge becomes
SB =
∫
d3p
(2pi)3
(κB
4pi
AC+(−p)ip−AC3 (p) + φ¯(−p)(p2 +M2B)φ(p)
)
+
∫
d3p
(2pi)3
(
AC+(−p)JC− (p) + AC3 (−p)JC3 (p)
)
+
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3q
(2pi)3
(
AC3 (q1)A
D
3 (q2)φ¯(−
q1 + q2
2
− q)TCTDφ(−q1 + q2
2
+ q)
)
+ 4pib4λBN
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P
(2pi)3
χ(P, q1)χ(−P, q2)
+ 4pi2x6λ
2
BN
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3q3
(2pi)3
d3P1
(2pi)3
d3P2
(2pi)3
χ(P1, q1)χ(P2, q2)χ(−P1 − P2, q3)
(G.1)
where we have defined
JCµ (P ) = −
∫
d3q
(2pi)3
φ¯(
P
2
− q)TCφ(P
2
+ q)2qµ
χ(P, q) =
1
N
φ¯(
P
2
− q)φ(P
2
+ q)
(G.2)
AC+(−p) equation of motion from the action above is
κB
4pi
ip−AC3 (p) = −JC− (p) (G.3)
Since A+ appears only linearly in action (G.4) integrating it out sets its coefficient
to zero. Only left over part of gauge field is A3 which can be solved from (G.3) in
terms of J−. Plugging back A3 into action (G.4) we get
SB =
∫
d3p
(2pi)3
(
φ¯(−p)(p2 +m2B)φ(p)
)
+N
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P
(2pi)3
C1(P, q1, q2)χ(P, q1)χ(−P, q2)
+N
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3q3
(2pi)3
d3P1
(2pi)3
d3P2
(2pi)3
C2(P1, P2, q1, q2, q3)χ(P1, q1)χ(P2, q2)χ(−P1 − P2, q3)
(G.4)
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Where50
C1(P, q1, q2) = 4pib4λB − i2piλB (q1 + q2)−P3 − P−(q1 + q2)3
(q1 − q2)−
C2(P1, P2, q1, q2, q3) = 4pi
2x6λ
2
B + 4pi
2λ2B
(P1 − P2 + 2(q1 + q2))−(P1 + 2P2 + 2(q3 + q2))−
(P1 + P2 + 2(q1 − q2))−(P1 + 2(q3 − q2))−
(G.5)
To proceed further we use following standard trick
1 =
∫
dα δ
(
α(P, q)− 1
N
φ¯
(
−q + P
2
)
φ
(
q +
P
2
))
=
∫
dαdΣ e
N
∫ d3q
(2pi)3
d3P
(2pi)3
Σ(−P,q)(α(P,q)− 1N φ¯(−q+P2 )φ(q+P2 ))
(G.6)
Plugging it in the path integration we can integrate out φ, φ¯ to give an effective
action for α,Σ
SB = N
∫
d3P
(2pi)3
d3q
(2pi)3
log det
(
(q2 +m2B)(2pi)
3δ3(P ) + Σ(−P, q))
+N
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P
(2pi)3
C1(P, q1, q2)α(P, q1)α(−P, q2)
+N
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3q3
(2pi)3
d3P1
(2pi)3
d3P2
(2pi)3
C2(P1, P2, q1, q2, q3)α(P1, q1)α(P2, q2)α(−P1 − P2, q3)
−N
∫
d3q
(2pi)3
d3P
(2pi)3
α(P, q)Σ(−P, q)
(G.7)
Varying above action with respect to Σ we get(
(q2 +m2B)(2pi)
3δ3(P ) + Σ(−P, q))α(P, q) = (2pi)3δ3(P ) (G.8)
Varying above action with respect to α we get
Σ(P, q) =
∫
d3q′
(2pi)3
(C1(P, q
′, q) + C1(−P, q, q′))α(P, q′)
+
∫
d3q1
(2pi)3
d3q2
(2pi)3
d3P ′
(2pi)3
(C2(−P, P ′, q, q1, q2) + C2(P ′,−P, q1, q, q2)
+ C2(P
′, P − P ′, q1, q2, q))α(P ′, q1)α(P − P ′, q2)
(G.9)
To write this equations in position space we take following strategy: express every
vertex factor in terms of momentums of two point function α(P, q) and gauge boson
50Note that expressions given for C1, C2 is not unique as the integrand multiplying these has
certain symmetries. For example C1(P, q1, q2) multiples χ(P, q1)χ(−P, q2) which is invariant under
simultaneous q1 ↔ q2, P → −P exchange and therefore addition of any expression to C1 which is
’odd’ under this exchange integrates to zero.
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propagator
G(P, q) =
(2pi)3δ(3)(P )
q−
=⇒ G(x, y) = iδ(x
3 − y3)
2pi(x− y)− ≡ G(x− y)
(G.10)
and use the mapping mentioned in Appendix A to convert them to derivatives in
position space. These manipulations lead to the equations presented in (5.5), (5.7),
(5.8),(5.9)(5.10).
H Reduced set of bosonic gap equations
In this appendix we simplify gap equation for bosons using specific form of the self-
energy and propagators in presence of a uniform magnetic field. To do so we will
need various properties of gauge field propagator given in (4.11) that we list below
G(−x) = −G(x), ∂x−G(x) = iδ3(x), G(x)(G(y) +G(x− y)) = G(x− y)G(y)
(H.1)
Before proceeding, we introduce few notations
(f1f2)(x) = f1(x)f2(x), (∂f)(x) = ∂x−f(x) (H.2)
We plug the form of α,Σ given in (2.17) into the gap equations presented in (5.5),
(5.7), (5.8),(5.9)(5.10). Below we present reduced part of each of the expressions.
Σ2A(xT , xR)|red =4pi2λ2B((x6 + 1)δ3(xR)αR(xR)2
+ 2DR(αR∂G ∗b αRG)(xR)
− (DR +DT )(DR −DT )(GαR ∗b GαR)(xR))
(H.3)
Σ2B(xT , xR)|red = 4pi2λ2B(x6αR(xR)2δ(3)(xR)
+ (DR +DT )(DR −DT )(G(αR ∗b αRG))(xR))
+ 2(DR +DT )DT (G(αR ∗b αRG))(xR))
− (DR −DT )2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
− 2DT2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
− (DR −DT )(GαR ∗b αR∂G)(xR)− 2DT (GαR ∗b αR∂G)(xR)
+ 2
∫
d3z αR(x1,R)∂
2
x−R
G(xR)αR(x2,R)G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
+
∫
d3z αR(x1,R)∂x−R
G(xR)αR(x2,R)∂x−2,R
G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
+ 2b
∫
d3z xR1,−αR(x1,R)∂x−RG(xR)αR(x2,R)G(x2,R))e
− ib
2
ijx
i
1,Rx
j
2,R
(H.4)
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Σ2B′(xT , xR) =4pi
2λ2B(x6αR(xR)
2δ(3)(xR)
+ (DR +DT )(DR −DT )(G(αRG ∗b αR))(xR))
− (DR −DT )2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x1,R)e
− ib
2
ijx
i
1,Rx
j
2,R
− (DR −DT )(∂GαR ∗b αRG)(xR)
+ 2
∫
d3z αR(x1,R)∂
2
x−R
G(xR)αR(x2,R)G(x1,R)e
− ib
2
ijx
i
1,Rx
j
2,R
+
∫
d3z αR(x1,R)∂x−R
G(xR)αR(x2,R)∂x−2,R
G(x1,R)e
− ib
2
ijx
i
1,Rx
j
2,R
+ 2b
∫
d3z xR1,−αR(x1,R)∂x−RG(xR)αR(x2,R)G(x1,R))e
− ib
2
ijx
i
1,Rx
j
2,R
(H.5)
Where we have defined
DR = 2
(
− b
2
XT,− + ∂X−R
)
, DT = 2
(
b
2
XR,− + ∂X−T
)
(H.6)
Now we present few identities that will we will need to simplify above equations.
These rely crucially on properties of twisted convolution and properties given in
(H.7) of gauge boson propagator . For any function α(x), it can be shown that
((α∂G ∗b α)G)(x− y) = (α∂G ∗b αG)(x− y))
(G(α ∗b α∂G))(x− y) = (αG ∗b α∂G)(x− y)
(∂G(α ∗b αG))(x− y) = ((αG ∗b α)∂G)(x− y) = 0
(G(α ∗b αG) + (αG ∗b α)G)(x− y) = (αG ∗b αG)(x− y)
(∂2G(α ∗b αG))(x− y) + 1
2
(∂Gα ∗b α∂G)(x− y) = + b
2
∫
∂G(x− y)α(x− y − z)α(z)G(z)z−d3z
(∂2G(αG ∗b α))(x− y) + 1
2
(∂Gα ∗b α∂G)(x− y) = − b
2
∫
∂G(x− y)α(x− y − z)α(z)G(z)z−d3z∫
d3z xR1,−αR(x1,R)∂x−RG(xR)αR(x2,R)(G(x1,R) +G(x2,R)) = 0∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)(G(x1,R) +G(x2,R))e
− ib
2
ijx
i
1,Rx
j
2,R = xR,−(G(α ∗b αG))(xR)
(H.7)
Due to 1st, 2nd identity in (H.7), 2nd line of (H.3), 6th line of (H.4) and 4th
line of (H.5) sums to zero. Due to 4th identity in (H.7), 3rd line of (H.3), 2nd line of
(H.4) and 2nd line of (H.5) sums to zero. Due to 5th, 6th identity in (H.7), 7th, 8th
line of (H.4) and 5th,6th line of (H.5) sums to zero. Due to 7th identity in (H.7),
last line of (H.4) and last line of (H.5) sums to zero.
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Now we use last identity in (H.7) to simplify the following
2(DR +DT )DT (G(αR ∗b αRG))(xR))
− (DR −DT )2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
− (DR −DT )2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x1,R)e
− ib
2
ijx
i
1,Rx
j
2,R
= (DR +DT )2bxR,−(G(αR ∗b αRG))(xR))− (DR −DT )2bxR,−(G(αR ∗b αRG))(xR)
= 2DT2bxR,−(G(αR ∗b αRG))(xR))
= (2bxR,−)2(G(αR ∗b αRG))(xR))
(H.8)
The only remaining complex term can be simplified as follows
− 2DT2b
∫
d3z xR1,−αR(x1,R)G(xR)αR(x2,R)G(x2,R)e
− ib
2
ijx
i
1,Rx
j
2,R
= −2bxR,−2b G(xR)
∫
d3z (xR − z)−αR(xR − z)αR(z)G(z)e− ib2 ijxi1,Rx
j
2,R
= −(2bxR,−)2 G(xR)
∫
d3z αR(xR − z)αR(z)G(z)e− ib2 ijxi1,Rx
j
2,R
−
(
b
pi
)2
δ(x3R)
∫
d3z αR(xR − z)αR(z)δ(z3)e− ib2 ijxi1,Rx
j
2,R
= −(2bxR,−)2(G(αR ∗b αRG))(xR))−
(
b
pi
)2 ∫
d3z δ(x3R − z3)αR(xR − z)αR(z)δ(z3)e−
ib
2
ijx
i
1,Rx
j
2,R
(H.9)
Adding the final results of (H.8) and (H.9) to the (uncanceled) expressions on the first
lines of the RHS of (H.3), (H.4), (H.5) we obtain two loop contribution to reduced
self-energy to be
4pi2λ2B(3x6 + 1)δ
3(xR)αR(xR)
2 − (2bλB)2
∫
d3z δ(x3R − z3)αR(xR − z)αR(z)δ(z3)e−
ib
2
ijx
i
1,Rx
j
2,R
(H.10)
I Zero magnetic field limit
In this appendix we discuss how to take b→ 0 limit carefully. Note that this limit is
bit special - in absence of magnetic field energy levels of a free theory has a continuous
spectrum, whereas for any non-zero magnetic field that becomes discrete. Therefore
b = 0 discussion is an averaged out version of many very closely spaced levels that
are present for small values of b as we will show below. We will discuss only the case
zero chemical potential.
Fermions:
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Note that significant contribution comes only from n→∞ part of summations,
such that w = bn is kept fixed. In this limit χn as obtained in (4.62) simplifies to
χn =
1
2(c2F + 2w)
1/2
(I.1)
Gap equations (4.56) becomes
∂
∂w
(ΣR,I,n) = 2λFχn
∂
∂w
(
√
wΣR,+,n) = −2iλFKR,I,nχn
(I.2)
First of these gap equations is solved by it’s integrated form (4.30)
ΣR,I,n(w) = −2λF
∫ ∞
w
χn(w
′)dw′ (I.3)
Where above equation is regularized by dimensional regularization on the quantity
c2F + 2w, i.e., effectively on ω integration that we performed previously. These gives
ΣR,I,n(w) = λF (c
2
F + 2w)
1/2
ΣR,+,n(w) = − i
2
√
w
(
ΣR,I,n(w)
2 − ΣR,I,n(w = 0)2 + 2mF (ΣR,I,n(w)− ΣR,I,n(w = 0))
)
(I.4)
Plugging these two into (I.1) we get
c2F = (mF + ΣR,I,n(w = 0))
2 (I.5)
Summing components given in (I.4) with corresponding basis functions listed in
(D.11) we get corresponding self-energies in position space
ΣR,I(~x) =
∑
n
ΣR,I,n(~x)en,n(~x)
→
∫
dw
2pi
lim
n→∞
L0n
(
1
n
wr2
2
)
ΣR,I,n
=
∫
psdps
2pi
J0 (psr)λF (c
2
F + p
2
s)
1/2
(I.6)
Here we have changed variables w =
p2s
2
, and used following identity of Laguerre
polynomial
lim
n→∞
1
nl
Lln
(x
n
)
=
1
xl
Jl
(
2
√
x
)
(I.7)
To compare our results with previous works on the subject we switch to momentum
space defined by
F˜ (~p) =
∫
d2xF (~x)e−i~p.~x (I.8)
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A basic property that relates position and momentum space is that the function
which has 51
F˜ (~p) = eimθf(ps) (I.9)
in position space is given by
F (~x) =
∫
psdps
2pi
f(ps) J|m| (psr) eimφ (I.10)
Comparing above obtained form of ΣR,I and similar considerations for ΣR,+, dictates
that solutions given in (I.4) has following form in momentum space
ΣR,I(~p) = λF (c
2
F + p
2
s)
1/2
ΣR,+(~p) =
p+
p2s
(
c2F − (mF + ΣR,I(~p))2
)
c2F = (mF + λF |cF |)2
(I.11)
(I.11) agrees with the solution of the zero magnetic field gap equations presented in
[4, 20, 28, 32].
Bosons:
First note that (5.18), (5.19) suggests that
ζB+ (n) = ζ
B
− (n) = c
2
B + 2bn (I.12)
in the limit we are considering. On the other hand (5.24) gives∫
bdn√
c2B + 2bn
= −mcriB =⇒ |cB| = mcriB (I.13)
Finally performing an analysis very similar to that for the fermions (see around
(5.15)) gives
Σ(~p) = (mcriB )
2 −m2B (I.14)
in agreement with the gap equations presented in [8, 20, 28, 32].
51We are using following notation
p± =
ps√
2
e±iθ, x± =
r√
2
e±iφ
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