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Sazˇetak: U ovome radu bavit c´emo se uvjetima uz koje nizovi slucˇajnih varijabli ko-
nvergiraju, brzini i vjerojatnosti konvergencije. Najprije c´emo ponoviti osnovne pojmove
iz vjerojatnosti, kao sˇto su nezavisnost slucˇajnih varijabli, matematicˇko ocˇekivanje i vari-
janca te Cˇebiˇsevljeva nejednakost. Definirat c´emo nekoliko tipova konvergencije slucˇajnih
varijabli, uvesti pojam mjere i integracije po mjeri, te u usporedbi s time, iskazati i doka-
zati metodom rezanja, Cˇebiˇsevljev, Bernulijev i Hincˇin teorem slabih zakona velikih brojeva.
Analizirat c´emo nizove nezavisnih slucˇajnih varijabli koje imaju
”
nula-jedan” svojstvo, Bore-
lov i Kolmogorovljev teorem i uvesti pojmove repnih funkcija i repnih dogadaja. Zatim c´emo
definirati empirijsku funkciju distribucije, proucˇavati konvergenciju redova slucˇajnih varija-
bli i dokazati Borelov, Kolmogorovljev, Chungov i Cantellijev jaki zakon velikih brojeva. Za
kraj c´emo navesti osnovne teoreme potrebne za dokaz zakona ponovljenog logaritma.
Kljucˇne rijecˇi: Matematicˇko ocˇekivanje, slucˇajna varijabla, mjera, vjerojatnost, niz, ko-
nvergencija, red, nejednakost, nezavisnost, konstanta
Abstract: In this paper we will talk about conditions in which sequence of random
variables converge, convergence rate and convergence probability. At the beginning we will
recall some of the basic terms of probability such as independence of random variables,
mathematic expectation and variance and Cebˆıs,ev inequality. We will define few types of
convergence of random variables, introduce the term of measure and measure integration
and, comparing with them, we will state and prove Cebˆıs,ev, Bernoulli and Khinchin weak
law theorem of large numbers by using cutting method. We will be analyzing sequence of
independent random variables that have ”zero – one” characteristic, Borel and Kolmogorov
theorem and introduce term of tail functions and tail events. Furthermore, we will define
empirical function of distribution, study convergence of series of random variables and prove
Borel, Kolmogorov, Chung and Cantelli strong law of large numbers. In the end, we will
bring up basic theorems needed to prove the law of repeated logarithm.
Key words: Mathematic expectation, random variable, measure, probability, sequence,
convergence, series, inequality, independence, constant
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Uvod
Zakon velikih brojeva nam govori o tome da ako ponavljamo neki slucˇajan pokus velik broj
puta, pod jednakim uvjetima i nezavisno, relativna frekvencija dogadaja c´e biti priblizˇno
jednaka vjerojatnosti toga dogadaja. Prvi korak u razvoju zakona velikih brojeva napravio
je Jacob Bernoulli objavivsˇi 1715. godine Bernullijev slabi zakon velikih brojeva. Govorec´i o
zakonu velikih brojeva ne govorimo samo o jednom teoremu, vec´ je tu sadrzˇano mnosˇtvo te-
orema, preciznije, skupina teorema koja proucˇava niz slucˇajnih varijabli (Xn, n ∈ N) i uvjete
uz koje niz
(
1
n
n∑
i=1
(Xi − an), n ∈ N
)
(an ∈ R) konvergira prema nekoj konstanti. Zakon
velikih brojeva dijelimo na slabi i jaki zakon kojima c´emo se mi detaljnije baviti u ovome
radu. Slabi zakoni su odredeni konvergencijom niza po vjerojatnosti, a jaki zakoni gotovo
sigurno (g.s.) (limes je gotovo sigurno konstanta). Radi boljeg razumijevanja teme, najprije
se prisjetimo osnovnih definicija pojmova i teorema kojima c´emo se sluzˇiti.
1
1 Osnovni pojmovi
Definicija 1.1. Pokus je ponovljen n puta. Ako se pritom dogadaj A dogodio nA puta, broj
nA zovemo frekvencija dogadaja A. Broj fA(n) =
nA
n
zovemo relativna frekvencija
dogadaja A
Definicija 1.2. Familija F podskupova od Ω (F ⊂ P(Ω)) jest σ-algebra skupova na Ω
ako je
1. ∅ ∈ F ,
2. A ∈ F ⇒ Ac ∈ F ,
3. Ai ∈ F , i ∈ N⇒
∞⋃
i=1
Ai ∈ F .
Definicija 1.3. Neka je F σ-algebra na skupu Ω. Ureden par (Ω,F) zove se izmjeriv
prostor, a elemente familije F nazivamo izmjerivim skupovima.
Definicija 1.4. Neka je (Ω,F) izmjeriv prostor. Funkcija P : F → R jest vjerojatnost na
Ω ako vrijedi
1. P (A) > 0, A ∈ F ; P (Ω = 1),
2. Ai ∈ F , i ∈ N i Ai ∪ Aj = ∅ za i 6= j.
Definicija 1.5. Uredena trojka (Ω,F , P ), gdje je F σ-algebra na Ω i P vjerojatnost na F ,
zove se vjerojatnosni prostor.
Najjednostavniji vjerojatnosni prostor dobijemo u slucˇaju da je osnovni skup Ω konacˇan ili
prebrojiv skup. Taj c´emo slucˇaj zvati diskretnim.
Definicija 1.6. Niz od n ponovljenih nezavisnih pokusa jest diskretan vjerojatnosni
prostor (Ω,P(Ω), P ) koji je jednak Kartezijevu produktu diskretnog vjerojatnosnog prostora
(Ω1,P(Ω1), P1).
Definicija 1.7. Neka je R skup realnih brojeva. Sa B oznacˇimo σ-algebru generiranu fa-
milijom svih otvorenih skupova na R. B zovemo σ-algebra Borelovih skupova na R, a
elemente σ-algebre B zovemo Borelovi skupovi.
Definicija 1.8. Neka je (Ω,F , P ) vjerojatnosni prostor. Funkcija X : Ω→ R jest slucˇajna
varijabla na Ω ako je X−1(B) ∈ F za proizvoljni B ∈ B, tj. X−1(B) ⊂ F .
Definicija 1.9. Neka su X1,. . . , Xn slucˇajne varijable na vjerojatnosnom prostoru (Ω,F , P ).
Kazˇemo da su X1,. . . ,Xn nezavisne ako za proizvoljne Bi ∈ B, i=1,. . . ,n, vrijedi
P{X1 ∈ B1, . . . , Xn ∈ Bn} = P
( n⋂
i=1
{Xi ∈ Bi}
)
=
n∏
i=1
P{Xi ∈ Bi}. (1.1)
Definicija 1.10. Ako red
∑
ωk∈Ω
X(ωk)P ({ωk}) apsolutno konvergira, onda njegovu sumu zo-
vemo matematicˇko ocˇekivanje ili ocˇekivanje slucˇajne varijable X i oznacˇavamo sa
EX =
∑
ωk∈Ω
X(ωk)P ({ωk}). (1.2)
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Definicija 1.11. Neka je X slucˇajna varijabla i neka EX postoji. Varijanca od X definira
se sa
V arX = E[(X − EX)2] (1.3)
ako ocˇekivanje u (1.3) postoji.
Definicija 1.12. Neka je (Ω,F , P ) vjerojatnosni prostor pridruzˇen slucˇajnom pokusu. Funk-
ciju (X1, . . . , Xn) koja svakom ishodu pokusa pridruzˇuje uredenu n-torku realnih brojeva
(x1, . . . , xn) zovemo n-dimenzionalan slucˇajni vektor ako vrijedi:
{X1 6 x1}
⋂ · · ·⋂{Xn 6 xn} ∈ F , za svaki x1 ∈ R, . . . , xn ∈ R.
Definicija 1.13. Neka je (X, Y ) diskretan ili neprekidan dvodimenzionalan slucˇajni vektor.
Ocˇekivanje E(XkY l), k, l ∈ NO slucˇajne varijable XkY l (ako postoji) nazivamo ishodisˇni
moment reda (k, l) slucˇajnog vektora (X, Y ) i piˇsemo µkl = E(X
kY l).
Ocˇekivanje E((X−EX)k(Y −EY )l) (ako postoji) nazivamo centralni moment reda (k, l)
slucˇajnog vektora (X, Y ) i piˇsemo mkl = E((X − EX)k(Y − EY )l).
Centralni moment reda (1, 1) nazivamo korelacijski moment ili kovarijanca dvodimen-
zionalnog slucˇajnog vektora.
Teorem 1.1 (Cˇebiˇsevljeva nejednakost). Neka je X slucˇajna varijabla s konacˇnom varijan-
com. Tada za proizvoljan ε > 0 vrijedi
P{|X − EX| > ε} 6 V arX
ε2
. (1.4)
Definicija 1.14. Funkcija g : R → R jest Borelova funkcija ako je g−1(B) ∈ B za svaki
B ∈ B, tj. ako je g−1(B) ⊂ B.
1.1 Konvergencija slucˇajnih varijabli
Definicija 1.15. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira gotovo
sigurno (g.s.) prema slucˇajnoj varijabli X ako je
P{ω ∈ Ω; X(ω) = lim
n→∞
Xn(ω)} = 1. (1.5)
To oznacˇujemo (g.s.) lim
n
Xn = X ili Xn
g.s.−−→ X (n→∞). Takav limes je (g.s.) jedinstven.
Definicija 1.16. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po vjerojatnosti
prema slucˇajnoj varijabli X ako za svaki ε > 0 vrijedi
lim
n→∞
P{|Xn −X| ≥ ε} = 0. (1.6)
To oznacˇujemo (P ) lim
n
Xn = X ili Xn
P−→ X (n→∞).
Definicija 1.17. Neka je 1 ≤ p < ∞ i neka je Xn, X ∈ Lp(Ω) (n ∈ N). Kazˇemo da niz
(Xn, n ∈ N) konvergira u srednjem reda p prema X ako vrijedi
lim
n→∞
E(|Xn −X|p) = 0. (1.7)
To oznacˇujemo (mp) lim
n
Xn = X ili Xn
mp−→ X (n→∞).
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Definicija 1.18. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po distribuciji
prema slucˇajnoj varijabli X ako je
lim
n→∞
FXn(x) = FX(x), x ∈ C(FX). (1.8)
FX je funkcija distribucije od X, a C(Fx) je skup svih tocˇaka neprekidnosti od FX .
Napomena 1.1. Kazˇemo da je (g.s.) konvergencija jacˇa od konvergencije po vjerojatnosti,
odnosno da je konvergencija po vjerojatnosti slabija od (g.s.) konvergencije.
1.2 Osnovno o teoriji mjere
Teorija mjere razvila se zbog potreba racˇunanja duljine, povrsˇine, volumena i ostalog, na
slozˇenijim podskupovima od R, odnosno Rd, d ∈ N. U teoriji mjere od izuzetne je vazˇnosti
Borelova σ-algebra B(Rd) generirana familijom otvorenih skupova u Rd. Mjera na skupu R
je poznata kao Borelova mjera, a skupovi koje ona mjeri nazivaju se Borelovi skupovi.
Definicija 1.19. Prosˇireni skup realnih brojeva, u oznaci R, je R = R ∪ {−∞,∞}.
Definicija 1.20. Neka je A σ-algebra na skupu X. Mjera na A je svako preslikavanje
µ : A → R sa sljedec´im svojstvima :
1. µ(A) ≥ 0 za svaki A ∈ A,
2. µ(∅) = 0,
3. za svaki niz (Ai, i ∈ N) disjunktnih skupova iz A vrijedi
µ
( ∞⋃
i=1
Ai
)
=
∞∑
i=1
µ(Ai). (1.9)
Broj µ(A) zovemo mjera skupa A, a uredenu trojku (X,A, µ) prostor mjere.
Definicija 1.21. Neka je dan skup X i njegov partitivni skup 2X . Vanjska mjera je
funkcija µ∗ : 2X → [0,∞] koja ima sljedec´a svojstva :
1. µ∗(∅) = 0,
2. ako su A,B ⊆ X takvi da je A ⊆ B, tada je µ∗(A) ≤ µ∗(B),
3. za svaki niz (Ai, i ∈ N) skupova iz X vrijedi
µ∗
( ∞⋃
i=1
Ai
)
≤
∞∑
i=1
µ∗(Ai). (1.10)
Definicija 1.22. Neka je µ∗ : 2X → [0,∞] vanjska mjera na skupu X. Kazˇemo da je skup
B ⊆ X µ∗-izmjeriv ako je
µ∗(A) = µ∗(A ∩B) + µ∗(A ∩BC), za svaki A ⊆ X. (1.11)
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Definicija 1.23. Neka je (Ω,F , P ) vjerojatnosni prostor i X : Ω → Rn n-dimenzionalan
slucˇajan vektor, odnosno X−1(B) ∈ F za svaki B ∈ Bn. Tada je X = (X1, X2, . . . , Xn), pri
cˇemu su Xk : Ω→ R, k = 1, 2, . . . , n slucˇajne varijable. Za B ∈ Bn stavimo
PX(B) = P (X
−1(B)) = P{X ∈ B}. (1.12)
Relacijom (1.12) definirana je funkcija PX : Bn → [0, 1] i PX je vjerojatnost na Bn. Zaista,
PX(Rn) = P (Ω) = 1, a ako je (Bj, j ∈ N) proizvoljan niz medusobno disjunktnih skupova
iz Bn, tada je (X−1(Bj), j ∈ N) niz medusobno disjunktnih dogadaja (elemenata iz F), pa
vrijedi
PX =
( ∞⋃
j=1
Bj
)
= P
(
X−1
( ∞⋃
j=1
Bj
))
= P
( ∞⋃
j=1
X−1(Bj)
)
=
∞∑
j=1
P (X−1(Bj)) =
∞∑
j=1
P (Bj)
PX zovemo vjerojatnosna mjera inducirana slucˇajnim vektorom X ili zakon raz-
diobe slucˇajnog vektora X. Prema tome, svakome n−dimenzionalnom slucˇajnom vektoru
X na prirodan se nacˇin preko relacije (1.12) pridruzˇuje vjerojatnosni prostor (Rn,Bn, PX)
koji zovemo vjerojatnosni prostor induciran slucˇajnim vektorom X
Neka je S metricˇki prostor s metrikom d i neka je δ = BS, tj. δ je σ−algebra Borelovih
skupova u S. Ako je US familija svih otvorenih skupova u S, tada je δ = σ(US).
Definicija 1.24. Vjerojatnosna mjera ili vjerojatnost na S jest vjerojatnosna mjera
definirana na δ. Za A ⊂ S i x ∈ S stavimo
d(x,A) = inf{d(x, y); y ∈ A}.
d(x,A) zovemo udaljenost tocˇke x od skupa A.
Definicija 1.25. Neka su zadana dva izmjeriva prostora (X ,F) i (Y ,G) kazˇemo da je funk-
cija f : X → Y izmjeriva u paru σ-algebri F i G ako za sve B ∈ G vrijedi da je f−1(B) ∈ F .
Definicija 1.26. Neka je (X ,F) izmjeriv prostor, tada sa M(X ,F) oznacˇimo skup svih
izmjerivih funkcija f : X → R.
Definicija 1.27. Neka je (X;
∑
, µ) prostor mjere, a f : X → [−∞,∞] ∑−izmjeriva funk-
cija.
1. Ako je barem jedan od brojeva
∫
f+dµ i
∫
f−dµ konacˇan, onda se definira broj∫
fdµ :=
∫
f+dµ−
∫
f−dµ
i zovemo ga integral funkcije f s obzirom na mjeru µ. Za funkciju f kazˇemo da
je integrabilna ako je
∫
fdµ konacˇan.
2. Neka je E ∈∑ izmjeriv skup. Ako je definiran integral ∫ XEfdµ, onda broj∫
E
fdµ :=
∫
fXEdµ
zovemo integral funkcije f na skupu E s obzirom na mjeru µ.
Za funkciju f kazˇemo da je integrabilna na skupu E ako je
∫
E
fdµ <∞.
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2 Slabi zakoni velikih brojeva
Teorem 2.1. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli cˇije su varijance konacˇne
i neka je
lim
n→∞
1
n2
n∑
i=1
V arXi = 0. (2.1)
Tada je
(P ) lim
n→∞
1
n
n∑
i=1
(Xi − EXi) = 0. (2.2)
Dokaz.
Stavimo Yn =
1
n
n∑
i=1
(Xi − EXi)(n ∈ N). Treba dokazati da je (P ) lim
n→∞
Yn = 0.
Ocˇigledno je EYn = 0 za sve n, pa zbog nezavisnosti niza (Xn, n ∈ N) dobivamo∫
Ω
Y 2n dP = V ar Yn =
1
n2
n∑
i=1
V ar Xi → 0 za n → ∞.
Iz gore navedenog slijedi Yn
m2−→ 0 (n → ∞), a to zbog Xn m
p−→ X ⇒ Xn P−→ X za 1 6 p < ∞
povlacˇi Yn
P−→ 0 (n → ∞).
Korolar 2.1 ((Cˇebiˇsevljev slabi zakon velikih brojeva), vidi [1]). Neka je (Xn, n ∈ N) niz
nezavisnih slucˇajnih varijabli i neka postoji γ ∈ R, γ > 0 takav da je V ar Xn 6 γ za sve n.
Stavimo Sn =
n∑
i=1
Xi (n ∈ N). Tada vrijedi
(P ) lim
n→∞
Sn − ESn
n
= 0. (2.3)
Korolar 2.2. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli koje imaju isto ocˇekivanje
µ i istu varijancu σ2 <∞. Tada vrijedi
(P ) lim
n→∞
Sn
n
= µ. (2.4)
Korolar 2.3 ((Bernulijev slabi zakon velikih brojeva), vidi [1]). Neka je Zn ∼ B(n, p) (n ∈ N).
Tada je
(P ) lim
n→∞
Zn
n
= p. (2.5)
Dokaz.
Stavimo Yn =
Zn
n
(n ∈ N).
Tada je EYn = p, V ar Yn =
∫
Ω
(Yn − p)2dP = 1
n2
V ar Zn =
p(1− p)
n
.
Odavdje slijedi Yn
m2−→ p (n→∞), sˇto zbog Xn m
p−→ X ⇒ Xn P−→ X za (1 6 p < ∞) povlacˇi
Yn
P−→ p (n → ∞).
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Napomena 2.1. Neka je (Xn, n ∈ N) niz nezavisnih Bernulijevih slucˇajnih varijabli s para-
metrom p. Lagano je dokazati da za svaki n vrijedi
n∑
i=1
Xi ∼ B(n, p). Tvrdnja korolara 2.3
odmah slijedi iz korolara 2.2 primijenjenog na ovaj niz.
Teorem 2.2. Neka je (Yn, n ∈ N) proizvoljan niz slucˇajnih varijabli. Tada Yn P−→ 0 (n→∞)
ako i samo ako za neki r > 0 vrijedi
lim
n→∞
E
( |Yn|r
1 + |Yn|r
)
= 0. (2.6)
Dokaz.
U dokazu ovoga teorema c´emo koristiti cˇinjenicu da za slucˇajnu varijablu X i nenegativnu
Borelovu funkciju g takvu da je E[g(X)] <∞ i (g.s.) sup(g(X)) <∞, za svaki ε > 0 vrijedi
P{|X| > ε} > Eg(X)− g(ε)
(g.s.) sup(g(X))
. (2.7)
Ako u (2.7) uzmemo g(X) =
|x|r
1 + |x|r , dobivamo P{ |Yn| > ε } > E
( |Yn|r
1 + |Yn|r
)
− ε
r
1 + εr
.
S druge strane vrijedi E[g(Yn)] >
∫
{|Yn|>ε}
g(Yn)dP > g(ε)P{|Yn| > ε}.
Prema tome, za proizvoljni ε > 0 vrijedi
E
( |Yn|r
1 + |Yn|r
)
− ε
r
1 + εr
6 P{|Yn| > ε} 6 1 + ε
r
εr
E
( |Yn|r
1 + |Yn|r
)
. (2.8)
Tvrdnja teorema slijedi iz (2.8).
Korolar 2.4. Neka je (Xn, n ∈ N) proizvoljan niz slucˇajnih varijabli i Sn =
n∑
i=1
Xi (n ∈ N).
Tada
Sn − ESn
n
P−→ 0 (n→∞) (2.9)
ako i samo ako
E
[
(Sn − ESn)2
n2 + (Sn − ESn)2
]
→ 0 (n→∞). (2.10)
Teorem 2.3. Ako je g : R→R Borelova funkcija, tada za proizvoljni B ∈ B vrijedi∫
X−1(B)
g(X) dP =
∫
B
g dPx = (L− S)
∫
B
g(X) dFx(x), (2.11)
u smislu da ako jedan od integrala postoji, onda postoji i drugi i vrijednosti su im jednake.
Teorem 2.4. Neka je X nenegativna slucˇajna varijabla na Ω. Tada je funkcija ϕ definirana
na F sa ϕ(A) =
∫
A
X dP,mjera na F .
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Teorem 2.5 ((Hincˇin), vidi [1]). Neka je (Xn, n ∈ N) niz nezavisnih i jednako distribuiranih
slucˇajnih varijabli 1 sa zajednicˇkim konacˇnim ocˇekivanjem µ. Tada je
(P ) lim
n→∞
Sn
n
= µ. (2.12)
Dokaz.
U dokazu c´emo se koristiti metodom rezanja2.
Neka je δ > 0 i n ∈ N, n-fiksan. Za 1 6 k 6 n stavimo
X∗k(ω) =
{
Xk(ω) , za |Xk(ω)| < nδ
0 , inacˇe
odnosno X∗k = XkK{|Xk|<nδ}. Odmah je vidljivo da su X
∗
1 ,. . . ,X
∗
n takoder nezavisne i jednako
distribuirane. Neka je X slucˇajna varijabla koja ima istu distribuciju kao svaka Xn. Tada je
EX = µ. Stavimo E|X| = β < ∞ i En = {ω ∈ Ω; |X(ω)| < nδ}, n ∈ N.
Tada za 1 6 k 6 n vrijedi
µ∗n = EX
n
k =
∫
Ω
X∗k dP =
∫
|Xk|<nδ
Xk dP = (po teoremu 2.3) =
∫
En
X dP = E(XKEn).
Dalje imamo
V arXnk = E(X
∗2
k )−(EX∗k)2 6 E(X∗2k ) = (po teoremu 2.3) =
∫
En
X2 dP 6 nδ
∫
En
|X| dP 6 δβ.
Stavimo S∗n =
n∑
k=1
X∗k . Tada je
ES∗n = nµ
∗
n, V arS
∗
n 6 n2δβ,
odnosno
E
(
S∗n
n
)
= µ∗n, V ar
(
S∗n
n
)
6 δβ.
Iz Cˇebiˇsevljeve nejednakosti 3.6 primijenjene na
(
S∗n
n
)
slijedi
P
{ ∣∣∣∣S∗nn − µ∗n
∣∣∣∣ > ε} 6 δβε2 , za ε > 0. (2.13)
Buduc´i da dogadaji En rastu prema dogadaju cˇija je vjerojatnost 1, iz Lebesgueova teorema
o dominiranoj konvergenciji slijedi da µ∗n → µ za n→∞ (XKEn → X (g.s.) za n→∞). Za
dani ε > 0 postoji n0 = n0(ε) ∈ N takav da je |µ∗n − µ| < ε, za n > n0. Odavdje i iz (2.13)
slijedi da za n > n0 vrijedi
P
{ ∣∣∣∣S∗nn − µ
∣∣∣∣ > 2ε} 6 δβε2 . (2.14)
1Dvije slucˇajne varijable X i Y su jednako distribuirane ako je Px = Py, odnosno ako je Fx = Fy. Ako su
jednako distribuirane, tada za svaku Borelovu funkciju g : R→R koja je integrabilna u odnosu na Px vrijedi
E[g(X)] = E[g(Y )].
2O tome viˇse kod konvergencije redova slucˇajnih varijabli.
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Za 1 6 k 6 n stavimo Yk = Xk −X∗k . Tada zbog jednake distribuiranosti imamo
P{Yk 6= 0} = P{|Xk| > nδ} = P{|X| > nδ} 6 1
nδ
∫
Ecn
|X| dP,
pa dobijemo
P
{ n∑
k=1
Yk 6= 0
}
6
n∑
k=1
P{Yk 6= 0} 6 δ} 6 1
δ
∫
Ecn
|X| dP.
Prema tome, vrijedi
P
{
Sn − S∗n
n
6= 0
}
6 1
δ
∫
Ecn
|X| dP. (2.15)
Iz (2.14) i (2.15) dobivamo
P
{ ∣∣∣∣Snn − µ
∣∣∣∣ > 2ε} 6 δβε2 + 1δ
∫
Ecn
|X| dP n > n0. (2.16)
Buduc´i da Ecn padaju prema dogadaju cˇija je vjerojatnost 0, imamo lim
n→∞
∫
Ecn
|X| dP = 0 po
teoremu 2.4. Prema tome, za dani δ > 0 postoji n1 ∈ N takav da vrijedi∫
Ecn
|X| dP < δ2, za n > n1.
Stavimo sada n2 = max{n0, n1}. Tada za n > n2 vrijedi
P
{ ∣∣∣∣Snn − µ
∣∣∣∣ > 2ε} 6 δβε2 + δ. (2.17)
Tvrdnja teorema slijedi zbog proizvoljnosti δ i ε.
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3 Zakoni nula-jedan
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli, ovdje c´e nas zanimati kolika je vjero-
jatnost da
∞∑
n=1
Xn konvergira. Znamo da funkcija vjerojatnosti prima vrijednosti iz segmenta
[0, 1], pa je prirodno pretpostaviti da vjerojatnost dogadaja na kojem taj red konvergira
mozˇe biti takoder bilo koji realan broj iz [0, 1]. Zapravo, ta vjerojatnost mozˇe biti samo 0
ili 1. Ovdje c´emo govoriti o dogadajima vezanim za niz nezavisnih slucˇajnih varijabli koji
imaju to nula-jedan svojstvo.
Definicija 3.1. Neka je (Xn, n ∈ N) niz slucˇajnih varijabli i neka je Fn = σ(Xn, Xn+1, . . . )
(n ∈ N) σ − algebra inducirana sa Xn, Xn+1, . . . . Za svaki n vrijedi
Fn = σ
( ∞⋃
k=n
σ(Xk)
)
= σ
( ∞⋃
k=n
X−1k (B)
)
, dakle na Fn mozˇemo gledati kao na σ−algebru koja
sadrzˇi dogadaje vezane za Xn, Xn+1, . . . . (Fn, n ∈ N) je padajuc´i niz σ − algebri. Stavimo
F∞ =
∞⋂
n=1
Fn.
F∞ zovemo repna σ−algebra niza (Xn, n ∈ N), a elemente od F∞ zovemo repni dogadaji.
Funkciju f : Ω → R(ili R) koja je izmjeriva u odnosu na F∞, zovemo repna funkcija u
odnosu na niz (Xn).
Napomena 3.1. Repni dogadaj ne zavisi od vrijednosti slucˇajnih varijabli X1, . . . , Xn za
proizvoljni konacˇni n, vec´ je odreden samo “ponasˇanjem beskonacˇno dalekih cˇlanova niza
X1, X2, . . . “. Prema tome, pojavljivanje ili nepojavljivanje repnog dogadaja ne ovisi o pro-
mjeni vrijednosti od konacˇno mnogo Xi-ova. Slicˇno, vrijednost repne funkcije ne ovisi o
promjeni vrijednosti samo konacˇno mnogo Xi-ova.
Teorem 3.1 ((Borelov zakon nula-jedan), vidi [1]). Neka je (An, n ∈ N) niz nezavisnih
dogadaja u vjerojatnosnom prostoru (Ω,F , P ). Tada je
P (lim
n
An) =

0 , ako je
n∑
n=1
P(An) < ∞
1 , ako je
n∑
n=1
P(An) = ∞.
Definicija 3.2. Neka je T 6= ∅ i neka je za svaki t ∈ T , δt ⊂ F i (Ω,F , P ) vjerojatnosni
prostor. Kazˇemo da je familija {δt; t ∈ T} nezavisna ako za svaki konacˇan neprazan
podskup U ⊂ T vrijedi
P
(⋂
t∈U
At
)
=
∏
t∈U
P (At).
Teorem 3.2. Neka je {Ct; t ∈ T} nezavisna familija σ − algebri i neka je {Tγ; γ ∈ Γ}
particija od T. Za svaki γ ∈ Γ neka je Fγ = σ
( ⋃
t∈Tγ
Ct
)
. Tada je familija {Fγ; γ ∈ Γ}
nezavisna.
Teorem 3.3 ((Kolmogorovljev zakon nula-jedan), vidi [1]). Neka je (Xn, n ∈ N) niz neza-
visnih slucˇajnih varijabli. Tada je vjerojatnost svakog repnog dogadaja 0 ili 1, a svaka repna
funkcija je (g.s.) konstantna.
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Dokaz.
Nezavisnost niza (Xn, n ∈ N) znacˇi da je familija σ − algebri {σ(Xn); n ∈ N} neza-
visna. Odavdje, prema teoremu 3.2, slijedi da su za svaki n σ − algebre σ(X1, . . . , Xn) i
Fn+1 = σ(Xn+1, Xn+2, . . . ) nezavisne. Buduc´i da je F∞ ⊂ Fn+1 zakljucˇujemo da su F∞
i σ(X1, . . . , Xn) nezavisne za svaki n. Tada je familija {F∞, σ(X1), σ(X2), . . . } nezavisna,
pa ponovnom primjenom teorema 3.2 dobijemo da su F∞ i σ(X1, X2, . . . ) = F1 nezavisne.
Iz F∞ ⊂ F1 zakljucˇujemo da je F∞ nezavisna sama sa sobom. To znacˇi da za proizvoljan
A ∈ F∞ imamo P (A ∩ A) = P (A) = [P (A)]2, a iz tog slijedi P (A) = 0 ili 1. Neka je sada
f repna funkcija (u odnosu na niz (Xn) odnosno σ − algebru F∞). Tada je za svaki y ∈ R
dogadaj {f ≤ y} repni dogadaj, dakle ima vjerojatnost 0 ili 1. Neka je F funkcija distribucije
od f. Zbog monotonog rasta od F imamo:
F (y) = 0 za neki y = y1 ⇒ F (y) = 0 za sve y < y1,
F (y) = 1 za neki y = y2 ⇒ F (y) = 1 za sve y > y2.
Odavdje slijedi da postoji konstanta c takva da je F (y) = 0 za y < c i F (y) = 1 za y ≥ c.
Tada je f = c (g.s.) pa je c = sup{y ∈ R; P{f ≤ y} = 0}.
Korolar 3.1. Ako je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli, tada vrijedi
1. (Xn, n ∈ N) konvergira (g.s.) prema konacˇnom limesu ili divergira (g.s.)
2.
∞∑
n=1
Xn konvergira (g.s.) prema konacˇnom limesu ili divergira (g.s.)
3.
(
an
n∑
i=1
Xi, n ∈ N
)
konvergira (g.s.) prema konacˇnom limesu ili divergira (g.s.) za
proizvoljan niz (an, n ∈ N) ⊂ R koji konvergira prema 0.
Osim toga, ako niz u 1. ili 3. konvergira (g.s.), tada je limes (g.s.) konstanta.
Teorem 3.4.
1. Ako je p =
1
2
, tada je
P (lim
n
{Sn = 0}) = 1.
2. Ako je p 6= 1
2
, tada je
P (lim
n
{Sn = 0}) = 0.
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3.1 Konvergencija redova slucˇajnih varijabli
Teorem 3.5 ((Kolmogorovljeve nejednakosti), vidi [1]).
1. Neka su X1, . . . , Xn nezavisne slucˇajne varijable s konacˇnim varijancama. Tada za
proizvoljni ε > 0 vrijedi
P{max
1≤j≤n
|Sj − ESj| ≥ ε} ≤ V ar Sn
ε2
.
2. Ako osim toga postoji c ∈ R takav da je P{|Xi| ≤ c} = 1 za i = 1, . . . , n, tada za svaki
ε > 0 vrijedi
P{max
1≤j≤n
|Sj − ESj| ≥ ε} ≥ 1− (ε+ 2c)
2
V ar Sn
.
Teorem 3.6. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli cˇije su varijance konacˇne.
Ako je
∞∑
n=1
V ar Xn <∞, tada red
∞∑
n=1
[Xn − EXn] konvergira (g.s.).
Propozicija 3.1. Ako su An ∈ F , n ∈ N i
∞∑
n=1
P (An) <∞, tada je P (lim
n
An) = 0.
Propozicija 3.2. Neka su (Xn, n ∈ N) i (Yn, n ∈ N) nizovi slucˇajnih varijabli takvi da
vrijedi
∞∑
n=1
P{Xn 6= Yn} <∞. Tada Xn konvergira (g.s.) ako i samo ako Yn konvergira
(g.s.), i to prema istom limesu, a slicˇna tvrdnja vrijedi i za nizove
( 1
n
n∑
k=1
Xk, n ∈ N
)
i
( 1
n
n∑
k=1
Yk, n ∈ N
)
. Takoder, red
∞∑
n=1
Xn konvergira (g.s.) ako i samo ako
∞∑
n=1
Yn
konvergira (g.s.).
Dokaz.
Prema propoziciji 3.1 iz
∞∑
n=1
P{Xn 6= Yn} < ε slijedi P (lim
n
{Xn 6= Yn}) = 0 sˇto povlacˇi
P (lim
n
{Xn = Yn}) = 1. Prema tome, za gotovo sve ω ∈ Ω postoji n0 = n0(ω) takav da je
Xn(ω) = Yn(ω) za sve n > n0. Odavdje direktno slijedi tvrdnja propozicije.
Korolar 3.2. Neka je (Xn, n ∈ N) niz nenegativnih slucˇajnih varijabli. Tada je
E
( ∞∑
n=1
Xn
)
=
∞∑
n=1
EXn
.
Propozicija 3.3. Ocˇekivanje slucˇajne varijable X postoji (tj. konacˇno je) ako i samo ako
je
∞∑
n=1
P{|X| > n} <∞.
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Dokaz.
EX je konacˇno ako i samo ako je E(|X|) < ∞. Zbog korolara 3.2 imamo
E(|X|) =
∫
Ω
( ∞∑
n=1
|X|K{n−16|X|<n}
)
dP =
∞∑
n=1
∫
{n−16|X|<n}
|X| dP.
Odavdje slijedi
E(|X|) =
∞∑
n=1
nP{n− 1 6 |X| < n} =
∞∑
n=1
n[P{|X| > n− 1} − P{|X| > n}] = 1 +
∞∑
n=1
P{|X| > n},
E(|X|) >
∞∑
n=1
(n− 1)P{n− 1 6 |X| < n} =
∞∑
n=1
P{|X| > n}.
Tvrdnja propozicije slijedi iz navedenih nejednakosti.
Teorem 3.7. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli i pretpostavimo da za
neki c ≥ 0 vrijedi P{|Xn| ≤ c} = 1 za sve n. Ako red
∞∑
n=1
Xn konvergira (g.s.), tada redovi
∞∑
n=1
EXn i
∞∑
n=1
V ar Xn konvergiraju.
U dokazivanju teorema tipa zakona velikih brojeva cˇesto se koristimo metodom rezanja
i metodom simetrizacije koje pripadaju Kolmogorovu. Neka je X slucˇajna varijabla i
c > 0. Tada mozˇemo X rezati u c i dobiti novu slucˇajnu varijablu Xc = XK{|X|<c}, tj.
Xc(ω) =
{
X(ω) , ako je |X(ω)| < c
0 , inacˇe
, ω ∈ Ω.
Teorem 3.8 ((Teorem o dva reda), vidi [1]). Neka je (Xn, n ∈ N) niz nezavisnih (g.s.)
uniformno ogranicˇenih slucˇajnih varijabli. Red
∞∑
n=1
Xn konvergira (g.s.) ako i samo ako
redovi
∞∑
n=1
EXn i
∞∑
n=1
V ar Xn konvergiraju.
Teorem 3.9 ((Kolmogorovljev teorem o tri reda), vidi [1]). Neka je (Xn, n ∈ N) niz neza-
visnih slucˇajnih varijabli. Ako red
∞∑
n=1
Xn konvergira (g.s.), tada redovi
1.
∞∑
n=1
P{|Xn| ≥ c}
2.
∞∑
n=1
E[XnK{|Xn|<c}]
3.
∞∑
n=1
V ar[XnK{|Xn|<c}]
konvergira za svaki c > 0. Obratno, ako postoji c > 0 takav da redovi 1., 2., i 3. konvergiraju,
tada red
∞∑
n=1
Xn konvergira (g.s.).
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Dokaz.
Pretpostavimo prvo da postoji c > 0 takav da redovi 1., 2., i 3. konvergiraju i neka je
X∗n = (Xn)c = XnK{|Xn|<c} (n ∈ N). Iz teorema 3.8 slijedi da red
∞∑
n=1
X∗n konvergira (g.s.).
Zbog
∞∑
n=1
P{Xn 6= X∗n} =
∞∑
n=1
P{|Xn| ≥ c} <∞ i propozicije 3.2 zakljucˇujemo da
∞∑
n=1
Xn
konvergira (g.s.).
Obratno, pretpostavimo da
∞∑
n=1
Xn konvergira (g.s.), dakle niz (Xn, n ∈ N) konvergira
(g.s.) prema nuli. Tada slijedi da je P (lim
n
{|Xn| ≥ c}) = 0 za svaki c > 0, pa iz teorema 3.1
slijedi
∞∑
n=1
P{|Xn| ≥ c} <∞. Buduc´i da red
∞∑
n=1
X∗n konvergira (g.s.) i vrijedi |X∗n| ≤ c za
sve n, konvergencija redova 2. i 3. slijedi iz teorema 3.7.
Korolar 3.3. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli i neka je EXn = 0 za
sve n. Ako je
∞∑
n=1
E
[
X2n
1 + |Xn|
]
<∞
tada red
∞∑
n=1
Xn konvergira (g.s.).
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4 Jaki zakoni velikih brojeva
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli. Iz korolara 3.1 slijedi da niz(
1
n
n∑
k=1
Xk, n ∈ N
)
konvergira (g.s.) ili divergira (g.s.). Stavimo Sn = X1 + . . .+Xn
(n ∈ N). Promatrat c´emo uz koje uvjete niz
(
Sn
n
, n ∈ N
)
ili niz
(
Sn − an
n
, n ∈ N
)
gdje
je (an, n ∈ N) niz u R konvergira (g.s.).
Lema 4.1. Neka je A = [anj] (n, j ∈ N) beskonacˇna realna matrica. Pretpostavimo da je
lim
n→∞
anj = 0 za svaki fiksan j i da postoji c ∈ R, c > 0 takav da je
∞∑
j=1
|anj| > c za sve n ∈ N.
Ako je (xn, n ∈ N) ogranicˇen niz u R, definirajmo
yn =
∞∑
j=1
anjxj, n ∈ N.
Tada vrijedi
1. Ako je lim
n→∞
xn = 0, tada je lim
n→∞
yn = 0.
2. Ako je lim
n→∞
∞∑
j=1
anj = 1 i ako je lim
n→∞
xn = x (x ∈ R), tada je lim
n→∞
yn = x.
Dokaz.
1. Vrijedi
|yn| 6
k0∑
j=1
|anj||xj|+
∞∑
j=k0+1
|anj||xj| (4.1)
Za dani ε > 0 izaberimo k0 tako da je |xj| 6 ε
c
za j > k0. Tada je drugi cˇlan desne
strane u (4.1) manji ili jednak od ε. Prvi cˇlan desne strane u (4.1) tezˇi prema nuli za
n→ ∞ i to za svaki fiksan k0. Prema tome, yn → 0 za n→∞.
2. Zbog 1. svojstva imamo
∞∑
j=1
anjxj =
∞∑
j=1
anj(xj − x) +
( ∞∑
j=1
anj
)
x→ x za n→∞.
Lema 4.2 ((Teoplitz), vidi [1]). Neka je (an, n ∈ N) niz nenegativnih realnih brojeva i neka
je bn =
n∑
j=1
aj(n ∈ N); pretpostavimo da je bn > 0 za sve n i lim
n→∞
bn =∞. Ako je (xn, n ∈ N)
niz realnih brojeva koji konvergira prema x ∈ R, tada je
lim
n→∞
1
bn
n∑
j=1
ajxj = x. (4.2)
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Dokaz.
Formirajmo beskonacˇnu matricu A cˇiji je n-ti redak jednak(
a1
bn
,
a2
bn
, . . . ,
an
bn
, 0, 0, . . .
)
,
dakle anj =
aj
bn
za j 6 n i anj = 0 za j > n. Tvrdnja slijedi iz leme 4.1.
Lema 4.3 ((Kronecker), vidi [1]). Neka je (bn, n ∈ N) rastuc´i niz pozitivnih realnih brojeva,
neka je lim
n→∞
bn =∞ i neka je (xn, n ∈ N) niz u R takav da je
∞∑
n=1
xn = x (x ∈ R). Tada je
lim
n→∞
1
bn
n∑
j=1
bjxj = 0. (4.3)
Dokaz.
Stavimo s0 = 0, sn =
n∑
j=1
xj (n ∈ N). Tada vrijedi
n∑
j=1
bjxj =
n∑
j=1
bj(sj − sj−1) = bnsn − b0s0 −
n∑
j=1
sj−1(bj − bj−1)
(Uzmimo b0 = 0). Tada slijedi
1
bn
n∑
j=1
bjxj = sn − 1
bn
n∑
j=1
ajsj−1,
gdje je aj = bj - bj−1 6 0. Zbog sn → x za n → ∞ i leme 4.2 dobivamo
1
bn
n∑
j=1
bjxj → 0 za n→∞.
Teorem 4.1 ((Kolmogorovljev dovoljan uvjet za jaki zakon velikih brojeva), vidi [1]).
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli cˇije su varijance konacˇne i neka je
(bn, n ∈ N) rastuc´i niz pozitivnih realnih brojeva takav da je lim
n→∞
bn = ∞. Ako je
∞∑
n=1
V ar Xn
b2n
<∞, (4.4)
tada je
(g.s.) lim
n→∞
Sn − ESn
bn
= 0 (4.5)
(Sn = X1 + · · ·+Xn za sve n).
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Dokaz.
Prema pretpostavci teorema imamo
∞∑
n=1
V ar
[
Xn − EXn
bn
]
=
∞∑
n=1
V arXn
b2n
<∞,
pa iz teorema 3.6 slijedi da red
∞∑
n=1
Xn − EXn
bn
konvergira (g.s.). Tada iz leme 4.3 dobivamo
Sn − ESn
bn
=
1
bn
n∑
j=1
bj
[
Xj − EXj
bj
]
→ 0 (g.s.), za n→∞.
Napomena 4.1. U primjenama teorema 4.1 najcˇesˇc´e je bn = n za sve n ∈ N.
Teorem 4.2 ((Borelov jaki zakon velikih brojeva), vidi [1]). Neka je Zn ∼ B(n, p) (n ∈ N).
Tada je
(g.s.) lim
n→∞
Zn
n
= p. (4.6)
Dokaz.
Iz napomene 2.1 slijedi da za svaki n ∈ N vrijedi Zn = X1 + . . .+Xn, pri cˇemu je (Xn, n ∈ N)
niz nezavisnih Bernulijevih slucˇajnih varijabli, tj.
Xn =
(
0 1
1− p p
)
, n ∈ N
Imamo ∞∑
n=1
V ar Xn
n2
= p(1− p)
∞∑
n=1
1
n2
<∞,
pa iz teorema 4.1 slijedi (g.s.) lim
n
Zn − np
n
= 0, a tada (g.s.) lim
n
Zn
n
= p.
Teorem 4.3 ((Kolmogorov), vidi [1]). Neka je (Xn, n ∈ N) niz nezavisnih jednako distri-
buiranih slucˇajnih varijabli. Tada niz
(
1
n
n∑
j=1
Xj, n ∈ N
)
konvergira (g.s.) ako i samo ako
EX1 postoji i u tom slucˇaju je
(g.s.) lim
n→∞
1
n
n∑
j=1
Xj = EX1. (4.7)
Dokaz.
Pretpostavimo da
(
1
n
n∑
j=1
Xj, n ∈ N
)
konvergira (g.s.). Tada iz
Xn
n
=
1
n
n∑
j=1
Xj − n− 1
n
(
1
n− 1
n−1∑
j=1
Xj
)
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slijedi
Xn
n
→ 0 (g.s.) za n→∞. Prema tome je
P
(
lim
n
{ ∣∣∣∣Xnn
∣∣∣∣ > 1}) = 0,
a to je ekvivalentno sa P
(
lim
n
{ ∣∣∣∣Xnn
∣∣∣∣ > n}) = 0. Buduc´i da su dogadaji { ∣∣∣∣Xnn
∣∣∣∣ > n},
n = 1, 2, . . . nezavisni, iz teorema 3.1 slijedi
∞∑
n=1
P{|Xn| > n} <∞. No, zbog jednake distri-
buiranosti je P{|Xn|> n}= P{|X1|> n} za sve n, pa zakljucˇujemo da je
∞∑
n=1
P{|X1| > n} <∞.
Iz propozicije 3.3 slijedi da postoji EX1 (tj. konacˇno je).
Obratno, pretpostavimo da EX1 postoji. Koristit c´emo se metodom rezanja. Stavimo
X∗n = XnK{|Xn|<n} (n ∈ N). Tada imamo P{Xn 6= X∗n} = P{|Xn| > n} = P{|X1| > n}, pa
iz propozicije 3.3 slijedi
∞∑
n=1
P{Xn 6= X∗n} <∞. Prema propoziciji 3.2 obrat c´e biti dokazan
ako dokazˇemo
(g.s.) lim
n→∞
1
n
n∑
j=1
X∗j = EX1. (4.8)
Iz teorema o dominiranoj konvergenciji slijedi EX∗j = E[X1K{|X1|<j}]→ EX1 za j →∞, pa
je za dokazivanje obrata dovoljno dokazati
(g.s.) lim
n→∞
1
n
n∑
j=1
(X∗j − EX∗j ) = 0, po lemi 4.1. (4.9)
Buduc´i da je V arX∗j 6 E[(X∗j )2] za sve j, iz teorema 4.1 slijedi da je za dokazivanje relacije
(4.9) dovoljno dokazati da vrijedi
∞∑
n=1
1
n2
E[(X∗j )
2] <∞. Iz definicije X∗n i korolara 3.2 slijedi
∞∑
n=1
1
n2
E[(X∗n)
2] =
∫
Ω
[
X21
∞∑
n=1
1
n2
K{|X1|<n}
]
dP.
Za m ∈ N vrijedi∫
Ω
[
X21
∞∑
n=1
1
n2
K{|X1|<n}
]
K{m−16|X1|<m}dP =
∫
Ω
[
X21
∞∑
n=m
1
n2
K{m−16|X1|<m}
]
dP 6
6
(
zbog
∞∑
n=m
1
n2
6 1
m2
+
∞∫
m
1
x2
dx
)
6 m2
(
1
m2
+
∞∫
m
1
x2
dx
)
P{m− 1 6 |X1| < m} 6
6 2m P{m− 1 6 |X1| < m}.
Iz ove nejednakosti sumiranjem po m dobijemo
∞∑
n=1
1
n2
E[(X∗n)
2] 6 2
∞∑
m=1
m P{m− 1 6 |X1| < m} <∞
Po dokazu propozicije 3.3 slijedi tvrdnja teorema.
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Teorem 4.4 ((K.L.Chung), vidi [1]). Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli
i neka je EXn = 0 za sve n. Neka su dalje ϕn : R+ → R+ (n ∈ N) takve da su za sve n
ϕn(t)
t
i
t2
ϕn(t)
neopadajuc´e funkcije i neka je (cn, n ∈ N) niz u R (cn 6= 0 za sve n). Ako je
∞∑
n=1
E[ϕn(|Xn|)]
ϕn(|cn|) <∞, (4.10)
tada red ∞∑
n=1
Xn
cn
konvergira (g.s). (4.11)
Dokaz.
Primjenimo metodu rezanja, tj. za (n ∈ N) stavimo
Yn = XnK{|xn|<|cn|}.
Koristec´i se teoremom 2.3 dobiti c´emo (jer su ϕn ocˇigledno neopadajuc´e, dakle i Borelove
funkcije)
∞∑
n=1
E
(
Y 2n
c2n
)
=
∞∑
n=1
∫
|x|<|cn|
x2
c2n
dFXn(x) 6
(
na skupu {x; |x| < |cn|} je x
2
c2n
6 ϕn(|x|)
ϕn(|cn|)
)
6
∞∑
n=1
∫
|x|<|cn|
ϕn(|x|)
ϕn(|cn|)dFXn(x) 6
∞∑
n=1
E[ϕn(|Xn|)]
ϕn(|cn|) <∞.
Zbog EXn = 0 imamo
∞∑
n=1
|EYn|
|cn| =
∞∑
n=1
1
|cn|
∣∣∣∣∣∣∣
∫
|x|>|cn|
x dFXn
∣∣∣∣∣∣∣ 6
(
na skupu {x; |x| > |cn|} je ϕn(|x|)|x| >
ϕn(|cn|)
|cn|
)
6
6
∞∑
n=1
∫
|x|>|cn|
ϕn(|x|)
ϕn(|cn|)dFXn(x) 6
∞∑
n=1
E[ϕn(|Xn|)]
ϕn(|cn|) <∞.
Dalje je
∞∑
n=1
P
{∣∣∣∣Xncn
∣∣∣∣ ≥ 1} = ∞∑
n=1
P{Xn 6= Yn} =
∞∑
n=1
∫
|x|>|cn|
dFXn(x) ≤
≤ (na skupu {x; |x| ≥ |cn|} je ϕn(|x|) ≥ ϕn(|cn|)) ≤
≤
∞∑
n=1
∫
|x|>|cn|
ϕn(|x|)
ϕn(|cn|)dFXn(x) ≤
∞∑
n=1
E[ϕn(|Xn|)]
ϕ(|cn|) <∞.
Iz teorema 3.9 slijedi da red
∞∑
n=1
Xn
cn
konvergira (g.s.).
19
Napomena 4.2. Ako u teoremu 4.4 umjesto Xn uzmemo Xn − EXn, ϕn(t) = t2 i cn = n
za sve n, tada dobijemo
∞∑
n=1
E[ϕn(Xn − EXn)]
ϕn(cn)
=
∞∑
n=1
V ar Xn
n2
,
tada je (4.10) generalizacija od (4.4).
Neka je X1, . . . , Xn slucˇajan uzorak (duljine n) iz funkcije distribucije F, onda su X1, . . . , Xn
nezavisne, jednako distribuirane slucˇajne varijable sa zajednicˇkom distribucijom F. Slucˇajan
uzorak odgovara nizu od n nezavisnih mjerenja (promatranja) slucˇajne varijable X koja ima
funkciju distribucije F.
Definicija 4.1. Neka je X1, . . . , Xn slucˇajan uzorak duljine n iz funkcije distribucije F.
Definiramo funkciju Fn na R sa
Fˆn(x) =
broj Xi − ova koji su ≤ x
n
, x ∈ R. (4.12)
Fˆn zovemo empirijska funkcija distribucije od F bazirana na uzorku X1, . . . , Xn. Fˆn(x)
je slucˇajna varijabla i vrijedi
K{xk6n} =
(
0 1
1− F (x) F (x)
)
i buduc´i da su X1, . . . , Xn, nezavisne, imamo
nFˆn(x) ∼ B(n, F (x)), x ∈ R.
Iz Borelova jakog zakona velikih brojeva slijedi da za svaki x ∈ R vrijedi
(g.s.) lim
n→∞
Fˆn(x) = F (x).
Postavlja se pitanje da li je konvergencija u (11) uniformna po x (g.s.). Potvrdan odgovor
na to pitanje daje sljedec´i, tzv. fundamentalni teorem statistike.
Teorem 4.5 ((Glivenko-Cantelli), vidi [1]). Neka je (Xn, n ∈ N) niz nezavisnih, jednako dis-
tribuiranih slucˇajnih varijabli sa zajednicˇkom funkcijom distribucije F i neka je Fˆn empirijska
funkcija distribucije bazirana na uzorku X1, . . . , Xn (n ∈ N). Tada vrijedi
P{ lim
n→∞
[sup
x∈R
|Fˆn(x)− F (x)|] = 0} = 1. (4.13)
Dokaz.
Neka je Q skup svih racionalnih brojeva. Buduc´i da je Q gust na R, imamo
sup
r∈Q
|Fˆn(r)− F (r)| = sup
x∈R
|Fˆn(x)− F (x)|,
pa zbog prebrojivosti skupa Q zakljucˇujemo da je sup
x∈R
|Fˆn(x)− F (x)| slucˇajna varijabla.
Neka je k ∈ N, k ≥ 2; tada za i = 1, 2, . . . , k − 1, stavimo
xk,i = min
{
x ∈ R; i
k
≤ F (x)
}
,
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xk,0 = −∞, xk,k = +∞.
U daljnjem trebamo promatrati samo one intervale [xk,i, xk,i+1〉 koji su neprazni. Ako je
sada x ∈ [xk,i, xk,i+1〉 tada vrijedi
Fˆn(x)− F (x) ≤ Fˆn(xk, i+1 − 0)− F (xk,i) =
= [Fˆn(xk, i+1 − 0)− F (xk, i+1 − 0)] + [F (xk,i+1 − 0)− F (xk,i)] ≤
≤ Fˆn(xk, i+1 − 0)− F (xk, i+1 − 0) + 1
k
.
Za x ∈ [xx,i, xk,i+1〉 takoder imamo
Fˆn(x)− F (x) ≥ Fˆn(xk, i)− F (xk,i+1 − 0) =
= [Fˆn(xk, i)− F (xk, i)] + [F (xk,i+1 − 0)− F (xk,i)] ≥
≥ Fˆn(xk, i)− F (xk, i)− 1
k
.
Primijetimo da ove upravo dokazane dvije nejednakosti vrijede za svaki ω ∈ Ω. Iz gornjih
nejednakosti slijedi da za svaki x ∈ R vrijedi
|Fˆn(x)− F (x)| ≤ max
1≤i,j≤k−1
{|Fˆn(xk,i)− F (xk,i)|}, |Fˆn(xk,j − 0)− F (xk,j − 0)|+ 1
k
. (4.14)
Nejednakost u (4.14) vrijedi ako na objema stranama uzmemo supremum po svim x. Ako
sada uzmemo lim sup
n→∞
na obje strane, tada zbog Fˆn(x)→ F (x) (g.s.) za n→∞ i
Fˆn(x − 0) → F (x − 0) (g.s.) za n → ∞(x proizvoljan). Druga tvrdnja slijedi primjenom
teorema 4.1 na niz nezavisnih slucˇajnih varijabli (K{xn<x}, n ∈ N) dobijemo
lim sup
n→∞
[sup
x∈R
|Fˆn(x)− F (x)|] ≤ 1
k
(g.s.). (4.15)
Tvrdnja teorema (4.13) slijedi zbog proizvoljnosti i prebrojivosti od k.
Teorem 4.6. Neka je (Xn, n ∈ N) niz nezavisnih jednako distribuiranih slucˇajnih varijabli
sa zajednicˇkim ocˇekivanjem m i konacˇnim cˇetvrtim momentom. Neka je A = [anj] (n, j ∈ N)
beskonacˇna realna matrica takva da je anj = 0 za j > n i da vrijedi
lim
n→∞
n∑
j=1
anj = 1 (4.16)
i ∞∑
n=1
( n∑
j=1
anj
4 +
n∑
j,k=1; j 6=k
anj
2ank
2
)
<∞, (4.17)
tada imamo
(g.s.) lim
n→∞
n∑
j=1
anjXj = m. (4.18)
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Neka je (Xn, n ∈ N) niz nezavisnih jednako distribuiranih slucˇajnih varijabli cˇije su apsolutne
vrijednosti (g.s.) uniformno ogranicˇene i neka je EXn = m za sve n. Ako je A = [anj]
(anj ∈ R, n, j ∈ N) takva matrica da vrijedi
lim
n→∞
∞∑
j=1
anj = 1,
∞∑
j=1
|anj| ≤M (n ∈ N) (4.19)
i ∞∑
n=1
( ∞∑
j=1
anj
4 +
∞∑
j,k=1; j 6=k
anj
2ank
2
)
<∞, (4.20)
tada imamo
(g.s.) lim
n→∞
∞∑
j=1
anjXj = m. (4.21)
Teorem 4.7. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli takav da je
∞∑
n=1
V ar Xn <∞.
Ako je A = [anj] (anj ∈ R, n, j ∈ N) takva matrica da je
lim
n→∞
= 0 za sve j, (4.22)
i ∞∑
j=1
|anj − an,j+1| ≤M, za sve n, (4.23)
tada vrijedi
(g.s.) lim
n→∞
∞∑
j=1
anj(Xj − EXj) = 0. (4.24)
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5 Zakon ponovljenog logaritma
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli i neka je Sn =
n∑
k=1
Xk (n ∈ N). Ispi-
tivat c´emo brzinu konvergencije niza (Sn, n ∈ N). Uocˇimo da je lim sup
n→∞
Sn√
2n ln ln n
repna
funkcija, pa iz Kolmogorovljevog zakona nula-jedan slijedi
lim sup
n→∞
Sn√
2n ln ln n
= c (g.s.) gdje je c konstanta.
Tvrdnja zakona ponovljenog logaritma je da je c = 1, navesti c´emo osnovne teoreme potrebne
za dokaz.
Napomena 5.1. Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli koje su (g.s.)
ogranicˇene. Pretpostavimo da je EXk = 0 za svaki k i stavimo
Sn =
n∑
k=1
Xk i s
2
n = V ar Sn =
n∑
k=1
E(X2k) (n ∈ N).
U daljnjim razmatranjima koristiti c´emo sljedec´u elementarnu nejednakost
et(1−t) ≤ 1 + t ≤ et, za t ≥ 0. (5.1)
Desna nejednakost u (5.1) slijedi iz razvoja et u red potencija. Lijeva nejednakost je ocˇigledna
za t ≥ 1, a za 0 ≤ t < 1 ona slijedi iz
ln(1 + t) = t− t
2
2
+
t3
3
− t
4
4
+ · · · ≥ t− t
2
2
≥ t− t2.
Teorem 5.1 ((Kolmogorov), vidi [1]). Neka su X1, . . . , Xn nezavisne slucˇajne varijable i
pretpostavimo da je EXk = 0 i
∣∣∣∣Xksn
∣∣∣∣ ≤ c (g.s.) za k = 1, . . . , n, gdje je c > 0 konstanta
(pretpostavljamo da je sn > 0). Neka je ε > 0.
1. Ako je εc ≤ 1, tada vrijedi
P
{
Sn
sn
> ε
}
< exp
[
− ε
2
2
(
1− εc
2
)]
. (5.2)
2. Ako je εc > 1, tada vrijedi
P
{
Sn
sn
> ε
}
< exp
[
− ε
4c
]
. (5.3)
Dokaz.
Neka je X proizvoljna slucˇajna varijabla takva da je EX = 0 i |X| ≤ c (g.s.) i stavimo
σ2 = V arX = E(X2). Neka je σ2 > 0. Imamo E(|X|m) ≤ cm za sve m, a za r ≥ 2 vrijedi
|E(Xr)| ≤ cr−2E(X2) = cr−2σ2.
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Koriˇstenjem teorema o dominiranoj konvergenciji za 0 < tc ≤ 1 dobijemo
E[etX ] = 1 +
∞∑
r=2
trE(Xr)
r!
≤ 1 +
∞∑
r=2
trcr−2σ2
r!
= 1 +
t2σ2
2
(
1 +
tc
3
+
t2c2
3 · 4 + . . .
)
=
= 1 +
t2σ2
2
[
1 +
tc
3
(
1 +
tc
4
+
t2c2
4 · 5 + . . .
)]
< 1 +
t2σ2
2
[
1 +
tc
3
∞∑
j=0
1
4j
]
< 1 +
t2σ2
2
(
1 +
tc
2
)
.
Odavdje zbog nejednakosti u (5.1) slijedi
E[etX ] < exp
[
t2σ2
2
(
1 +
tc
2
)]
za 0 < tc ≤ 1. (5.4)
Buduc´i da je E(Xr) ≥ −cr−2σ2 za r ≥ 2, imamo
E[etX ] ≥ 1 + t
2σ2
2
(
1− tc
3
− t
2c2
3 · 4 − . . .
)
.
Odavdje, slicˇno kao gore za 0 < tc ≤ 1, dobijemo
E[etX ] > 1 +
t2σ2
2
(
1− tc
2
)
,
sˇto zajedno s lijevom nejednakosti u (5.1) daje
E[etX ] > exp
[
t2σ2
2
(
1− tc
2
)(
1− t
2σ2
2
(
1− tc
2
))]
. (5.5)
Zbog 0 < σ2 ≤ c2 vrijedi(
1− tc
2
)[
1− t
2σ2
2
(
1− tc
2
)]
> 1− tc
2
− t
2σ2
2
≥ 1− tc,
pa iz (5.5) slijedi
E[etX ] > exp
[
t2σ2
2
(1− tc)
]
, za 0 < tc ≤ 1. (5.6)
Zbog nezavisnosti od X1, . . . , Xn imamo
E
[
exp
(
tSn
sn
)]
=
n∏
k=1
E
[
exp
(
tXk
sn
)]
.
Odavdje i iz (5.4) za X =
Xk
sn
, za 0 < tc ≤ 1 dobijemo
E
[
exp
(
tSn
sn
)]
< exp
[
t2
2s2n
(
1 +
tc
2
) n∑
k=1
V arXk
]
= exp
[
t2
2
(
1 +
tc
2
)]
.
Kombinirajuc´i to sa slicˇnom relacijom izvedenom iz (5.6) dobivamo
exp
[
t2
2
(1− tc)
]
< E
[
exp
(
tSn
sn
)]
< exp
[
t2
2
(
1 +
tc
2
)]
za 0 < tc ≤ 1. (5.7)
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Lagano je dokazati da vrijedi
E
[
exp
(
tSn
sn
)]
≥
∫
{Snsn >ε}
exp
(
tSn
sn
)
dP ≥ etεP
{
Sn
sn
> ε
}
, (5.8)
a odavdje i iz dane nejednakosti u (5.7), uz t = ε, ako je εc ≤ 1 slijedi
P
{
Sn
sn
> ε
}
≤ etεE
[
exp
(
tSn
sn
)]
< exp
[
− ε2 + ε
2
2
+
ε2c
4
]
= exp
[
− ε
2
2
(
1− εc
2
)]
,
dakle vrijedi (5.2). Ako je εc > 1 tada iz (5.8) i desne nejednakosti u (5.7), uz t =
1
c
(tc ≤ 1),
dobijemo
P
{
Sn
sn
> ε
}
≤ etεE
[
exp
(
tSn
sn
)]
< exp
[
− ε
c
+
1
2c2
+
1
4c2
]
.
Buduc´i da je
−ε
c
+
3
4c2
< −ε
c
+
3ε
4c
= − ε
4c
,
zakljucˇujemo
P
{
Sn
sn
> ε
}
< exp
[
− ε
4c
]
,
dakle vrijedi (5.3)
Napomena 5.2. Primijetimo da u dokazu teorema 5.1 nije trebala lijeva nejednakost u
(5.7), no ona c´e nam trebati u dokazu sljedec´eg teorema.
Teorem 5.2 ((Kolmogorov), vidi [1]). Neka su ispunjeni uvjeti teorema 5.1 i neka je γ > 0
proizvoljan. Ako je c = c(γ) dovoljno malo i ako je ε = ε(γ) dovoljno velik, tada vrijedi
P
{
Sn
sn
> ε
}
< exp
[
− ε
2(1 + γ)
2
]
. (5.9)
Dokaz.
Dokaz teorema pogledajte u [1].
Teorem 5.3 ((Levyjeve nejednakosti), vidi [1]). Neka su X1, . . . , Xn nezavisne slucˇajne
varijable i neka je Sk = X1 + . . .+Xk (k = 1, . . . , n). Tada za proizvoljni ε > 0 i proizvoljan
medijan µsk−sn od Sk − Sn vrijedi
P{max
1≤k≤n
(Sk − µsk−sn) ≥ ε} ≤ 2P{Sn ≥ ε} (5.10)
i
P{max
1≤k≤n
|Sk − µsk−sn| ≥ ε} ≤ 2P{|Sn| ≥ ε}. (5.11)
Korolar 5.1. Neka su X1, . . . , Xn nezavisne slucˇajne varijable s konacˇnim drugim momen-
tima. Ako je EXk = 0 za k = 1, . . . , n, tada za proizvoljni ε > 0 vrijedi
P{max
1≤k≤n
Sk ≥ ε} ≤ 2P{Sn ≥ ε− [2V arSn] 12}. (5.12)
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Lema 5.1. Neka je (bn, n ∈ N) neopadajuc´i niz pozitivnih realnih brojeva takav da bn →∞
i
bn+1
bn
→ 1 za n→∞. Za svaki c > 1 postoji rastuc´i (od nekog cˇlana) niz prirodnih brojeva
(nk, k ∈ N) takav da je bnk ∼ ck
(
tj.
bnk
ck
→ 1 za k →∞
)
.
Lema 5.2. Neka je 0 < bn (n ∈ N) i neka je bn →∞ za n→∞. Ako je bn
bn−1
∼ c ≥ 1, tada
ln bn
ln bn−1
→ 1 za n→∞.
Teorem 5.4 ((Zakon ponovljenog logaritma, Kolmogorov), vidi [1]). Neka je (Xn, n ∈ N)
niz nezavisnih slucˇajnih varijabli i neka je EXn = 0 i E(X
2
n) <∞ za sve n ∈ N. Za svaki n
neka je cn > 0 takav da vrijedi P{|Xn| ≤ cn} = 1 i stavimo
Sn = X1 + . . .+Xn, sn =
√
V ar Sn, tn =
√
2ln ln s2n.
Ako je lim
n→∞
s2n =∞ i lim
n→∞
cntn
sn
= 0, tada vrijedi
P
{
lim sup
n→∞
Sn√
2s2nln ln s
2
n
= 1
}
= 1. (5.13)
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