In this paper we present a graph clustering software, which we have developed based on a clustering algorithm we published previously. The algorithm tends to isolate densely connected regions of a graph as clusters. Users have freedom to choose two input parameters within reasonable range and thus to affect the outcome of the clustering up to certain extent. Though this software can be used for graph clustering in general but it mainly focuses on detection of protein complexes in interaction networks. The proposed software makes it possible to detect and visualize clusters of proteins in interaction networks which mostly represent molecular biological functional units. We believe that the present software can be applied not only to other biological networks but also to networks in many other applications where finding cohesive group is an agenda.
Large-scale experiments are producing huge data sets of protein-protein interactions making it increasingly difficult to visualize and analyze the information contained in these data [2] . Being able to apply computational methods can alleviate a lot of problems in this regard. Therefore, a general trend is to represent the interactions as a network/graph and to apply suitable graph algorithms to extract necessary information. In the post-genomic era, one of the most important issues is to find protein complexes from the protein-protein interaction (PPI) networks. Protein complexes can help us to predict the functions of proteins [3] , and they are also useful to understand and explain certain biological processes. The results obtained from different technologies for detection of high-throughput protein-protein interactions such as yeast two hybrid assay (Y2H) and mass spectrometry of purified complexes, say tandem affinity purification (TAP) [5] and high-throughput mass-spectrometric protein complex identification (HMS-PCI) [5] show some variations. For example, the common PPI between the two different mass-spectrometry approaches stands at 1,728 pairs, which correspond to 27.5% of PPI detected by TAP and 19.2% of PPI detected by HMS-PCI. These variations imply that many of the experimentally determined interactions might be false positives or the experiments are not complete yet. Hence, generation of protein complexes based on interaction networks of separate or combined data sets is helpful because the interactions that are involved in complexes are likely to be true. The algorithm of [1] appears to be effective in detecting useful complexes in PPI networks. Now a software tool based on the algorithm that can easily extract and visualize complexes by taking raw protein-protein interaction data as input would be helpful for the researcher to conduct research on proteomics. With this motivation in mind we developed DPClus which is equipped with convenient to handle Graphical User Interface (GUI). DPClus is downloaded from the web site (http://kanaya.aist-nara.ac.jp/DPClus/).
2.The Algorithm of DPClus
The algorithm we consider in this work, detects densely connected regions of a graph that are separated by sparse regions. In this algorithm it is considered that clusters are local phenomena in a network (if we imagine the presence of non-overlapping clusters) and it has been pointed out that periphery is a property of a cluster. Also density is an overall measure of cohesiveness of the nodes of a cluster. The proposed algorithm uses the concepts of density and periphery tracking.
Terminology
In this work, a network is considered as an undirected simple graph G = (N, E) that consists of a finite set of nodes N and a finite set of edges E. Before details of the algorithm, we define some terminologies used in this paper. Definition 1. Density of any cluster k is the ratio of the number of edges present in the cluster ( | ) and the maximum possible number of edges in the cluster ( ) and is represented by (1) .
Here, | is the size of the cluster, i. e. the number of nodes in the cluster. The density of a cluster is a real number ranging from 0 to 1.
The cluster property of any node n with respect to any cluster k of density and size
Here, is the total number of edges between the node n and each of the nodes of cluster k.
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In Fig. 1 (a), the cluster property of node f with respect to cluster {a, b, c, d, e} is while in Fig. 1 (b) the cluster property of node f with respect to cluster {a, b, c, d, e} is . A higher value of cluster property of a neighbor indicates that it is part of the cluster while a lower value indicates that it is part of the periphery. The graph of Fig. 1 (b) can be separated into two clusters by using the concept of cluster property.
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The flow-chart of the algorithm
In the previous paper we discussed details of the algorithm [1] . So here we describe it somewhat briefly.
The flowchart of the algorithm is shown in Fig. 1(d) and it is divided into five major steps: Input & initialization, Termination check, Seed selection, Cluster formation and Output & update.
Input & initialization:
The input to the algorithm is an undirected simple graph and hence the associated matrix of the graph is read first. It is also necessary to provide a value of minimum density we allow for the generated clusters and a minimum value for cluster property that determines the nature of periphery tracking. From now on, these input values of density and cluster property will be referred to as d in and cp in respectively. Clustering can be performed several times using different input values for d in and cp in , which allows the suitable set of clusters to be chosen from among a number of options. The cluster ID, k is initialized to 1. Termination check: Once a cluster is generated, it is removed from the graph. The next cluster is then formed in the remaining graph and the process goes on until no edge is left in the remaining graph. For a graph with no edge, the degree of each node is zero. When such situation arrives, the algorithm terminates. Seed selection: Each cluster starts at a deterministic single node which we call the seed node. The highest weight node is considered as the seed node. However, if the highest node-weight is zero, the highest degree node is considered as the seed node. The weights of nodes are determined by summing up the weights of incident edges and the weights of edges are calculated by matrix multiplication. Let M be the associated matrix of .
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Cluster formation: The cluster starts as a single node and then grows gradually by adding nodes one by one from its neighbors. The neighbors of a cluster are the nodes connected to any node of the cluster but not part of the cluster. It is very important to add priority neighbors to the cluster first to guide the cluster formation in a proper way. The priority is determined based on two measures: (1) the sum of the weights of the edges between a neighbor and each of the nodes of the cluster and (2) the number of edges between a neighbor and each of the nodes of the cluster. Therefore, a double sorting is performed to sort the neighbors.
Furthermore, we use some fine-tuning in the sorting process when cluster length is more than one but all neighbors are connected to the cluster by only single edge. In the following example we explain the purpose of fine-tuning. Fig. 1(c) shows a dotted-line encircled cluster, say at some instant of the cluster formation process, and its neighbors a, b and c. All three neighbors are of equal priority if sorting is performed according to the two measures mentioned above. However, by common sense we realize that b or c should be given more priority. The fact is that other than the single edge link with the cluster, b or c is also connected to the cluster by a link of length 2 that goes outside of the cluster. Based on this fact, we fine-tune the sorting of the neighbors such that b or c comes up as the highest priority neighbor. However when fine-tuning is used to sort the neighbors, we use half the value of for periphery checking and thus help to form some sparse clusters.
in cp
We check two things before adding a node to a cluster. First, we make sure that addition of the node to the cluster does not cause the density d k of the cluster to fall below d in , the input density. Second, we check whether the node is part of the cluster or part of the periphery. If a node is part of the cluster it should be connected to a reasonable number of edges within the cluster. For example for a cluster of density d k , each node on an average should be connected to edges within the cluster, where | is the size of the cluster. We do not add a neighbor to a cluster if its cluster property is less than cp
We can choose the value of cp in Figure 2 The main window of DPClus. 
Output & update:
Once a cluster is generated, it is printed and graph G is updated by removing the present cluster, i.e. the nodes belonging to the present cluster and the incident edges on these nodes are removed from G. The cluster ID, k is updated by adding 1 to it.
3.DPClus Features
The main window of DPClus is shown in Fig. 2 . The algorithm of DPClus receives three inputs: the network, a value of minimum density we allow for the generated clusters (d in ) and a minimum value for cluster property that determines the nature of periphery tracking (cp in ). The values for density and cluster property should be within the following range: 0< d in <=1, 0< cp in <=1. By clicking the "Select" button, we can open a file dialog window which can be used to browse to the file that contains the network and thus we can get the file name together with its path in the text field beside the label "Enter interaction FileName". Alternatively user can also type in the filename together with its path. The user should prepare the file that describes the network according to the format of Fig. 3 . Each line of Fig. 3 is an edge of the network represented by the pair of nodes it connects. Fig. 3 actually shows several interactions between E. coli proteins obtained from DIP [6] . The desired values of d in and cp in should be typed in the text fields beside the labels "Enter density value" and "Enter cp value" respectively. At this point clicking on the "DoClustering" button starts the clustering process and when it is over the message "Clustering over" appears in the text field below. The result of clustering is written in the file "cluster.txt" according to the format shown in Fig. 4 . To visualize the clusters, we should click the "ViewClusters" button and this make a separate window appear which contains a network showing all the generated clusters in such a way that intra cluster edges are green and inter cluster edges are red. The user can drag and arrange the nodes in this window according to his/her will and then can save the image using a pull down menu. For example, Fig. 5 shows the clusters (after some arrangements by dragging the nodes) in the E. coli PPI network of DIP generated by the present software using d in =0.6 and cp in =0.5. Also, we can visualize the hierarchical graph where a node represents a cluster and the edges represent the relations between the clusters and to do so we have to click the "HierarchicalGraph" button. For example, Fig. 6 shows the hierarchical graph corresponding to the network of "HierarchicalGraph" window, a user can drag and arrange the nodes and then can save the image using a pull down menu. Users can visualize the network of a single cluster in a separate window by clicking on the corresponding node in the hierarchical graph. For example Fig. 7 shows the network of cluster1 of the hierarchical graph of Fig. 6 .
It is important to note that many of the complexes in Fig. 5 contain mostly similar function proteins. Significant complexes of yeast proteins based on interaction data obtained from [7] and generated using the present algorithm has been discussed in [1] .
4.Conclusions
A graph clustering software has been developed based on a clustering algorithm we published previously. The algorithm uses the concepts of density and periphery tracking and tends to detect densely connected regions of a graph that are separated by sparse regions. Though this software can be used for graph clustering in general but it mainly focuses on detection of protein complexes in interaction networks. A software tool that can easily extract and visualize complexes by taking raw protein-protein interaction data as input would be helpful for the researcher to conduct research on proteomics. With this motivation in mind we developed DPClus which is equipped with convenient to handle Graphical User Interface (GUI). Results obtained by applying the present software to gene-metabolite combined networks derived from microarray experiments are also promising. We believe that the present software can be applied not only to other biological networks but also to networks in many other applications where finding cohesive group is an agenda. 
