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Resume { Une nouvelle technique d'identication et d'egalisation aveugle a l'ordre deux pour des canaux de communication
a phase non minimale est presentee au travers de ce papier. En exploitant la diversite spatiale, on se propose d'identier les
reponses impulsionnelles des canaux de propagation. La plupart des algorithmes d'egalisation aveugle basees sur l'exploitation de
la cyclostationnarite a l'ordre deux ou de la diversite spatiale [?][?] font appel a des decompositions en valeurs singulieres dont les
inconvenients sont multiples (lourd en calcul, sensible a l'estimation de l'ordre). Au contraire, la methode proposee s'aranchit de
cette etape et prefere un chemin plus direct pour estimer les coecients des reponses impulsionnelles des canaux de propagation.
Il en decoule que cette technique ne necessite pas de connaissance a priori sur la dimension de l'espace signal.
Abstract { A new blind identication and equalization technique of non-minimum phase communication channels is presented
in this paper. In the context of channel diversity, this contribution proposes to identify multichannel FIR. Most of algorithms
based on the exploitation of second-order statistics (Tong and Gesbe for example) use eigenvector decomposition. On the contrary,
our method need not EVD but use an original way to estimate directly channels impulse responses. As it argue in this paper,
this technique does not need a piori knowledge about the order of the signal subspace. Finally numerical simulations study the
behaviour of the proposed method in a digital communication context.
1 Introduction
Nous proposons de presenter dans ce papier une tech-
nique d'egalisation aveugle a l'ordre deux qui s'aranchit
de toutes decompositions en valeurs singulieres. On mon-
trera que (dans le cas deux recepteurs) l'exploitation des
deux fonctions d'auto-correlation et de la fonction d'inter-
correlation des deux signaux recus sut pour identier
les canaux de propagations. On remarquera que toutes
ces informations sont contenues dans un nombre restreint
de colonnes de la matrice de correlation (deux dans le
cas deux capteurs). Ce papier est organise ainsi : dans la
deuxieme partie, nous rappelons tres brievement le for-
malisme multi-capteur. Dans la troisieme partie, nous ex-
posons les fondements theoriques de notre travail tout en
faisant le rapprochement avec les methodes sous-espace
[?]. Dans la quatrieme partie, nous presentons l'algorithme
proprement dit. Enn, dans la derniere partie, cette me-
thode est validee et evaluee par des simulations dans un
contexte de propagation multi-trajets.
2 Formulation Multi-capteurs
On utilisera le formalisme vectoriel classiquement utilise










est la representation vectorielle des sorties recues sur
L capteurs durant NT secondes,
- H est la matrice toeplitz des canaux,
- S
n
contient l'ensemble des symboles emis impliques pen-
dant la duree d'observation NT secondes,
- B
n
correspond au vecteur bruit,
- d = Lh + N   1 correspond a la dimension de l'espace
signal.
- Pour satisfaire a la condition d'identiabilite bien connue
[?], nous supposerons que H est de rang plein d.
- Notons que Y
n
est un processus vectoriel stationnaire.










Les auteurs de [?] ont montre que la matrice du canal
H etait identiable uniquement a partir de la matrice de
correlation de retard nul R
y
(0) (et de la connaissance de la
structure Toeplitz de la matrice du canal H). Dans cette
section, on se propose de montrer que seule la connaissance
de L colonnes de la matrice de correlation de retard nul
R
y
(0) est necessaire et susant pour identier totalement
la matrice du canal H. On rappelle que L correspond au
nombre de capteurs sur lequel le signal est recu. An de
simplier les notations nous considerons uniquement le
cas deux capteurs a la reception. Bien evidemment les
resultats seront tout a fait generalisables pour un nombre
plus important de recepteurs.
3.1 le cas deux capteurs :



























































































































( ) est la fonction de correlation echantillonnee as-













On constate donc que la matrice de correlation R
y
(0) se
deduit de la connaissance des fonctions de correlation et
d'inter-correlation des deux canaux prises aux dierents
retards multiples de la duree symbole. La structure par-
ticuliere, exhibee ci-dessus, de la matrice de correlation
de retard nul R
y
(0) met en evidence le fait que toute son
information est contenue uniquement dans une paire de
colonnes ( la premiere et la N+1 ieme par exemple). Nous
noterons donc, par la suite, la matrice R
yc
(0) comme la
matrice constituee de la premiere et de la N + 1 ieme co-





(0) est totalement denie a partir des coe-
cients de la matrice de correlation de retard nul simpliee
R
yc
(0). On en deduit donc aisement que la connaissance
de cette matrice R
yc
(0) (que l'on appellera matrice de cor-
relation de retard nul simpliee) nous permet d'identier
de facon aveugle la matrice du canal H.
On a vu que l'on pouvait identier la matrice du canal
uniquement a partir des fonctions de correlation et d'inter-
correlation echantillonnees a la duree symbole. Nous nous
proposons de retrouver ce resultat par une demarche tota-
lement dierente de celle deja consideree. Pour cela nous
allons utiliser des resultats biens connues sur les transfor-
mees en Z des fonctions de correlation et d'inter-correlation
de deux canaux echantillonnes a la periode T . Soit un sys-
teme echantillonne de reponse impulsionnelle h(n) avec
s(n) en entree et y(n) en sortie :
y(n) = h(n)  s(n)
Il est facile de montrer que :
Y (z) = H(z):S(z)
avec H(z) = TZ[h(n)] et S(z) = TZ[s(z)]
Soit Tyy(k) la fonction de correlation a temps discret du





La transformee en Z de cette fonction de correlation veri-
e :





Ces resultats rappeles, revenons plus particulierement a
notre probleme. Le but est de montrer que la simple connais-
sance de deux fonctions de correlation et d'une inter-correlation
est susant pour identier la fonction de transfert des ca-
naux de propagation. Soit un systeme echantillonne de
reponse impulsionnelle h
1









Soit un systeme echantillonne de reponse impulsionnelle
h
2





(n) = h(n)  s(n)



















Or on peut montrer que sous les hypotheses faites sur le













Il faut garder a l'esprit que nous disposons uniquement de
la fonction de correlation et que nous cherchons a identi-
er la fonction de transfert H
1
(z). La relation ?? seule ne
nous permet pas de conclure. En eet, identier la fonction
de transfert H
1
(z) est equivalent a determiner ses po^les et
ses zeros. Puisque l'on a suppose que le canal est un ltre
MA , la fonction de transfert associee H
1
(z) ne possede
que des zeros. Nous sommes donc amene a determiner les
zeros de H
1
(z) pour identier totalement H
1
. Pour cela
on dispose uniquement des zeros de la fonction de corre-
lation en Z ; la relation ?? montre de facon evidente, que
les zeros de TY
1
(z) correspondent a la reunion des zeros
de H
1
(z) et de H
1
(1=z). Or si z
0







) = 0) alors 1=z

0








sont deux complexes symetriques par rapport au cercle
unite. On en deduit que les zeros de TY
1
(z) forment un
ensemble de pairs d'elements distribues de part et d'autre
du cercle unite. Pour illustrer ce resultat, on a represente
le cas simple pour lequel TY
1
(z) possede quatre zeros (Cf
dessin).
Fig. 1: Representation des zeros de TY
1
(z) et du cercle
unite dans le plan complexe en z
Il est bien clair que la connaissance des zeros de TY
1
(z)
ne nous permet pas de deduire les zeros de H
1
(z). En eet
il existe une ambigute sur le positionnement des zeros de
H
1
(z) par rapport au cercle unite.
Remarque : en fait, pour conclure, il faut une informa-
tion supplementaire sur la phase. L'exemple classique du
canal a phase minimal positionne tous les zeros de H
1
(z)
a l'interieur du cercle unite.
Nous allons donc maintenant introduire l'information










Ce qui va nous permette de conclure s'est l'inter-correlation











Il est maintenant clair que (sous reserve que les deux fonc-




(z) n'aient pas de zeros com-







(z) correspond aux zeros de H
1
(z). De facon iden-
tique, on obtient les zeros de H
2
(z) en considerant l'inter-







dessins suivant illustrent ceci dans le cas simple de deux
fonctions de transfert a deux zeros chacune.
Fig. 2: Representation des zeros de TY
2
(z) et du cercle
unite dans le plan complexe z
Zeros de H1




(z) et du cercle
unite dans le plan complexe z
4 Implantation de l'algorithme
Dans cette partie nous nous attacherons a decrire l'al-
gorithme qui va permettre de tirer avantage de ce resultat.
Soit le vecteur de dimension N forme des coecients de
la reponse impulsionnelle du i
ieme
canal de propagation
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4.1 Cas deux capteurs
Soit la matrice de dimension N  2, que l'on nommera












On peut ecrire, d'apres la partie precedente, que la ma-
trice de correlation de retard nul simpliee est reliee a la
matrice du canal et a la matrice du canal simpliee par la







Nous sommes face a un systeme matriciel non lineaire. La
methode choisie an de resoudre ce systeme s'inspire ce-
pendant de la resolution de systeme lineaire matriciel. En
fait, il s'agit d'un algorithme recursif qui :
- Dans un premier temps initialise les coecients de la
matrice du canal simpliee de facon arbitraire.
- Forme la matrice de canal a partir des coecients de la
matrice de canal simpliee.
Ces deux phases d'initialisations terminees l'algorithme
boucle ainsi : - on determine la matrice de canal simpliee












- on en deduit une nouvelle matrice de canal H,
- on procede a un test d'arre^t qui peut e^tre plus ou moins
evolue : (choix arbitraire d'un nombre d'iterations ou mieux
par un test sur la constellation de sortie obtenue a par-
tir de la pseudo inverse de la matrice de canal elle-me^me
estimee par l'algorithme).
5 simulation
Le signal emis est une sequence MAQ16. La reception se
fait sur deux capteurs. Les deux canaux de propagations
sont supposes complexes. Chaque reponse impulsionnelle
dure cinq symboles. Les coecients des reponses impul-
sionnelles correspondent a ceux des canaux 1 et 4 issus de
[?].
La fene^tre d'observation est choisie a N = 10 durees
symbole (2  Lh). On a ajoute du bruit blanc gaussien
sur chaque capteur; la valeur du rapport signal sur bruit
sur chaque capteur est egale a 30dB. L'estimation de la







Fig. 4: Constellation de sortie non egalisee, RSB=30dB
Dans la suite des simulations, la sequence emise est une
MAQ4, les canaux de propagations reste inchanges. Des
simulation Monte carlo de 100 tirages ont ete eectuees
dans le but d'examiner le comportement de l'algorithme







Fig. 5: Constellation estimee en sortie de l'egaliseur, 1000










Fig. 6: En trait plein : notre methode, en pointille : la
methode de Tong, Xu, Kailath, en croix : la methode sous
espace. EQM sur la constellation de sortie pour dierent
nombre de symboles utilises pour l'estimation.
La Fig.8 represente l'erreur quadratique moyenne sur la
constellation estimee en sortie de l'egaliseur en fonction
du nombre d'echantillons utilises pour estimer la matrice
de correlation (et ceci avec un RSB de 30dB). Si notre
methode s'avere moins performante que la methode sous
espace proposee par [?], il faut noter que dans ces simu-
lations l'ordre de l'espace signal est suppose connu. Les
performances de la methode sous espace se degrade ra-
pidement sans cette connaissance au contraire de notre
methode qui n'a pas besoin de cette information.
La Fig.9 represente l'erreur quadratique moyenne sur la
constellation estimee en sortie de l'egaliseur en fonction du
RSB disponible sur chaque capteur. Cette simulation est
eectue sur un des blocs 1000 symboles. Le comportement







Fig. 7: En trait plein : notre methode, en croix : la me-
thode de Tong, Xu, Kailath, en pointille : la methode sous
espace. EQM sur la constellation de sortie en fonction du
RSB disponible sur chaque capteur, avec 1000 symboles
estimes
rapport signal sur bruit.
6 conclusion
Ce papier presente une approche quelque peu dierente
des approches traditionnelles [?], [?]. Elle reste cependant
basee sur les me^mes points fondamentaux (exploitation
de la cyclostationnarite ou de la diversite spatiale). Les
equations matricielles intrinseques a ce probleme ont ete
simpliees; ce qui nous a permis de proposer un algorithme
aise a mettre en oeuvre. La resolution du systeme matriciel
rencontre dans cette etude ne necessite aucune etape de
decomposition en valeurs singulieres (cher en temps de cal-
cul et tres sensible a une mauvaise estimation de l'ordre).
Enn, les simulations ont montre des resultats d'estima-
tion satisfaisant et des performances rivalisant avec les
methodes de [?], [?].. D'autres techniques, plus sophisti-
quees, pour resoudre le nouveau systeme matriciel mis en
place dans ce papier devront certainement e^tre envisager
pour rendre l'algorithme encore plus robuste.
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