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It is the purpose of this paper to discuss the concept of local sharp 
maximal functions, to compute the E and K functionals for the couple 
A= (LP(R”), BMO(R”)), 0~ p 6 03, and to provide an insight into the 
theory of various kinds of integral operators, such as Calderon-Zygmund 
singular integrals, by means of pointwise inequalities involving such sharp 
maximal functions. The proofs we present here are conceptually different 
from those in the literature for they rely on the maximal function M,$ 
introduced by John [21] and rediscovered by Stromberg [37]. 
A word about the live chapters that comprise the paper. Chapter 1 con- 
tains the preliminary material, including the definitions of the space Lo(F) 
and of the approximation functional E. In Chapter 2 we prove the “basic 
inequality,” i.e., roughly speaking the principle which allows us to control 
the oscillation of a function f in a cube Q by means of the (local) sharp 
maximal function A4&;pf: The quantitative formulation of this principle is 
given by an estimate in the spirit of the original statement of the John- 
Nirenberg inequality, namely, 
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where m,-(Q) is a median value off over Q, cl, c2 are absolute constants 
and 0 < p < cc, 0 < q < co. Chapter 3 contains the explicit computation of 
the K (and also the E when p = 0) functional for the couple A = (Lp*q(R”), 
BMO(R”)), 0 < p < co, 0 < q < co. In particular we show that 
K(t,f; Ll*yR”), BMO(R”))X sup s(M&f)*(s). 
o<s<r 
(1) 
There is an underlying principle implicit in this statement, to wit, a known 
expression involving L”(R”) will remain valid when we put BMO(R”) in 
its place provided we replace f* by (M&f)*. As for (1) we have in mind 
the expression 
K(t,f; Ll-‘(R”), L”(R”))x sup sf*(s). 
o<s<t 
In Chapter 4 we show that the subadditive operators which map L”(R”) 
into BMO(R”) and L’(R”) into Ll@(R”) continuously, are precisely those 
mappings T for which 
I{x~R’YM&Tf(x)>1}16c~{x~R”:Mf(x)>c,I}(, I>O, 
where Mf denotes the Hardy-Littlewood maximal function of $ The con- 
trol in probability, actually an E-functional inequality expressed by this 
estimate, can be improved to the pointwise inequality 
M& Tf(x) < c Mf(x) 
for a wide class of operator, including some pseudodifferential operators of 
order zero. Coifman and Meyer [S] have observed that estimates uch as 
M” Tf(x) < c Mf(x) cannot hold when T = Hilbert transform on R’. These 
estimates are important because they imply the continuity of the operators 
in weighted Lp spaces as well as provide vector-valued inequalities. We 
conclude by restating in Chapter 5 the results of Garnett and Jones [ 133 
concerning the distance in BMO(R”) to L”(R”) to show that for the pair 
A= (L”(R”), BMO(R”)) we have 
where W,X, is a variant of M&. 
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1. THE K AND E FUNCTIONALS 
We begin by recalling the definitions of the spaces we consider. The 
Lebesgue spaces P(E), 0 < p -K co, are as usual the (equivalence class of) 
complex-valued, Lebesgue measurable functions f on R” such that 
In the limiting cases p = co and p = 0 we require that 
IIfII,=esssupIf(x)l<~ 
and 
respectively. 
The Lorentz spaces LPsq(R”), 0-c p< co, O<q < co, are those 
measurable functions f on R” such that 
Ilf IIp,m = sup F,*(t) < co, o<p<al 
and 
Ilfll,,m = Ilfllm < a, 
respectively. As is customary we have denoted withf*(t) the nonincreasing 
rearrangement of f: More precisely, if we let 18’1 denote the Lebesgue 
measure of a measurable set 8 in R”, and we set 
then 
f*(t)=inf{l>O: m(S, A)<t}, 
where inf 0 = co. At least formally II f 11 p,q + II f II Qo as p tends to co and 
Ilf ll;,q + II f I(,-, as p tends to 0 for each fixed q with 0 c q < 00. These obser- 
vations motivate the convenient identifications II f II m,q = II f II m and 
If 114q= If II0 for @+I<~. 
If 8’ is a Lebesgue measurable set in R” we shall use the notation Lp*q(8) 
to denote those functions f whose restrictions to 8, fxs, belong to IT,~*~(R”) 
and we put II f II p,q;6 = II fdl p.q. 
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For 1 Gq< P< ~0, ll~llp,4 is a norm under which LP*q(R”) forms a 
Banach space; for 1~ p < q < cc the same quantity is equivalent to a norm 
under which the corresponding Lorentz class forms a Banach space. In the 
other cases we only obtain metric F spaces: for further details see [28]. 
By a change of variables we see that 
and we recall that if l$q<p or l<p<q<co, then 
llf IIp,q~SU P jR. f(x) &)dx > (1.2) 
where the sup is taken over all measurable functions g such that 
llgll p’,q’ < 1 with l/p + l/p’ = l/q + l/q’ = 1. 
Finally BMO(R”) is the John-Nirenberg space of (equivalence classes 
modulo constants of) complex-valued, locally summable functions f on R” 
such that 
Ilf ll.=supinf&jQ If(x)-cldx<~, 
Q .= 
where the inf is taken over all complex numbers c and the sup over all 
finite cubes Q in R” with sides parallel to the coordinate axes. An 
equivalent formulation is as follows: set 
and let BMO(R”)= {f: Ilfll,= IIM#fIl,<m}. 
The spaces described above are all examples of normed Abelian groups. 
For a couple 2 = (A,, A 1) of these, with A0 and A 1 continuously embedded 
in a Hausdorff topological vector space, Peetre’s K-functional is defined by 
K(t,a;A)=~=~f+U,(lle,llAl+t Ib*lla,) 
for t > 0 and a E A0 + A 1. The intermediate interpolation spaces &, are 
defined for 0 < 0 < 1 as those functions a E A,, + A 1 such that 
I,ull&=(j~ (t eK(t,u;~))‘~)“r<c, O<r<oo 
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and 
respectively. A closely related concept to that of K-functional is the best 
approximation E defined by 
E(t,a;z)= inf Ila-aa,ll,, 
lIM4,S1 
for t>O and aeA,+A,. 
As a complement o earlier results [29] it was observed in [20] that the 
connection between the K and E functionals can be expressed as follows: 
LEMMA 1.1. As a function oft, K(t, a; 2)/t is equivalent o the right-con- 
tinuous inverse of E( t, a; 2)/t; more precisely 
K( t, a; 4/2t < (E( t, a; 2)/t) - ’ < K( t, a; A)/t. 
ProoJ Put K,(t, a;4=inLEao+,, maNlaolla,~ t llalllA,). Clearly 
K,(t, a; 6) d K(t, a; A) 6 2K,( t, a; A). A look at the Gagliardo diagram 
I,==T(a, a)= {( x0,x1)~R2:a=a0’+a, with IlaollAo<x,, and Ila,llA,<x,}, 
see Fig. 1.1, reveals that K&t, a; A)/t is the right-continuous inverse of 
E(t, a; 2)/t and this proves the lemma. 
We also introduce the approximation spaces A,,;, as those functions 
UEA,,+A~ such that 
lorn (rE(t, a; J)‘@Jq f) 
l/q 
< 00, O<P, 9<a 
and 
llull,~~,,;,=sup tE(t,a;&“km, o<p<m, 
(t);K_(O/t) = (E(r),r) 
FIGURE 1.1 
640/43/3-3 
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respectively. From Lemma 1.1 and a change of variables we have that 
@B,r) ‘lBxA p&E’ i.e., 
l14;oy, = I141~pp,~3’ (1.3) 
where p = 0/( 1 - 0) and q = Or. 
2. LOCAL MAXIMAL FUNCTIONS 
Of the many ways to measure the oscillation of a function the one we 
study here in some detail is that provided by a maximal operator 
introduced by John [21] and Stromberg [37]. As we shall see it has many 
advantages, one being that it is a priori defined for arbitrary measurable 
functions rather than locally summable, say. So let f be a complex-valued, 
Lebesgue measurable function on R”. For 0 <a < 1 we put 
ML/(x)=~~~:iftfinf{A~O: l{y~Q: If(y)-4 >A}I <a IQI}, (2.1) 
where c runs over all complex numbers and Q is an arbitrary finite cube in 
R” with sides parallel to the coordinate axes. This restriction on the cubes 
Q is assumed throughout the rest of the paper and is therefore not 
explicitly stated any more. Often it is not important to take the inf over c 
since there are optimal choices, namely the median values. A median value 
m,(Q) of a real-valued function f over the cube Q is a, possibly nonunique, 
real number such that 
For f = fi + ijz complex-valued, we set m,(Q) = mr,( Q) + intf,( Q). 
It is readily seen that 
lb-Q: lf(.~)--~(Q,l’ 10WfJW)l <a IQI (2.2) 
for an arbitrary x E Q, and this justifies the above assertion. 
From the definition we immediately get that M&f(x) is a lower 
semicontinuous function of x and that 
Less trivial properties follow by comparison with another maximal 
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operator, M,,,f(x), defined for complex-valued, Lebesgue measurable 
functions f on R” and 0 < u 6 4, by 
MO,,f(x)=;F;infWO: I~YEQ: If(yC-41 <a IQII. (2.3) 
M,,,f is also lower semi-continuous, 
M,,,(f + g)(x) G 2(Wl,,,1f(x) + MO.a,2 g(x)) 
and 
I(wR”: If(v)1 41 d I(yER”: Mo,,f(yW)l 
<5” l{y~R”: If( >A}lla. (2.4) 
Here the left-hand side inequality is an easy consequence of the identity 
(y~R”:M~,,f(y)>l}={y~R”:M(~,~,,~,y)>a}, whereMdenotes the 
Hardy-Littlewood maximal operator and the right-hand side inequality 
follows by a usual covering argument. 
If 52 is an arbitrary open set in R” it is possible to define localized ver- 
sions M&Q and MO,or;R of the maximal functions M& and M,,,, respec- 
tively, by restricting the cubes in (2.1) and (2.3) to subcubes of ~2. 
We are now ready to present the “basic inequality” which relates the size 
off to that of M&f: 
THEOREM 2.1. Let Q0 be a fixed cube. If f is a real-valued, Lebesgue 
measurable function defined on QO, there is a constant c = c(n) such that 
ItwQ,: If(~)-~~~Q,,l’t~~~~:e,f(v)~Bt/l~~I 
~c(n)~I~~~Q~:If(~)-~~(Q~)l~(1-~)t,M~~~~~f(y)~pt/lO}l 
forO<a<~andallO<~~l andt>O. 
ProoJ: The proof makes use of the following version of a Whitney-like 
decomposition, namely 
LEMMA 2.2. Let Q,, be a fixed cube and suppose that 0 is an open set 
relative to Q0 which is strictly contained in Q,. Then there is a sequence 
{ Qk}pC 1 of cubes such that 
O=U Qk, 
k 
IQinQil =O if i#j, i,j>l, 
diam Qk < diSt(Qk, Q, n 0“) d 4 diam Qk, ka 1. 
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The proof of the lemma only requires simple modifications of the one in 
[35, p. 1671, and is therefore omitted. In fact it follows that the cubes Qk 
can be chosen so that diam Qk = 2 --m diam Q,,, for some integer m = m(k), 
k> 1. 
We return now to the proof of the theorem. With no loss of generality 
we may assume that m,-(Qo) = 0. Let 0i be an open set in Q0 which con- 
tains 
% = {Y E Q: M&,,,f(y) 6 BW) 
and let 0 be another open set containing 
Assume first that we can find such a set 0 strictly contained in Q0 and let 
{QkhL be th e d ecomposition given by Lemma 2.2. The particular nature 
of this decomposition implies that each Qk is contained in a cube Qb c Q0 
such that 
xk~Q;n@-#0 and diam Q; < lOn”* diam Qk, k 2 1. (2.5) 
Clearly 
f(x) = c (f(x) - Ck) xf&) + 1 CkXQk(X) +f x&)9 
k21 k>l 
where ck = m,.( Q;). Thus 
lb=Qo: If(~)1 ‘c W&,f(.~)GWl0ll 
+ 1 I{Y~Qk:lckl>(1-P)t}l- f A,+ f Bk, say. 
k,l k=l k=l 
Each Bk in the second sum vanishes. Indeed, for any Q t 0, we have, since 
f is real-valued, that 
Hence 
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As for the first sum, from the choice of 0 and (2.5) we see that 
1 46 c lb-Q;: If(y)-CA >Bt, ~$x;,,fb9~PWW 
k>l k,l 
<a g lQ;l ia(10n”2)n 101. 
k=l 
Since 6 I@ is arbitrary we conclude that 
IbQo: If(~)l> f, ~&;~,~(YM%‘W 
~W0~1’2)“(lb~Qo: If(~)l>(1-~)t,M~~,,,f(y)~Bt/lO}l 
+I(YEQo:M~,~,~;~,~(~)>(~-P)~}I) 
d a(50n1’2Y I {Y E Qo: IfWI > Cl- B) t, ~&;e,f(~) 6 Pt/lO}l, 
according to (2.4) since O1 is arbitrarily close, in measure, to al. This com- 
pletes the proof, with c(n) = (50n’/*)“, provided we can find 0 strictly con- 
tained in QO. However, if this is,not possible it must be because one of the 
sets 
or 
{YE Qo: Mo,l,m,fb+ (1 -PI t) 
is essentially Q,. In any case, from (2.4) it follows that 
2~” IQol ~l{.w%: If( >(I-B) t}l. 
Since m,-(QO) = 0, by (2.2) we have that 
l{.vQo: If( > t, M&;eof(y) </It/lO}l 
G I~YEQo: If(~)l> 10xi~~OMf~~pOf(~)}I <a leoI 
~~20”l{~~Co,:If(~)l>(1-P)t}l. 
As the measure of the set { y E C$: I f( v)l> ( 1 - /I) t } can again be assumed 
to be arbitrarily close to that of {YEQ,: If(v)l>(l-B)t, 
M&;,,f(y) < Bt} our proof is complete. 
A theorem in the spirit of the above result with M#f in place of M&;o,, f 
goes back to Fefferman and Stein [ 123. 
The basic inequality has a number of interesting consequences. We men- 
tion here only those which play a role in what follows. First we charac- 
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terize the spaces obtained by applying Lprq norms to M$; starting with the 
case p = 0 we have 
COROLLARY 2.3. There is an u. = so(n) such that for 0 < a < so(n) there 
exist constants cj = cj(a, n), j = 1,2, so that for each measurable function f 
there is a constant c, such that 
Cl Ilf -crllo~ IW&f llo~c* Ilf -qllo. 
Proof The right-hand side inequality is clear. Indeed, since for any con- 
stant c we have M&f(y) 6 M,,( f - c)( JJ), from (2.4), it follows that 
I{yeR”: M&f(Y)>@ G5” I{yeR”: If(y)-4 >t>ll,. 
Thus letting t decrease to 0 we get the desired inequality with c2 = 5”/tl. 
This inequality is true for each c, but of course it is trivial except for a uni- 
que value. 
As for the left-hand side inequality it follows from 
LEMMA 2.4. Let O<cr<$. ZfQoc-Q, ure two cubes with IQ11 ~2 lQol, 
then 
ImAQJ -WQo)l < 20 ::Lo M&f(x). 
Proof. Suppose the desired conclusion does not hold. Then {y E Qo: 
Ifb+m~(Qo)l ~lOinLQ$&fb)~ and bQo: If(y)-m,(QJl G 
10 infXEeo M&f(x)} are disjoint sets and by (2.2) it follows that 
2~ leoI 2~ IelI 2 l{y~Q,: If(y)-mJQl)l> loj~~oM&f(x)}l 
which is a contradiction. 
We return to the proof of the corollary. If M&f E L’(R”), then for Q, 
sufficiently large we have that infx.oo M$ f(x) = 0. Let (Qk}kpO be an 
increasing sequence of cubes with lJk po Qk = R”. By Lemma 2.4 we know 
that mf(Qo) = m,(Q,), k > 1. Also the basic inequality applied to each Qk 
with 0 < 0: < 1/2c(n) gives that 
l{y~Qk: If(y)-mf(Qo)l>tIl 
G I{YEQG If(y)-mAQo)l > t, M$,,,f(y)~Br/lOl} 
+ 1 {YE Q/c: M&j,f(Y) > pt/lo)l 
<4(llf -mAQo)lloiQk+ llM&f 110)~ 
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whence the conclusion follows by first letting t tend to 0 so that 
If-m,(Qo)llo;~& W&fIlo 
and then letting k tend to infinity. 
In Corollary 2.5 we discuss the other end-point case, namely p = co. We 
have the following result due to John and Stromberg. 
COROLLARY 2.5. There is an a, = a,Jn) such that for 0 < tl< a,(n), there 
exist constants cj = cj(a, n), j = 1,2, so that for each measurable function f we 
have 
Cl Ilfll.~ II~&fIl,dc2 Ilfll,. 
Proof For each fixed cube Q and each E > 0 there is a constant c’ such 
that 
Hence by Chebyshev’s inequality we see that 
l(y~Q: If(y)-c’l #I GjQ Ifb)-c’l dyltG(1 +E) IQI Ilfll,lt. 
Thus we readily see that 
IIMfJ II m G II f II */a. 
On the other hand for any large N and a fixed cube Q 
I(W=[N I{yeQ: If(v)-mr(Q)l >t>l dt 
0 
G 10 IW$f IIoD IQI +IN 
10IIM&fIlm WQ: IfW-q-(Q)l>t)l d. 
By taking @t/10= IIM”f Iloo and a < go(n) = 1/4c(n) in the basic inequality 
we see that the last integral can be estimated by Z(N)/2. Hence 
WY2 G 20 IN&f II a, IQI, 
and by letting N tend to infinity, taking inf over all c and sup over Q we 
have 
Ilf Il*~sw--- Q l;l I, If(y)--AQ,l&~40 IIM&f Iloo, 
as we wanted to show. 
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Finally for the intermediate values of p we have 
COROLLARY 2.6. Let 0 < p < 00, 0 < q < co. There is an a,, = so(n) such 
that for a < a, there exist constants cj = cj(a, n), j = 1,2, so that for each 
measurable function f there is a constant cl such that 
Proof. The right-hand side inequality is obvious and follows as in the 
proof of Corollary 2.3 now with c2 = (Y/a)‘@. As for the left-hand side 
inequality, to fix ideas we prove the case p = q, the other cases requiring 
only trivial modifications using (1.1). Let jIQ denote the cube with the 
same center as Q and with side length /I times that of Q. If M&f is in 
LP(R”), then 
inf M&f(x)d W&f Ilp lQl-“p. 
xeQ 
Hence by Lemma 2.4 we see that if Q. denotes the unit cube centered at the 
origin, then WZ,-(~~Q~) converges to a number cr as k tends to infinity and 
that 
Iw~~(~~Q~)-c~I <20(1 -2--n’p)-1 2-k”‘p IIM&f lip. 
set Ak=20(l-2-"'P)-1 2-k”‘p IIkf” o,cr f (I p. Clearly for each large N 
pIoN I{YE~~Qo: If(y)-cfl>t)l tp-’ dt 
GP i ON l(~~2~Qo: If(y)-mf(2kQo)l > t/2)1 tP-’ dt 
+pjzAk l(y~2~Qo: lm/(2kQo)-cYl > t/2)1 tP-’ dr. 
The second summaid in the above sum is less than (~A,)J’ 12kQo( = 
c; IIMOX, f II ; with cp = 40( 1 - 2 -“lp) - ‘. As for the first, we can use the 
trivial estimate 
and the basic inequality with /I = 4 and a < a, = l/c(n) 4P+ l. We then see 
that 
$p ,” l(y~2~Qo: If(y)-+t}l tP-’ dt<c; W&f II; I 
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with CL- - 4Op + c; and we obtain the desired conclusion by first letting N 
and then k tend to infinity. 
Using the ideas in the proof of the basic inequality, it is possible to prove 
an extension of John-Nirenberg’s lemma. 
THEOREM 2.7. Let 0 < p < co, 0 <q SG 00 and let Q0 be a fixed cube. 
Then there are constants c, = cl(a, n) and c2 = c2(a, n) such that 
l{y~Qo: If(y)-q(Q,)l >t,M&;,,f(y)<~t}l 
d CI eeC2/@ Ilf- mf(Qdll ;,qJtP, 
provided that a < aO(n) is sufficiently small. 
Proof: There is no loss of generality in assuming that f is real-valued. In 
case /I > A, Chebyshev’s inequality yields the required estimate. So assume 
that l/(k + 1) </I 6 l/k for some integer k2 100. The basic inequality in 
Theorem 2.1 states that 
Put i= (1 - /I) t, /? = /I/( 1 - 1) and note that the right-hand side can then 
be estimated by 
+)a I{YEQo: If(y)-m~(Qo)l >(1-8)iMt,e,f(~)dBt;l10}l. 
Since (1 - 8) i= ( 1 - 28) t and pi= fit we readily see that 
16 (c(n) aI2 I{YEQG If(y)-mJQdl >(l -W t, Mf~~,f(~)~Bt/lO)l. 
Since 1 -k/3 2 0 we may iterate this procedure j times for any integer j so 
that 1 < j 6 k obtaining 
Id (44a)’ I{Y E Qo: If(~)-m~(Q~)l> (l-j/O 6 Wf~;,,f(~)WllO)l. 
By Chebyshev’s inequality the right-hand side above can be estimated by 
(c(n) a)’ Ilf- mf(QdIl;,,;,Jtp(l -i/3)“. 
Thus choosing j= l/[p/2], a appropriately small and making the trivial 
change from b/l0 to /3 in I, proves the theorem. 
COROLLARY 2.8 (John-Nirenberg lemma). Let Q be a fixed cube and let 
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4-(Q) = s”Px,Q M$a;Qf(x). Then there is an a0 = so(n) such that for a < a0 
there exist constants cl = ~,(a, n), c2 = ~(a, n) so that 
Proof. If A,(Q) = +GO, there is nothing to prove, so we may assume 
that A,-(Q) is finite. By considering the real and imaginary parts of f 
separately, we may assume that f is real-valued. Again if t is small, 
t < AJQ) say, there is nothing to show, so we may assume that t > A,-(Q). 
In Theorem 2.7, now set b = A,-(Q)/& p = 0 and 0 < q anything, and observe 
that hf&;Qf(y)<fit=Af(Q) for each YEQ and that Il(f-mf(Q))~Qllo~ 
I Q ( . Therefore 
provided that cx is sufficiently small. This is the desired result. 
Remark 2.9. The estimate 
I{YEQo: IfW-mf(Qdl>~N ~c(~)~(I(YEQo:M~~;Q~~(Y)>~~/~~)I 
+l{y~Qo: If(Y)-m~(Qo)l>(1-8)t}I) (2.6) 
for 0 < a < 4, 0 <j? < 1, t > 0 and /It > 10 inf,. Q,, A.z&$;~J(x), is proved in a 
similar, yet somewhat simpler way than Theorem 2.1. Nevertheless, the 
interested reader can verify that (2.6) suffices to yield Corollaries 2.3, 2.5, 
2.6, and 2.8. 
Remark 2.10. There is also a version of Theorem 2.7 with the finite 
cube Q. replaced by R”, cf. Corollary 2.2. The quantity 11 f - m,-( Qo)ll p,q;Qo 
is then replaced by II f - cfll p,4 or equivalently by (IM$JII,,, (cf. [38]). 
Remark 2.11. We recall first a couple of definitions. We say that a 
positive, locally summable function w(x) defined on R” is a doubling 
weight if there is a number d > n and a constant c such that for each x in 
R” and for each r > 0 and t 2 1 we have that 
w(&, fr)) = J w(y) dy < ctdw(B(x, r)). 
(yeR”:lx--ylGlr} 
It is a well-known fact that many of the results which hold true for 
Lebesgue measure remain valid for doubling weights. Here this is the case 
under the appropriate circumstances, namely, let 
~&J(x)=su~infinf{~~O:w({y~Q: IS(y)--p(y)l>A))<aw(Q)}, 
xsQ P 
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where p runs over the polynomials of degree m = m(d). Then basically all 
weighted analogues remain valid. Assume that in addition w is an A,(P) 
weight, that is, for every E >O, there exists 6 > 0 such that if 8 is an 
arbitrary measurable subset of a cube Q and l&l/IQ1 ~6, then 
w(S)/w(Q) GE. Then in this case there is an U’ = a’(a, n, w) such that 
The consideration of weights also allows us to extend the above results 
in a different direction, namely, to the consideration of the vector-valued 
analogues. In this setting we have 
THEOREM 2.12. Let O<p< co, O<q< 00, and O<r< 00. There is an 
a,, = a,(n) such that for a < ao, there exist constants k,, k2 (depending on a 
and n alone) so that to each sequence {jj} ja, of measurable functions on R” 
there corresponds a sequence { cj} jr, of complex numbers such that 
Proof. For s>O set 
Clearly for any constant c and 0 <a < $ we have 
w&f(x) G MAf - cw/~““. 
Now let s < min(p, r). By the vector-valued version of the Hardy- 
Littlewood maximal theorem due to Fefferman and Stein (ll), it follows 
that 
for arbitrary constants { cj} j3,. Of course there is only one choice of the 
cis for which the inequality is possibly nontrivial. 
To prove the other inequality we use duality. If Z= 
II(Cj(“~~fi)‘)“rIIp,4 < co, then by Corollary 2.6 there are unique constants 
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cj’s such that fi - cj is in JY.~~~(R”) for each j 2 1. This is our choice for the 
cj’s. Now choose t so that 
1 c r/t, p/t -c 03, 1 <q/t<co. 
Then by (1.2) 
/(T ~f;-Cjlr)"r~~~,qbsuP~~~~ Ifi(Y)-cjl’gj(Y)dY~ 
where the sup is taken over all sequences { gj} js 1 with 
Moreover I gj( y)l 6 M, gj( y) for each s and M, gj satisfies the A ,(R”) con- 
dition with the E’S and 6’s in the definition independent ofj if now s > 1 (see 
[9]). Hence by the known weighted results, see Remark 2.11 and [26], we 
get 
” I 
JR. I.f;(Y)-cjl’gj(Y)dy~J~” Ifi(Y)-cjl’Msgj(Y)dY 
(2.7) P 
6 c R” (M&f,(.Y))’ MS gj(Y) 4. J 
Again by the results of Fefferman and Stein we have that 
IK 
ll(rlr)' c (M, gjy i > II (Plt)‘.(df)’ 
Gc ll(4 Igjl’r’f)‘)l’(r’r”~lIni,,,lq,~,,~C 
if s c min((r/t)‘, (p/t)‘). From this fact and Holder’s inequality, (2.7) yields 
the desired conclusion at once. 
Remark 2.13. Theorem 2.12 also holds for doubling weights if we 
replace M& by IV&;,, and the constant c,- by a polynomial. This is clear 
from the above proof once we observe that Fefferman-Stein’s vector-valued 
theorem remains true in the weighted case if the Hardy maximal function 
M is replaced by its weighted analogue. The appropriate Lorentz spaces 
Lkq( R”) in this case are composed of those functions f such that 
o<pcoo, o<q<co 
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and 
lIfllp,‘m;W=w t+J-R”: If(.Y)l >t)PP< a, o<p<co. 
3. INTERPOLATION RESULTS 
We begin this section by reformulating some of our previous results in 
terms of the approximation spaces Jp,l;E and then proceed to compute the 
K and E functionals for the Lp,4(R”) spaces with 0 < p, q < co and 
BMO(R”). In fact we treat the case p = 0 for the E functional as well. We 
start out by restating Corollary 2.6 as 
THEOREM 3.1. Let O<p<co, O<q<co. Then 
(Lo, L”O),,;,w(L’, BMO)p,,;,xLP~q(R”). 
ProoJ A well-known result of Peetre and Sparr [29] states that 
E(t,f;L’, L”)= l(yER”: If(y)I >t}l =m(f, 0. (3.1) 
In fact these authors show that E(t, f; La, Lo) =f*(t), which is equivalent 
to our statement since E(t,f; Lo, Lm)-l =E(t,S; L”, Lo) (see the 
Gagliardo diagram in Section 1). Hence (Lo, L”)p,q;E~ LP,q(R”) is just one 
of the possible ways of defining the Lorentz spaces, as was done in (29). On 
the other hand using the trivial inequality 
II f II * G c II f II m > 
we readily see that 
E(t, J Lo, BMO) < E(ct, f; Lo, L”) 
and 
Ilf II (L?BMO)~,,~~ G Cl II f II (PJ,Lm)p.q;E. 
Moreover, modulo constants and provided that TV > 0 is small enough, we 
have that 
W&f Ilo~c Ilf II0 and llM&f Ilm Gc Ilf II*. 
Therefore we get that 
I(yMQ4&f(y)>t}l ic,E(czt,f; Lo, BMO). (3.2) 
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Then Corollary 2.6 gives 
which completes the proof of the Theorem. 
Theorem 3.1, in its equivalent formulation with the K-intermediate 
spaces, is essentially due to Hanks (15). Next we consider the question 
whether the estimate (3.2) is in fact an equivalence, as (3.1) suggests the 
case may be, but with L”(R”) there replaced with BMO(R”). That this is 
the case is our next result. 
THEOREM 3.2. Let 0 <a < (1000n”2)-“. Then there are constants cj, 
1 < i < 4, which depend on a, such that for t > 0, 
Proof We must only show the right-hand side inequality. We begin by 
describing what roughly amounts to be an optimal decomposition for the 
given function f in L’(R”) + BMO(R”). Let 0 be the open set of finite 
measure defined by Co = { y E R”: M&f(y) > t } and let { Qj} be a (dyadic) 
Whitney decomposition of 0. From (2.5) it is clear that with j? = 10n1j2 
each cube /3Qj contains some point xi in 6’. With cj = m,-(Qj) we set 
fO=C(f-Cj)XQ, and f~=CCjX~j+fxoc. 
i .i 
Of course f = f. + fi and \I foil o < 101. Invoking Corollary 2.3 it will sullice 
to prove that 
IlM&f1 II m d ct. 
For this purpose let Q be a fixed cube and let J be the collection of those 
indices j such that IQ n QJ > 0. For c and C constants to be chosen 
appropriately, we estimate 
I{YEQ:I~,(Y)-~I>C~)I=C I{yEQnQj:l~j-~l>Ct}l 
jcJ 
+ l{yeQnO’: If(y)--1 >Ct}l. 
We consider three mutually exclusive cases, to wit: 
(1) Q c 0’; in this case the first sum above vanishes. Also with the 
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choice c=m,(Q) we get, using (2.2) and the fact that M&f(y) < t for y in 
Q, that 
(2) diam( Q) < diam(Qj0)/5 for some j,, E J; by the properties of the 
Whitney decomposition it is clear that 
(i) QnO’=a, 
(ii) diam(Qi)/10 6 diam(Q,,) < 10 diam(Qj), in J, and 
(iii) UjsJQj C 10QjO. 
In this case we put c = mf( 10/?Qj,). As a consequence of (ii) and (iii), as in 
the proof of Lemma 2.2, we get that Jc - Cjl < 20t for all j in J, provided 
that a is sufficiently small. Thus choosing C = 20 because of (i) we see that 
lb-Q: Ifi(cl >2Ot}l =O; 
(3) diam(Q) > diam(Qj)/5 for all j in J; this time we have that 
UjEJQj’ 1OQ and that the cube lo/IQ contains some point 2 with 
M&f(f) < t. By the triangle inequality 
whence it follows that 
l~~~Q:lf~~~~-~l~~Ot}I~I{y~Q:l~~,,-cl~lOt}l 
+ C I{YEQj: If(Y)-cjl>lOt}l. 
jef 
Now set c=mJlOPQ). Replacing Q and Qj by the larger sets 1OaQ and 
10gQj, respectively, we get that 
because all the Qis are disjoint subsets of 1OQ and 24 lo/?)’ < 3. 
Altogether the above inequalities show that 
llMf1,J II m G 2Ot. 
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We conclude that 
E(20 x 109, f; Lo, BMO) 6 I ( y E R”: M&f(y) > t } ) 
which is what we wanted to show. 
Combining Theorem 3.2 with general properties of intermediate spaces 
the reader can readily obtain several interesting corollaries. We single out 
three facts to discuss in detail, the first is the computation of the 
K-functionals. 
COROLLARY 3.3, Let 0~ p < 00 and O<q< 00. Then for t >O and 
f E LP~q(R”) + BMO( R”), we have that 
K(t, f, Lpsq, BMO)z (J-: (s’qM&j-)*(s))” f)‘;’ 0 < q < co 
and 
K(t, f; Lp,Oa, BMO)z sup s”“(~&f)*(s), 
O<s<t 
provided that 0 < a < a0 = a,(n) is sufficiently small. 
Proof. The general principle we will use is essentially the inverse of the 
better-known Holmstedt’s formula (16) and states that for a pair 
A = (A,, A 1) of normed Abelian groups, 
K(t, a; Ap,q;E, A,)% 1:’ (s”~E(s, a; Al, Ao))q~)l’q o<q<co (3.3) 
and a similar statement for q = co. The reader can consult Jawerth’s paper 
(20), where, however, “our” E-functional is denoted by ,!? Now according 
to Theorem 3.2 we have that 
E(s, f; BMO, Lo) = E(s, f; Lo, BMO) - ’ = (M&f)*(s). (3.4) 
Thus putting (3.4) in (3.3) yields 
K( t, f; Lp,“, BMO) z (6’(sl”(~~~/)*(s))q~)‘-I o<q<cE 
(and a similar expression for the case q = co) since by Theorem 3.1 LpVq x 
(Lo, BMO),,;,. This completes our proof. 
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Other characterizations of the K-functional are easily obtained if we use 
an improvement of a result by Stromberg [37]. Set 
M,” f(x) = sup inf 
Q ( 
We then have 
LEMMA 3.4. Suppose that 0 < p < 00. Then for f in LP(R”) + BMO(R”) 
there are constants c,, c2 such that 
c,~,~,#,f(x)~~,#f(x)~c,~,~,#,f(x) 
provided that 0 < x < cc,(n) is small enough. 
Proof Fix an arbitrary cube Q, containing x0. According to 
Corollary 2.6 
which readily gives 
For the converse, we fix again an arbitrary cube .Qo containing x0. 
Clearly 
M&f(x) G M&2Qof(x) + Ro,a;~~~f(x)> 
where Ro,~;NQ,, is defined as M,#, except that the supremum is only taken 
over those cubes Q with Q n (2&)‘# 0. 
Now 
M&,,Q,f(x) d M0,,:2Q,(f- c)(x) 
for any constant c, and Ro,,;zQ, is basically constant on QO; more precisely 
sup Ro,a;~gof(X) 6 inf K$J(x) 
-XEQO .YEQO 
with CI’ = a(2/3)“. Hence, by (2.4) 
640/43/3-4 
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where the last inequality follows from Chebyshev’s inequality as in the 
proof of Corollary 2.5. This completes the proof of the lemma. 
The lemma is a limiting case of the statement hat 
if 0 < p’ < p < co, which can be proved in a similar way. In particular com- 
bining the lemma with Corollary 3.3 we get the following result, due to 
Bennett and Sharpley [4]. 
COROLLARY 3.5. Let 0~ p < 00. Then for t >O and f in LP(R”)+ 
BMO(R”) we have that 
K(t,f; Lp, BMO)zt(M,# f)*(t”). 
Remark 3.6. It is also easy to see that 
cl I{y~R”:~~M~~f(y)>c,t}l6E(t,f;L~,BMO) 
~c,I(y~R":~pM~af(y)>c~tjI 
again by using Theorem 3.1 and general properties of interpolation spaces 
(or by taking inverses in Corollary 3.3). Clearly c,, c2, cj, cq depend on ~1. 
Remark 3.7. It is apparent that the results of this section hold, with 
minor changes, in the weighted case as well, provided that the weight w 
satisfies a doubling condition. For instance, it may be shown that 
E( t, J L”(w dx), BMO(w)) is, up to equivalence w( {M&;,, f > t}) if c( is 
small enough (cf. Remark 2.11). This result leads, as we saw at the 
beginning of this section, to K( t, f; Lpsy( w), BMO( w)) z 
(~~(s”~[w( { M&:,,.f> t})] ~ ‘(s))~ ds/s)‘ly, q < co, and a similar expression 
when q= co. 
We close this chapter with an extension of a result of Riviere [30]. 
THEOREM 3.8. Suppose that T is a subadditive operator which maps 
LpO,“‘( R”) into LYO~“o(R”) and LP1.‘I(R”) into BMO(R”) continuously, where 
Odpo<p,<o~, Odqo<oo, O<r,, r,, so6co. Then zfl/p=(l-8)/p,+ 
8/p,, l/q=(l-O)/qo,forO<O<l,andO<rds<co, wehavethat Tmaps 
LP,‘(R”) into LY,“(R”) (modulo constants) continuously and there is a con- 
stant c which depends only on n and the norm of the operator in the given 
spaces such that 
IITfll y,s d c II f II p,r. 
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Proof: It is readily seen that the assumptions imply (and are in fact 
equivalent to) 
E(t, Tf; LqO.so, BMO) d c1 E(c, t, f; LP”.“, JV’~*~‘). 
The details needed now to complete the proof, being immediate, are left for 
the interested reader to provide. 
4. INTEGRAL OPERATORS 
Riviere’s interpolation theorem in the particular case of subadditive 
operators mapping continuously L’(R”) into Li@(R”), or of weak-type 
(1, l), and L”(R”) into BMO(R”), or of type (co, *), has from the classical 
point of view some of the most important applications. In this context see 
also Spanne [32] and Stampacchia [33]. We look therefore more closely 
to that situation and. give in Propositions 4.1 and 4.3 two characterizations 
of such operators. We then consider, more in detail, integral operators T 
with a structure that, roughly speaking, makes them look more like the 
Hardy-Littlewood maximal function. For these operators we are able to 
derive pointwise estimates involving maximal functions in the spirit of the 
ones obtained by Cordoba and Fefferman [9] but preserving the weak- 
type information. We close the chapter with applications of these results to 
weighted and vector-valued inequalities. 
Let us then begin by considering a subadditive operator T such that 
T: L’(R”) + L’-(R”); T: L”(R”) + BMO(R”). (4.1) 
Of course (4.1) implies that forfin L’(R”)+L”O(R”) and all t>O 
K(t, Tf; L1-m, BMO) < cK( t, f; L’, L” ). (4.2) 
However, by Theorem 3, K(t, Tf; L1,Oo, BMO)~~sup~,~,,s(M&Tf)*(s), 
provided that a is small enough, and it is well known that 
K(t, x L’, L”) = fif*(s) ds. Hence we may rewrite (4.2) as 
sup s(M&Tf)*(s) <c fd f*(s) ds. 
o<s<r 
(4.3) 
By letting t tend to cc, we observe that (4.3) implies that T is of weak-type 
(1, l), modulo constants, and by first setting s = t in the left-hand side, 
dividing by t and then letting t tend to 0, Eq. (4.3) also gives that T is of 
type (co, *). Equations (4.1) and (4.3) are thus equivalent. Moreover, since 
t(Mf)*(t)xj&f*(s) ~5, by taking inverses in (4.3), we obtain 
640/43/3-4 * 
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PROPOSITION 4.1. A subadditiue operator T is of weak-type (1, 1) and 
maps L”(R”) into BMO(R”) continuously if and only if for every f in 
L’(R”) + L”(R”) and t > 0, 
for some constants cl, c2 depending on n, a, T, provided a < so(n) is suf- 
ficiently small. 
Proposition 4.1 is the prototype of statements involving Lorentz spaces, 
weighted spaces and other spaces of interest in harmonic analysis. Using 
the known K-functionals in the various cases the reader is invited to 
provide the statements of the results analogous to Proposition 4.1 in these 
settings; the following case which may serve as another illustration of this 
principle is also of interest to us. 
PROPOSITION 4.2. A subadditive operator T is of weak-type (1, 1) and 
maps BMO(R”) continuously into itselftfand only iffor every f in L’(R”) + 
BMO(R”) and t > 0 
for constants c,, ca depending only on n, a, T, provided that a d so(n) is suf- 
ficiently small. 
Proof Similar to that of Proposition 4.1. 
The second characterization of operators satisfying (4.1) is given by 
PROPOSITION 4.3. A subadditive operator T is of weak-type (1, 1) and 
maps L”(R”) into BA4O(R”) continuously if and only iffor every cube Q in 
R”, f in L’(R”)+L”(R”) and t>O, 
I{YE.Q: W(y)-mdQ)l >t>l ~cle-c2”1’f”cumin(lQl, Ilf III/t) 
for some constants c,, c2 depending only on n and T. 
Proof: First suppose that T satisfies (4.1) and that f is essentially boun- 
ded. Then 
IIYEQ: W(y)-MQ)l >t>l 
dl(y~Q: ITf(y)-mTdQ)l >t,MfaWy)Gc Ilf II,>1 
+I{YEQ:M&-WYPC Ilf II& 
The second summand in the right-hand side vanishes if c is sufficiently 
large. As for the first summand we apply Theorem 2.7 with fl= c II f II Jt 
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and p = 0 and also p = 1 in casefE L’(F), otherwise the estimate involving 
llfll i is obvious. Iff# L”(F) the estimates are equally trivial. This proves 
the necessity of the condition. 
To show the sufficiency we begin by observing that the statement concer- 
ning the type (co, *) is immediate. Suppose now that fis integrable and let 
Pi?& b e a sequence of cubes increasing to R”. We claim that 
, _ m mTI( Qj) = cTI exists. Indeed, let 0 < E < 1 be fixed. It will suffice to 
show that there is a sufficiently large index N such that for j, k > N, 
Let j < k. Then 
ImdQj)-mdQk)l GE. (4.4) 
Z=I{YEQ~: ImdQj)-mdQ/c)l>E}I 
G ICYEQj: ITf(Y)-mdQj)l >&/2}I 
+ lb= Qk: MyI-m,,(Q,,l >@)I 
< 2c, e ~ c2E’2’~~f’l~ 11 f 11 JE. 
Since Z equals either lQjl or zero and lQil tends to 00 with j, we readily see 
that (4.4) holds provided j is large enough. If Q is now so large that 
h- mdQ)l < t/2, then 
I{v~Q:I~f~~~-~~rl~~~l~I{~~Q:I~f~~~-~~~Q~l~~/~~l 
<Cle-c*“““‘m IlfllJt. (4.5) 
As Q is arbitrary, we get that T is of weak-type (1, 1) (modulo constants). 
This completes the proof. 
Remark 4.4. The estimate (4.5) for T, a singular integral operator, is 
due to Rivibre. 
Proposition 4.3 admits a more localized version, namely 
PROPOSITION 4.5. Suppose S and T are operators such that M,#,Tf(x) d 
&f(x), for a sufficiently small, and S is of weak-type (1, 1). Then there is a 
constant cTf such that 
I{YER”: VW)-4 >t, Sfb)G~t}l GcIeeC2’” llf Ill/t 
for constants cl, c2 depending only on n, a, S, and T. 
The proof, which follows at once from Theorem 2.7, is left to the reader. 
The formulation of Proposition 4.5 in case of finite cubes Q instead of R” is 
also left to the interested reader. 
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To apply Proposition 4.5, it becomes important to determine under what 
conditions we can find a weak-type (1, 1) operator S so that 
M&Tf(x) < cSf(x). (4.6) 
We shall see, as a particular case of Example 4.9, that when n = 1 and T = 
Hilbert transform, we can choose S = M, the Hardy-Littlewood maximal 
function. In this case Proposition 4.5 becomes a recent result of 
Muckenhoupt [27], who improved on an earlier result due to Hunt [18]. 
Hunt used his version of Proposition 4.5 to show that 
T&,,f(x) = sup I&,f(x)l/log log nk < co, 
k 
a.e. for all f~ L’( [ -71, rr)). Here S,,f(x) denotes the n,th partial sum of 
the Fourier series offfor the lacunary sequence ink}. Then by employing a 
theorem of Stein [34], the weak-type (1, 1) estimate for Ti,,) f is obtained. 
The application of Proposition 4.5 avoids the use of [34]. Moreover we 
can show, by means of an argument similar to the one we shall employ in 
the proof of Example 4.9, that in this case we have inequality (4.6) with 
T= TTnkj and S=M #, the sharp-maximal operator. 
Let us consider, then, the possibility of improving the “control in 
probability” given by Propositions 4.1 and 4.2 to pointwise estimates uch 
as (4.6), with S = M or MS such as in the instances described above. To 
this end we introduce the following conditions pertaining to kernels k(x, y) 
defined on R” x R”\diagonal, 
(Aa) sup sup s s Ik,(x+u,x+y)-k,(x+u,x+y)l dudu<@(y) x s I4 < I it4 $ 1 
and 
(AL) sup 
d I s 
Mu-Y)-Mu-y)l dudu<@(y), 
111 < 1 Iv1 < 1 
where as usual k,(x, y) = s-%(x/6, y/6) and k,(y) = 6 -“k(y/6). We then 
have 
THEOREM 4.6. Let Tf(x) = jRn k(x, y) f(y) dy be an integral operator of 
weak-type (1, 1) and suppose that k(x, y) satisfies (A,), where for Izj 2 IV, 
some large value, G(z) is a radial, nonincreasing, summable function. Then 
for a < a,,(n) sufficiently small we have with c = c(a), 
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Proof: For convenience we introduce the “centered maximal functions” 
x,= center of Q, and similarly for @J(x). It is readily seen that A@(x) z 
Mf(x) and similarly for a&f(x). 
Let Q be a cube centered at x0. For a fixed locally summable function f 
we set 
f(x)=f(x)x n'mQ(x) +fb) x (nWQ)4X) =f,(x) +f*b), say. 
Since T is of weak-type (1, 1) we have 
IiwQ: ITfh4l>~)l~lb~~“: ITfh4bt)l 
6~ IIfiII,l~Gc b”*W ~f(xo)lxa lQl/2, (4.7) 
provided that t > c’h?f (x0). 
AS for f2, by Chebychev’s inequality we have 
Ib=Q: ITfh+Vf&l >t>l GJ; ITfh+(Tf&l dylt 
hjQjQ IW, Y)-&> YI dxdz Mt. (4.8) 
Let us estimate the innermost integrals I. The cube Q is obviously con- 
tained in a ball with the same center as Q and with radius 6 = diam Q/2 = 
n’/* IQ/ l/“/2. Hence, by changing variables we see that 
82n z% s I IUI < 1 lk(6u + x0, y) - k(6u + x0, y)l du du Iv1 =s 1 
6” 
=- 
IQ1 1 k-d” + xd6, (Y-x,)/6 +x,,/s) 
- ~,-I(u+x~/~, (y-xo)/6+xo/d)I dudu. 
Thus by (A,), 
6” 
Z~~@“Y-“o~/“‘= lQl %AY-XOKCIQI @a(~-xo) 
whence the right-hand side of (4.8) is majorized by 
c IQI j IfAy)I @&o-y)dy (4.9) 
258 JAWERm AND TORCHINKY 
which in turn does not exceed 
c IQI fif(xoM (4.10) 
since by our assumptions SUP~,~ lfil * @,(x0) G c&@(xO). Thus 
lb-Q: ITfh+(W~I >t>l d?f(xo) lQl/t<a IQP (4.11) 
provided that t > cliif(xO). Since Q is arbitrary we can combine (4.8) and 
(4.11) and obtain that for all x in R”, 
&faTf(x) < cfif(x), 
which is equivalent to the desired conclusion. 
In the same spirit we prove 
THEOREM 4.7. Let Tf(x) = JR” k(x, y) f(y) dy be an integral operator of 
weak-type (1, 1) and suppose that k(x, y) satisfies (A,) where for IzI >N, 
@p(z) is a radial, nonincreasing function such that jlZ, > N G(z) log IzI dz < co. 
Then for u <u,(n) sufficiently small we have 
M&Tf(x) < cM+f(x). 
Proof. Let i@#f(x) denote the centered sharp maximal function and let 
Q be a cube centered at x,,. Since @f(x) = fi-#(f - c)(x) for any constant 
c, there is no loss in generality in assuming that fnuzNp = (l/ln1/2iVQl) 
{,,l,z,,,c f (y) dy = 0. The argument used in the proof of Theorem 4.6 needs 
only minor changes once the following variant of Lemma 2.4 of Fefferman 
and Stein [ 121 is invoked. 
LEMMA 4.8. For a given cube Q and a > 1, 
IfajQ--fJ <Cj inf M#f(x), j= 1, 2,... . 
xee 
The proof of this lemma, being immediate, is not given here. To continue 
with the proof of the theorem we decompose f = fi + f2 as in Theorem 4.6. 
Since fnvNQ = 0 we may treat Tfl exactly as before. To estimate the term 
involving Tfz we consider, in view of (4.8) and (4.9) 
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with 6 = n I/’ 1 Q) l/“/2 and 6, = 2 h1’2N. This is clearly less than 
1 
+-C 2 @(2’N lf*,+,~-fs,~l =CZl +CZ29 
j=O 
say. As the integral in each of the summands of I, does not exceed 
Ibj+lQl &@f(x,), it follows that 
Moreover, according to Lemma 4.8, 
12 <c 2 @(2’N)j 
( 
&Pf(x,) 
j=O ) 
dc WY) 1% IA 4 ~tfbo). 
> N/2 
Putting these estimates together we get that 
and consequently 
l{.wQ: lTfh’)-(T&l >f)l d+tf(xo) lQl/=a l&l/2, 
provided that t > &#f(xo). Since Q is arbitrary we conclude that 
fi&Tf(x) < cfi#f(x) all x in R”. 
This is what we wanted to show. 
Remark 4.9. It is readily seen that Propositions 4.1 and 4.2 and 
Theorems 4.6 and 4.7 remain true if we replace M&Tf by M,” Tf for 
O<p<l. 
We discuss now some examples of kernels which satisfy (AL), and con- 
sequently (A @). 
EXAMPLE 4.10. Let k(x)=SZ(x)/lxl” be a classical Calderon-Zygmund 
kernel with a(x) a homogeneous function of degree 0 and JI;a(x’) 
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&(x’) = 0. We also assume that Sz is essentially bounded on Z and that it 
satisfies the Dini condition fh w(6) dS/6 -c co, where 
w(d)= SUP j- j Mu-y)-Q(o-y)ldudu. 
Iy[ > l/S I4 c 1 I4 6 I 
For these kernels we have (A&,) with @(y)=cw(c/ly() lyl -“+c ]lC211LrnCzj 
I yl -(n + ‘! Indeed, because of the homogeneity of the kernel it is enough to 
consider 6 = 1. In that case and for IyI > 10, we have 
i s Mu-y)-k(u-y)l dudu IUI < 1 JUI < 1 
As the singular integral operator Tf(x) = p.v. JR” k(x - y) f(y) dy is of 
weak-type (1, l), cf. [6], from Theorem 4.6 it follows that 
M& Tf(x) < c Mf(x). 
If on the other hand sh w(6) log(e/b) dS/S < co, by Theorem 4.7, we con- 
clude that 
M$ Tf(x) $ cM#f(x). 
In the next two examples we assume the condition (A,). 
EXAMPLE 4.11. Assume that the kernel k(x, u) satisfies the (A,) con- 
dition with @ radial, nonincreasing, integrable (for large values) and that 
Ik(x, y)l <c 1x - yj -“. Let k&(x, y) = k(x, y) when Ix --yl 2 E and 0 
otherwise. If the operator 
T*f(x) = sup 
&>O 
j- k&(x, Y) f(v) & 
is of weak-type (1, 1 ), then with c = c(a), 
M,$ T*f( x ) < c Mf( x). 
The proof is immediate. For a fixed cube Q centered at x0 and a givenf 
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we put f = fi + fi, with fi supported in a multiple of Q and f2 supported in 
the complement. For fi we see at once that 
As for f2 observe that for x E Q, 
(Wx, VI-WY Y))f*(Y)@ 
Qc(fifW+ j lf*,Y,l(~Q IwY)-&?.Y)l dz)dy). 
By the argument used to bound the similar expression (4.8) it follows that 
ficp*f2(XoKCJz.f~XO) 
This completes our discussion. The weak-type (1, 1) estimate for T* is 
known to hold, for instance, for Calderbn-Zygmund operators, cf. [6]. 
EXAMPLE 4.12. We say that a function p(x, 5) is a classical symbol in 
the class SF, provided that 
lagy,p(X, l)l 6cp,J1 + (<l)m-P’Y’+S’P’ 
for all multi-indices 8, y, and all x, 5 in R”. Consider the pseudodifferential 
operator ($. d. o) 
defined a priori for Schwartz functions f on R”. We will sketch the proof 
that the tj.d.0 p(x, D) defines an integral operator with kernel satisfying 
the (A,) condition with Q(z)= IzI -@+‘), with E = 4, for instance, for IzI 
sufficiently large, when p(x, [) is in the class Sy,,, 0 < 6 < 1. 
For this purpose let 4 be a function supported in (5: 2 - ’ < ) 5 I < 2) and 
such that C,“= _ o. q5(2-“<) = 1, 5 # 0. Let pV(x, D) denote the $.d.o with 
symbol pV(x, 5) =p(x, c) q5(2-“5). We can write 
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where the kernel k” is defined by 
The estimate we need is given by 
LEMMA 4.13. Let p(x, r) be a symbol of class S)lf6, m > 0. For every 
a>m we have 
Ik”(x, y)l G c Ix- yl P”min(2y”, 2”(“+m-a)). 
ProofI It is left to the reader with the observation that when a is an 
integer it follows directly by partial integration and in the general case it 
follows from this case at once. 
We return to the proof. Since p is a symbol of class Sy,, so is py, and 
moreover from Lemma 4.13 it readily follows that the kernel k” satisfies the 
estimate 
t-” Ik”(x/t, y/t)1 Get Iz- yl-‘“+“min(2”“,2-“) (4.12) 
whenever Ix- zl < 1 and I yl > 10. On the other hand for X= (x1,..., x,), 
and z = (zi ,..., z,) 
k,(x, y) - k,(z, y) = f (xi - zj) jRn jd e*ni(x(s)-yse) 
j= 1 
where x(s) = z + s(x - z). We have two different kinds of terms in the above 
sum. For the terms involving apy/axj we use Lemma 4.13 with m = 6, 
a = 2n, and for the terms involving tjpy we use it with m = 1, a = n + f to 
get that 
t -” IkW, v/t) -k&h, y/t)1 
<c{t” ly-~l-‘“rnin(2”~,2~““-~‘) 
+ t’/* 1 y - zl -cn+ l/*) min(zYn, 2”/‘)}. (4.13) 
Finally to show that the kernel k of the IC/.d.o p satisfies the desired (A,) 
estimate we put k = C,“= _ o. k, and invoke (4.12) for the expressions 
involving large v’s, namely whenever 2’6 3 1, and (4.13) for the remaining 
v’s. The desired conclusion follows upon summing over v. Illner [19] has 
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shown that the operators p(x, D) with symbols in ST,, are of weak-type 
(1, 1). From Theorem 4.6 we conclude at once that 
~$M~ D) f)(x) G cM#f(x) (4.14) 
provided c1 is sufficiently small. 
EXAMPLE 4.14. This example is related to results of Aguilera [l]. For 
simplicity in the notation, we assume that n = 2. Set 
where (R} is the family of all rectangles with sides parallel to the coor- 
dinate axes such that the ratio longer side-shorter side = 2k. Let 9 denote 
the family of all rectangles centered at the origin with sides parallel to the 
coordinate axes and let 
TRf(X) = s,“,, k(Y)fb-Y) 47 REF, 
where Ik( y)j < c 1 yl -‘, k satisfies (A,) with @ radial, nonincreasing and 
integrable and the operator 
W(x) = (P-U) 1 k(y) f(x - y) 4 
is of weak-type (1, 1). Then for 
r&f(x) = sup I ~R.f(X)l, 
REF 
it follows as in [l] that T$ is of weak-type (1, 1). We now claim that 
(4.15) 
To prove (4.15) fix a cube Q centered at x0. As in Example 4.11 we 
estimate 
sup I Td(x) - T,J(z)l, 
RE9F 
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where suppf~(~Q)“, /3=n1’2Nand x,z are in Q. Let R={x=(x1,x2): 
(x,) 6 a, [x2/ <b} be an arbitrary rectangle with a 2 b, say. Clearly 
I’d- ~Rf(Z)l~C~ IxR(X-Y)k(x-Y)-XR(Z-Y)k(z-Y)l If( dY 
= cr. 
Having fixed x and z the values of y for which the above integral does not 
vanish fall into three classes, namely: (i) both xR(x-y) and xR(z-y) are 
1, (ii) both xR(x - y) and xR(z - y) are 0, and (iii) one of the characteristic 
functions is 1 and the other is 0. In case (i) we get the bound 
16 I IW-y)-&-y)l I.fb)I 4 
and as in Theorem 4.6 we see that in fact 
In case (ii) there is nothing to prove as I= 0. In case (iii) to fix ideas sup- 
pose that xR(x-y)=l and xR(z-y)=O. This means that Ix,-y,l <a, 
Ix2 - y,( < b and in addition one of the following three conditions holds, to 
wit: (iii,) Izi --yi[ <a, Iz2-y21 > b, (iii2) Iz, -y,j > a, Iz2 -y,l > b, or (iii,) 
lz,-y,l >a, Iz2-y21 <b. Because of our assumptions, since XEQ and 
suppf~ (/IQ)’ we have that Ix2 -y,( z Iz2 -y,l. Hence if either (iii,) or 
(iii,) holds, then 1x2-y,Izb. Let I,= {y=(y,,y,): Jxl-y21 <b, 
1x2~~21 <b) and I,=(y=(y,,y2):2k-‘b<[x1-yl~<2kb, 
Ix2 -y,l <b), k 2 1. Then 
16c f [X&(Y) maxh -YA 1x2-y21W2 If( dy 
k=O 
<cb-2 XdY) If(Y)1 dY+ f 2-2kJ;‘,~yl,<2i+,h,ri-y2,<~ If(y)I dY> 
k=l 
< c f 2 -kfikf(&,). 
k=O 
As case (iii,) can be handled in a similar way our proof is complete. 
The main application of the point-wise estimates discussed above is to 
weighted inequalities, including the limiting case of weak-type (1, 1 ), and to 
vector-valued inequalities. More specifically we prove 
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THEOREM 4.15. Suppose that w is an A ,(R”) weight and that T is an 
operator which satisfies 
M$ Tf(x) < c Mf(x) (4.16) 
for a sufficiently small. Then for each f there is a polynomial q(Tf) (of 
appropriate degree according to w, cf Remark 2.11) such that 
IV- qCWJ *.r;w <c II WI w;w 
for l<p<co, O<r<cc orp=l andr=a. Also 
IITfll z+z < c II f II cc. 
Proof. That T is of type (co, *) is obvious. Moreover since 
M&;, Tfb) 6 CM,“, Tf(x) 
we also have that 
M&;, ‘Wx) < c MO) 
for a sufficiently small. Consequently by the weighted version of 
Corollary 2.6 it follows that there is q(Tf) such that 
IITf- dTf)ll p,r;w d c W&w Tfll p,r;4 Gc IWII /,,r;w. 
This completes the proof. 
THEOREM 4.16. Suppose that w is an A,(R”) weight and that T is an 
operator which satisfies 
M,#, Tf(x) d cM#f (x) (4.17) 
for a sufficiently small. Then for each f there is a polynomial q(Tf) (of 
appropriate degree according to w) such that 
II Tf - q(Tf) II p,r;w d c II M#f II p,r;w 
for l<p<co, O<r<oo orp=l andr=a. Also 
lITfll.Gc llM#fII,. 
The proof, being identical to that of Theorem 4.15, is omitted. 
Remark 4.17. Some instances of Theorems 4.15 and 4.16 are, of course, 
known. The reader may consult Muckenhoupt’s survey paper [26] for 
further details. In this context, we only mention here that Miller [25] has 
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discussed some weighted inequalities for tj.d.o’s which are covered by 
Theorem 4.16. As for the weighted version of Aguilera’s result the interested 
reader can verify that if w is a weight which satisfies the A,(R”, k) con- 
dition for all k, i.e., if w satisfies the usual A, condition over rectangles with 
ratio larger side-smaller side = 2k, and if c&) = the A,(R”, k) constant 
for w is such that Cp= i 2 -kck(p) < co, then for eachfthere is a polynomial 
q( Z$ f) such that 
II~>f-4(T$f)ll,;,~c Ilfllp;w l<p<cc 
and if cp=, 2 - kck( l)(log l/2 ~ ‘ck( 1)) < cc, then 
IIT$S -dT*,f)ll,,m;wdc Ilfll I;%,. 
The proof of this remark is obvious and is therefore omitted. We warn 
the reader that we did not strive for the best possible result in this case. 
Remark 4.18. It is possible to extend Theorems 4.6 and 4.7 to integral 
operators T which map L!,,(R”) into L$“(R”) continuously. A 
straightforward condition implying that with c = C(U), 
is given by 
(A,,) 
1 
sup z SI Q w(Q) Q Q 
Ik(u, y) -k(v, y)l w(u) 4~) du do G WY), 
with 0 radial, nonincreasing, and in LL (large values). Results of this 
nature have been discussed by Kurtz and Wheeden [24]. 
As for the weighted vector-valued estimates we have 
THEOREM 4.19. Suppose that w is an A,( R”) weight and that { Ti},“=, is 
a sequence of operators verifring (4.16) uniformly, i.e., with a constant c 
independent of j. Then for functions (fi} there is a sequence {qj(Tjfi)} of 
polynomials of appropriate degree, depending on w, such that 
IK 5; ITjf,-qj(Tjfi)l 
for l<p<oo, l<r<co, l<s<co, and 
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Proof: The proof follows along the same lines as that of Theorem 4.15 
using 2.13 and the weighted vector-valued version of the results of Feffer- 
man and Stein and is therefore left for the interested reader. 
Remark 4.19. Suppose that all the fi’s above save one, fi say, are 0. We 
can then use Muckenhoupt’s results and estimate IIMf, 11 l,co;w by 11 f, 11 lzw in 
(4.19) if (and only if) w is in A ,(R”) and use the result of Chung, Hunt, and 
Kurtz [IO] and estimate IjMflllp,r;w by IIf,IIp,r;w in (4.19) if (and only if) w 
is in A,,(R”) = A,(R”). The same result is true in the vector-valued case. A 
simple way to see this is to observe that by Holder’s inequality Mf(x) 6 
cMp+,f(x), where 
XEe &g 
( j 
p If(Y W(Y) 4 
) 
VP 
~,;wf(x) = SUP 
if w is in A,, 1 < p < co. This immediately takes care of the case p = 1 since 
the maximal theorem of Fefferman and Stein is true for doubling weights. 
Similarly for (4.19) we have only to recall that A, implies A,- E, p > 1 and 
some E> 0, and therefore Mf(x) < cMp _ ,;wf( x) as well. Another 
application of the maximal theorem of Fefferman and Stein establishes the 
desired conclusion in this case. These remarks provide a slight extension to 
the results of Anderson and John [2]. 
Remark 4.20. Although we do not pursue the matter here the techni- 
ques described above can be used to give vector-valued versions for 
sequences of operators ( 7”) verifying, uniformly, estimates uch as (4.15) 
or (4.17), say. For instance in case (4.17) holds the right-hand side of (4.18) 
is replaced by II(Cj(M’~)“)““IIp,,;, and that of (4.19) by 
II (Ci M#~)“)““II j,m;w respectively. Similarly for (4.15). 
5. SPACES BETWEEN L” AND BMO 
We shall use this section to make some remarks pertaining to the couple 
2 = (L”, BMO): 
Remark 5.1. Garnett and Jones [ 131 have computed the distance in 
BMO to L”. Recall that the John-Nirenberg inequality, 
(5.1) 
holds whenever f is in BMO(R”) and il > &(E, f). In fact, E = c II f (I * and 
268 JAWERTH AND TORCHINSKY 
& = tie, with c and cl depending only on the dimension n, will do. 
Moreover, iffeL”(R”), then (5.1) obtains for all E > 0. Setting 
e(f) = inf{e > 0: (5.1) holds}, 
Garnett and Jones showed that 
dist(f, Lm) = lim E(t,f; A)=:(f). 
t-02 (5.2) 
Now for a locally integrable function f and 0 < LX< 1 set 
With this notation, a careful application of a John-Nirenberg-type lemma 
and the argument of Garnett-Jones, shows that we have the following 
sharpening of (5.2): 
a result independently obtained by Svante Jansson. 
This explicit evaluation of the K-function allows us to complete the 
statement of Riviere’s interpolation theorem to include the case pi = cc as 
well. The reader can supply the needed details. 
Remark 5.2. Bennett, DeVore, and Sharpley [3] have shown that the 
local Hardy maximal operator preserves BMO. An argument in the spirit 
of the proof of the basic inequality complemented by Theorem 3.4 shows 
that this is a consequence of the inequality 
a sufficiently small. 
Consequently the classes A,,, are preserved by the local Hardy maximal 
operator as well. 
Remark 5.3. Intermediate spaces between L” and BMO arise naturally 
as the range of mappings such as the potential operator. The Riesz poten- 
tial operator Z,f(x) = j f(y)/lx - yl”* dy, 0 < a < 1, maps LPyl(R”) into 
L”(R”) and LP@(R”) into BMO(R”), p = l/a, and by interpolation, Lpsp = 
LP(R”) into 6,,,,(, ~ ej with 0 = 1 - l/p. 
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