This paper presents a continuous facility location model with fuzzy methodology. The developments concern mainly to some drawbacks in the initial model which takes it far from being used in practice. A fuzzy modeling method is proposed to estimate the required functions in the initial model. Structure identification in the proposed fuzzy modeling method is carried out using subtractive clustering, and parameter identification is conducted via some heuristics as well as an optimization problem.
Introduction
In the domain of supply chain management there are two complementary issues for most production systems: facility layout and facility location. Facility layout problems deal with the position of manufacturing machines, stores, and manpower inside a firm.
It has attracted the attention of many researchers because it can considerably reduce the material handling costs and yet increase flexibility of the manufacturing system. Facility layout is usually regarded as an optimization problem to determine the most efficient layout based on some prespecified criteria. [1, 12] Facility location, on the other hand, concerns the choice of the location of one or multiple facilities, in a given geographical space and subject to some constraints, to optimally fulfill predetermined objectives. It is a strategic decision making compared to facility layout which is more operational. Facility location might be part of a more comprehensive problem named Production-Distribution System Design (PDSD). In general, a PDSD problem involves the determination of the best configuration, regarding location and size of the facilities and distribution centers, their technology content, commodity offerings, and transportation decisions, for achieving a firm's long term goals [11] . It is a strategic issue for both industrial firms and governmental agencies, in that an efficient PDSD can result in reducing transportation costs, enforcing operational efficiency and logistic performance, and improving the quality of the services.
Facility location problems are usually categorized based on some characteristics such as: number of facilities (single/multiple), objective function (single/multiple), solution space (discrete/network/continuous), number of commodities (single/multiple), capacity limitation (yes/no), shape of facility (point/extensive), and demand (discrete/continuous). However, it should be noted that these characteristics are not restricted to the above mentioned ones [7, 8, 14, 19, 20] .
The main decision variables in facility location problems are coordination (geographical location) of each facility. Besides, number of facilities, capacity of each facility, and its respective service region might be decision variables of the model as well. In problems with discrete solution space, the facilities can conceptually be placed only at a limited number of eligible points on the plane or in a network. On the other hand, in a continuous solution space the points to be located can generally be placed anywhere on the plane or in a network [18, 20] .
Typically, continuous location problems tend to be nonlinear optimization problems, while discrete location problems involve zero-one variables that result in integer programming optimization problems. Moreover, considering the number of facilities and the capacity of each facility as the decision variables makes the model more complicated, from both the problem formulation and the problem solving perspectives.
As a result, the most complex facility location problems are those that consider the number of facilities as well as their coordination and capacities as decision variables in a continuous solution space with multiple objectives and multiple commodities.
Although the field of facility location is active from the research point of view, when it comes to applications, there appears to be a significant deficit, at least as compared to other similar fields [20] . One reason for this gap could be that many applications cannot be solved by the plain version of a location problem, but further constraints (e.g. forbidden regions) must be introduced in order to construct a reasonable model [7] . To this end, many concepts, tools and techniques of artificial intelligence such as fuzzy logic can be used to improve the implementation of numerous models in operations research [10, 11, 18, 20] .
The literature shows that the majority of the works in the area of facility location have used fuzzy theory to fuzzify the parameters of the model or have dealt with the facility location problem as a fuzzy multiple attribute decision making problem [2, 3, 10, 16, 24] . Wen and Kang [25] , for example, consider fuzzy demands to construct some optimization models for facility location. Unlike these models, a novel utilization of fuzzy theory in facility location is proposed in this paper, in which we deal with estimation of some required nonlinear functions through fuzzy modeling. Although the proposed method is used to develop an existing model proposed by Dasci and Verter [6] , it can be extended to formulate any facility location model in which a mathematical function, especially a nonlinear one, is needed for demand density, transportation cost, operational cost, fixed cost, and so on.
The remaining of this paper is organized as follows: Section 2 concisely states the initial model and its drawbacks. Section 3 introduces the required materials for fuzzy modeling and the proposed method. In section 4, development of the initial model through fuzzy modeling and simulation is discussed in details. Section 5 indicates implementation of the proposed method via a numerical example. Finally, conclusions of the paper and future works are presented in section 6.
Problem Statement
Continuous models are successfully used in spatial economics and logistics, but there are probably a few papers that use continuous models for facility design [6] . Models of this type assume that customers are spread over a given market area and prescribe the optimal service region for each facility to be established [6] . Dasci and Verter [6] present a PDSD model in which the concentration is on facility location with the following main features: 1) the model consists of two multi-element layers: manufacturing facilities and end customers,
2) the number of manufacturing facilities is a decision variable, 3) the model is a single-product PDSD problem, 4) customers' demand is deterministic and is specified by a density function, 5) there is no limitation for manufacturing facilities' capacity, 6) all customers' demand must be satisfied.
The objective is to minimize the sum of total annual costs including fixed, operational, and transportation costs. They present a modeling framework based on the use of continuous functions to represent spatial distributions of cost and costumer demand. Herein, the Dasci and Verter's model [6] is briefly addressed.
Assume that a firm wants to open some manufacturing facilities in a demand area, where each facility serves a single service region. In such a case, decision variables are:
the number of facilities, the location of facilities, and the service region of each facility.
Facilities can be located anywhere in the demand area. Let's M denotes the market area for which the following variables and parameters are defined:
Decision variables:
n: number of facilities ) , ( Parameters:
: total transportation cost given facility location M y x ∈ ) , ( and service
It is assumed that the whole demand is to be satisfied, thus service region must cover the demand area. Furthermore, each service region is served by a single facility.
Generally, service regions can have irregular, rather than just geometrical, shapes. Fig. 1 depicts a hypothetical sample solution. The objective is to minimize total annual costs including annual fixed, operational, and transportation costs. It is assumed that all parameters vary slowly within a service region. Also, the operational cost is assumed to be a linear function as:
is the production cost in the facility located in ) , ( y x for each unit of the product and w is the total annual production. As a result, the total annual operational cost is defined as:
Since
and
Eq. (2) is transformed to: Each facility is assumed to be located at the center of its respective service region.
Such assumption minimizes the average distance from the facility to each demand point inside the service region. Hence, annual transportation cost in region i R can be defined as:
The average distance between the facility and each demand point in its respective service region can be estimated by:
Thus, we have:
So, the total annual transportation cost is:
Accordingly, the facility location model is summarized as follows:
The decision variables are the number (n) and the location ) , ( Dasci and Verter [6] use some assumptions to solve problem (10) . Their method ends to the result that given ) , ( y x as a facility location point, the best area as its respective service region is:
and the total annual cost corresponding to * A is estimated by:
Despite of the Dasci and Verter's excellent work [6] , there are two cardinal problems to implement the initial model in practice. First, the model depends on four mathematical functions on a two-dimensional space; demand density, fixed cost, operational cost, and transportation cost. In real world problems, such functions are difficult, if not impossible, to be obtained by conventional regression models. For instance, consider a city as the service region on which we want to find a twodimensional mathematical function representing the demand density in each point.
Obviously, such a function is extremely nonlinear having several extrema all over the service region. Thus, finding a mathematical function that fits on the sample data is not a trivial task. We are faced with the same problem about the three other functions.
The second problem arises in the selection of the points as facility locations. The initial model does not present any procedure to select the facility location points. The final solution of the initial model just states that given ) , ( y x as a facility location point, the area of its respective service region is calculated by Eq. (11) . So, the main questions are: which strategy should be used to select the first point, and how the selection of other facility location points should be continued?
Fuzzy Modeling

Fuzzy Rule Base
Since fuzzy sets theory was first introduced by Zadeh in 1965 [26] , it has impressed a wide variety of disciplines. Among the applications of fuzzy sets theory, Fuzzy Rule 
where, c is the number of rules.
2) degree of matching: calculate the degree of matching of the input vector, X, with the ith rule:
3) output of each rule: calculate the output of each rule using input vector and consequent of that rule:
4) aggregation: calculate the weighted average of the outputs:
is the final output of the FRB.
Clustering
The process of extracting a FRB from input-output data of the system is an interesting and promising research area called fuzzy modeling. Fuzzy modeling is a powerful technique to estimate nonlinear functions in the form of a FRB. Many methods have been proposed by different authors in this domain [4, 13, 15, 22, 23] .
Fuzzy modeling methods usually comprise two main phases: 1) structure identification (rough tuning), and 2) parameter identification (fine tuning). Structure identification is mostly associated with partitioning of the input-output space, whereas parameter identification concerns to estimating parameters of the Membership Functions (MFs) and coefficients of the linear functions. In other words, the purpose of structure identification is to construct an initial fuzzy model to describe the inherent structure of the given input-output data, while the procedure of parameter identification is applied to obtain a more precise fuzzy model via determination of the most appropriate MFs and coefficients of linear functions.
Clustering algorithms are the most popular tools for structure identification by which we deal with partitioning of the input-output space and assigning MFs to the partitions.
Sadrabadi and Zarandi [21] propose an algorithm to classify input-output points into two categories: the points located in the linear parts and the point located in the extrema.
This is preparation of the data for fuzzy clustering, and a special clustering algorithm is appropriate to be implemented on each category. In our proposed method to fuzzy modeling we use subtractive clustering for structure identification. Subtractive clustering was introduced by Chiu [5] in which each data point is considered as a potential cluster center. Such a potentiality is calculated for each data point, k X , based on the density of other surrounding data points. Each time a cluster center is obtained, the data points in the vicinity of the previous cluster center are removed in order to facilitate the emergence of the new cluster center. Subtractive clustering algorithm is as follows:
Subtractive Clustering Algorithm
Begin:
Step 1. set i=1 and calculate the potentiality of each data point as a cluster center in the first iteration by:
where, 1 r is a positive constant defining the neighborhood range of the cluster or simply the radius of hypersphere cluster in data space.
Step 2. select the data point with the highest potentiality in the first iteration as the first cluster center. In other words, select 1 c X as the first cluster center, such that:
Step 3. set i=2 and calculate the revised potentiality of the remaining data points in the second iteration by:
where, Step 4. select 2 c X as the second cluster center such that:
Step 5. set i=i+1 and calculate the revised potentialities of the points in the ith iteration by: (22) 
Step 7. if
the algorithm is terminated without selecting the ith cluster center, otherwise go to step 8. ε is a rejection threshold.
Step 8. if
X as the ith cluster center and go to step 5, otherwise go to step 9. ε is an acceptance threshold.
Step 9. if 
End.
As mentioned in the algorithm, subtractive clustering has four parameters, namely, acceptance threshold ε , reject threshold ε , cluster radius 1 r , and squash factor η . [5, 17] . In this paper,
It should be noted that a method for scaleless of data must be applied before data clustering, in that different dimensions of the data can be of different scales. The data in this paper are interval data which can be scalelessed as follows [9] After clustering, the cluster centers are returned to the initial scale using:
The Proposed Method to Fuzzy Modeling
In this section, a fuzzy modeling method is proposed in which subtractive clustering is used for structure identification. Moreover, parameters of the antecedents and the consequents are identified by some heuristics and an optimization problem, respectively. Suppose sample input-output data of a system are given as:
based on which we are going to extract a TSFRB in order to make the relation between input vector and output of the system. In the proposed method, Gaussian MFs are considered to guarantee that the whole of the input space is covered. Gaussian MFs are represented as:
Generally, a FRB consists of p rules in a m-dimensional input space; so, MF of the jth variable in the antecedent of the ith rule can be presented as:
Furthermore, the linear function in the consequent of the ith rule can be presented as:
Therefore, the parameters of the FRB are the antecedent parameters, Obviously, structure of the FRB must be specified before parameter identification,
i.e., the number of rules and rough partitioning of the input space must be specified.
Structure Identification
For structure identification, subtractive clustering on the input-output space is applied.
This leads to identifying the number of clusters, p, as well as the center of each cluster: 
Development of the Initial Model
Estimating the Required Functions via Fuzzy Modeling
In order to utilize fuzzy modeling to resolve the first mentioned problem in section 2, we first specify the service region and cover it by small cells as indicated in Fig. 2 . Table I . The input-output data in Table I is 
Implementation of the Modified Model via Simulation in a Discrete Area
To select the cells to locate the facilities, a strategy must be specified. In order to determine the location of the first facility, we generate a random integer 
Then, coordination of the center of the cell ) , ( r c is determined using:
where, s is the area of each cell.
The number of cells that must be served by the first facility is calculated as,
The first facility is located on the point ) , ( y x and its respective cell is considered as the first covered cell. Then, its neighbor cells are annularly covered until the number of cells meets ) , ( r c n . When an inadmissible cell is encountered it is skipped and the process proceeds to cover other cells. Fig. 3(a) shows a sample solution with 28 ) 12 , 6 ( = n for the first cell. The all cells assigned to the first facility are considered as the set 1 S . Then, all 1 S Cell k ∈ are added to the set of inadmissible cells. The process of locating the second facility is similar to the first one. Fig. 3(b) indicates the sample solution in which the first two facilities are located.
After locating some facilities, an admissible cell might be selected to locate the next facility, yet the new cell is in a narrow bar between two previously served areas. In such cases, the new facility can not serve a square area. Hence, it is better to select another cell, in that it is an undesirable situation. For the sake of simplicity in the following relations, suppose:
and the total annual cost caused by all the facilities is,
TC shows the total annual cost of the first iteration of the simulation process. The simulation process is carried out several times, and the plan with the lowest TC is selected as the final one.
Implementation of the modified model via computer programming by Visual Basic 6 has been successfully carried out. In this program, the number of iterations is specified arbitrary, and plan generation is carried out automatically. Finally, the best plan is shown along with its respective TC.
Numerical Example
This section provides a numerical example to demonstrate the proposed fuzzy modeling method and also implementation of this method along with the proposed heuristic relations to develop the initial facility location model. As discussed in the previous sections, the first step to fuzzy modeling is gathering numerical input-output data of the system under studied. Here, the system is the region M in which the cell coordination, ) , ( r c , is the input and D, F, O, and T are the outputs. Since transportation cost, T, is usually constant, we consider 0008 . 0 ) , ( = r c T . Table II shows 106 cells in the region M for which the other required numerical input-output data are gathered.
Table II Numerical input-output data for region M.
Since the variables are from different scales, they should be scalelessed before subtractive clustering is applied; so, m′ and s′ are calculated. The values of m′ and s′ for each dimension are presented in Table III . Accordingly, the original data are scalelessed based upon Table II 
to obtain the number of clusters and to specify the center of each cluster in the first FRB. Table IV shows the results. Similarly, Tables V-VI show the results of implementation of subtractive clustering to construct the second and the third FRB. According to the above table, the ith rule can be written as, Output are the real output and the model's output, respectively, for the kth data. For the FRB presented in Table VI we have MSE=983.309 that with regard to the values of D is an acceptable error. Fig. 4 shows the first FRB with the output D in a 3-dimensional space. We also have MRAE=0.041 for this FRB. = r c n , represented in Fig. 8 with red, green, and yellow colors, respectively. The presented solution in Fig. 9 is not the best assignment, in that some cells can be allocated to a different facility with lower cost. So, all cells in the region M are allocated to the most suitable located facility. Fig. 10 shows the result of such allocation. 
Conclusion and Future Works
In this paper, a fuzzy modeling method has been proposed to develop a continuous 
