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Abstract
While a single distance or angle can be simply
measured, it is a remarkable challenge to accu-
rately determine the pose of an object in all six di-
mensions of X;Y; Z and pitch, roll and yaw. Con-
ventional measurement systems include mechan-
ical coordinate measurement systems; stereo op-
tical systems, particularly with active LED bea-
cons, and laser-based, magnetometric, acoustic,
photogrammetric and inertial systems. Systems
used commercially for accurate robot calibration
can cost from $100K to $250K.
In this paper a simple, low-cost method for
determining 6-DOF pose of an object is presented.
The method is based on interpreting moiré patterns
which are generated by a passive target and
acquired with a conventional digital camera. The
passive target incorporates Retro-Grate Reﬂectors
and is called an RGR-6D target. Experiments
carried out with a Fanuc S-10 robot and a mobile
platform are also reported.
1 Introduction
The pose of an object comprises its position and
orientation with respect to a speciﬁed coordinate
frame. While pose may be described in a variety of
ways [1], each representation must have 6 degrees
of freedom (6-DOF). For example, pose may be
given as Cartesian coordinates {X, Y, Z} and Euler
angles {pitch, roll and yaw} [1].
Robotics presents a number of pose sensing
challenges, including:
 Determining necessary tool poses for task and
trajectory planning [2];
 Determining end-effector pose for robot
control or kinematic calibration [3, 4];
 Visual servoing [5, 6];
 Mobile robot navigation [7, 8, 9, 10];
 Determining the pose for a free-ﬂying 6-DOF
input device for tele-operation [11].
Many methods are employed for each of these
tasks. Diverse methods, such as inertial sensing,
are not surveyed here, but discussions and
references may be found in [5, 12]. Vision-
based pose measurement for robotics is discussed
in [3, 4, 13]. In each of these papers - as well
as the majority of the photogrammetry literature
- pose is estimated from the image locations of
landmarks. In the present paper, a method is
presented for determining pose by analyzing moiré
patterns generated by a passive reference target.
The moiré patterns are quite sensitive to changes
of orientation, and, as will be seen in section
3, sub-arc minute absolute accuracy is possible
in the measurement of pitch, roll and yaw. In
their concluding section, Rousseau, et al. discuss
practical limitations to accuracy when landmarks
alone are used [3].
Endpoint tracking and mobile robot navigation
are demonstrated in this paper. End-point tracking
1has a long literature (e.g., see [5] and references),
and has the potential to greatly extend the
ﬂexibility of automation, in both the sense of
ﬂexible application and of realizing control for
manipulators which are ﬂexible structures [5, 6]).
Artiﬁcial landmarks are often used with ma-
chine vision for mobile robot navigation [7, 14,
8, 9]. The second application demonstrated here
employs machine vision and an RGR-augmented
landmark to determine {X-Y-q} from a single im-
age of a single artiﬁcial landmark, eliminating the
requirement that multiple landmarks be concur-
rently observed.
In the present paper, a novel method is pre-
sented for pose determination from a single im-
age which includes a passive, cooperative target in-
corporating Retro-Grate Reﬂectors (RGRs). Each
RGRcomprises gratings ﬁxedto the front and back
of a transparent substrate. These gratings gener-
ate interference patterns, called moiré patterns, the
distribution of which is both sensitive to variations
in the pose of the RGR and easily detected in an
image.
Accurately determining pose from an image
is one process of photogrammetry, which is
introduced in this section. In section 2, the
operation of the Retro-Grate Reﬂector isdescribed.
In section 3, experimental results are presented,
including: 3.1) high-accuracy measurements on a
test stand; 3.2) end-point sensing of motions of
a Fanuc S-10 robot; and 3.3) location estimation
for a mobile platform. Conclusions follow in
section 4.
1.1 Overview of pose measurement from a
single image
Photogrammetry (equivalently Image Metrology,
or measurement from images) has a history
dating back to the early 1900’s, with analytic
solutions established in the 1920’s [15, 16]. Most
photogrammetric work is directed toward aerial
and space photography. Stereo or multiple images
are commonly used to determine the 3-D position
of points of interest [16].
For photogrammetric location of points in
space, the complete camera model incorporates
parameters describing:
1. A camera model (called the Interior Orienta-
tion or IO, also called the intrinsic parame-
ters); and
2. The pose of the camera with respect to a
ﬁxed coordinate frame (called the Exterior
Orientation of the camera or EO, also called
the pose).
The IO parameters include: i) the lens distortion
model; ii) the location of the optical center in the
image; and iii) pixel density of the digital imager
(which may vary, for example, if the imager is
tilted with respect to the optical axis).
As opposed to aerial photogrammetry, close-
range photogrammetry refers to measurements
taken from images where the distance from the
camera to the object is generally less than 2,000
times the focal length of the camera; for example,
less than 70 meters when a 35 [mm] lens is used.
When several images of an object are obtained
from different points of view (camera stations)
and several points on the object can be accurately
located in each of the images (correspondence
points) then the pose of each camera station
(the exterior orientations) and the position of
each correspondence point can be simultaneously
estimated. Bundle Adjustment refers to this
estimation process, which is most often realized
with a least-squares algorithm [16].
When the camera model (interior orientation) is
fully determined, the number of unknowns is given
by:
Nu = 6Nc+3Np (1)
2Nl = 2NcNp (2)
where Nu is the number of unknowns, Nl is the
number of constraints, Nc is the number of camera
stations, and Np is the number of correspondence
points observed in each of the Nc images. The
6 and 3 in Eqn (1) arise because each camera
station is described by a full 6-DOF pose, while
each correspondence point is described by a 3-
DOFposition. The2arises inEqn (2)because each
image point provides an x and a y value.
For successful estimation, it is necessary that
Nl  Nu. For example, with 3 camera stations
and 6 correspondence points one has Nu = 36 and
Nl = 36, and estimation is possible. Nc = 3 and
Np = 8 provides a data set for practical estimation.
Accuracy of 1:80,000 (referenced to the scale
of the scene in the images) can be achieved with
specialized cameras and tools costing $100K+.
The camera calibration challenges are formidable
and contribute substantially to the cost. For
example, to achieve this high accuracy the lens
distortion model must be accurate to better than
a part in 80,000 and must be stable to this level.
To achieve the needed stability, photogrammetric
cameras are constructed to be very rigid, which
adds to cost, size and weight. None-the-less,
these specialized cameras must be recalibrated if
subjected to shock or substantial vibration. The
highest accuracy photogrammetric cameras are
ﬁxed focus, to avoid the uncertainty introduced by
moving the lens with respect to the imager during
focusing.
Accuracy of 1:1,000 is more straightforward to
achieve with commercial photographic equipment
and basic calibration, though even at this level
variable focus can introduce uncertainty.
There are many variations on bundle adjustment,
depending on which parameters are known a
priori. For example, if Np landmarks are pre-
arranged on a rigid target, the locations of the
landmarks in the target coordinate frame can be
known a priori. In this case, Eqn (1) becomes
Nu = 6Nc (3)
where the Nc camera poses are expressed in the
target coordinate system. If Np  3, then Nl  Nu
when Nc = 1, and it is possible to estimate the
pose of the camera with respect to the target from
a single image.
Many commercial photogrammetric systems
employ the approach of Eqn (3) to estimate pose
from a single image. The approach is most often
used to provide an initial value for higher-precision
calculations based on multiple images. A suitable
target is known as an Exterior Orientation (EO)
target, and an example is seen in ﬁgure 1. To
use this EO target, the 6 circular landmarks are
detected and located in an image. The locations
of the six landmarks provide 12 data with which to
estimate the pose of the camera relative to the EO
target (or equivalently, the pose of the EO target
relative to the camera).
Figure 1: The autobar Exterior Orientation (EO)
target used with the V-Stars system [17] (ﬁgure
reproduced by permission, Geodetic Services,
Inc.).
The use of an EO target with a single image
is the existing method of pose estimation most
3closely related to RGR-6D.
1.2 Limitation of conventional pose estimation
from a single image
Considering the coordinate frames introduced in
ﬁgure 4 (below) X, Y and roll (rotation about
the line-of-sight, also the in-plane rotation) can
be accurately estimated from a single image of
a known, planar target. X, Y and roll are
the variables commonly analyzed by commercial
machine vision systems (referred to as 21
2D
systems).
The pitch and yaw rotations, called out-of-plane
rotations, are difﬁcult to estimate accurately using
only a planar target; and depth (camera-target
separation) can be accurately measured from an
image only if the IO of the camera is accurately
known. With pose estimation using the locations
of target features in a single image, such as the
EO targets described above, considerable error
can be introduced by high error sensitivity in the
estimation of out-of-plane rotations and depth, and
by the projective ambiguity.
1.2.1 The projective ambiguity
The artist MC Escher is famous for his paintings
and lithographs with ambiguous geometry, such
as the detail from Convex and Concave seen in
ﬁgure 2. One of the ambiguities Escher exploited
is the projective ambiguity, which arises when
estimating 3D pose from landmarks detected in an
image.
In ﬁgure 2, the observer may see the central
plane as being in one of two orientations,
depending on whether the eye approaches from the
left or the right.
Mathematically, the projective ambiguity arises
because cos(a) = cos( a), where a is the angle
of the out-of-plane tilt of the object (e.g., an
EO target), and projective foreshortening given by
either cos(a) or cos( a) equally well describes
the locations of features in the image. For the
Figure 2: Detail of Convex and Concave by M.C.
Escher (reprinted with permission of the M.C.
Escher Company B.V., pending).
central surface of ﬁgure 2, the out-of-plane rotation
is a pitch angle of approximately +60o (for a
ceiling) or  60o (for a ﬂoor). (See section 2.1,
below, for deﬁnitions of rotations).
Indeed, without close-proximity cues1 or non-
geometric cues2, it is impossible, as MC Escher
knew, to disambiguate the 60o poses of the
central plane of Convex and Concave.
Statistically, the Cramer-Rao bound lower-
bounds the uncertainty of a pose estimate made
from a set of image measurements. Furthermore,
the magnitude of the Cramer-Rao bound depends
inversely on the smallest singular value of the
derivative matrix relating a change of pose to
a change of the measured data. When out-of-
plane rotations are estimated from the locations
of landmarks in an image, the smallest singular
1Close-proximity cues are shifts in the image locations
of landmarks arising when the observation point is close to
the object, relative to the size of the object. Close-proximity
cues are absent from classical perspective drawing; and are
frequently quite minuscule (e.g. 0.01-0.001 pixels of shift) in
practical pose-from-image estimation conﬁgurations.
2Non-geometric cues to pose include optical phenomena
such as shading. Photogrammetric methods often rely purely
on geometry, and rarely incorporate shading or related cues.
4value can be quite small, giving a large lower-
bound on estimated parameter uncertainty [18]. In
fact, when the EO target is planar, such as ﬁgure 1,
the derivative matrix relating pitch and yaw to the
measured locations of landmarks becomes singular
in some conﬁgurations, introducing potentially
large errors [19].
Using landmarks and photogrammetric meth-
ods, pitch, yaw and depth are difﬁcult to measure
dimensions in the pose of an object. These are pre-
cisely the dimensions revealed by the moiré pat-
terns of the Retro-Grate Reﬂector.
2 Pose Detection by Retro-Grate
Reﬂector
An RGR-6D target is seen in three poses in
ﬁgure 3. This RGR-6D target comprises two
Retro-Grate Reﬂectors, one horizontal and one
vertical (the vertical RGR is split). Each of
the RGRs comprises four gratings, three high-
resolution gratings and one low-resolution grating.
The target is the complete assembly, which also
includes a StarBurst3 landmark in each corner for
automatic detection.
In ﬁgure 3, moiré patterns are seen as the
alternating light and dark bands, or fringes, along
each RGR grating. For example, in ﬁgure 3(a)
in the upper-most horizontal grating, one sees
ﬁve light bands and four complete dark bands.
This moiré pattern is generated by positioning
a 2480 [cycle/meter] grating in front of a 2500
[cycle/meter] grating, separated by a 5.6 [mm]
thick piece of ﬂoat glass. The result is a moiré
pattern with spatial frequency of approximately 20
[cycles/meter] (not exactly 20 [cycles/meter], as
described in section 2.3).
The RGR is constructed to generate moiré
patterns which shift in response to out-of-plane
rotations. By detecting the shift of the moiré
3StarBurst, Retro-Grate Reﬂector and RGR are Trade-
marks of Go Sensors, LLC.
(a) X=0; Y=0; Z=2.00; P=0; R=90; Y=-10.0
(b) X=0; Y=0; Z=2.00; P=0; R=90; Y=-9.0
(c) X=0; Y=0; Z=3.25; P=0; R=90; Y=-10.0
Figure 3: Images of an RGR-6Dtarget in poses (a),
(b) and (c). X, Y, Z given in [m]; Pitch, Roll, Yaw
given in [deg].
5patterns, out-of-plane rotations can be accurately
measured from a single image. Furthermore, it can
be shown that this measurement is insensitive to
uncertainty in the camera calibration.
The Retro-Grate Reﬂectors are so named
because gratings are used to generate moiré
patterns, and retro-reﬂective material can be used
to efﬁciently return light to the camera.
In the next subsection, the coordinate frame
notation is introduced; and in the four subsections
which follow, operation of the RGR is described.
2.1 Notation
For the descriptions that follow a coordinate
frame notation is required. Following Craig
[1], the position and orientation variables are
deﬁned in ﬁgure 4. A point a in the target
coordinate frame is indicated by symbol tPa. The
right subscript designates the point and the left
superscript indicates the frame in which the point’s
coordinates are given.
The origin of a coordinate frame is designated
with a knot accent. For example, the origin of
the image frame is annotated P˚ i, and likewise the
origin of the camera frame is P˚ c, and target frame is
P˚ t. The coordinates of the origin of the target frame
expressed in the camera frame takes the notation
cP˚ t.
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Figure 4: Coordinate frame and rotation assign-
ments.
2.1.1 Camera coordinate frame: principal
point of the lens
Point P˚ c is the origin of the camera coordinate
frame, which is located at the principal point of the
camera lens. The Z axis of the camera frame takes
the notation cZ and is aligned with the principal
(central) ray of the lens. For example, cZ˚ t indicates
the Z-axis coordinate in the camera frame of the
origin of the target frame.
The principal ray intersects the image plane at
point P˚ i ; cP˚ i =
h
0; 0;  cp
iT
where cp is
called the principal distance and is the adjusted
focal length of the lens. Principal distance cp co-
varies with both focus and zoom.
For an ideal pin-hole camera, point tPa is
imaged at point iPa0, where the ray connecting tPa
and iPa0 passes through P˚ c. Image formation in
practical cameras can be described by extending
the pin-hole model with radial and tangential lens
distortion [16].
Also seen in ﬁgure 4, rotations pitch (w), roll
(k) and yaw (j) are right-handed about axes X, Z
and Y, respectively. In addition to angles w, j and
k, there is a 180o yaw rotation between the camera
and target frames.
The orientation of the target in the camera frame
can be represented by the rotation matrix:
c
tR =
2
6
4
 1 0 0
0 1 0
0 0  1
3
7
5 RkRjRw (4)
where Rk, Rj and Rw are 33 rotation matrices
corresponding respectively to roll, yaw and pitch
rotations, and the ﬁrst rotation matrix corresponds
to the 180o yaw rotation of the camera frame with
respect to the target frame [1, 16]. In this notation
cPa = c
tR tPa+ cP˚ t : (5)
62.2 Orientation estimation by moiré pattern
Moiré is a French term describing fabrics woven
to create changing patterns as the wearer moves.
Such fabrics exploit the moiré phenomenon and
have been woven in China since ancient times
[20]. Starting with Lord Rayleigh in 1874, moiré
patterns have been used for scores of measurement
applications, including displacement transducers,
strain analysis and crystallography [20, 21].
In RGR applications, moiré patterns are used to
measure out-of-plane rotations and depth. As seen
in ﬁgure 5, an RGR-6D target comprises a glass
substrate with printed ﬁlm artwork bonded to both
sides. The light and dark bands seen in ﬁgure 3 are
moiré fringes, created by front and back gratings
of dissimilar spatial frequency.
Glass Substrate
Camera
Transparent film printed with artwork
￿
￿
￿
￿
￿
￿
￿
Figure 5: Proﬁle view of a Retro-Grate Reﬂector
target.
Looking at the image of an RGR-6D target
in ﬁgure 3(a), four landmarks are seen in
the four corners, along with two RGRs, one
oriented vertically and the other horizontally.
The landmarks, called StarBursts, are chosen to
facilitate automatic detection, even in images with
complex background scenes.
The interaction of pose and the moiré patterns
can be seen in ﬁgure 3, where an RGR-6D target is
shown in three poses. Relative to the pose seen in
ﬁgure 3(a); the pose seen in ﬁgure 3(b) has a +1.0
[deg] yaw rotation; and the pose seen in ﬁgure 3(c)
is translated by +1.2 [m] along cZ.
The positions of the moiré patterns of the
horizontal RGR respond to yaw rotation of the
target. The horizontal RGR is comprised of four
gratings, which are illustrated in ﬁgure 6. The
three high-resolution gratings are of interest, and
comprise a central and outer regions.
Outer Region (2a) Shift with +1 deg yaw rotation
Central Region (1)
Low resolution grating
Shift with +1 deg yaw rotation
Shift with +1 deg yaw rotation
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Figure 6: Grating regions 1 and 2 of the horizontal
RGR seen in ﬁgure 3(a)(b)(c).
Looking at images 3(a) and 3(b), for region 1
(the central region) the moiré fringes move to the
right in response to a +1.0 [deg] yaw rotation. For
region 2 (the outer region) the moiré pattern moves
to the left in response to a +1.0 [deg] yaw rotation.
The response of the moiré patterns is also seen
in ﬁgure 7, which shows the measured luminosity
as a function of position on the imager. The
measured data for images 3(a) ’4’ and 3(b) ’+’
are shown. It is seen that for this target (target
75, a ﬁfth-generation target) the moiré patterns
shift by approximately 60 [deg] in response to a
1 [deg] rotation, giving a sensitivity of 60 degrees
of moiré pattern phase shift per degree of target
rotation. The phase of each moiré luminosity
curve is measured at the center of the target,
corresponding to an ordinate value of 0 in ﬁgure 7.
The lower plot shows the luminosity as a
function of position for region 1 of . The plot
shows that the spatial frequency of the central
moiré pattern is substantially lower than that of the
outer moiré patterns. This effect is described in
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Figure 7: Luminosity curves for the horizontal
RGR measured in images 3(a) and 3(b). The X-
axis shows position on the imager.
section 2.3, below, and directly reveals the distance
to the target. The lower plot also shows that the
sense of the shift of the central moiré pattern is
opposite that of the outer moiré patterns. This
effect arises with the fact that Fb < Ff for region 1,
while Fb >Ff for region 2; where Fb [cycles/meter]
is the spatial frequency of the back grating artwork,
and Ff [cycles/meter] is the spatial frequency on
the front. This effect permits differential sensing
of the moiré pattern shift, which greatly enhances
accuracy.
In ﬁgure 7, the luminosities are indicated in
units of counts in the 8-bit gray-scale image. The
positions are indicated in units of milli-meters
on the imager surface. The camera used is a
Pulnix 9701 digital video camera with a Kodak
KAI-0372M imager with microlens. The inter-
pixel separation for this imager is 0:0116  0:0136
[mm].
The moiré patterns generated by the RGR pro-
vide a means to greatly amplify the image informa-
tion corresponding to out-of-plane rotations. When
back lighting and differential-mode sensing are
used, target rotations can be detected with an ab-
solute accuracy of better than 1 [arcminute] and
a repeatability of 10 [arc seconds] (see ﬁgure 14,
below).
2.3 Depth detection by near-ﬁeld effects
‘Depth’ refers to the camera-target separation, or
jjcP˚ tjj. In conventional photogrammetry, depth
may be estimated from the apparent size of the EO
target in the image. The true size of the EO target
and cp, the adjusted focal length of the lens, must
be known, as well as the out-of-plane tilt of the
target. But if focus is adjusted or a zoom lens is
used, cp may not be known.
Exploiting a near-ﬁeld effect in the underlying
physics of the moiré phenomenon, depth can
be directly estimated from the distribution of
moiré patterns, without reference to any aspect of
camera calibration. This is because a change of
depth produces a change in the apparent spatial
frequency of the observed moiré patterns. This
may be seen by comparing the positions of the
bands at the left and right edges of the horizontal
RGR in ﬁgures 3(a) and 3(c), for which jjcP˚ tjj =
2:00 and 3.25 [meters], respectively.
The camera is said to be in the far ﬁeld of
the target when the camera-target separation is
much greater than the thickness of the target, or
(jjcP˚ tjj >> dt) where dt is the thickness of the
target (seen in ﬁgure 5). In the far ﬁeld, the
spatial frequency of the moiré pattern is equal
to the difference of the front and back grating
frequencies, or
rF¥
m = Fb Ff (6)
where rF¥
m [cycles/meter] is the spatial frequency
of a moiré pattern when viewed from the far ﬁeld,
referenced to length on the front of the target.
In the near ﬁeld however, approximately where
(jjcP˚ tjj < 1000dt), a geometric effect tends to
increase the apparent spatial frequency of the back
grating. The physical basis for this is seen with
8the aid of ﬁgure 5, where rays are shown from
P˚ c to the target. It is seen that a given angle
subtended by the target sweeps out a greater length
of back grating than of front. In consequence,
when the grating spatial frequencies are expressed
in units which relate to the image, such as cycles
per image milli-meter, the spatial frequency of the
back grating appears to be increased relative to
that of the front. For example, for the images of
ﬁgure 3, the apparent spatial frequency of the back
grating is:
Distance Apparent Fb [cyc/m]
jjcP˚ tjj = 2:00[m] F2:00
b = 2504:56
jjcP˚ tjj = 3:25[m] F3:25
b = 2502:81
jjcP˚ tjj = ¥ F¥
b = 2500:00
The near-ﬁeld effect will increase both

iFm


and jrFmj if Fb > Ff, and decrease

iFm

 and
jrFmj if Fb < Ff; where iFm is the apparent spatial
frequency of a moiré pattern, referenced to units of
length in the image, [cycles/mm], and rFm refers
to the same frequency, but referenced to units of
length on the front of the target, [cycles/meter].
The signs of both iFm and rFm match that of rF¥
m ,
which can be either positive or negative, depending
on sign(Fb Ff).
Terms

iFm

 and jrFmj are referred to as
the apparent spatial frequency of the moiré
pattern because these are measures of how
the moiré pattern appears from a particular
point of observation. The magnitude
 iFm
  is
considered because only the magnitude of the
spatial frequency - not its sign - can be measured
from the image. The interaction of depth and
apparent spatial frequency is termed the near-ﬁeld
effect, and permits a direct measurement of depth
from a single image obtained with an uncalibrated
camera.
Data corresponding to the images of ﬁgure 3 are
listed in table 1. These data apply to both the
horizontal and vertical high-resolution gratings.
Considering the horizontal RGR, the two outer
high-resolution gratings have identical grating
properties and form one region with Ff = 2480
[cycles/meter] and (Fb > Ff). The central high-
resolution grating has the opposite sense, due to
the front grating frequency of 2520 [cycles/meter]
and (Fb < Ff).
Frequency
[cycles/meter]
Outer
Region
Central
Region
Ff 2480 2520
Fb 2500 2500

rF2:00
m

 =

F2:00
b  Ff

 24.56 15.44

rF3:25
m

 =

F3:25
b  Ff

 22.81 17.19
jrF¥
m j =
 F¥
b  Ff
  20 20
Table 1: Grating frequencies [cycles/meter].
Camera-target distance of jjcP˚ tjj = 2:00 [m]
corresponds to ﬁgure 3(a), and jjcP˚ tjj = 3:25 [m]
to ﬁgure 3(c). All frequencies referenced to length
on the front surface of the target.
Asseen intable 1, the difference between central
and outer moiré-pattern spatial frequency is greater
at 2.00 [m] than at 3.25 [m], with no difference at
inﬁnite separation.
The near-ﬁeld effect is further illustrated in
ﬁgure 8, which shows the apparent spatial
frequencies of the moiré patterns as a function
of depth, and, on the lower axes, the ratio of
the outer and central apparent spatial frequencies.
Apparent spatial frequency in the image,

iFm

,
can be measured, while apparent spatial frequency
on the target, jrFmj can be analytically related to
depth. The scaling from one to the other is a
complex function, requiring detailed information
of the presumably unknown target pose, and
also detailed and accurate camera calibration
information. However, when the outer and central
RGR regions share a common central axis - as
9with the ﬁfth-generation artwork - the scaling from
image to target spatial frequency will be the same,
so the ratios are equal:
jrFo
mj=jrFc
mj =
 iFo
m
 =
 iFc
m
  (7)
where the right superscripts refer to the outer and
central RGR regions. This ratio is plotted in
the lower axes of ﬁgure 8, and makes possible
estimation of depth without prior knowledge of the
target pose or camera calibration.
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
10
15
20
25
30
M
o
i
r
e
 
F
r
e
q
 
|
 
r
F
 
m
|
 
 
[
c
y
c
l
e
s
/
m
e
t
e
r
]
| 
rF  m| Outer Region
| 
rF  m| Central Region
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
1
1.5
2
2.5
3
Camera−Target separation [meters]
M
o
i
r
e
 
F
r
e
q
 
R
a
t
i
o
 
 
[
×
]
| 
rFm
o | / | 
rFm
c   |
2.00 meters, Fig. 2(a)
3.25 meters, Fig. 2(c)
Figure 8: Upper: moiré pattern apparent spatial
frequency jrFmj as a function of jjcP˚ tjj; Lower:
ratio of outer and central moiré pattern apparent
spatial frequencies.
The accuracy of depth estimation using the near-
ﬁeld effect depends on the accuracy with which the

iFm

 are measured. Estimating frequency in short
duration signals is quite sensitive to noise [22].
The experimental data below show RMS errors in
the distance estimate of 1%-2% of the distance.
While this is not comparable to the arc-minute
precision shown for the angle measurements, this
near-ﬁeld effect is the only method for depth
estimation from a single image known to the
authors which does not depend on either prior
knowledge of the adjusted focal length or special
apparatus. If cp and target orientation are known,
camera-target separation can be estimated using
photogrammetric methods, with the high accuracy
achieved by photogrammetric systems.
2.4 Details of RGR image processing
Processing the RGR image proceeds in this way:
1. Image capture; the image may be digital, or
ﬁlm or video transfered to a digital image.
An example is seen in ﬁgure 9.
2. Detection and location of the StarBurst
landmarks, and
(a) Estimation of the RGR-6D target pose
from the landmark centers, using stan-
dard photogrammetric techniques;
(b) Determination of the image areas corre-
sponding to the RGR regions, using the
estimated pose.
Landmarks detected in ﬁgure 9 are marked
with computer-generated cross hairs in ﬁgure
10, as are the located corners of the RGR
regions.
3. Measurement of the luminosity versus posi-
tion curve of the moiré pattern within each
RGR region.
The pixels analyzed within RGR region 2
are drawn white in ﬁgure 11, and a plot of
luminosity versus image position are seen in
ﬁgure 12.
4. Estimation of the phase and frequency of the
moiré pattern within each RGR region.
5. Inverse-model based, least-squares estimation
of the 6-DOF target pose, using the RGR
phase and frequency data and landmark
locations.
Estimating the phase and frequency of the moiré
patterns by ﬁtting to the many pixels of each
10Figure 9: Fanuc S-10 robot with target 75, in pose
8 of the experiments described in section 3.2.
Figure 10: Detected landmarks indicated with
gray cross-hairs; estimated corners of the gratings
indicated with white cross-hairs.
Figure 11: Analysis of the RGR, region 2; 617
pixels analyzed marked white; landmarks marked
with a gray cross-hairs.
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Figure 12: Luminosity curve for RGR, region 2;
the curve segments correspond to the grating
segments highlighted in ﬁgure 11.
11RGR region improves accuracy and reduces the
requirement for high resolution images. Indeed,
4 [arcminute] accuracy has been achieved with
images wherein the entire RGR-6Dtarget occupies
no more than a 60x60 pixel image footprint.
2.5 Issues of camera and lens choice
Metrology places requirements on camera and lens
performance that are quite distinct from those
of general photography. Whereas with general
photography the position of the imaging material
(ﬁlm or CCD) can vary from image to image,
for photogrammetry it is necessary to know the
principal point of the image, point P˚ i. Even
relatively expensive commercial digital cameras
show marked movement of the CCD relative to the
lens when the camera is vibrated between images
[23].
Additionally, the lens model must be stable
and known. The short lenses common in digital
cameras have substantial lens distortion. We
observe ten’s of pixels of radial lens distortion
with our Nikon CoolPix 950. Lens distortion
can be accurately modeled, but only if it is
stable. A substantial portion of the $5K-$100K
cost of a photogrammetric camera is associated
with assuring the stability of the camera model.
An important aspect of the RGR is that
measurement of the moiré pattern differential
phases and frequencies is quite independent of
camera parameters, lens distortion or even sharp
focus. Averaging over the grating areas and
differential measurement further reduce sensitivity
to image characteristics. Thus the moiré-based
measurements - pitch, yaw and depth - may be
very accurate, even with low-cost and uncalibrated
cameras.
3 Experiments
3.1 Yaw and depth test stand
A formidable challenge to calibration and demon-
stration of RGR-6Dis the requirement for indepen-
dent knowledge of target pose. The yaw and depth
test stand partially solves this problem and pro-
vides two degrees of motion freedom correspond-
ing to out-of-plane rotation and depth.
The test stand comprises a machine-tool rotary
table and linear motion of the camera ﬁxture.
The apparatus is shown schematically in ﬁgure
13. The rotary table provides controlled motion
in one out-of-plane rotation. By translating the
camera in a ﬁxture, cZ˚ t was varied on a range
from 2.00 to 3.25 [m], where notation cZ˚ t refers
to the Z-axis coordinate of the center of the target,
expressed in camera coordinates. Separate laser-
based calibration established the rotary table to
have a repeatability of 10 [arc-seconds], and
translation position was measured to within 0:5
[mm].
Back
Light
Target
Rotary Table Yaw angle
Camera
Translation of Camera Rotary Table
Base
Figure 13: Schematic diagram of yaw and depth
test stand (not shown to scale).
In ﬁgure 14, RGR-estimated angle is plotted
versus indicated rotary table angle. The RMS
error is seen to be 0.5 [arc-minutes] over a rotation
range of 54 degrees. The sub-arc minute absolute
accuracy is achieved using back lighting, which
reduces the inﬂuence of non-uniform ambient
light.
The data of ﬁgure 14 also show a repeatability
that is substantially better than the absolute
12accuracy. Each pose of ﬁgure 14 was measured
three times, moving the rotary table through three
passes from -6.0 to 48.0 degrees. The repeatability
measured in the data set, 9.9 [arc-seconds], is
equivalent to the 10 [arc-second] repeatability
separately measured for the rotary table itself.
−10 0 10 20 30 40 50
−10
0
10
20
30
40
50
Rotary Table Angle [deg]
M
e
a
s
u
r
e
d
 
A
n
g
l
e
Measured Points
Reference Values
RMS Err: 0.494 [Arc Min]
−10 0 10 20 30 40 50
−1
−0.5
0
0.5
1
Rotary Table Angle [deg]
E
r
r
o
r
 
[
A
r
c
 
M
i
n
]
Figure 14: Yaw angle detection.
3.2 6-DOF experiments with a Fanuc S-10
robot
The rotary table provided an accurate test-bed for
2-DOF motions, but did not allow testing full 6-
DOF motions. For this a Fanuc S-10 robot was
used.
3.2.1 Experimental conﬁguration
The experimental conﬁguration is seen in ﬁgure
15, with the S-10 robot illustrated in one of the ten
test poses. In the foreground is a theodolite; two
theodolites were used to independently determine
the RGR-6Dtarget pose inaﬁxedworld coordinate
frame.
To establish the world coordinate frame and
estimate the theodolite poses in this frame, 12
ﬁxed control points were used. Four of these are
seen in the background in ﬁgure 15 (the black
circles ﬁxed to the concrete wall; each included a
central cross-hair, not visible in the image). Using
measurements of azimuth and elevation angle from
Figure 15: Apparatus for the 6-DOF trials
including a Fanuc S-10 robot with RGR-6D target,
one of two theodolites, and four of 12 ﬁxed control
points, which are seen as black circles on the far
wall.
each of two theodolites to each of the 12 control
points and one linear distance between control
points, 49 data were obtained.
In total 40 conﬁguration parameters were
estimated, including 32unknowns of the 12control
point positions4 and the 8 unknowns of the two
theodolite poses5.
Fitting the 40 conﬁguration parameters to the 49
azimuth, elevation and length data gave an RMS
residual of0.00080 [deg]. Fromthis the covariance
matrix of the parameter estimates was computed,
indicating a residual one-sigma uncertainty in the
positions of the control points of 0:9 [mm] and
theodolite yaw angle uncertainty of 0:8 [arc-
minutes].
Each of the 10 robot poses were determined by
measuring azimuth and elevation from each of the
two theodolite stations to each of four cross hairs
4Thirty-two rather than 3x12=36 because the world
coordinate frame is co-located with one control point (seen
at lower left in Fig. 15) and oriented in relation to another,
eliminating 4 degrees of freedom.
5Eight rather than 6x2=12 because the theodolites were
equipped with elevation compensation, which, with base
leveling, ﬁxes pitch and roll so that theTiY axis is aligned with
gravity, where left subscript Ti denotes the coordinate frame of
the ith theodolite.
13at the corners of the RGR-6D target, providing 16
data to estimate each 6-DOF target pose. The ﬁt
residual indicates a target pose estimation accuracy
of 3 [arc-minutes] and 0:2 [mm].
Because the back lighting equipment used with
the experiments of section 3.1 could not withstand
high pitch angles [24], it was not used in the 6-
DOF experiments. In ﬁgures 9 and 10 it is seen
that the RGR target is mounted in an aluminum
bracket rigidly ﬁxed to the terminal link of the S-
10 robot. To supply lighting for the RGR target,
a layer of 3M retro-reﬂective material was placed
behind the target, and a ﬂorescent ring light was
mounted around the camera. The bright reﬂections
seen in ﬁgures 9 and 10 are the result of light from
the ring light being returned to the camera by the
retro-reﬂective material.
The imaging equipment used in both experi-
ments was a Pulnix 9701 camera with a Com-
putar 16 [mm] lens. The interior orientation of
the camera with lens was determined using Pho-
toModeler from EOS Systems. Neither the cam-
era nor lens qualiﬁes as photogrammetric-grade
equipment, which limited the accuracy of X, Y and
roll measurements in this experiment; and of depth
measurement when cp is used.
3.2.2 Results
Each of the 10 robot poses was repeated 3 times
with theodolite and image data gathered each time,
resulting in 30 trials. The image of the ﬁrst pose of
the third set produced an evident out-lier in the data
and was discarded. Leaving 29 trials for analysis.
The theodolite measurements of the 10 robot
poses show a one-sigma inter-trial variability of
2:8 [arc-minutes] and 0:18 [mm]; showing a
surprising agreement with the computed theodolite
estimate uncertainties, and indicating that the
repeatability of the Fanuc S-10 positioning is
substantially better than the accuracy of the
theodolite-based pose estimates.
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Figure 16: X, Y, Z estimation (Cartesian camera
coordinates).
The results of RGR-6D pose measurement are
seen in ﬁgures 16 - 22. In ﬁgure 16 it is seen
that RGR-estimated X, Y and Z values track the
theodolite-estimated values with sub-millimeter
mean errors, and 3-5 [mm] standard deviation.
In ﬁgure 17 the results of azimuth and elevation
measurement are seen. The RGR measurements
agree with the theodolite measurements with
a one-sigma error of 4 [arc-minutes]. Given
the anticipated one-sigma uncertainty in the
theodolite measurements of 3 [arc-minutes], this
suggests an uncertainty in the RGR measurements
themselves of
p
42 32  2:6 [arc-minutes], or
slightly less than the uncertainty in the theodolite
measurements. To determine the residual errors in
the RGR measurement process, a more accurate
means of independently determining the Fanuc S-
10 poses is required.
The azimuth and elevation angles of Fig 17
14describe the line-of-sight vector connecting the
center of the RGR-6D target frame with the
center of the camera frame tP˚ c. Using the target
poses known from theodolite measurements and
rotating the RGR-measured tP˚ c vectors to world
coordinates, the measured tP˚ c can be plotted
as a ray in world coordinates. In the 6-DOF
experiments, the camera did not move, so ideally
the 29 measured tP˚ c will converge to wP˚ c, the
camera center in world coordinates. Point wP˚ c, was
estimated as the point minimizing the RMS miss
distance the tP˚ c vectors.
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Figure 17: Azimuth and Elevation estimation.
The measured tP˚ c vectors, including uncertainty
from both the theodolite-based target pose estimate
and the RGR-based measurement of tP˚ c, are seen
in three cross-sections in ﬁgures 18, 19 and 20.
The ﬁgures show that the tP˚ c vectors converge to
within a very small ball; they intersect with an
RMS orthogonal miss distance of 3.7 [mm].
When prior knowledge of the camera calibration
and standard photogrammetric techniques are
used, the distribution of errors in the estimated
depth is as seen in ﬁgure 21. The RMS error is
6.0 [mm], or 0.2% of the mean depth of 3.0 [m].
The 0.2% RMS error is consistent with the use of
a non-photogrammetric camera.
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Figure 18: Rays to the camera center from the
RGR-6D target in 10 poses (3 trials each); X-Z
projection.
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Figure 19: Rays to the camera center from the
RGR-6D target in 10 poses (3 trials each); Y-Z
projection.
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Figure 20: Rays to the camera center from the
RGR-6D target in 10 poses (3 trials each); 3D
projection.
When prior knowledge of cp is not used, depth,
or target-camera separation, is the most difﬁcult
pose parameter to accurately estimate. In the
analysis leading to ﬁgure 22, we do not make use
of prior knowledge of cp, exemplifying a camera
with zoom lens set to unknown zoom. The residual
errors in depth measurement are seen in ﬁgure 22.
Errors are less than 2% of the measured value.
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Figure 21: Residual in depth measurement, using
known camera focal length.
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Figure 22: Residual in depth measurement, using
RGR apparent spatial frequency.
3.3 RGR-augmented, landmark-based
location-estimation for mobile platforms.
To test the potential of the orientation sensing
capability of RGR to augment the information
available to a vision-equipped mobile platform
(such as a mobile robot), a testbed was constructed
[25]. The testbed is seen in ﬁgure 23, and
comprises: i) a mobile platform equipped with
machine vision; ii) a reference grid laid out on
the ﬂoor with  1[mm] accuracy; iii) a plumb
bob, suspended below the principal point of the
camera lens (i.e., the suspended below the origin
of the camera coordinate frame); iv) computing
hardware, and v) a 1-DOF RGR target ﬁxed to the
wall (at the origin of the reference grid). A detailed
viewof the second-generation target used is seen in
ﬁgure 24.
Three images were taken at each of the 13
positions. Both the measurements and the data
are illustrated in ﬁgure 25. Position was estimated
from each image, using the moiré patterns to
determine bearing angle in the target coordinate
frame and photogrammetric methods to determine
range.
As opposed to the ﬁfth-generation artwork of
16Figure 23: RGR-augmented landmark-based
location-estimation testbed.
Figure 24: Target 46, a second-generation 1-DOF
RGR target.
ﬁgure 3, the gratings of the second-generation
artwork do not exploit a common-axis for
differential mode sensing. Additionally, these
trials were carried out with a simpler analysis
of the moiré patterns, which lacked modeling
of the near-ﬁeld effects described in section 2.3.
For these reasons, the second-generation artwork
gives 20 [arc-min] uncertainty on the yaw and
depth test stand (section 3.1), or about 40 times
that observed with the ﬁfth-generation artwork
and more complete analysis. None-the-less, the
system achieves 1.6 [cm] RMS error; validating
the potential of RGR-augmented landmarks to
enhance location-estimation for mobile platforms.
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positions.
4 Conclusions
Using a passive RGR-6D target and a single
image, 6-DOF pose can be measured. The
measurement system is non-contact. Its bandwidth
is limited only by the speed of image capture
and processing. The RGR-6D targets can be as
small as a few millimeters across. In long-distance
applications, camera-target separation is limited
only by the resolution of the imager and the length
of the lens, though the moiré-frequency based
depth measurement is lost if the camera and target
are quite widely separated.
Experimental results verify arc-minute accuracy
of orientation measurement and highly accurate 6-
DOF pose measurement. On-going research in-
cludes developing apparatus for back lighting in
the 6-DOF trials; exploring the envelop of RGR-
6D size and design trade-offs, and implementing
a more accurate means of independently determin-
ing the Fanuc S-10 poses.
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