The novel "Volume-Enclosing Surface exTraction Algorith" (VESTA) generates triangular isosurfaces from computed tomography volumetric images and/or threedimensional (3D) simulation data. Here, we present various benchmarks for GPU-based code implementations of both VESTA and the current state-of-the-art Marching Cubes Algorithm (MCA). One major result of this study is that VESTA runs significantly faster than the MCA.
Introduction
NVIDIAs toolkits (cf., e.g., Ref. [1] ) for the development of CUDA -based software contain, among many other things, example code for an extended version [2] of the original MCA [3] . Here, we compare the performance of this code with our CUDA -and ANSI-C-based implementation of VESTA [4] on a Linux-based (i.e., openSUSE 13.1) PC with a GeForce GTX 750 Ti graphics card.
In particular, the times that we have measured (cf., Table 1) are averages over 1000 runs each. The measurements start after the data sets have been loaded into texture memory, and they stop after all point coordinates and triplets of point IDs (i.e., triangles) have been computed on the GPU. 
Results
For the here considered data sets [1, 4, 5] , the extended MCA is about (a) 12%, (b) 38%, (c) 23%, (d) 30%, and (e) 32%, slower than the marching variant of VESTA [4] , when the latter is executed in its low resolution "disconnect" mode (DCED/L). Furthermore, VESTA is also faster even if higher resolution isosurfaces are computed (cf., Fig. 1) , which have about twice the number of triangles (cf., Table 1 ).
Note that the current code implementation of VESTA does not yet use parallel streaming, nor it does call device kernels from within kernels. As a consequence, further GPU-based code optimisations may result in an even faster VESTA code.
