I. INTRODUCTION
A FTER almost 100 years of domination by internal combustion engines, there has been a return of interest in electric vehicles (EVs). Many factors stimulate this resurgence. On the one hand, it is widely believed that EVs can solve energy and environmental problems to some extent. On the other hand, EVs with individually controlled motors, G. Yin, W. Zhuang, N. Zhang, J. Wang, and K. Geng are with the School of Mechanical Engineering, Southeast University, Nanjing 211189, China (e-mail: ygd@seu.edu.cn; wezhuang@seu.edu.cn; nzhang_cn@seu.edu.cn; wangjx@seu.edu.cn; jsgengke@seu.edu.cn).
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namely four-wheel independently actuated (FWIA) EVs, allow a significant improvement in motion performance due to their remarkable actuation flexibility [1] , [2] . So far, various studies have been conducted on how to fully utilize the potential of the FWIA EVs to enhance the maneuverability and stability of vehicles [3] - [7] . It is also believed that the combination of electrically driven and autonomous driving is the future of vehicle technology [8] , [9] . Sophisticated control systems in FWIA EVs or autonomous vehicles are based on the advancement of electrical and electronics technology. In the past, electronic devices in vehicles are connected by point-to-point wiring systems. As the growth of electronic control units (ECUs), continuing to adopt this conventional Electrical/Electronic architecture became impossible because it resulted in an expensive and messy wire system. Nowadays, the data signals between ECUs are transmitted through networks, i.e., controller area network (CAN) or FlexRay, forming a networked control system (NCS). However, as the number of ECUs rising further, which is typical in over-actuated FWIA EVs, the unknown and timevarying communication delays of networks may be large enough to degrade the performances of feedback control systems [10] .
Some work has been carried out to deal with the delays induced by in-vehicle networks [11] - [14] . In these studies, two approaches are widely employed to describe the timevarying delays as uncertainties. One is a deterministic method, and the other is a stochastic method. In the deterministic method, delays are assumed as being taken from a fixed probabilistic distribution [11] , [12] . Such description is quite simple and keeps the synthesis of the NCS easy. However, it neglects the correlation between current and previous delays, which may increase the conservativeness of the control system. In the stochastic method, the NCS is modeled as a Markov chain [13] , [14] . Such random process model takes the dependence between adjacent delays into account and is more precise allowing for the real network phenomena. Once the models of NCS has been established, appropriate robust control methods can be designed to make the performance of the system as high as possible under the uncertainties induced by network delays.
For these studies, an important issue is how to decrease the conservativeness in the algorithms. However, although more accurate NCS models and less conservative control methods are adopted, conservativeness still inevitably exists as long as we regard time-varying delays as uncertainties. Moreover, another well-known problem, the noises in sensory signals, is not considered in these literature. These defects motivate us to design a proprioceptive system of autonomous FWIA EVs, which can effectively compensate the time-varying delays in feedback loop (actually, in the autonomous vehicles, motor commands all exist in feedforward loop and generally have high priorities, which means that large network delays concentrate in feedback loop) and suppress the measurement noises simultaneously. The theoretical basis of our method is mainly borrowed from the research on the sensorimotor loop of humans.
A. Inspiration From the Sensorimotor Loop of Humans
Our nervous system is also a typical and intricate NCS. Sensory information from the skin, muscle, and visceral organs are transferred through the peripheral nervous system to the central nervous system (CNS), or, to be more specific, the corresponding spinal cord segment (each segment is responsible for a certain part of the human body). The spinal cord relays signal up to the brain, where the ascending feedback information is integrated and processed. Then, the efferent motor commands are projected forward from cortex to the corresponding spinal cord section [15] . When comparing invehicle networks and the nervous system, many similarities can be found. As illustrated in Fig. 1 , an actuator/sensor node of in-vehicle networks is like a segment of the spinal cord, and the vehicle control unit (VCU) plays the role of the human brain. Considering the highest speed of neuron signals is only about 120 m/s, the time delay is also an intrinsic nature of sensorimotor control loop of humans. In addition to that, the noise in motor commands and sensory inputs are bigger because of the biomechanical properties of the muscles and neurons. It seems a paradox that we can still control the motion of our limbs and hands so intelligently.
The secret of our outstanding capability to estimate the states of our body and external environment lies in the exploitation of two streams of information. Instead of solely relying on sensory feedback, which is temporally lagged and tending to be corrupted by considerable amounts of noise, the brain predicts the sensory consequences of our motor commands as well [16] , [17] . To predict, the brain requires an internal forward model, which describes the dynamic characteristics of the outside world [18] . The question is: where does the accurate internal model, the base of our prediction, come from? Actually, forward models are not fixed in nature. They should be learned from experience [19] . By comparing the predicted and actual outcomes of a motor command, errors can be generated. Then, human brains take advantage of well-established computational learning rules to translate these errors into changes in synaptic weights to improve future predictions of a forward model.
After the prediction of the internal forward model, measurement signals can be fused to correct the prediction results and form perceptions. The most famous fusion method was proposed by Rudolph Kalman [20] , called Kalman filter (KF). Although KF was proposed in engineering, some experiments have examined that it fits the mechanism in our brain well [18] , [21] , [22] .
B. Related Work and Main Contribution of This Paper
In this paper, a proprioceptive system of autonomous FWIA EVs is proposed to double overcome the delays and noises in the feedback loop of in-vehicle networks. First, state-of-the-art deep learning (DL) technology is adopted to represent dynamics models of autonomous FWIA EVs from experience automatically. DL is a branch of machine learning based on a set of algorithms that is especially powerful in extracting useful models [23] . It has turned out to be very good at discovering intricate structures in high-dimensional data and is therefore applicable to many domains of science, business, and government [24] . Since 2006, DL has won numerous official international pattern recognition competitions [25] , achieving the first superhuman visual pattern recognition results in limited domains [26] , [27] . Second, data fusion technique is exploited to combine the prior information (which is learned from experience) and measurement information (which is directly sampled or estimated by the sensory system but corrupted by delays and noises). Thus, this perception system of locomotion is based on the combination of learning and data fusion, just as what is happening in our brains. Using this proprioceptive system, the concerns about conservativeness generated by modeling the time-varying delays in the feedback loop is not required anymore. It should be noted that the attempt to identify the model of intelligent vehicles by machine learning can be dated back to 1990s and still remains popular these days [28] - [31] . However, fusing the learned knowledge with sensory signals to improve the prediction effect has rarely been tried in those works. The overall structure of our vehicle proprioceptive system is shown in Fig. 2 .
One quite promising DL solution to tackling the problem of learning sequences of information is the recurrent neural network (RNN) [32] . To train a RNN, it is standard to unroll it through time and convert it into an equivalent very deep feedforward neural network. However, when the error signals backpropagated through time in an unfolded RNN, the gradients typically explode or vanish. As a result, learning with recurrent networks, especially learning long-term dependency, has long been considered difficult [33] . In recent years, thanks to the improved architectures [34] , [35] , fast implementations and better gradient-following heuristics [36] , and deep RNNs are now frequently trained successfully. In this paper, a ninelayer modular deep RNN (MODERNN) is designed to learn the forward model of FWIA EVs.
Nonlinear filter technique is required to utilize the nonlinear feedforward model and sensory signals comprehensively. Extended KF (EKF) is a nonlinear extension of KF, which has been widely adopted in nonlinear state estimators [37] - [39] . However, EKF only provides "first-order" approximations to the probabilities, and it is difficult to calculate the Jacobian in some situations. Another advanced class of nonlinear filters is particle filter (PF). It approximates the filtering process by propagating randomized points through the nonlinear models [40] , [41] . PF techniques are especially powerful, but the extraordinary performance is at the cost of additional computation effort, which sacrifices the real-time performance [42] . The unscented KF (UKF) keeps a balance between the low complexity of the KF and the high accuracy of the PF. In addition, both neural networks and UKF are well suited for parallel computing and can be massively speeded up by devices like graphics processing unit in actual operation [43] . Therefore, we adapt UKF to the time-varying delay situations at first and then combine the predictions of RNN and sensory measurements through it.
The rest of this paper is organized as follows. A brief dynamic model of FWIA EV is presented in Section II. A nine-layer RNN and its learning algorithm are presented in Section III to extract turning models of autonomous FWIA EVs. Then, in Section IV, an unscented Kalman predictor (UKP) is proposed to cope with time-varying delays in CANs and noises in sensory signals. In Section V, simulation results illustrate that a combination of DL and UKP can perceive vehicle states well with the presence of noise and random delays. Finally, Section VI concludes this paper and discusses the future work.
II. VEHICLE DYNAMICS MODEL
Although we intend to capture the dynamic models of FWIA EVs from sensory data by RNNs, information about these models is still important. Indeed, when the information is available, they should be fused into the design of neural networks as much as possible to alleviate the learning pressure of RNN. Therefore, a model which can describe key characters of the yaw-plane motion of an autonomous FWIA electric ground vehicle is introduced here. Fig. 3 shows a schematic of the vehicle model. If we ignore the pitch and roll motion, the vehicle body has three degrees of freedom, which can be expressed as [1] 
A. Vehicle Planar Dynamic Model
(1)
In the above equations, V x and V y denote longitudinal and lateral speed, respectively, and z is the yaw rate. M is the vehicle's mass, I z is the vehicle's yaw inertia, and C a is the aerodynamic term. F X , F Y , and M Z are the total forces/moment generated by the four active wheels, which can be described by
where F xf * and F xr * denote the longitudinal forces of the front and rear wheels, respectively. F yf * and F yr * are the lateral forces of the front and rear wheels, respectively. δ is the steering angle of the front wheel. l f and l r are the distances from the center of gravity to the front and rear wheel axle, respectively. l s is the tread. The suffixes f , r, l, and r mean front, rear, left, and right, respectively.
B. Wheel Dynamic Model
As Fig. 4 , if rolling resistance is ignored, the rotational dynamics of each independently driven wheel is represented bẏ
where ω * ( * ∈ Q := {fl, fr, rl, rr} indicates the specific tire) is the wheel longitudinal rotational speed and R eff is the tire effective rolling radius, and I is the wheel moment of inertia. T * is the output torque of a specific in-wheel motor. Typically, the mechanical motions of the independently driven wheels are much slower than the electromagnetic dynamics in motors, which implies that the output torque of a certain in-wheel motor can be simply represented as a product of a factor and the motor command
where u * is the motor command to a certain motor. The slip angle of each tire is a key state in tire dynamics and can be defined as the angular difference between the orientation of a wheel and the velocity of the wheel center
The speeds at the wheel centers are
When driven or braked, tire center speed does not equal to its circumferential. This important phenomenon is called longitudinal tire slip, which is defined as
C. Tire Dynamic Model
Studies in tire-road friction modeling are abundant, and the magic formula tire model (MFTM) is one of the most wellknown of them [44] . The basic equations of the MFTM for the case of pure slip are
where Y(X) represents tire pure longitudinal force F x0 * or lateral force F y0 * of a specific tire, respectively. X is tire slip ratio or slip angle. Coefficient B, C, D, E, S h, and S v are the coefficients related to tire normal force.
D. Sensory Signals
In reality, only a part of the states in vehicles can be measured from the sensors, and the measurement signals are usually noisy and time delayed. In this paper, we only consider seven typical sensory (or estimated) signals: four wheel speeds (from wheel speed sensors), lateral acceleration and yaw rate (from gyroscope), and longitudinal speed (from inertial sensors and GPS or estimated). These signals are crucial for vehicle dynamics control. Noises of sensor signals can be easily inferred by observation or looked up in manuals. In general, the noises in wheel speed signals are relatively large, around 4 rpm (1σ ). The noise in longitudinal speed signals is moderate, around 0.1 km/h. Those in yaw rate and lateral acceleration are relatively small, around 0.2 deg/s and 0.005 g, respectively [45] .
In this paper, the in-vehicle network refers to CAN due to its wide applications in industry. We assume that the sensors and VCU act in a time-driven fashion and the actuators act in an event-driven fashion. A conservative and simple model of the network induced time-varying delays is that they are bounded [46] and uniformly distributed in the interval [11] 
where τ large = 1.7 T s , T s is the sampling period, and k is the discrete-time index. This model is used in the simulation process to verify the effectiveness of our proprioceptive system. Note that, in autonomous vehicles, the motor commands transmitted in a CAN are generally settled with high priorities. Thus, the delays in feedforward loop (from VCU to actuator nodes) are relatively small and deterministic. On the contrary, the priorities of measurement signals are generally low, and the feedback delays are relatively large and random. For these reasons, only the feedback delays are considered in this paper for the present.
III. LEARNING THE FORWARD MODEL BY DEEP RNN
Although the model given in the previous section is high order and nonlinear, it is still a simplified version. The real autonomous FWIA EV system couples rigid body dynamics with suspension dynamics, motor dynamics, aerodynamic forces, and internal control loops. Much of this dynamic system involves hidden state variables which cannot be easily measured. Owing to the modern structure and training method of RNN, it is possible to learn an accurate dynamic model of autonomous FWIA EV directly from corrupted sensory data. In this paper, MODERNN architecture and corresponding learning algorithms are employed. We favor MODERNN due to its proven ability to decrease the vanishing/exploding gradient problem in space, and flexible training methods can be applied to this architecture [47] . The detailed network architecture, overall framework and training method are introduced below.
A. RNN Architecture
MODERNN is a generalization over traditional recurrent multilayer perceptron (RMLP). It not only has locally recurrent layers as RMLP but also has connections linking all layers. Fig. 5 illustrates a model of a three-layer MODERNN. The dynamical equations of the MODERNN are described as follows [47] :
where i is the layer index, x i (k) ∈ R n i is the state of the layer, y i (k) ∈ R n i is the output of the layer, u i (k) ∈ R m i is the input to the layer, A i (k) ∈ R n i × R n i is the feedback weight matrix, B i ∈ R n i × R m i is the input weight matrix, b i ∈ R n i is a bias weight vector, f i (·) is the layer activation function, n i is the number of neurons in the layer, and m i is the number of input signals to the layer. The input to a MODERNN is a time series
where u(k)∈ R m is the input to the network, L is the recurrent layers of the network, and m is the number of independent inputs to the network.
B. Overall Framework of Network
Our framework of the network to learn the internal forward model of an autonomous FWIA EV is shown in Fig. 6 . The network consists of nine layers, six inputs, and seven outputs. It includes three subnetworks, each of which consists of three layers. We conducted several tests to determine the specific structure of each subnet, and achieve a balance between complexity of the neural network and the accuracy of prediction.
In the bottom subnetwork, there are ten neurons in each hidden layer. This subnetwork is designed to learn the dynamics of vehicle longitudinal speed change. It has six inputs, including time sequences of a steering wheel command, four motor commands, and initial speed (initial speed is kept constant through the sequence). The output of this subnet is the prediction of the longitudinal speed change. The change of longitudinal speed is learned first for three reasons.
1) It is the base of the whole vehicle dynamics.
2) Its regularity is relatively simple to learn.
3) The noise in the estimated longitudinal speed signal is moderate, as described in Section II. The middle subnetwork has 16 neurons in each hidden layer and four neurons in output layer. We utilize it to learn the laws of wheel speed change of four wheels. According to (7), the longitudinal speed of the vehicle is essential to calculate slip ratio. Thus, it is also important to predict the wheel speed change. For this reason, the output of the bottom subnetwork is defined as an input of the middle subnetwork. Except that, the inputs of middle subnetwork are the same as those of the bottom one.
Tires are the only vehicle components which can generate external forces to affect vehicle motions, and essential to vehicle dynamics and control. As described in (8) , slip ratios and slip angles are two main arguments of tire models. Once the longitudinal speed of the vehicle and wheel speeds of four independently driven wheels have been learned, slip ratios can be obtained. Then, we can easily predict the tire forces and lateral motions of the vehicle body. The top subnetwork has seven inputs, including initial vehicle speed, steering wheel command, and the five outputs of the previous two subnetworks. Each hidden layer consists of ten neurons. The target of this subnetwork is learning to predict the lateral motion states. In this paper, lateral acceleration and yaw rate are the final two outputs of the whole network.
The training of this nine-layer MODERNN proceeds bottom up, similar to that of deep belief networks [48] . The bottom subnet is trained first. Then, the outputs of the bottom subnet are treated as input to train the middle subnet, and so forth. We adopt an offline, batch learning method as in [47] to train each subnet. Considering the noise in sensory signals, cross-validation is suitable for this paper. According to the protocol of CAN, a message transmitted at a certain time can never arrive before a message with the same ID that was transmitted at a previous time. This character of CAN is really useful because, despite time-varying delays, it is easy to pair the motor commands with corresponding sensory outputs in a one-to-one manner. Thus, the training of the RNN can be successfully conducted even in delayed and noisy situations. More training details can be seen in Section V.
IV. FUSING THE DATA BY UNSCENTED KALMAN PREDICTORS
Kant and Smith [49] , one of the greatest philosopher, regarded that our perceptions are not a physiological process in which the sense organs simply transmit information to the brain, but a psychological process in which our brain combines the sensory information with what it already predicts. Today, this combination process is often referred to as Bayes filter, which obtains a posterior estimation by prior beliefs and measurements. Following this philosophy, in this paper, the predictions of RNN and the measurement signals are combined to make autonomous FWIA EVs have their proprioception.
A. Unscented Kalman Filter
UKF takes both advantage of the PF and EKF. It is similar to PF, but the difference is that in UKF, particles are deterministically chosen. For this reason, UKF has better real-time performance. The state is again assumed a Gauss distribution as in EKF but is now determined by the carefully selected sigma points. When propagated, they capture the statistical characteristics up to the third order for any nonlinearity, which is better than EKF [50] . Also, there is no need for the Jacobian and Hessian matrices, which can reduce the difficulty in derivation and the possibility of mistakes.
UKF takes two steps, namely the prediction step and the updating step, to fuse the information extracted by DL and sensory information measured from vehicle sensors. The prediction step uses prior information (the model of the system) and previous estimation results to give a prediction of current states. As a precise internal forward model of an autonomous FWIA EV has been learned by MODERNN in Section IV, this step can make full use of the learned knowledge by propagating particles through the trained deep RNN. In the updating step, the prior prediction is combined with observation information from sensors to increase the accuracy of the estimation further. This improved result is termed as a posteriori estimation. Fusion gains of prediction and measurement are dependent on respective uncertainties.
Algorithms 1 and 2 show the pseudocode of the above two steps, and then the whole procedure of UKF can be easily explained by Algorithm 3 [51] . In the algorithms, n is the number of neurons in a subnet, and f is the corresponding dynamic function. λ is a scaling parameter defined as λ = c − n, where c = α 2 (n+κ). The constants α = 1, β = 2, and κ = 0 are used in this paper. These parameters together generate the parameter matrixes W and w m . m and m − are a posteriori estimates and a priori predictions of the states, respectively. P and P − are a posteriori estimate covariance matrix and a priori prediction covariance matrix, respectively. Q and R represent process noise covariance matrix and measurement noise covariance matrix, respectively. I is a 2n × 2n identity matrix. X is the matrix of sigma points.
B. Unscented Kalman Predictor
UKF is useful in nonlinear state estimation. However, considering the varying delays in communication, in some time steps, no measurement signals arrive at the VCU, and the updating process cannot be carried out. To adapt to this time delay situations, we proposed UKP, which is a simple variation of UKF. When VCU receives no measurement signals in a sampling period, the UKP make predictions based on the prediction results at the previous step. Once the measurement signals come, the updating step is conducted to correct the prediction bias. The detailed description of UKP is given in 
end while measurement signals arrive during time step k−1 and time step k. In line 19, sign ∼ indicates that the corresponding variable is not important and can be ignored.
In this paper, an UKP is designed for each subnet described in the previous section. So there are a total of three predictors. It is also assumed that the process noise Q k and measurement noise R k in UKPs are constant, namely, Q k = Q, R k = R. Measurement noises are easy to know, as mentioned in Section II, but process noises are not considered in this paper. Nevertheless, process noise covariance matrixes are still important in this paper. Obviously, it is impossible that the forward model learned by RNN is completely accurate. Keeping this in mind, the process noise covariance matrixes can be treated as a measure of the confidence level, or the uncertainty of the RNN prediction. For the simplicity, it is
read new measurement signals y z ∼ y new in the buff 9: while z < new + 1 10: assumed that Q is the product of an identity matrix and a factor as
Then, q is regarded as the optimizing parameter and can be adjusted carefully to optimize the fusion results.
V. SIMULATION RESULTS

A. Training Details
Training and test data of the MODERNN were collected from simulation results of Carsim (a specialized software to analyze vehicle dynamics, calculate a car's performance characteristics, and develop active controllers). The training dataset consists of 100 input-output pairs (collected from 100 times Carsim simulations), while the test data set consists 5000 ones (collected from 5000 times Carsim simulations). In each simulation, the steering wheel command was randomly picked from fishhook style or sine wave style, turning left or turning IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS Fig. 7 . Performance of longitudinal speed perception. right. In fishhook style, the steer ramp was picked randomly in 600-700 deg/s. In sine wave style, the frequency was picked randomly from 0.1875-0.25 Hz. In both styles, the maximum steering wheel angle was picked randomly from 10 • -60 • . Motor commands were generated by a controller which designed to keep the longitudinal speed constant and add a direct yaw moment to the vehicle body (proportional to steering angle, the proportional coefficient can be random numbers). The initial longitudinal speed of the vehicle was set randomly in middle-speed range (40-70 km/h).
Some important parameters in Carsim simulations are listed in Table I . The inputs (steering wheel command and four electric motor commands) and outputs (vehicle longitudinal speed, four-wheel speeds, lateral acceleration, and yaw rate) for each pair are trajectories over time with the same length. The length of each generated trajectory is 5 s in time with a 100-Hz sampling frequency. Corresponding noises and delays were added to each element of the outputs to simulate the real conditions. Equation (9) is adopted as the delay model in the simulation, and the noise level of longitudinal speed, wheel speed, yaw rate, and lateral acceleration are 4 rpm (1σ ), 0.1 km/h (1σ ), 0.2 deg/s (1σ ), and 0.005 g (1σ ), respectively, as described in Section II. We aim to predict the motions of vehicles at each time step, so the motor commands were paired with the output of next time step before training. On a portable computer with a Core I7 processor and an 8-GB RAM, it takes about 20 min to complete the training of each subnetwork.
B. Performance of the Proprioceptive System
We compare the state prediction performance of the trained MODERNN and the overall proprioceptive system (MODERNN + UKP) for a sample in the test dataset. The results are given in Figs. 7-10. In this sample, the autonomous FWIA EV does a fishhook style maneuver at the speed of 56 km/h (for brevity, only one of the four wheels' speed is given). As can be seen from the figures, prediction results of RNN are all close to the true values, which indicates that the The perception performance over the whole test dataset (5000 input-output pairs) is illustrated in Fig. 11 . Mean squared errors (MSEs) of RNN and RNN+UKP are calculated to evaluate their performance for each data sample. Then the histogram shows the distribution of MSE values over the entire dataset. The blue bar and orange bar represent the prediction error distribution of RNN+UKP and single RNN, respectively. The two colors fuse together and form a third color where two bars overlap with each other. It can be observed that in all the histograms, the majority of MSE values fall close to zero, which indicates a strong prediction performance.
Moreover, the distributions of RNN+UKP results have higher peaks than that of pure RNN prediction, which indicates that the combination of two streams of information performs better than one.
To demonstrate the effectiveness of our overall RNN framework, an experiment is conducted to compare the learning results of our deep RNN and a shallow one. In the experiment, a deep RNN (the middle subnet described in Section III supported by the trained bottom subnet) and a shallow RNN (also a three-layer MODERNN with 16 neurons in each hidden layer, but without the support of bottom subnet) are trained to learn the speed changes of four active wheels. Mini-batch gradient descent (batch size is ten) with cross-validation was adopted as the learning method. The learning curves are shown in Fig. 12 , with the number of iterations as the horizontal axis, and the MSE of prediction of all training data as the vertical axis. It is clear that after an epoch of training, the deep framework has better learning result. Moreover, the shallow RNN has reached a local minimum, while the learning curves of the deep RNN still show downward trends, which demonstrates the potential for better performance.
C. Proprioceptive System-Based Yaw Rate Control
The sliding mode control (SMC), especially the second order SMC (SOSMC) has long been considered an ideal robust algorithm for vehicle control systems. However, it has IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS recently been found that some undesired factors in communication buses and sensors can cause the chattering problem of SOSMC [6] . Fig. 14 shows that when SOSMC is applied to the yaw rate tracking of FWIA EVs in Carsim fishhook turning style, the performance of the system can be significantly degraded by communication delays and measurement noises. The desired yaw rate value of our tracking controller is similar to the reference value in [52] , and the SOSMC control law is designed as [53] 
where˙ * z is the desired yaw rate value, y 1 is the sliding mode variable, M Zd is the direct yaw moment command of the controller, K SL is the control gain, and y 1M is the value of the last singular point of y 1 . In the simulation, the vehicle speed is set as 50 km/h, and the steering wheel angle is like a step response, as shown in Fig. 13 . The level of delays and noises adopted in the simulation are the same as those we selected for the training process. As can be seen, SOSMC can work well if we remove the undesired factors. Only small fluctuation exists due to the discrete-time sampling (sampling period is 10 ms). However, when delays and noises are added to the sensory signals separately, obvious oscillation occurs. The chattering becomes even larger when the two factors are considered at the same time. It is also easy to observe that in the first 200 ms, the yaw rate responses with delays lag behind those without delays. This lag may be less important if we compare it with the time to reduce the yaw rate error. Actually, it takes more than 200 ms for the error to approach zero. However, the time for the sliding variable to enter the sliding mode surface can be largely reduced if we further optimize our algorithm. Combining the conventional SMC with SOSMC is a popular way in terms of accelerating the convergence. SMC can push the yaw rate to the reference value in less time, and then, the switch to SOSMC can eliminate the disadvantages of SMC. Nevertheless, the response lag resulting from delays cannot be overcome so easily.
Combining the proprioceptive system with the SOSMC has the potential to alleviate such performance degradation caused by delays and noises. In Fig. 15 , we can see how the RNN and UKP work together to mitigate the chattering problem with the same simulation settings of Fig. 14 . With the employment proprioceptive system, the maximum tracking error declines to around one-fourth of its original value. The maximum lateral acceleration of the FWIA EV is around 0.25 g in this simulation, so the vehicle still mainly demonstrates linear characteristics. To evaluate the effectiveness of our method under nonlinear conditions, we also simulated in single-lane change maneuver with larger steering wheel angle. The steering wheel angle input is given in Fig. 16 . Setting the simulation speed as 50 km/h, the maximum lateral acceleration reaches 0.5 g. A performance comparison between the proprioceptive system + SOSMC and single SOSMC under this condition can be seen in Fig. 17 . With the proprioceptive system, the yaw rate of the FWIA EV reaches a good tracking of the desired value after around 300 ms of the turning, whereas large overshoot occurs around the peak value of the steering wheel angle with single SOSMC. Table II gives the MSE of the yaw rate in the 0.5-5 s of the fishhook maneuver and 1.8-3.5 s of the single-lane change maneuver. With the introduction of the proprioceptive system, the MSE of yaw rate (we only consider the period after the first time the yaw rate error crosses the sliding mode surface) can decrease by an order of magnitude.
VI. CONCLUSION A brain-inspired method, which combines DL and data fusion was proposed to overcome the feedback delays and noises in autonomous FWIA s EVs in this paper. The simulation results demonstrate that modern RNN architecture and learning method can successfully extract nonlinear dynamic models of the vehicle from sensory data, and UKP can fuse the two streams of information well. The performance of yaw rate tracking of FWIA EVs can be improved with the introduction of our proprioceptive system.
In this paper, the training was conducted offline. However, autonomous vehicles face an ever-changing environment in operation. Some parameters of vehicles, like mass, friction coefficient are not constant, and the dynamic models of vehicle motion are time-varying. As such, the online learning method which can adapt to the changes in the environment along with the learning, inference, and selection of multimodels are our goals for the future study. Besides, the delays in the feedforward loop are ignored in this paper. Although these delays are not as obvious as those in the feedback loop, they still exist and can affect the closed loop control performance. The real-time performance considers feedback delay, feedforward delay, and VCU computational delay should be carefully studied in the future.
