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Abstract
Front-end techniques for robust automatic speech recognition
(ASR) have been dominated by masking- and mapping-based
deep learning approaches to speech enhancement. Previously,
minimum mean-square error (MMSE) approaches to speech en-
hancement using Deep Xi (a deep learning approach to a pri-
ori SNR estimation) were able to achieve higher quality and
intelligibility scores than recent masking- and mapping-based
deep learning approaches. Due to its high speech enhancement
performance, we investigate the use of Deep Xi as a front-end
for robust ASR. Deep Xi is evaluated using real-world non-
stationary and coloured noise sources, at multiple SNR lev-
els. Deep Xi achieved a relative word error rate reduction of
23.2% over all tested conditions when compared to a recent
deep learning-based front-end. The results presented in this
work show that Deep Xi is a viable front-end, and is able to
significantly increase the robustness of an ASR system.
Availability: Deep Xi is available at: https://github.
com/anicolson/DeepXi
Index Terms: robust speech recognition, front-end, Deep Xi
1. Introduction
Recently, Microsoft’s conversational speech recognition system
was able to achieve human parity on the Switchboard speech
recognition task [1, 2]. This milestone demonstrates how far
automatic speech recognition (ASR) research has come in its
67 years of existence [3, 4, 5]. However, modern ASR systems
are still susceptible to performance degradation when noise is
present. One strategy to increase the robustness of an ASR
system is to modify its back-end [6, 7]. This typically entails
modifying the parameters and objective function of the acous-
tic model. Another approach is to use a front-end technique to
pre-process the noisy speech, before it is given to the back-end.
As noise suppression is the goal of pre-processing, researchers
typically employ a speech enhancement method.
Masking- and mapping-based deep learning approaches
to speech enhancement are currently the foremost front-ends
in the literature [8]. They have the ability to produce en-
hanced speech that is highly intelligible, which is an impor-
tant attribute for ASR [9]. An example is the long short-
term memory network ideal ratio mask (LSTM-IRM) estima-
tor from [10], which can produce intelligible enhanced speech
independent of the speaker. Other deep learning methods that
have increased speech enhancement performance include multi-
objective learning [11], and the use of generative adversarial
networks [12]. Due to their high speech enhancement perfor-
mance, masking- and mapping-based deep learning approaches
are able to significantly increase the robustness of an ASR sys-
tem [8].
The high performance of masking- and mapping-based
deep learning approaches to speech enhancement have caused
front-end techniques to become more popular than back-end
techniques. This has allowed the investigation of new acous-
tic models to proceed without the consideration of back-end
techniques. An example of such is Deep Speech [13], which
is an end-to-end ASR system that uses a bidirectional recur-
rent neural network (BRNN) as its acoustic model [14], and the
connectionist temporal classification (CTC) loss function [15].
It employs no front- or back-end techniques, and is trained on
conditions consisting only of clean speech. To increase the ro-
bustness of Deep Speech, a front-end system can be used to
match the noisy speech to the conditions experienced by the
acoustic model during training.
Masking- and mapping-based deep learning approaches to
speech enhancement represent a revolution over previous gen-
eration front-end techniques, like missing data approaches and
minimum mean-square error (MMSE) approaches. They con-
sist of statistical-based methods, which are different to the data
driven approaches of deep learning. Cluster-based reconstruc-
tion is a prominent missing data approach, which reconstructs
the unreliable spectral components (components with an a pri-
ori SNR of 0 dB or less [16]) based on their statistical relation-
ship to the reliable components [17]. MMSE approaches, like
the MMSE short-time spectral amplitude (MMSE-STSA) esti-
mator, were once the benchmark against which other speech en-
hancement methods were evaluated against [18]. Other promi-
nent MMSE approaches to speech enhancement include the
MMSE log-spectral amplitude (MMSE-LSA) estimator [19]
and the Wiener filter (WF) approach [20]. The performance
deficit of MMSE approaches to deep learning approaches is
caused by the use of older a priori SNR estimators, like the
decision-directed (DD) approach [18].
To improve the performance of MMSE approaches to
speech enhancement, a deep learning-based a priori SNR es-
timator, named Deep Xi, was recently proposed [21]. Deep
Xi was found to be more accurate than previous a priori
SNR estimation methods. It enabled MMSE approaches to
achieve higher quality and intelligibility scores than that of re-
cent masking- and mapping-based deep learning approaches to
speech enhancement. Unlike other deep learning approaches to
a priori SNR estimation, which aid the DD approach [22, 23],
Deep Xi directly estimates the a priori SNR for a given time-
frequency component. Based upon the ability of Deep Xi to
significantly increase the performance of MMSE approaches to
speech enhancement, we propose that Deep Xi can further be
used as a front-end for robust ASR.
Here, Deep Xi is compared to current front-end tech-
niques, including masking- and mapping-based deep learning
approaches to speech enhancement. Deep Speech is used to
evaluate each of the front-end techniques. Deep Speech is
suitable for front-end technique evaluation, as it is trained on
multiple clean speech corpus and has no implemented front-
or back-end techniques. The testing conditions include clean
speech mixed with real-world non-stationary and coloured
noise sources, over a range of SNR levels. The word error rate
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Figure 1: A block diagram of the proposed front-end for robust ASR. The noisy speech magnitude spectrogram, |X|, as shown in (a), is
a mixture of clean speech with voice babble noise at an SNR level of -5 dB, and is the input to Deep Xi. Deep Xi estimates the a priori
SNR, ξˆ, as shown in (b). ξˆ is used to compute the gain function for an MMSE approach, G(ξˆ), which is then multiplied element-wise
with |X| to produce the estimated clean speech magnitude spectrogram, |Sˆ|, as shown in (c). MFCCs are computed from the estimated
clean speech magnitude spectrogram, producing the estimated clean speech cepstrogram, Cˆ, as shown in (d). The back-end system,
Deep Speech, computes the hypothesis transcript,H , from Cˆ, as shown in (e).
percentage (WER%) is used as the evaluation metric for each
front-end technique. The robust ASR performance of Deep Xi
utilising different MMSE approaches is also investigated. The
paper is organised as follows: the proposed front-end is pre-
sented in Section 2; the experiment setup is described in Sec-
tion 3, including a description of each front-end technique; the
results and discussion are presented in Section 4; conclusions
are drawn in Section 5.
2. Proposed Front-End
Deep Xi is a residual long short-term memory (ResLSTM) net-
work a priori SNR estimator [21]. Here, it is evaluated as
a front-end for robust ASR. Deep Xi pre-processes the noisy
speech before it is given to the back-end of the ASR system.
Project DeepSpeech1 is used as the back-end of the ASR sys-
tem. Project DeepSpeech is an open source implementation2 of
the Deep Speech ASR system [13]. It uses 26 mel-frequency
cepstral coefficients (MFCC) as its input [24]. The MFCCs
for Deep Speech are computed from the estimated clean speech
magnitude spectra produced by Deep Xi. The process of finding
the hypothesis transcription, H , is illustrated in Figure 1.
The process includes the following four steps:
1. The a priori SNR estimate, ξˆ, of the noisy speech
magnitude spectra, |X|, is found using Deep Xi, ξˆ =
Deep Xi(|X|).
2. The estimated clean speech magnitude spectra, |Sˆ|, is
found by applying the gain function of an MMSE ap-
proach, G(·), to |X|: |Sˆ| = |X| G(ξˆ), where ξˆ is used
to compute G(ξˆ).
3. The input to Deep Speech is the estimated clean speech
cepstra, Cˆ, where Cˆ is computed from |Sˆ|: Cˆ =
MFCC(|Sˆ|).
4. Deep Speech computes the hypothesisd transcript, H ,
from Cˆ: H = Deep Speech(Cˆ).
Steps one and two are pre-processing steps which are used to es-
timate the clean speech magnitude spectra before feature extrac-
1Project DeepSpeech is available at: https://github.com/
mozilla/DeepSpeech
2Model 0.1.1 was used for this research.
tion. The pre-processing steps attempt to match the observed
noisy speech to the conditions experienced by Deep Speech dur-
ing training, i.e. the unobserved clean speech is estimated from
the noisy speech. Steps one, two, and three form the front-end
of the robust ASR system, whilst step four is the back-end.
3. Experiment Setup
3.1. Signal Processing
The following hyperparameters were used to compute the mag-
nitude spectra inputs used by the DD approach, cluster-based
reconstruction, the LSTM-IRM estimator, and Deep Xi. A sam-
pling frequency of 16 kHz was used. The Hamming window
function was used for analysis [25], with a frame length of 32
ms (512 discrete-time samples) and a frame shift of 16 ms (256
discrete-time samples). For each frame, the 257-point single-
sided magnitude spectrum was computed, which included both
the DC frequency component and the Nyquist frequency com-
ponent.
3.2. Training Set
The train-clean-100 set from the Librispeech corpus [26]
(28 539 utterances) was used as the clean speech training set.
The QUT-NOISE dataset [27], the Nonspeech dataset [28], the
Environmental Background Noise dataset [29, 30], the noise
set from the MUSAN corpus [31], multiple FreeSound packs3,
and coloured noise recordings (with an α value ranging from
-2 to 2 in increments of 0.25) were included in the noise train-
ing set (2 382 recordings). All clean speech and noise signals
were single-channel, with a sampling frequency of 16kHz. Each
clean speech signal was mixed with a random section of a ran-
domly selected noise signal at one of the following randomly
selected SNR levels: -10 to 20 dB, in 1 dB increments.
3.3. Test Set
Four recordings of four real-world noise sources, including two
non-stationary and two coloured, were used for testing. A spec-
trogram of each noise source is shown in Figure 2. The two
real-world non-stationary noise sources included voice babble
3Freesound packs that were used: 147, 199, 247, 379, 622, 643,
1 133, 1 563, 1 840, 2 432, 4 366, 4 439, 15 046, 15 598, 21 558.
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Figure 2: A section of each noise recording from the test set.
Voice babble and street music are real-world non-stationary
noise sources, while F16 and factory are real-world coloured
noise sources.
from the RSG-10 noise dataset [32] and street music4 from the
Urban Sound dataset [33]. The two real-world coloured noise
sources included F16 and factory (welding) from the RSG-10
noise dataset [32]. 25 clean speech signals were randomly se-
lected (without replacement) from the test-clean set of the Lib-
rispeech corpus [26] for each of the four noise signals. To cre-
ate the noisy speech, a random section of the noise signal was
mixed with the clean speech at the following SNR levels: -5 to
15 dB, in 5 dB increments. This created a test set of 500 noisy
speech signals. The noisy speech signals were single channel,
with a sampling frequency of 16 kHz.
3.4. Front-End Techniques
The configuration of each front-end technique is described here:
DD: The MMSE-based noise estimator with speech presence
probability (SPP) from [34] was used as the noise es-
timator for the decision-directed (DD) approach a pri-
4Street music signal number 26 270 was used from the Urban Sound
dataset.
ori SNR estimator [18]. The DD approach employed
the MMSE-LSA estimator gain function [19] for clean
speech magnitude spectrum estimation.
Cluster-based reconstruction: A diagonal covariance Gaus-
sian mixture model (GMM) consisting of 128 clus-
ters was trained using the k-means++ algorithm [35],
and the expectation-maximisation algorithm [36]. 7 500
randomly selected clean speech signals from the clean
speech training set were used for training. A BRNN ideal
binary mask (IBM) estimator [37], which was trained for
10 epochs using the training set, was used to identify the
unreliable spectral components for cluster-based recon-
struction [17].
Xu2017: The neural network clean speech spectrum estima-
tor (which incorporates multi-objective learning and
IBM-based post-processing) (Xu2017) [11] is avail-
able at: https://github.com/yongxuUSTC/
DNN-for-speech-enhancement.git.
SEGAN: The speech enhancement generative adversarial
network (SEGAN) [12] is available at https://
github.com/santi-pdp/segan. The training set
was used to retrain the available model for 50 epochs.
LSTM-IRM: The LSTM network and training procedure re-
cently proposed to estimate the IRM (LSTM-IRM es-
timator) [10] was replicated here. The LSTM-IRM
estimator used here differed in a few ways from the
original configuration: the IRM was estimated for the
noisy speech magnitude spectrum, and the aformen-
tioned training set was used to train the LSTM network.
Deep Xi: Deep Xi (non-causal) and cDeep Xi (causal) [21] are
available at: https://github.com/anicolson/
DeepXi.
3.5. Word Error Rate Percentage
The word error rate percentage, WER%, was used to evaluate
the performance of the front-end techniques. The WER% is
calculated by
WER% = 100× D(H,R)
N
, (1)
where H is the hypothesis transcript, R is the reference tran-
script, and N number of words in R. D(H,R) is the Leven-
shtein distance between H , and R.
4. Results and Discussion
The performance of Deep Xi utilising different MMSE ap-
proaches is shown in Table 1. The MMSE approaches that
were tested included the WF approach, MMSE-STSA esti-
mator, MMSE-LSA estimator, the constrained WF (cWF) ap-
proach [20], and the square-root WF (SRWF) approach [38].
The SRWF approach attained the lowest WER% over all con-
ditions at 37.07%, marginaly outperforming the MMSE-STSA
estimator (37.09%), and the cWF approach (37.27%). Al-
though the cWF approach was not able to achieve the lowest
WER% over all conditions, it was able to achieve the lowest
WER% for most conditions, especially for street music. The
performance of the WF approach was the worst amongst the
MMSE approaches, with a WER% of 40.03% over all con-
ditions. It did however perform best for two conditions, voice
babble at -5 dB, and factory at 15 dB.
Table 1: WER% for Deep Xi as a front-end utilising different MMSE approaches. The tested conditions include clean speech mixed
with real-world non-stationary (voice babble and street music) and coloured (F16 and factory) noise sources, at multiple SNR levels.
The lowestWER% for each condition is shown in boldface.
MMSE
approach
SNR level (dB)
Voice babble Street music F16 Factory
-5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15
Noisy speech 95.1 91.1 70.6 36.7 11.0 92.9 78.2 51.1 21.1 11.0 100.0 98.7 82.5 39.2 18.1 97.7 89.0 59.8 29.2 10.5
WF 91.1 70.1 38.9 13.1 9.7 78.6 50.1 24.1 12.9 7.1 84.9 53.9 29.2 12.7 8.2 87.1 59.7 41.6 19.4 8.1
SRWF 95.0 66.0 27.1 10.7 10.4 73.0 43.0 23.7 10.3 7.0 88.7 56.6 21.4 12.7 4.2 84.9 51.5 29.5 16.8 8.8
cWF 95.3 66.8 31.3 10.5 10.0 73.1 41.7 23.1 10.4 7.0 84.5 54.0 24.1 12.8 5.0 82.6 56.1 30.1 16.8 10.2
MMSE-STSA 94.2 67.3 27.5 11.3 10.1 73.1 44.6 23.4 10.0 7.0 85.7 54.9 20.8 11.9 4.2 85.5 52.7 31.3 16.8 9.5
MMSE-LSA 94.6 69.1 30.8 11.3 8.8 73.5 42.7 24.8 10.0 7.0 86.0 53.6 23.8 12.2 4.5 85.1 54.4 31.9 17.5 8.9
Table 2: WER% for each of the front-end techniques. The tested conditions include clean speech mixed with real-world
non-stationary (voice babble and street music) and coloured (F16 and factory) noise sources, at multiple SNR levels. The lowest
WER% for each condition is shown in boldface.
Method
SNR level (dB)
Voice babble Street music F16 Factory
-5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15 -5 0 5 10 15
Noisy speech 95.1 91.1 70.6 36.7 11.0 92.9 78.2 51.1 21.1 11.0 100.0 98.7 82.5 39.2 18.1 97.7 89.0 59.8 29.2 10.5
DD 94.9 87.8 70.4 32.0 10.4 88.5 72.4 47.6 24.6 14.0 98.4 82.1 43.2 18.8 11.6 94.6 83.6 52.7 26.2 13.8
Clust. recon. 98.2 84.5 54.2 21.0 10.2 86.2 72.2 41.3 15.4 10.1 98.0 83.1 45.4 18.6 7.0 97.1 81.6 50.3 29.2 16.7
Xu2017 95.0 78.1 54.3 31.3 13.0 90.0 75.4 45.2 28.6 17.1 93.8 81.7 51.2 25.1 21.7 97.4 90.7 67.1 35.4 18.3
LSTM-IRM 94.1 88.9 54.2 22.5 9.6 89.6 67.5 39.8 16.2 7.2 97.1 79.3 45.2 21.4 12.9 94.5 73.8 43.2 18.1 10.9
SEGAN 95.8 79.0 44.2 19.5 10.7 84.5 58.7 32.4 12.8 11.0 94.2 76.8 45.6 19.7 7.7 91.2 70.3 45.9 18.1 8.5
cDeep Xi 92.9 73.3 37.1 11.7 12.0 85.5 58.1 25.2 11.5 6.4 95.6 69.3 30.8 16.4 7.2 93.0 69.5 36.2 17.9 9.1
Deep Xi 95.0 66.0 27.1 10.7 10.4 73.0 43.0 23.7 10.3 7.0 88.7 56.6 21.4 12.7 4.2 84.9 51.5 29.5 16.8 8.8
In Table 2, Deep Xi is compared to both current and pre-
vious generation front-ends. The current front-ends include
Xu2017 [11], an LSTM-IRM estimator from [10], and SEGAN
[12], all of which are masking- and maping-based deep learn-
ing approaches to speech enhancement. The previous genera-
tion front-end techniques include the DD approach, and cluster-
based reconstruction. Two versions of Deep Xi are evaluated,
one causal (cDeep Xi) and one non-causal (Deep Xi)5. Deep Xi
and cDeep Xi both employ the SRWF approach for the compar-
ison, following the results presented in Table 1.
Deep Xi demonstrated a significant performance improve-
ment over the recent front-ends, with a relative WER% reduc-
tion of 23.2% over all conditions when compared to SEGAN.
Causal Deep Xi (cDeep Xi) also achieved favourable re-
sults, with a WER% of 42.9% over all conditions, signifi-
cantly outperforming SEGAN (46.3%), the LSTM-IRM esti-
mator (49.3%), Xu2017 (55.5%), cluster-based reconstruction
(51.0%), and the DD approach (53.4%). Deep Xi and cDeep
Xi were able to achieve the lowest WER% for all of the con-
ditions, except for voice babble and factory at 15 dB. Deep Xi
performed particularly well for F16 and street music, with a rel-
ativeWER% reduction of 33.1% and 24.6%, respectively, over
all SNR levels when compared to SEGAN. It also performed
well at SNR levels 5 and 10 dB, with a relative WER% reduc-
tion of 38.7% and 26.9%, respectively, over all noise sources
when compared to SEGAN.
5. Conclusion
In this paper, we investigate the use of Deep Xi as a front-end
for robust ASR. Deep Xi was evaluated using both real-world
non-stationary and coloured noise sources, at multiple SNR lev-
5cDeep Xi utilises unidirectional recurrent cells, whilst Deep Xi
utilises bidirectional recurrent cells [14].
els. Deep Xi was able to outperform recent front-ends, includ-
ing masking- and mapping-based deep learning approaches to
speech enhancement. The results presented in this work show
that Deep Xi is able to significantly increase the robustness of
an ASR system.
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