INTRODUCTION
Lamb waves are widely used for the nondestructive evaluation of plate structures. By using Lamb wave attenuation, velocity and mode conversion, information about the sizes and positions of existing defects can be obtained. Lamb waves have also been used for C-scan imaging of plates. In C-scan imaging, the measurement has to be performed at each point on the sample to characterize the material at that point. Recently, computed tomography techniques using Lamb waves and surface acoustic waves have been proposed and investigated [1] [2] [3] . The computed tomographic technique provides faster image reconstruction and the ability to image an area from outside the area. This is often desired when the defected area is not directly accessible.
In earlier work on tomographic imaging using Lamb waves, conventional ultrasonic immersion techniques, laser generation of ultrasound and electro-magnetic acoustic transducer detection of the ultrasound have been used. In this paper, a complete laser-based ultrasonic technique is utilized. The ultrasound is generated with a Q-switched YAG laser and detected with a dual-probe fiber-optic interferometer. Laser-based ultrasonics provides a noncontact coupling method. The inherent advantages of noncontact coupling include the capability for remote and fast scanning on complex surface shapes. Unlike with conventional transducers and EMA Ts a truly point detection can be obtained, and this gives high spatial resolution and wide-band detection.
However, one problem associated with laser generation of ultrasound is the variation in the generated ultrasonic signal amplitude and shape. This is due to two reasons: one is the instability in the laser output power, and the other is the variation in the surface absorption at different locations. A common method for attenuation and velocity measurement is to compare amplitudes and the propagation time of the two signals detected at two points along the propagation path with a known separation distance. If the two signals are detected for different signal generations, the variations that may exist in the signal itself can certainly cause errors. To overcome this problem, Huang and Achenbach have proposed to use a dualprobe interferometer and its fiber-optic version for detection [4, 5] . Accurate attenuation and velocity measurements have been achieved.
In this paper, filtered back-projection tomography and laser-based ultrasonics are combined to image defects in thin aluminum plates using Lamb waves. A computer controlled scanning system is used for experiment automation. A thin aluminum plate containing artificially induced through-holes is used. Lamb waves are generated with a line focused pulse laser. For each generation, the Lamb wave is detected when it passes through the two detecting points from the fiber-optic dual-probe interferometer. The attenuation of the Lamb wave propagating through the defected area is used for the tomographic imaging. Two samples, with one defect and two defects, respectively, have been investigated in this paper. Satisfactory images for both samples have been obtained.
TOMOGRAPHIC IMAGING
Tomographic imaging is a technique that uses a tomographic reconstruction algorithm to reconstruct a physical quantity in a cross-sectional area from the projection of the quantity in all directions. The projection of the quantity is obtained outside the imaging area either by a transmission or a reflection method [6] . There are generally two types of techniques for tomographic reconstruction, namely, transform based methods and series expansion methods. The filtered back-projection algorithm, which is a transform method, is chosen for this work. This algorithm has the advantages of fast calculation and simplicity. However, diffraction effects are neglected as this algorithm assumes straight ray propagation.
The filtered back-projection algorithm will be briefly described here. As indicated in Fig. 1 , the coordinate system o-st makes an angle e with the specimen coordinate system 0-xy. Let Pa(t) be the projection of the attenuation in the e direction, which is a line integral of the attenuation f(x,y) for a fixed t. where the coordinate transform relation (s = -xsin8 + ycos8, t = xcos8 + ysin8) has been applied. As indicated in Fig. 1 , u and v can be related to the polar coordinates co and 8 by u = o>cos8 and v = cosinS. Therefore 8a(oo) can be recognized immediately to be the twodimensional Fourier transform of f(x,y), i.e.
f(x,y) = J~ J~ F(u,v)~uX+VY)dudv (3) where F(u,v)=F(u = rocose, v =oosine) = 8a(oo).
If the rectangular coordinate system o-uv for the frequency domain is changed to a polar coordinate system o-roe, equation (3) Qe(t) = -00 F(oo, e)e' ~ ill Ictill Qe(t) is called a filtered projection because it represents a spatial frequency filtering operation, in which the filter response is lcol.
Equation (4) means that every point (x,y) in the image plane is contributed by a value Qa(t) from all directions S. For a given direction e, the function Qa(t) is a constant on the line AB, where t is fixed as shown in Fig. 1 . This is equivalent to saying that the filtered projection function Qa(t), which is obtained from angle e and position t, is smeared back along the initial projection direction, or back-projected, over the image plane.
PRINCIPLE OF THE DUAL-PROBE FIBER-OPTIC INTERFEROMETER
The schematic diagram of the fiber-optic heterodyne dual-probe interferometer is shown in Fig. 2 fiber-optic couplers. The output beams are tenninated with micro focusing lenses and focused to the detecting points on the sample surface. The reflected light from the specimen surface is collected by the same lens and coupled back into the fiber. A third lx2 coupler recombines the two returning beams and delivers them to the photodetector.
Since each beam carries the surface displacement information as a phase shift, a heterodyne signal is obtained from the photodetector output:
where Rl and R2 are the reflectivities at the two detection points Xl and X2 on the surface; f is the acoustic modulation frequency of the Bragg Cell; and A is the laser wavelength.
Functions d(t, Xl) and d(t, X2) are the displacements at the two points Xl and X2 respectively. Function cjl(t) is a phase factor that includes the static path lengths of two beams and the random environmental noises. It is shown in Eq. (6) that the phase shift is proportional to the difference between the displacements in the two probing points Xl and X2. A subsequent phase demodulation yields a signal proportional to the phase shift [5]:
where C is a calibration constant. It should be noted that since the constant C is common for both d(t, Xl) and d(t, X2), the detection sensitivity at the two points is exactly the same.
EXPERIMENT AND RESULTS
A schematic diagram of the experiment set-up is shown in Fig. 3 . A Q-switched Nd:YAG laser is focused on the sample surface to generate Lamb waves. The length of the line source is about 15 mm. The laser pulse energy is kept low enough so that generation in the thermoelastic regime is guaranteed.
To measure the attenuation of the Lamb wave, a straightforward way would be to place the first probe ahead of the defect and the second probe behind it. In order to avoid detecting the reflected wave from the defects, the first probe is actually placed on the opposite side of the source as shown in Fig. 3 . Due to the much longer propagation time for the reflected wave in this configuration, the reflected wave can be guaranteed to be separated from the signal detected by the second probe.
The computer controlled scanning system consists of a linear and a rotary stepper motor. Linear scanning is performed for one direction and then repeated for many directions from 0° to 180°. Because of the surface roughness, dark speckles may be collected by the fiber interferometer. These dark speckles can invalidate the interferometer's working condition. Therefore, in the scanning process, the amplitude of the interference fringe is first compared to a threshold above which the interferometer can work properly. Otherwise, another nearby detection point is sought for a good speckle by scanning around with 10 11m step length.
The specimen is an aluminum plate of 150 mm diameter and 0.75 mm thickness. It contains a through hole with irregular edges. The size of the hole is about 10 mm x 9 mm. The sample is polished to some extent to guarantee good reflection on most of the surface. The line source is about 30 mm away from the hole. For the first sample, the linear scanning length is 30 mm with 1 mm intervals and 6° angular intervals. For the second sample, an additional circular hole of 5 mm diameter is drilled 3 mm away from the first hole. The linear scanning length is 25 mm with 1 mm intervals and 7.2° angular intervals.
For various detection positions some typical Lamb wave signals are shown in Fig.4 . As expected, the second signal is greatly attenuated when the second probe is behind the defect, showing the shielding of the Lamb wave by the hole. Another important thing to be noted is that when the second probe is slightly blocked by the edge of the hole, the second signal can still be detected due to diffraction of ultrasound. This diffraction effect, which is disregarded in the tomography algorithm, reduces the spatial resolution of the reconstructed image.
Because of the dispersive nature of the Lamb wave, the signal extends to a rather long time duration. Therefore the signal detected by the second probe overlaps the signal from the first probe. In order to calculate attenuation, high-pass filtering of the signal is performed to remove the low frequency components in the signal. Two separated Lamb wave pulses are then obtained as shown in Fig.5 . The ratio of the energies in the two pulses are then calculated, which provides the attenuation projection for tomographic reconstruction.
Tomographic reconstruction with the filtered back-projection algorithm has been carried out. The 3-D plots of the reconstructed Lamb wave attenuation showing the images of the two samples are shown in Fig. 6 . The existence and the position of the defects are clearly indicated. The lack of clear boundaries in the images is due to Lamb wave diffraction effects. To obtain an estimation of the sizes of the defects, a typical threshold value of 60% of the maximum attenuation value is applied. The 2-D contour images are obtained and shown in Fig. 7 . The images of the actual defects are also shown in the figures for comparison. It can be noted that both the locations and the sizes of the images compare satisfactorily with the actual holes. However the square shape of the bigger defect is not represented well. This is attributed to the Lamb wave diffraction effect. Figure 7 . Tomographic images of the defects using 60% threshold value for specimen with (a) a single hole; (b) two holes. The sizes and the positions of the two actual holes are also indicated.
CONCLUSIONS
A computed tomographic imaging system using laser generation and a dual-probe fiber-optic interferometer detection of Lamb waves has been explored. The attenuation of the Lamb waves has been accurately measured and used for tomographic reconstruction of the defects. Images of single and double defects have been obtained and are shown to agree satisfactorily with the actual defects. However, the diffraction effect with Lamb wave tomography should be considered in the future in order to obtain sharper images. 
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