The tacnode Riemann-Hilbert problem is a 4 × 4 matrix valued RH problem that appears in the description of the local behavior of two touching groups of non-intersecting Brownian motions. The same RH problem was also found by Duits and Geudens to describe a new critical regime in the two-matrix model.
Introduction
The tacnode Riemann-Hilbert (RH) problem is a 4 × 4 matrix-valued RH problem that first appeared in the asymptotic analysis of two touching groups of nonintersecting Brownian motions, a so-called tacnode. The positions of the non-intersecting Brownian motions are a determinantal point process that in a double scaling limit around the tacnode leads to the tacnode process. The one-time correlation functions of the tacnode process were expressed in terms of the tacnode RH problem in [12] . The tacnode RH problem is related to the Hastings-McLeod solution of the Painlevé II equation as was also discussed in [12] .
The tacnode problem was also analyzed in [2, 16, 22] using different techniques. In these papers the tacnode kernel and its multi-time extension are expressed in terms of integrals with resolvents of Airy integral operators acting on a half-line. These expressions are very different from the RH formulation. which is defined and analytic outside a set Γ M which is a union of six rays
as shown in Figure 1 . Each ray is oriented from the origin to infinity. The orientation induces ±-sides on each ray, where the +-side is on the left and the −-side is on the right as one traverses the ray according to its orientation. We ask that M has continuous boundary values M ± on each of the rays that satisfy the jump condition
where the jump matrix J k on Γ k is also shown in Figure 1 . The RH problem depends on a number of parameters r 1 , r 2 , s 1 , s 2 , τ that appear in the asymptotic condition for M via two functions θ 1 (z) = 2 3 r 1 (−z) 3/2 + 2s 1 (−z) 1/2 , z ∈ C \ [0, ∞), 
The residue matrix M (1) is independent of z but depends on the parameters.
Remark 2.1. In the papers [12, 13] the tacnode RH problem was formulated on a union of ten rays. Here we choose to combine the two jumps in each of the open quadrants which reduces the number of rays by four. It is easy to see that the two RH problems are equivalent.
Proposition 2.2. Suppose that the parameters r 1 , r 2 , s 1 , s 2 , τ are real with r 1 > 0 and r 2 > 0. Then the RH problem (2.2)-(2.4) has a unique solution.
Proposition 2.2 was proved in the case τ = 0 by Delvaux, Kuijlaars, and Zhang [12] , and in the case r 1 = r 2 = 1, s 1 = s 2 with general τ by Duits and Geudens [13] . The proof in [13] extends to the general case as noted by Delvaux [10] .
The Painlevé II connection
The tacnode RH problem is related to the Hastings-McLeod solution of the Painlevé II equation, as was noted in the cited papers [10, 12, 13] . The Painlevé II equation is q ′′ = tq + 2q
and the Hastings-McLeod solution is the unique solution of (2.5) that satisfies
where Ai denotes the usual Airy function. We also need the related function 6) which satisfies u ′ = −q 2 .
Proposition 2.3. The solution M of the tacnode RH problem satisfies a differential equation
with a matrix U that is explicitly given in terms of the Hastings-McLeod solution q of Painlevé II and u from (2.6) as follows:
Here r 1 , r 2 , s 1 , s 2 , τ are the parameters in the problem, 10) and the Painlevé functions q, q ′ , and u that appear in (2.8) are evaluated in
Proof. See Delvaux [10] . Note however that the notation in [10] is slightly different from ours. The constant τ used in [10] is equal to
γ and σ is used instead of t.
It is known that the Hastings-McLeod solution of Painlevé II has no poles on the real line [20] . Therefore the linear system (2.8) is well-defined for every choice of real parameters r 1 , r 2 , s 1 , s 2 , and τ .
There are also linear differential equations 12) with explicitly known matrices V 1 , V 2 and W . The Painlevé II equation (2.5) arises as the compatibility condition for (2.7) and (2.12), which can be viewed as a Lax pair. Note that the usual Lax pair for Painlevé II is of size 2 × 2, see [17, 18] , and also section 2.6 below. From (2.7) it follows that each column of M is a solution to the linear system of ODEs
with U given by (2.8). To specify a solution of (2.13) it is enough to give m 1 and m 2 since
14) 15) which follows from the special structure of U in (2.8).
Tracy-Widom functions
We are going to construct six solutions m (j) , j = 0, 1, . . . , 5, of (2.13). The formulas are based on functions that were first introduced by Tracy and Widom [24, 25] . For t ∈ R, we use K t to denote the integral operator on [t, ∞) with the Airy kernel
It is known that I−K t is invertible on L 2 ([t, ∞)), and we define two functions by
18)
We also put
Both Q t and P t are continuous (in fact real analytic) functions on [t, ∞). It is known that 21) where q is the Hastings-McLeod solution of (2.5) and u is given by (2.6), see e.g. section 2.3 in [25] and in particular formula (25) .
Lemma 2.4. Both Q t and P t extend to entire functions on the complex plane and
x 3/2 , (2.22)
as x → ∞, uniformly for −π + ε < arg x < π − ε, for every ε > 0.
Proof. According to the Its-Izergin-Korepin-Slavnov theory on integrable operators [21] (see also [8] ) we have that
where Y is the unique solution of the RH problem:
• Y has continuous boundary values Y + and Y − on (t, ∞) that satisfy
provides the extension of Q t P t into an entire function on the complex plane. The lemma then follows because of the asymptotic behavior of Y and the well known behavior
as x → ∞, | arg x| < π − ε of the Airy function.
By (2.20) we then also have that R t extends to an entire function in the complex plane and for every fixed y,
x 3/2 (2.27) as x → ∞ with −π + ε < arg x < π − ε for some ε > 0.
Six solutions of (2.13)
The functions Q t (x) and R t (x, t) from (2.18) and (2.20) appear explicitly in the integral formulas we have for the solutions of (2.13). We use
and we recall the definitions of C, γ and t in (2.9), (2.10) and (2.11).
Theorem 2.5. There are six solutions m (j) , j = 0, . . . , 5 of (2.13) whose first and second components are given below. In all cases the third and fourth components are as in (2.14)-(2.15).
The six solutions are given as follows.
The proof of Theorem 2.5 is given in section 3.3.
Remark 2.6. The solutions m (0) and m (3) were found by Delvaux [10] . These are the solutions for which the integrals are taken over the real interval (t, ∞). The other solutions are new and their identification is the main result of this paper.
Remark 2.7. The integrals in (2.31) and (2.34) start at t ∈ R and end at infinity at asymptotic angle 2π/3. Similary, the integrals in (2.30) and (2.33) end at asymptotic angle −2π/3.
By Lemma 2.4 we have that Q t (x) and R t (x, t) are entire functions in x. To see that the integrals in (2.31) indeed converge, we note that both
x 3/2 ) by (2.22) and (2.27), and so
(r 2 C 3/2 x 3/2 )+O(x) as x → ∞ with arg x = 2π/3. Since by (2.9)
the integrands decay at an exponential rate at infinity, and the integrals in (2.31) converge. Similarly, the integrals in (2.30), (2.33) and (2.34) converge.
The solution of the tacnode RH problem
The vector m (j) , j = 0, . . . , 5 turns out to be the recessive solution of (2.13) in the sector
Note that S j is the sector of angular width π/3 with Γ j as its bisector, see (2.1). The constant prefactors in the definitions (2.29)-(2.34) are chosen such that m (j) appears as one of the columns of M in the two sectors Ω j−1 and Ω j that intersect S j , where it is understood that Ω −1 = Ω 5 . As such the vectors m (j) are the building blocks for the solution of the tacnode RH problem. Our main result is the following.
in the sector π/3 < arg z < 2π/3 around the positive imaginary axis. In the other sectors it can be found by following the jumps (2.2) in the RH problem, and by using the non-trivial relations
among the six solutions m (0) , . . . , m (5) of (2.13).
Explicit expressions for M in all sectors Ω j are given in Figure 2 .
The proof of Theorem 2.8 is given in section 3.4. The relations (2.36) among the recessive solutions of (2.13) are quite remarkable as they do not follow in a straightforward way from the integral representations. It is an open problem how to prove these identities in a direct way from the formulas (2.29)-(2.34). 
where q = q(t) is a solution of the Painlevé II equation, determined by the Stokes multipliers, see e.g. [17, 18] . In this case there is an explicit formula for the solution of the RH problem, which is contained in the recent work of Baik, Liechty, and Schehr [6] , see also [5] . The solution is built out of the two column vectors
that satisfy the vector analogue of (2.37). Then the solution of the RH problem is Ψ(z) = ψ (1) ψ (2) in the two sectors − . The solution in all sectors is given in Figure 4 . Comparing this solution with the explicit solution M of the 4×4 matrixvalued RH problem, we see that the same functions Q t (x) and R t (x, t) appear in the solutions, but there does not seem to be a direct way to go from Ψ to M . The 4 × 4 RH problem and its associated Lax pair therefore provide a genuinely different characterization of the Hastings-McLeod solution of Painlevé II.
3 Proofs of Theorems 2.5 and 2.8
Transformation to second order system
It will be convenient to transform the first order system (2.13) to a second order system. The transformation also removes the parameter γ. T satisfies (2.13). Then
where
Conversely, if ψ = (ψ 1 , ψ 2 ) T satisfies (3.2) with A and B given by 
and m 3 , m 4 are given by (2.14)-(2.15) satisfies (2.13).
Proof. This is a straightforward calculation and we will not give full details, see also [10, Proposition 2.12]. Let us just note that for general λ one obtains (3.2) with
Because of the choice (2.28) for λ we have that the off-diagonal entries of B simplify since the terms with q disappear. By (2.28) it is easy to check that
and we obtain (3.3) and (3.4).
Solutions to the second order system (3.2)
We denote ω = e 2πi/3 as before, and we let
be three solutions of the Airy differential equation y ′′ = xy.
The following lemma gives solutions to the second order system (3.2). Then the vector ψ = ψ 1 ψ 2 where
is a solution of (3.2).
Proof. What is also used in [10] are a number of identities for the functions Q t , P t and R t introduced in (2.18)-(2.20), namely the differential identities (see also [24, 25] or [4, section 3.8 12) and identities for the x-derivatives of Q t and P t ,
14)
The identities (3.10)-(3.14) of course extend into the complex plane.
Also for k = 1, 2, we have that F satisfies (3.9). Since the integrals in (3.7) and (3.8) converge for k = 1, 2, and the identities (3.10)-(3.12) and (3.13)-(3.14) remain valid for x in the complex plane, we can follow the proof in [10, section 5.2], making proper modifications due to some change in notation. For convenience of the reader we provide the detailed calculations in the appendix (section 5) using the notations of this paper.
Proof of Theorem 2.5
We can now prove Theorem 2.5
Proof. In view of Lemmas 3.1 and 3.2 we find three solutions of (2.13). After multiplication by appropriate constants these are the solutions m (0) , m (2) and m (4) given by the formulas (2.29), (2.31), (2.33) in Theorem 2.5.
The other solutions follow from a symmetry in the system (2.13). Namely, if m(z) is a solution of (2.13) then
solves (2.13) as well, but with the change of parameters
The constants C, t and µ do not change under this change of parameters, but
see the formulas (2.9)-(2.11) and (2.28). Thus one solution of (2.13) leads to another by a change of sign z → −z, a change of parameters (3.15), combined with an interchange m 1 ↔ m 2 . In this way the solutions m (0) , m (2) and m (4) lead to the solutions m (3) , m (5) , and m (1) . This completes the proof of Theorem 2.5.
Proof of Theorem 2.8
Proof. The column vectors of M are in each sector Ω k a basis of the vector space of solutions of (2.13). In each sector the four different columns represent the four different types of asymptotic behavior, as given by (2.4).
Namely, if e k denotes the kth unit vector,
as z → ∞. Distinguished solutions of (2.13) are those solutions that are recessive in a certain sector, i.e., they are smallest possible as z → ∞ in that sector. Recessive solutions are unique up to a multiplicative constant. From (3.16) and (2.3) one sees that M (z)e 1 is a recessive solution of (2.13) in the sector S 3 , M (z)e 2 is a recessive solution in S 0 , M (z)e 3 is a recessive solution in sectors S 1 and S 5 and M (z)e 4 is recessive in sectors S 2 and S 4 .
It will turn out that m (j) is the recessive solution of (2.13) in sector S j . This then implies, for example, that m (0) is a multiple of M (z)e 2 in S 0 . The constant √ 2πr
in the definition (2.29) of m (0) has been chosen so that M (z)e 2 = m (0) in S 0 . Since S 0 has a non-empty intersection with both Ω 0 and Ω 5 it then follows that m (0) appears as the second column of M in sectors Ω 0 and Ω 5 .
Similarly, m (1) is in the third column of M in the sectors Ω 0 and Ω 1 , m (2) is in the fourth column of M in Ω 1 and Ω 2 , and so on.
This leads to the partial solution of the RH problem given in Figure 5 . Then we complete the solution by following the effect of the jump matrices J k , see Figure 1 , and this leads to the full solution of the tacnode RH problem as given in Figure 2 .
We prove in more detail that m (0) is the recessive solution of (2.13) in the sector S (0) and that m (0) = M e 2 in Ω 0 ∪ Ω 5 . The arguments for the other solutions m (j) can be done in a similar way.
The asymptotic condition (2.4) tells us that
as z → ∞. It will be enough to show that m
2 has the same asymptotic behavior as z → ∞ in the sector S 0 in order to conclude that Figure 5 : Partial solution of the tacnode RH problem with only those columns that are recessive solutions of (2.13) in parts of certain sectors. The * entries denote columns that still have to be determined.
Recall that m
2 is given in (2.29). Since λ − r 2 2 µ = −τ we can write with a O(z −1/2 ) term that is uniform for x ≥ t in case | arg z| < π/6. Thus the first term in the right-hand side of (3.18) is
as z → ∞, while the second term is (for z → ∞ in S 0 )
process was discussed by Delvaux [10] , who made the connection between [12] and the different sets of formulas derived in [2, 3, 16, 22] . We briefly discuss it in the section 4.1. The critical kernel in the two-matrix model is due to Duits and Geudens [13] . Theorem 2.8 yields an explicit integral representation for this correlation kernel, as we show in section 4.2.
Tacnode kernel
The tacnode kernel is 
(we use M (z; τ ) to denote the dependence on τ , and I is the 2 × 2 identity matrix), we can also write
1 There is a misprint in formula (2.47) in [12] . It should be
Thus K tac only depends on the sum of the first two columns of M . If we put
then we get by (4.2) and (4.4)
A remarkably simple expression for
can be obtained from (4.1). Using the differential equation (2.7) for M and the formula (2.8) for U , we obtain
where E j,k is the matrix with 1 in position j, k and 0 otherwise. Combining this with (4.3) we get
where m = m (0) + m (3) as in (4.5).
Delvaux [10] further analyzed (4.6), (4.7) using the formulas (2.29) and (2.32) for m (0) and m (3) , and showed that the expression for the tacnode kernel agrees with the one given by Ferrari and Vető [16] .
Duits-Geudens critical kernel
The Duits-Geudens kernel appears in a critical regime in the two-matrix model [14] , where it was obtained from a Riemann-Hilbert analysis based on [14, 15] . It is a remarkable fact that it can be expressed in terms of the solution of the tacnode RH problem (2.2)-(2.4) with the special choice of parameters r 1 = r 2 = 1,
With those parameters we have by (2.9)-(2.11), and (2.28),
The formula for the critical kernel is
which can easily be obtained from the formulas (2.13) and (2.15) in [13] .
Here M is the solution of the tacnode RH problem with parameters (4.8).
We can use (4.3) and Theorem 2.8 to rewrite (4.9) as
(4.10)
The critical kernel thus depends on m = m (0) + m (3) , see (4.5), which also appeared in the tacnode kernel, and on
The second identity in (4.11) holds because of (2.36).
Another formula for K crit comes from differentiating (4.9) with respect to s. There are differential equations
and V is given explicitly in [9, Proposition 5.11] . This formula implies 12) from which it follows that
Thus from (4.9) and (4.3) we get
In view of the solution for M in Theorem 2.8, this means that for real x, y, m
2 (ix),
2 (iy), m
1 (iy) = m
2 (iy). Using this and (4.5), (4.11) in (4.15), we find
which is real-valued (as it should be). Since K crit (x, y; s, τ ) → 0 as s → +∞, we recover K crit from (4.16) after integration with respect to s which is maybe the simplest form for the Duits-Geudens critical kernel.
5 Appendix: Proof of Lemma 3.2
Proof. Throughout the proof of Lemma 3.2 we simply write ∞ instead of ∞ω 2k , but it is of course understood that the integrals extend to infinity in the appropriate direction. In addition to the differential identities (3.10)-(3.14) for the functions Q t , P t , and R t , there are further identities in [24, 25] that involve the four functions of the variable t defined by q(t) = Q t (t), p(t) = P t (t), u(t) = R t (t, t), v(t) = 1 2 (u 2 − q 2 ). (5.1)
These four functions satisfy the closed differential system
2)
The second order system (3.2) gives formulas for ∞ t (x − t)F (z + C(x − t))R t (x, t)dx.
Here we use (2.20), (3.13) and (5.2) to obtain (x − t)R t (x, t) = pQ t (x) − qP t (x) = q 2 R t (x, t) + q ′ Q t (x) − qQ
where p = p(t). Thus by (3.7) and (3.8), ∂ 2 ∂z 2 ψ 2 = −2r We apply integration by parts to the remaining integral. The integrated term is Cr 2 2 q 2 F (z) and so we obtain (again using (3.7)) ∂ 2 ∂z 2 ψ 2 = −2r Here we use (3.14) and (3.13) to obtain xQ t (x) = 2vQ t (x) − pR t (x, t) + P ′ t (x) − uP t (x) = −(u 2 − 2v)Q t (x) − (p − uq)R t (x, t) + P ′ t (x) − uQ ′ t (x), which by (5.2) and the formula for v(t) in (5.1) gives xQ t (x) = −q 2 Q t (x) − q ′ R t (x, t) + P
