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Abstract
We prove in this paper a decay estimate for scaling invariant local energy solu-
tions for some toy-models related to the incompressible Navier-Stokes system.
1 Introduction
We consider the following models
∂tu−∆u− κ∇ divu+ u · ∇u+ u
2
div u = 0 in R3 × (0,+∞) (1.1)
and
∂tu−∆u− κ∇ divu+ div
(
u⊗ u+ |u|
2
I3
)
= 0 in R3 × (0,+∞), (1.2)
where I3 denotes the identity matrix in 3D and κ ≥ 0. Notice that if u is a solution
of either one of the previous systems, then for all λ > 0, the vector field uλ : (x, t) 7→
λu(λx, λ2t) is also a solution to that system. An interesting question now is whether or
not one can construct a scale invariant solution u, i.e. uλ = u for all λ > 0, to system
(1.1) and (1.2). This question was tackled and solved in [3] for the Cauchy problem for
the 3D incompressible Navier-Stokes system
∂tv −∆v + v · ∇v +∇p = 0,
div v = 0,
v|t=0 = u0,

 (1.3)
∗
Email address: hounkpe@maths.ox.ac.uk
1
where λu0(λx) = u0 for all λ > 0. To achieve this, Jia and Šverák looked for solutions
of the form v(x, t) = 1√
t
U( x√
t
), where U satisfies the following system
−∆U + U · ∇U − x
2
· ∇U − U
2
+∇P = 0,
divU = 0.

 in R3. (1.4)
And they require the following asymptotics on U
|U(x)− u0(x)| = o(|x|−1) as |x| → ∞. (1.5)
They solve the problem (1.4)-(1.5) thanks to Leray-Schauder degree theory applied in a
suitable function space. This was make possible by some quite technical decay estimates
(see Theorem 4.1 in [3]). Our goal in this note is to establish a similar decay estimate
for system (1.1) and (1.2). The particularity here being that the leading term in our
systems is the Lamé operator for which the required regularity results we need seem not
to appear in the literature. We will focus mostly on system (1.1) since the computations
for system (1.2) are the same if not simpler because of the divergence structure of the
non-linearity.
In section 2 and 3, we prove the intermediate results we need for the proof of our main
theorem; those are ǫ−regularity results for a generalised version of system (1.1) and a
so-called local near initial time regularity result. In section 4, we prove our main result.
1.1 Preliminaries
Before continuing our development, let us explain our notations
z = (x, t), z0 = (x0, t0), B(x0, R) = {|x− x0| < R};
Q(z0, R) = B(x0, R)× (t0 −R2, t0);
B(r) = B(0, r), Q(r) = Q(0, r), B = B(1), Q = Q(1);
For Ω an open subset of Rn and −∞ ≤ T1 < T2 ≤ +∞. Set QT1,T2 := Ω× (T1, T2). We
will be using Lm,n(QT1,T2) := Ln(T1, T2;Lm(Ω)), the Lebesgue space with the norm
‖v‖m,n,QT1,T2 =


(∫ T2
T1
‖v(·, t)‖nLm(Ω)dt
)1/n
, 1 ≤ n <∞
ess sup
(T1,T2)
‖v(·, t)‖Lm(Ω), n =∞,
Lm(QT1,T2) = Lm,m(QT1,T2), ‖v‖m,m,QT1,T2 = ‖v‖m,QT1,T2 ;
W 1,0m,n(QT1,T2), W
2,1
m,n(QT1,T2) are the Sobolev spaces with mixed norm,
W 1,0m,n(QT1,T2) = {v,∇v ∈ Lm,n(QT1,T2)} ,
2
W 2,1m,n(QT1,T2) =
{
v,∇v,∇2v, ∂tv ∈ Lm,n(QT1,T2)
}
,
W 1,0m (QT1,T2) = W
1,0
m,m(QT1,T2), W
2,1
m (QT1,T2) = W
2,1
m,m(QT1,T2).
We use the following mean value notations:
(f)z0,R =
1
|Q(R)|
∫
Q(z0,R)
g(z)dz, (g),R = (g)0,R,
where |Ω|, in the above, stands for the 4-dimensional Lebesgue measure of the domains
Ω.
We use c or C to denote an absolute constant and we write C(A,B, . . .) when the
constant depends on the parameters A,B, . . .
Finally, we denote by eν∆t the semigroup associated to the heat equation
∂tu− ν∆u = 0. (1.6)
To be more precise, u(x, t) = eν∆tu0(x) denotes the unique solution of (1.6) in Rn×(0,∞)
with initial data u0. Moreover, if u0 belongs to a suitable function space, the following
formula is available.
eν∆tu0(x) =
∫
Rn
Γν(x− y, t)u0(y)dy,
where
Γν(x, t) =
1
(4πνt)
n
2
exp
(
−|x|
2
4νt
)
.
In order to state our main result we need the following definition. Our setting is as
follows: we take u0 ∈ L2,loc(R3) such that supx0∈R3
∫
B1(x0)
|u|2dx <∞.
Definition 1.1. A vector field u ∈ L2,loc(R3 × [0,∞)) is called a Leray solution or local
energy solution to system (1.1) with initial data u0 (as above) if
1. For all R > 0, we have
sup
x0∈R3
(
ess sup
0≤t<R2
∫
B(x0,R)
|u(x, t)|2dx+
∫ R2
0
∫
B(x0,R)
|∇u(x, t)|2dxdt
)
<∞;
2. The vector field u solves the Cauchy problem for (1.1) in the following sense:
∂tu−∆u− κ∇ divu+ u · ∇u+ u
2
div u = 0 in D′(R3 × (0,∞)),
and
‖u(·, t)− u0‖L2(K) −−−→
t→0+
0,
for any compact set K ⊂ R3;
3
3. For any smooth φ ≥ 0 with suppφ ⊂⊂ R3 × (0,∞), the following local energy
inequality holds∫ ∞
0
∫
R3
(|∇u|2 + κ(div u)2)φ(x, t)dxdt ≤ ∫ ∞
0
∫
R3
|u|2
2
(∂tφ+∆φ)dxdt
+
∫ ∞
0
∫
R3
(
|u|2
2
− κ divu)u · ∇φdxdt
An analogous definition is available for system (1.2). The proof of existence of these
Leray solutions follows the same lines as the one of the so-called Lemarié-Rieusset (see
e.g. [9] Chapters 32 & 33 or [13] Appendix B) and will be presented elsewhere.
1.2 Main result
Take u0 = (u10, u
2
0, u
3
0) which is a (−1)-homogeneous vector field such that u0|∂B1 ∈
C∞(∂B1). In this case, one can steadily show that
|∂αu0(x)| ≤ C(α, u0)|x|1+|α| , ∀α ∈ N
3.
We have the following decay estimate
Theorem 1.1. Let u0 as above, and u be a scale invariant Leray solution to system
(1.1) or system (1.2). Then U(·) := u(·, 1), the solution profile at time t = 1, belongs to
C∞(R3) and
|∂α(U − Sκ(1)u0)(x)| ≤ C(α, κ, u0)
(1 + |x|)3+|α| ,
for all α ∈ N3 (with |α| = α1 + α2 + α3). Here Sκ(t) denotes the semigroup associate to
the time dependent Lamé system:
∂tf −∆f − κ∇ div f = 0.
2 ǫ-Regularity
We prove in this section an ǫ-regularity criteria similar to that of Caffarelli-Kohn-Nirenberg
(see [7]) for a generalised counterpart of system (1.1). Our setting is as follows:
Let O be an open subset of R3+1 and a, b ∈ Lm(O) with m > 5. A function u is called
suitable weak solution to
∂tu−∆u−κ∇ div u+u·∇u+u
2
div u+
a
2
·∇u+div(u⊗a
2
)+div(b⊗u)− b
2
divu = 0, (2.1)
4
in O if u ∈ L2,∞(O) ∩W 1,02 (O), satisfies (2.1) in the sense of distribution in O and
∂t
|u|2
2
−∆ |u|
2
2
− κ div(u divu) + |∇u|2 + κ(div u)2 + div
(
(u+ a)
|u|2
2
)
+ u · div(b⊗ u)− 1
2
u · b divu ≤ 0 (2.2)
in the sense of distributions. Let us point out that the term u · div(a ⊗ u) is indeed a
distribution and should be understood in the following way
〈u · div(a⊗ u), φ〉 = −
∫
O
aiujui,jφdxdt−
∫
O
aiujuiφ,jdxdt,
for all φ ∈ C∞0 (O). All the other terms in (2.2) obviously make sense because of the
energy class of u and the integrability condition on a, b.
The main theorem of this section reads as follows
Theorem 2.1 (ǫ-regularity criterion). Let u be a suitable weak solution to (2.1) in Q
with a, b ∈ Lm(Q) and m > 5. Then there exists ǫ0 = ǫ0(κ,m) > 0 with the following
properties: if (
−
∫
Q
|u|3dz
) 1
3
+
(
−
∫
Q
|a|mdz
) 1
m
+
(
−
∫
Q
|b|mdz
) 1
m
≤ ǫ0, (2.3)
then u is Hölder continuous in Q(1
2
) with exponent α = α(m) ∈ (0, 1) and
‖u‖
Cα,
α
2 (Q( 1
2
))
≤ C(ǫ0, κ,m). (2.4)
Remark 1. The proof of this theorem we present here is inspired from the proof of a
similar result in the case of the 3D incompressible Navier-Stokes equations given in
[10, 13]. The particular case a = b = 0 was tackled in [12] (see Theorem 7.1). Finally,
let us point out that the case κ = 0 and a = b = 0 was tackled in [4] using a more
direct method which could also be extended to the general case (2.1) upon some minor
changes.
The following auxiliary results will be needed for the proof of Theorem 2.1.
Lemma 2.2. Set QT := R
3 × (0, T ) (T > 0); let f ∈ Ls,l(QT ) and F ∈ Ls,l(QT ;R3×3)
with 1 < s, l <∞. There exist two functions v and w that uniquely solve the systems{
∂tv −∆v − κ∇ div v = f in QT
v|t=0 = 0 in R3
and
{
∂tw −∆w − κ∇ divw = divF in QT
w|t=0 = 0 in R3
5
such that
‖∂tv‖Ls,l(QT ) + ‖∇2v‖Ls,l(QT ) ≤ c(κ, s, l)‖f‖Ls,l(QT ), ‖∇w‖Ls,l(QT ) ≤ c(κ, s, l)‖F‖Ls,l(QT );
‖∇v‖Ll1(0,T ;Ls1 (R3)) ≤ c(κ, s, s1, l, l1)T
1
2
(
1− 2
l
− 3
s
+ 2
l1
+ 3
s1
)
‖f‖Ls,l(QT ) ∀T ≥ 0,
with s ≤ s1 ≤ ∞, l ≤ l1 ≤ ∞ such that 1− 2
l
− 3
s
+
2
l1
+
3
s1
> 0;
‖v‖Ll2(0,T ;Ls2 (R3)) ≤ c(κ, s, s2, l, l2)T
1
2
(
2− 2
l
− 3
s
+ 2
l2
+ 3
s2
)
‖f‖Ls,l(QT ) ∀T ≥ 0,
with s ≤ s2 ≤ ∞, l ≤ l2 ≤ ∞ such that 2− 2
l
− 3
s
+
2
l2
+
3
s2
> 0;
‖w‖Ll3(0,T ;Ls3 (R3)) ≤ c(κ, s, s3, l, l3)T
1
2
(
1− 2
l
− 3
s
+ 2
l3
+ 3
s3
)
‖F‖Ls,l(QT ) ∀T ≥ 0,
with s ≤ s3 ≤ ∞, l ≤ l3 ≤ ∞ such that 1− 2
l
− 3
s
+
2
l3
+
3
s3
> 0.
Finally, we have Hölder continuity of v as soon as µ := 2 − 2
l
− 3
s
> 0 and for w when
α := 1− 2
l
− 3
s
> 0; to be more precise, we have the following estimates:
|v(z1)− v(z2)| ≤ c(κ, s, l)
(
|x1 − x2|+
√
|t1 − t2|
)µ
‖f‖Ls,l(QT )
and similarly
|w(z1)− w(z2)| ≤ c(κ, s, l)
(
|x1 − x2|+
√
|t1 − t2|
)α
‖F‖Ls,l(QT ),
for all z1 = (x1, t1), z2 = (x2, t2) ∈ QT .
Sketch of proof. Uniqueness is straightforward. For the existence part, we present only
the proof for the function w since the function v’s case follows the same ideas.
There exists a function q (using the Newtonian representation for solutions of the Poisson
equation together with singular integrals’ theory) such that
∆q = div div(F ),
and
‖q‖Ls,l(QT ) ≤ c‖F‖Ls,l(QT )
Next, we introduce the function F0 := div(qI3 − F ) and let us notice that divF0 = 0 in
D′(QT ). From well-known solvability results for the heat equation (see e.g. [6, 11]), we
have the existence of two functions w1 and w2 such that{
∂tw
1 − (1 + κ)∆w1 = ∇q in QT
w1|t=0 = 0 in R3
and
{
∂tw
2 −∆w2 = F0 in QT
w2|t=0 = 0 in R3
(2.5)
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Moreover, the following estimate is available:
‖∇w1‖Ls,l(QT ) + ‖∇w2‖Ls,l(QT ) ≤ c(κ, s, l)‖F‖Ls,l(QT ).
‖w1‖Ll3(0,T ;Ls3 (R3)) + ‖w2‖Ll3(0,T ;Ls3 (R3)) ≤ c(κ, s, s3, l, l3)T
1
2
(
1− 2
l
− 3
s
+ 3
l3
+ 3
s3
)
‖F‖Ls,l(QT )
∀T ≥ 0, with s ≤ s3 ≤ ∞, l ≤ l3 ≤ ∞ such that 1− 2
l
− 3
s
+
3
l3
+
3
s3
> 0.
The latter estimate comes from well-known properties of the volume heat potential
but the former is a bit more subtle; we refer to [5] (Theorem 1.1) for a proof of this
statement. Next, using Campanato’s characterisation for Hölder continuous functions,
one gets without too much difficulty (and with the help of Poincaré’s inequality on balls)
that
|w1(z1)− w1(z2)|+ |w2(z1)− w2(z2)| ≤ c(κ, s, l)
(
|x1 − x2|+
√
|t1 − t2|
)α
‖F‖Ls,l(QT ),
for all z1 = (x1, t1), z2 = (x2, t2) ∈ QT as long as α > 0.
Finally, notice that curlw1 = divw2 = 0 in QT and ∆w1 = ∇ divw1 (at least in the
sense of distributions); and we are done by setting w := w1 + w2.
Remark 2. A suitable scaling argument in (2.5) allow us to see how the constants in the
above estimates depend on κ.
Next, we have the following local regularity result for the time-dependent Lamé
system.
Lemma 2.3 (Local regularity). Let u ∈ L2(Q) such that
∂tu−∆u− κ∇ divu = 0 in D′(Q).
Then, for any k = 0, 1, 2, . . . and any 0 < ̺ < 1, there exists C = C(κ, ̺, k) > 0 such
that
sup
(x,t)∈Q(̺)
|∇ku(x, t)| ≤ C
(
−
∫
Q
|u|2dz
) 1
2
.
Proof. We see without too much difficulty that∫
Q((1+̺)/2)
|∇u|2dz ≤ c(κ, ̺)
∫
Q
|u|2dz, (2.6)
(for an arbitrary 0 < ̺ < 1) and
∂t curl u−∆ curl u = 0 and ∂t divu− (1 + κ)∆ divu = 0,
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in the sense of distributions. Next, from local well-known regularity results for the heat
equation (see e.g. [6, 11])
sup
(x,t)∈Q((1+3̺)/4)
|∇k curl u(x, t)| ≤ C(̺, k)
(∫
Q((1+̺)/2)
| curl u|2dz
) 1
2
sup
(x,t)∈Q((1+3̺)/4)
|∇k divu(x, t)| ≤ C(κ, ̺, k)
(∫
Q((1+̺)/2)
| divu|2dz
) 1
2
for any k = 0, 1, 2 . . . Thus, from (2.6), we have
sup
(x,t)∈Q((1+3̺)/4)
(|∇k curl u(x, t)|+ |∇k divu(x, t)|) ≤ c(κ, ̺, k)
(∫
Q
|u|2dz
) 1
2
, (2.7)
for any k = 0, 1, 2 . . . Finally, using the identity
−∆u = curl(curl u)−∇ divu in D′(Q),
together with the stationary analogue of the first estimate in Theorem 2.4.9 of [6] (for
instance) and taking into account (2.7), we have that the lemma is proved.
Our next lemma gives us an estimate for a generalised time dependent Lamé system.
Lemma 2.4. Let a, b ∈ Lm(Q;R3) and F ∈ Lm(Q;R3×3) such that
‖a‖Lm(Q) + ‖b‖Lm(Q) + ‖F‖Lm(Q) ≤M, (2.8)
for some arbitrary M > 0 and m > 5. Let also λ ∈ R3 with |λ| ≤ M and u ∈
L2,∞(Q) ∩W 1,0(Q) such that
ess sup
−1<t<0
∫
B
|u(x, t)|2dx+
∫ 0
−1
∫
B
|∇u|2dxdt ≤M2. (2.9)
Assume u satisfies
∂tu−∆u−κ∇ divu+λ ·∇u+ λ
2
divu+
a
2
·∇u+div(u⊗ a
2
)+div(b⊗u)− b
2
divu = divF,
in the sense of distributions. Then u is Hölder continuous in Q(1
2
) with exponent α =
α(m) ∈ (0, 1) and
‖u‖
Cα,
α
2 (Q( 1
2
))
≤ C(κ,m,M).
Proof. Let 0 < ̺ < r ≤ 1 and 0 ≤ ϕ̺,r ∈ C∞0 (B) such that ϕ̺,r ≡ 1 in B((r+ ̺)/2) and
ϕ̺,r ≡ 0 in B(r) \B((3r + ̺)/4). Next, let us set
F ̺,r := ϕ̺,r
(
F − u⊗ λ− λ
2
⊗ u− u⊗ a
2
− b⊗ u
)
, f ̺,r :=
(
b
2
divu− a
2
· ∇u
)
ϕ̺,r;
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If u ∈ Lq(Q(r)) and ∇u ∈ Lp(Q(r)) (p, q ≥ 2) with
1
m
+
1
q
<
1
p
+
1
2
(
1
m
− 1
5
)
and
1
m
+
1
p
− 2
5
<
1
q
+
1
2
(
1
m
− 1
5
)
(2.10)
(e.g. (2.10) holds true for q = 10/3 and p = 2) then
F ̺,r ∈ L mq
m+q
(Q(r)) and f ̺,r ∈ L mp
m+p
(Q(r)).
From Lemma 2.2, we have the existence of two functions v̺,r and w̺,r such that{
∂tv
̺,r −∆v̺,r − κ∇ div v̺,r = f ̺,r in R3 × (−1, 0)
v̺,r|t=−1 = 0 in R3
and {
∂tw
̺,r −∆w̺,r − κ∇ divw̺,r = divF ̺,r in R3 × (−1, 0)
w̺,r|t=−1 = 0 in R3
Moreover the following estimates are available
‖w̺,r‖Lqˆ(R3×(−1,0)) + ‖∇w̺,r‖L mq
m+q
(R3×(−1,0)) ≤ c(m, p, q)‖F ̺,r‖L mq
m+q
(Q(r)),
with
1
qˆ
>
1
q
+
1
m
− 1
5
,
and
‖v̺,r‖Lq˜(R3×(−1,0)) + ‖∇v̺,r‖Lp˜(R3×(−1,0)) ≤ c(m, p, q)‖f ̺,r‖L mp
m+p
(Q(r)),
with
1
p˜
>
1
p
+
1
m
− 1
5
and
1
q˜
>
1
p
+
1
m
− 2
5
.
Now, we choose q1 ≥ 2 and p1 ≥ 2 such that
1
q1
=
1
q
+
1
2
(
1
m
− 1
5
)
and
1
p1
=
1
p
+
1
2
(
1
m
− 1
5
)
; (2.11)
because of (2.10), we have that
‖w̺,r‖Lq1 (Q) + ‖∇w̺,r‖Lp1 (Q) ≤ c(κ,m, p, q)‖F ̺,r‖L mq
m+q
(Q(r)),
‖v̺,r‖Lq1 (Q) + ‖∇v̺,r‖Lp1(Q) ≤ c(κ,m, p, q)‖f ̺,r‖L mp
m+p
(Q(r));
(2.12)
moreover (2.10) is true for q and p replaced respectively by q1 and p1.
Finally, let us notice that
∂t(u− v̺,r − w̺,r)−∆(u− v̺,r − w̺,r)− κ∇ div(u− v̺,r − w̺,r) = 0 (2.13)
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in Q((r + ̺)/2). which together with Lemma 2.3 lead to u ∈ Lq1(Q(̺)) and ∇u ∈
Lp1(Q(̺)) where q1 > q and p1 > p. The goal now is to iterate this process. We set
q0 = 10/3, p0 = 2 and we define a sequence (qk) and (pk) via the following recursive
formula
1
qk
=
1
qk−1
+
1
2
(
1
m
− 1
5
)
and
1
pk
=
1
pk−1
+
1
2
(
1
m
− 1
5
)
and we find u ∈ Lqk(Q(2−1 + 2−(1+k))) and ∇u ∈ Lpk(Q(2−1 + 2−(1+k))) for all k ≥ 0.
Now, for a large enough k0 = k0(m), we have that
mqk0
m+ qk0
> 5 and
mpk0
m+ pk0
>
5
2
thus for ̺ = 2−1+2−(2+k0) and r = 2−1+2−(1+k0), we find that there exists α = α(m) ∈
(0, 1) such that v̺,r, w̺,r ∈ Cα,α2 (Q(2−1 + 2−(2+k0))). Using one more time (2.13) and
Lemma 2.3, we get that u ∈ Cα,α2 (Q(1/2)). A careful track of the constants in the above
process yields also the estimate claimed in the Lemma, we omit the details here. Thus
the lemma is proved.
We can return now to the proof of Theorem 2.1. We first prove a so-called "oscillation
lemma", which roughly speaking asserts that if u is of small oscillation in Q, then the
oscillation is even smaller in Qθ for 0 < θ < 1 (see e.g. [13, 3] where an analogue of this
result was proved for the incompressible Navier-Stokes equations).
In order to state our lemma and for what follows, some additional notions are needed;
we introduce
Y (z0, R; u) :=
(
−
∫
Q(z0,R)
|u− (u)z0,R|3dz
) 1
3
, Yθ(u) := Y (0, θ; u)
Lemma 2.5. Given any numbers θ ∈ (0, 1/3), m > 5 and M > 0, there are three
constants α = α(m) ∈ (0, 1), ǫ = ǫ(θ,m,M) > 0 and C1 = C1(κ,m,M) > 0 such that
for any ‖a‖Lm(Q) ≤ M, ‖b‖Lm(Q) ≤ c0, c0 > 0 being a small absolute constant (to be
specified later), and any suitable weak solution u to (2.1) in Q, satisfying the additional
conditions
|(u),1| ≤M, Y1(u) + |(u),1|
(
−
∫
Q
|a|mdz
) 1
m
+ |(u),1|
(
−
∫
Q
|b|mdz
) 1
m
< ǫ,
the following estimate is valid:
Yθ(u) ≤ C1θα
[
Y1(u) + |(u),1|
(
−
∫
Q
|a|mdz
) 1
m
+ |(u),1|
(
−
∫
Q
|b|mdz
) 1
m
]
.
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Proof. Assume that the statement is false. This means that there exist numbers θ ∈
(0, 1/3),m > 5 andM > 0 and sequences ak, bk and a sequence of suitable weak solutions
uk to (2.1) (with a and b replaced respectively by ak and bk) such that
|(uk)1| ≤M, ‖ak‖Lm(Q) ≤M, ‖bk‖Lm(Q) ≤ c0,
Y1(u
k) + |(uk),1|
(
−
∫
Q
|ak|mdz
) 1
m
+ |(uk),1|
(
−
∫
Q
|bk|mdz
) 1
m
= ǫk → 0+ as k →∞,
Yθ(u
k) > C1θ
αǫk,
for all k ∈ N. Next, we introduce the following functions
vk :=
uk − (uk),1
ǫk
, −F k := (u
k),1 ⊗ ak
2ǫk
+
bk ⊗ (uk),1
ǫk
;
we have (
−
∫
Q
|vk|3dz
) 1
3
+
(
−
∫
Q
|F k|mdz
) 1
m
≤ 4 and Yθ(vk) > C1θα. (2.14)
Moreover,
∂tv
k −∆vk − κ∇ div vk + ǫk
(
vk · ∇vk + v
k
2
div vk
)
+ (uk),1 · ∇vk + (u
k),1
2
div vk
+
ak
2
· ∇vk + div(vk ⊗ a
k
2
) + div(bk ⊗ vk)− b
k
2
div vk = div(F k), (2.15)
in the sense of distributions on Q and
∂t
|vk|2
2
−∆ |v
k|2
2
−κ div(vk div vk)+|∇vk|2+κ(div vk)2+div
(
(ǫkv
k + ak + (uk),1)
|vk|2
2
)
+ vk · div((uk),1 ⊗ v
k
2
+ bk ⊗ vk − F k)− 1
2
vk · bk div vk ≤ 0, (2.16)
in the sense of distributions on Q. From the previous inequation, we get that
1
2
∫
B
|vk(x, t)|2φ(x, t)dx+
∫ t
−1
∫
B
|∇vk|2φdz + κ
∫ t
−1
∫
B
(div vk)2φdz
≤
∫
−1
∫
B
|vk|2
2
(∂tφ+∆φ)dz +
∫ t
−1
∫
B
|vk|2
2
(ǫkv
k + ak + (uk),1) · ∇φdz
+
∫ t
−1
∫
B
φ∇vk : ((uk),1⊗v
k
2
+bk⊗vk−F k)dz+
∫ t
−1
∫
B
vk⊗∇φ : ((uk),1⊗v
k
2
+bk⊗vk−F k)dz
− κ
∫ t
−1
∫
B
vk · ∇φ div vkdz + 1
2
∫
−1
∫
B
φvk · bk div vkdz,
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for any 0 ≤ φ ∈ C∞0 (B × (−1, 1)). Next, we define
Ek(r) :=
1
2
ess sup
−r2<t<0
∫
B(r)
|vk(x, t)|2dx+
∫
−r2
∫
B(r)
[|∇vk(x, t)|2 + κ(div vk(x, t))2]dz,
for any 0 < r < 1. Our goal now is to get an uniform estimate (in k) for Ek. To this
end we start by recalling the following well-known multiplicative inequality
‖vk‖2L 10
3
(Q(r)) ≤ CEk(r),
with C > 0 being an universal constant. Then, for any 1/2 < r1 < r2 ≤ 1, if we choose
appropriately the test function φ in the above local energy inequality together with the
help of Hölder’s inequality and the estimates on vk, ak, bk and F k, we have that:
Ek(r1) ≤ C
(r2 − r1)2 +
C
r2 − r1
{
ǫk
∫
Q
|vk|3dz +
(∫
Q
|vk|3dz
) 2
3
(∫
Q
|ak|3dz
) 1
3
+|(vk),1|
∫
Q
|vk|2dz
}
+ Ek(r2)
1
2
{
|(uk),1|
(∫
Q
|vk|2dz
) 1
2
+
(∫
Q
|bk|5dz
) 1
5
(∫
Q(r2)
|vk| 103 dz
) 3
10
+
(∫
Q
|F k|2dz
) 1
2
}
+
C
r2 − r1
{
|(uk),1|
∫
Q
|vk|2dz +
(∫
Q
|vk|3dz
) 2
3
(∫
Q
|ak|3dz
) 1
3
(∫
Q
|vk|2dz
) 1
2
(∫
Q
|F k|2dz
) 1
2
}
+ Ek(r2)
1
2
{
C(κ)
(r2 − r1)2
∫
Q
|vk|2dz
} 1
2
≤ C(κ,M)
(r2 − r1)2 + C(M)Ek(r2)
1
2 + (
1
4
+ C‖bk‖Lm(Q))Ek(r2)
≤ C(κ,M)
(r2 − r1)2 + (
1
2
+ C‖bk‖Lm(Q))Ek(r2).
Note that ‖b‖Lm(Q) ≤ c0 with c0 small. Therefore, if we choose c0 such that Cc0 < 1/2,
we can iterate the above estimate (see e.g. [1] Lemma 5.2) and conclude that
Ek(3/4) ≤ C(κ,M), ∀k ∈ N. (2.17)
This together with the fact that vk satisfies (2.15) yield
‖∂tvk‖L4/3(−(3/4)2 ,0;H−1(B(3/4))) ≤ C(κ,M), ∀k ∈ N, (2.18)
whereH−1(B(3/4)) stands here for the dual of the Sobolev spaceH10 (B(3/4)). Now, from
Aubin-Lions and Banach-Alaoglu compactness results, we can choose subsequences of
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vk, ak, bk, (uk),1 and F k (which we still denote vk, ak, bk, (uk),1 and F k) such that for
some λ ∈ R, v ∈ L3(Q(3/4)), a, b, F ∈ Lm(Q(3/4)), we have
vk → v strongly in L3(Q(3/4)), (uk)→ λ
ak ⇀ a, bk ⇀ b, F k ⇀ F weakly in Lm(Q(3/4)).
Moreover, we have that(∫
Q(3/4)
(|a|+ |b|+ |F |)mdz
) 1
m
≤ C(M), |λ| ≤M,
ess sup
−(3/4)2<t<0
∫
B(3/4)
|v(x, t)|2dx+
∫
Q(3/4)
|∇v(x, t)|2dz ≤ C(κ,M).
(2.19)
Finally, from (2.15), we see that
∂tv−∆v−κ∇ div v+λ ·∇v+ λ
2
div v+
a
2
·∇v+div(v⊗ a
2
)+div(b⊗v)− b
2
div v = divF,
in the sense of distributions in Q(3/4). Thus, from Lemma 2.4, we have that
‖v‖
Cα,
α
2 (B(1/2))
≤ C(κ,m,M),
for some α = α(m) ∈ (0, 1). This implies that
Yθ(v) ≤ C(κ,m,M)θα; (2.20)
but because of (2.14) and the strong L3-convergence of vk, we also have that Yθ(v) ≥
C1θ
α. This together with (2.20) give us
C1 ≤ C(κ,m,M).
If from the beginning, C1 is chosen so that C1 > 2C(κ,m,M), we arrive at a contradic-
tion and the Lemma is proved.
Lemma 2.5 admits the following iterations.
Lemma 2.6. Given numbers M > 0 and m > 5, we choose θ ∈ (0, 1/3) so that
C1θ
α−β < 1 and θ < c1 (2.21)
where c1 = c1(m) > 0 is a small number to be specified later, C1, α are as in Lemma 2.5
and β := α/2. Then, there exists ǫ∗ = ǫ∗(κ, θ,m,M) < ǫ sufficiently small, such that
for any ‖a‖Lm(Q) ≤ M, ‖b‖Lm(Q) ≤ c0 (ǫ = ǫ(θ,m,M) > 0 and c0 > 0 being also as in
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Lemma 2.5), and any suitable weak solution u to (2.1) in Q, satisfying the additional
conditions
|(u),1| ≤M/2, Y1(u) +M
(
−
∫
Q
|a|mdz
) 1
m
+M
(
−
∫
Q
|b|mdz
) 1
m
< ǫ∗,
the following holds: ∀k = 1, 2, . . . , we have
|(u),θk−1| ≤M,
Yθk−1(u) + θ
k−1|(u),θk−1|
[(
−
∫
Q(θk−1)
|a|mdz
) 1
m
+
(
−
∫
Q(θk−1)
|b|mdz
) 1
m
]
< ǫ∗,
Yθk(u) ≤ θβ
{
Yθk−1(u) + θ
k−1|(u),θk−1|
[(
−
∫
Q(θk−1)
|a|mdz
) 1
m
+
(
−
∫
Q(θk−1)
|b|mdz
) 1
m
]}
.
Proof. We prove the lemma by induction; the case k = 1 is true thanks to Lemma 2.5.
Now, suppose the conclusion is true for k ≤ k0 (k0 ≥ 1) and let us show that it remains
the case for k = k0 + 1.
For all k ≤ k0, we have
Yθk(u) ≤ θβ
{
Yθk−1(u) + θ
k−1|(u),θk−1|
[(
−
∫
Q(θk−1)
|a|mdz
) 1
m
+
(
−
∫
Q(θk−1)
|b|mdz
) 1
m
]}
≤ θβ
{
Yθk−1(u) + θ
(k−1)(1−5/m)M
[(
−
∫
Q
|a|mdz
) 1
m
+
(
−
∫
Q
|b|mdz
) 1
m
]}
≤ θβYθk−1(u) + θkβ1ǫ∗,
with β1 = min{β, 1− 5/m}. By iterating the last inequality, we get
Yθk(u) ≤ θkβY1(u) + kθkβ1ǫ∗, ∀k ≤ k0.
Thus,
|(u),θk0 | ≤
k0∑
k=1
|(u),θk − (u),θk−1|+ |(u),1|
≤ θ−5/3
k0∑
k=1
Yθk−1(u) + |(u),1|
≤ θ−5/3
k0∑
k=1
(
θ(k−1)β + (k − 1)θ(k−1)β1) ǫ∗ +M/2
≤ θ−5/3
(
(1− θβ)−1 +
∞∑
k=0
kθkβ1
)
︸ ︷︷ ︸
C(θ,m)
ǫ∗ +M/2.
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By choosing ǫ∗ ≤M(2C(θ,m))−1, we find that
|(u),θk0 | ≤M.
Moreover,
Yθk0 (u) + θ
k0|(u),θk0 |
[(
−
∫
Q(θk0)
|a|mdz
) 1
m
+
(
−
∫
Q(θk0 )
|b|mdz
) 1
m
]
≤ θβǫ∗ + θ(1−5/m)k0ǫ∗
≤ θβǫ∗ + θ(1−5/m)ǫ∗
< ǫ∗,
if we choose θ < c1(m) to be small enough. Now, set
u0(y, s) = θk0u(θk0y, θ2k0s),
a0(y, s) = θk0a(θk0y, θ2k0s), b0(y, s) = θk0b(θk0y, θ2k0s),
with (y, s) ∈ Q. We show steadily that u0 is also a suitable weak solution to (2.1) with
a and b replaced respectively by a0 and b0; moreover the conditions stated in Lemma 2.5
are satisfied for these new functions. Consequently, we have (thanks to Lemma 2.5)
Yθ(u
0) ≤ θβ
[
Y1(u
0) + |(u0),1|
(
−
∫
Q
|a0|mdz
) 1
m
+ |(u0),1|
(
−
∫
Q
|b0|mdz
) 1
m
]
,
that is
Yθk0+1(u) ≤ θβ
{
Yθk0 (u) + θ
k0|(u),θk0 |
[(
−
∫
Q(θk0 )
|a|mdz
) 1
m
+
(
−
∫
Q(θk0 )
|b|mdz
) 1
m
]}
.
This concludes the induction and the proof of the lemma.
By translation and dilatation, we obtain the following corollary.
Corollary 2.6.1. Let u be a suitable weak solution to (2.1) in Q(z0, R) with
R1−5/m‖a‖Lm(Q(z0,R)) ≤M and R1−5/m‖b‖Lm(Q(z0,R)) ≤ c0
with c0 as in Lemma 2.5. Take θ, β and ǫ∗ as in the previous lemma. If we have in
addition that
R|(u)z0,R| ≤M/2 and RY (z0, R; u)+RM
[(
−
∫
Q(z0,R)
|a|mdz
) 1
m
+
(
−
∫
Q(z0,R)
|b|mdz
) 1
m
]
< ǫ∗,
then for all k ≥ 1
R|(u)Q(z0,θk−1R)| ≤M,
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and
Y (z0, θ
kR; u) ≤ θβ
[
RY (z0, θ
k−1R; u) +Rθk−1|(u)z0,θk−1R|
(
−
∫
Q(z0,θk−1R)
|a|mdz
) 1
m
+ Rθk−1|(u)z0,θk−1R|
(
−
∫
Q(z0,θk−1R)
|b|mdz
) 1
m
]
.
We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1. Let M = 2020 and choose θ according to Lemma 2.6. Define
A :=
(
−
∫
Q
|u|3dz
) 1
3
+
(
−
∫
Q
|a|mdz
) 1
m
+
(
−
∫
Q
|b|mdz
) 1
m
.
Observe that
Q(z0, 1/4) ⊂ Q if z0 ∈ Q(1/2),
1
4
|(u)z0,1/4| ≤ cA,
(
1
4
)1−5/m
(‖a‖Lm(Q(z0,1/4)) + ‖b‖Lm(Q(z0,1/4))) ≤ c(m)A,
and
1
4
Y (z0, 1/4; u) +
1
4
×M
[(
−
∫
Q(z0,1/4)
|a|mdz
) 1
m
+
(
−
∫
Q(z0,1/4)
|b|mdz
) 1
m
]
≤ c(m)A;
Now, we choose
ǫ0 < min{2020/c, 2020/c(m), c0/c(m), ǫ∗/c(m)}
with c0 and ǫ∗ as in Lemma 2.6. Consequently, by applying Corollary 2.6.1, we are able
to prove (using a similar iteration process we used in the proof of Lemma 2.6) that
Y (z0, θ
k/4; u) ≤ C(κ, θ,m,M)θkβ2 ,
for all z0 ∈ Q(1/2), k ≥ 1 and with β2 = 1/2(β + β1). Hölder continuity of u in Q(1/2)
follows from Campanato’s type condition. The theorem is proved.
Theorem 2.1 can be strengthen in the following manner, by removing the smallness
condition on a and b.
Theorem 2.7 (Improved ǫ-regularity criterion). Let u be a suitable weak solution to
(2.1) in Q with ‖a‖Lm(Q)+‖b‖Lm(Q) ≤ M for some M > 0 and m > 5. Then there exists
ǫ1 = ǫ1(κ,m,M) > 0 with the following properties: if(
−
∫
Q
|u|3dz
) 1
3
≤ ǫ1, (2.22)
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then u is Hölder continuous in Q(1
2
) with exponent α = α(m) ∈ (0, 1) and
‖u‖
Cα,
α
2 (Q( 1
2
))
≤ C(ǫ1, κ,m). (2.23)
We skip the proof of Theorem 2.7 since it is essentially a repetition of the proof of
an analogous result for the incompressible Navier-Stokes system in [3] (see Theorem 2.2
in there).
3 Local in space near initial time smoothness of Leray
solutions
In this section, we use the ǫ-regularity theorem(s) proved in the previous section to
study the local in space near the initial time smoothness of the Leray solutions (or
energy solutions) to our model (1.1).
For our future analysis, the following a priori estimate will be needed. It was first proved
in [9] for the incompressible Navier-Stokes system; here we follow the proof given in [2]
(see Lemma 2.2) which is much simpler than the original one.
Lemma 3.1 (A priori estimate for Leray solutions). Let u0 ∈ L2,loc(R3) such that for
some R > 0, α(R) := supx0∈R3
∫
B(x0,R)
|u0(x)|2dx < ∞ and let u be a Leray solution to
system (1.1) with initial data u0. Then, there exists some small absolute number µ > 0
such that for 0 < λ < µmin{1, α(R)−2R2, (1 + κ)−1}, we have
sup
x0∈R3
ess sup
0<t<λR2
∫
B(x0,R)
|u(x, t)|2
2
dx
+ sup
x0∈R3
∫ λR2
0
∫
B(x0,R)
(|∇u(x, t)|2 + κ(divu(x, t))2) dxdt ≤ C0α(R),
with C0 an absolute large constant.
Proof. Let 0 ≤ φ ∈ C∞0 (B) such that φ ≡ 1 in B(1/2) and φ ≡ 0 ∈ B \ B(3/4); let
x0 ∈ R3, R > 0 and set φx0,2R(x) = φ((x − x0)/2R). We have, from the local energy
inequality verified by u, that:∫
B(x0,2R)
|u(x, t)|2
2
φx0,2R(x)dx
+
∫ t
0
∫
B(x0,2R)
(|∇u|2 + κ(divu)2)φx0,2Rdxds ≤ ∫
B(x0,2R)
|u0(x)|2
2
φx0,2R(x)dx
+
∫ t
0
∫
B(x0,2R)
|u|2
2
∆φx0,2Rdxds+
∫ t
0
∫
B(x0,2R)
(
|u|2
2
− κ div u)u · ∇φx0,2Rdxds.
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Now, set
AR(λ) = sup
x0∈R3
ess sup
0<t<λR2
∫
B(x0,R)
|u(x, t)|2
2
dx
+ sup
x0∈R3
∫ λR2
0
∫
B(x0,R)
(|∇u(x, t)|2 + κ(divu(x, t))2) dxdt (λ > 0);
For a.e. t ∈ (0, λR2), we have∫
B(x0,R)
|u(x, t)|2
2
dx+
∫ t
0
∫
B(x0,R)
|∇u|2dxds
+
∫ t
0
∫
B(x0,2R)
κ(div u)2φx0,2Rdxds ≤ C
(
α(R) + λAR(λ) +
1
R
∫ λR2
0
∫
B(x0,2R)
|u|3dxds
+
∫ λR2
0
∫
B(x0,2R)
κ| divu|φ
1
2
x0,2R
|u||∇φ
1
2
x0,2R
|dxds
)
.
Next, by known multiplicative inequality, we have∫ λR2
0
∫
B(x0,2R)
|u|3dxds ≤ Cλ 14R 12AR(λ) 32 (if λ ≤ 1),
and thanks to Young’s inequality that∫ λR2
0
∫
B(x0,2R)
κ| divu|φ
1
2
x0,2R
|u||∇φ
1
2
x0,2R
|dxds ≤ 1
2
∫ t
0
∫
B(x0,2R)
κ(div u)2φx0,2Rdxds
+ CκλAR(λ).
Consequently, we get that∫
B(x0,R)
|u(x, t)|2
2
dx+
∫ t
0
∫
B(x0,R)
|∇u|2dxds
+
1
2
∫ t
0
∫
B(x0,2R)
κ(divu)2φx0,2Rdxds ≤ C
[
α(R) + (1 + κ)λAR(λ) + λ
1
4R−
1
2AR(λ)
3
2
]
,
for a.e. t ∈ (0, λR2) and all x0 ∈ R3. Therefore
AR(λ) ≤ C
[
α(R) + (1 + κ)λAR(λ) + λ
1
4R−
1
2AR(λ)
3
2
]
;
By choosing λ ≤ min{1, (2C(1 + κ))−1}, we find that
AR(λ) ≤ 2C
(
α(R) + λ
1
4R−
1
2AR(λ)
3
2
)
,
and from there the conclusion follows by standard continuation arguments.
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Now we can prove the first important result of this section.
Theorem 3.2. Let u0 ∈ L2,loc(R3) such that α := supx0∈R3
∫
B
|u0(x)|2dx <∞. Suppose
in addition that M := ‖u0‖Lm(B) < ∞ with m > 3; Let us decompose u0 = u10 + u20
with u10|B(4/3) = u0, suppu10 ⊂⊂ B(2) and ‖u10‖Lm(R3) ≤ M . Now, let a be the locally in
time defined mild solution to system (1.1) with initial data u10. Then, there exists a time
T = T (α, κ,m,M) > 0 such that any Leray solution u to (1.1) satisfies:
‖u− a‖
Cγ,
γ
2 (B(1/2)×[0,T ]) ≤ C(α, κ,m,M),
for some γ = γ(m) ∈ (0, 1).
Proof. Let us start by discussing the decomposition of u0 in the statement of the theorem;
introduce the cut-off function 0 ≤ ϕ ∈ C∞0 (B) such that ϕ ≡ 1 in B(4/3) and ϕ ≡ 0 in
B(2) \B(3/2). We have the required splitting if we set u10 := u0ϕ and u20 := u0(1− ϕ).
Next, by assumption a solves the Cauchy problem for system (1.1) with initial data u10 in
R
3 × [0, T1], where T1 = T1(κ,m,M) > 0. Such construction can be done by mimicking
the one done for the incompressible Navier-Stokes equations in the Appendix of [8] (see
Theorem 7.4). We present the details elsewhere. Their arguments also allow us to get
that
‖a‖C([0,T1];L2(R3)) + ‖∇a‖L2(R3×(0,T1)) ≤ C(m,M),
‖a‖L∞(0,T1;Lm(R3)) + ‖a‖L 5m
3
(R3×(0,T1)) ≤ C(κ,m,M). (3.1)
Now, we set v := u− a and we observe that
∂tv−∆v − κ∇ div v + v · ∇v + v
2
div v +
a
2
· ∇v + div(v⊗ a
2
) + div(a⊗ v)− a
2
div v = 0,
in the sense of distributions in R3 × (0, T1). Moreover, because u and a satisfy a local
energy inequality, we see that
∂t
|v|2
2
−∆ |v|
2
2
− κ div(v div v) + |∇v|2 + κ(div v)2 + div
(
(v + a)
|v|2
2
)
+ v · div(a⊗ v)− 1
2
v · a div v ≤ 0 in D′(R3 × (0, T1)). (3.2)
In other words, v is a suitable weak solution to (2.1) with b = a. Note also that
limt→0+ ‖v(·, t) − u20‖L2(B(x0,1)) → 0 for all x0 ∈ R3, u20|B(4/3)=0 (thus we have as a
byproduct limt→0+ ‖v(·, t)‖L2(B(4/3)) = 0) and from Lemma 3.1, there exists 0 < T2 =
T2(α, κ,m,M) < T1 such that
ess sup
0<t<T2
1
2
∫
B(2)
|v(x, t)|2dx+
∫ T2
0
∫
B(2)
|∇v(x, t)|2dxdt ≤ C(α,m,M). (3.3)
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From the local energy (3.2) for v and the fact that limt→0+ ‖v(·, t)‖L2(B(4/3)) = 0, we
obtain
1
2
∫
B(4/3)
|v(x, t)|2φ(x)dx+
∫ t
0
∫
B(4/3)
|∇v|2φdz +
∫ t
0
∫
B(4/3)
κ(div v)2φdz
≤
∫ t
0
∫
B(4/3)
|v|2
2
∆φdz +
∫ t
0
∫
B(4/3)
|v|2
2
(v + a) · ∇φdz
+
∫ t
0
∫
B(4/3)
a⊗ v : ∇vφdz +
∫ t
0
∫
B(4/3)
a⊗ v : v ⊗∇φdz
− κ
∫ t
0
∫
B(4/3)
v · ∇φ div vdz + 1
2
∫ t
0
∫
B(4/3)
φv · a div vdz, (3.4)
for a.e. t ∈ (0, T2) and 0 ≤ φ ∈ C∞0 (B(4/3)) such φ ≡ 1 in B. The previous estimate
and a repetitive use of Hölder inequality (with estimate (3.3) at hand) yield:∫
B
|v(x, t)|2
2
dx+
∫ t
0
∫
B
|∇v|2dz +
∫ t
0
∫
B
κ(div v)2dz
≤ C(α, κ,m,M)(t+ t 110 + t 2m−35m + tm−35m ), (3.5)
for a.e. t ∈ (0, T2).
Now, fix t0 ∈ (0, T2) to be specified later. Then extend v to B × (−1 + t0, t0) by setting
v ≡ 0 in B × (−1 + t0, 0). Extend also a to B × (−1 + t0, t0) by setting a ≡ 0 for t < 0.
Clearly the extended function v is a suitable weak solution to (2.1), with the extended a,
in B × (−1 + t0, t0). Indeed, the fact that limt→0+ ‖v(·, t)‖L2(B) = 0 insure that ∂tv and
∂t
|v|2
2
will not cause any problem across {t = 0}. Finally, because of (3.5), if we choose
t0 = t0(α, κ,m,M) < T2 sufficiently small, we can apply Theorem 2.7 and conclude that
v is Hölder continuous in B(1/2) × [0, t0], for some γ = γ(m) ∈ (0, 1). This concludes
the proof of the theorem.
Theorem 3.2 allows us to prove the following.
Theorem 3.3 (Local Hölder regularity of Leray solutions). Let u0 ∈ L2,loc(R3) such that
α := supx0∈R3
∫
B
|u0(x)|2dx < ∞. Suppose in addition that M := ‖u0‖Cγ, γ2 (B(2)) < ∞.
Then, there exists T = T (α, γ, κ,M) > 0 such that any Leray weak solution u to (1.1)
satisfies:
‖u‖
Cγ,
γ
2 (B(1/4)×[0,T ]) ≤ C(α, γ, κ,M).
Sketch of proof. With the same notation as in Theorem 3.2, we have that suppu10 ⊂⊂
B(2) and ‖u10‖Cγ(R3) ≤ CM . Consequently, u− a is Hölder continuous with some expo-
nent β ∈ (0, γ) in B(1/2)× [0, T1] where T1 = T1(α, κ,M) > 0. Since the initial data u10
for a is in Cγ(R3), it is not difficult to show that a ∈ Cγ, γ2 (R3 × [0, T1]). Therefore, u
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is Hölder continuous with exponent β in B(1/2) × [0, T1]. From this point, a standard
bootstrap argument with repetitive use of Lemma 2.2 yields the required Hölder con-
tinuity of u; and a careful track of the constants gives us the estimate in the theorem.
This concludes the proof.
4 Proof of Theorem 1.1
We are ready now to proof the main result of this paper.
Proof of Theorem 1.1. From Lemma 3.1, we have that
sup
0<t<T1
1
2
∫
B
|u(x, t)|2dx+
∫ T1
0
∫
B
|∇u(x, t)|2dxdt ≤ C(κ, ‖u0‖C(∂B)), (4.1)
with T1 = T1(κ, ‖u0‖C(∂B)).
Since u is scale invariant i.e. λu(λx, λ2t) = u(x, t), we have that
u(x, t) =
1√
t
U
(
x√
t
)
, t > 0,
where U(·) := u(·, 1). Thus, we deduce from (4.1) that
√
t∗
∫
B(1/
√
t∗)
|U(y)|2dy +√t∗
∫
B(1/
√
t∗)
|∇U(y)|2dy ≤ C(κ, ‖u0‖C(∂B)), (4.2)
for all t∗ ∈ (0, T1).
On the other hand, for all |x0| = 8, we have u0 ∈ C∞(B(x0, 4)). Therefore, by
Theorem 3.3 (and some simple bootstrapping arguments), we have that there exists
T2 = T2(κ, u0) > 0 such that
‖∂t∂αu‖L∞(B(x0,1/8)×[0,T2]) ≤ C(α, κ, u0), (4.3)
for all Leray solution u to system (1.1) with u0 initial data.
Since for all λ > 0, uλ : (x, t) 7→ λu(λx, λ2t) is also a Leray solution to (1.1) with initial
data u0, then (4.3) holds also for uλ and we obtain that
|λ1+|α|∂αu(λx0, λ2t)− ∂αu0(x0)| ≤ C(α, κ, u0)t.
Setting y = x0/
√
t, and by using the homogeneity of ∂αu0, we get that:
|∂α(U − u0)(y)| ≤ C(α, κ, u0)|y|3+|α| , ∀|y| >
8√
T2
. (4.4)
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Now, we choose t∗ = t∗(κ, u0) in (4.2) sufficiently small so that∫
B( 16√
T2
)
(|U(y)|2 + |∇U(y)|2dy) ≤ C(κ, u0); (4.5)
and because u satisfies (1.1), it’s not difficult to see that
−∆U − κ∇ divU + U · ∇U + U
2
divU − x
2
· ∇U − U
2
= 0 in R3. (4.6)
Thus, from Elliptic estimates (alongside ideas we used in the proof of Lemma 2.2), we
find that
‖U‖
Ck(B(9/
√
T2))
≤ C(k, u0) (k = 0, 1, 2 . . .) (4.7)
Finally, let us explain how we define the semigroup Sκ(t) and derive the required esti-
mates to close the proof of the theorem.
The classical Calderon-Zygmund combined with real interpolation methods allow us to
get the existence of a unique function (up to a constant) q0 such that ∆q0 = div u0 and
‖q0‖BMO(R3) + ‖∇q0‖L3,∞(R3) ≤ c‖u0‖C(∂B). (4.8)
Set u(1)0 := ∇q0 and notice that, because of the uniqueness of q0 and the scaling symmetry
of u0, we have that u
(1)
0 is also (−1)-homogeneous. Next, by elliptic estimates we see
that u(1)0 ∈ C∞(∂B) and we have (thanks to (4.8))
|∂αu(1)0 (x)| ≤
C(α, u0)
|x|1+|α| .
Introduce now u(0)0 := u0 − u(1)0 and notice that divu(0)0 = 0 (we should also point out
that curl u(1)0 = 0 by definition). We set
Sκ(t)u0 = e
∆tu
(0)
0 + e
(1+κ)∆tu
(1)
0 ; (4.9)
It is clear from this definition that Sκ(t) is a semigroup. Moreover, using similar argu-
ments as the ones we use in the proof of Lemma 2.2, we see that v(x, t) := Sκ(t)u0(x)
solves the Lamé system{
∂tv −∆v − κ∇ div v = 0 in R3 × (0,∞)
v|t=0 = u0 in R3.
(4.10)
Also, we have λv(λx, λ2t) = v(x, t) for all λ > 0. So, if we set V := Sκ(1)u0, we have
that
v(x, t) =
1√
t
V
(
x√
t
)
∀(x, t) ∈ R3 × (0,∞).
and finally
|∂α(Sκ(1)u0 − u0)| ≤ |∂α(e∆u(0)0 − u(0)0 )|+ |∂α(e(1+κ)∆u(1)0 − u(1)0 )| ≤
C(α, κ, u0)
(1 + |x|)3+|α|
by well-known properties of the heat equation. Same machinery for system (1.2). And
this concludes the proof.
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