Introduction
In this paper, we are interested in the formal stochastic nonlinear conservation law of type: Our aim is to give a definition of a stochastic entropy solution to the above-mentioned problem and to prove a result of existence and uniqueness of such a solution; unlike already published results, we consider here a boundary-value problem.
Note that, even in the deterministic case, a weak solution to a nonlinear scalar conservation law is not unique in general. One needs to introduce the notion of entropy solution in order to discriminate the "physical admissible solution" (see for example the works of S.N. Kruzhkov [25] , M.G. Crandall [12] and B.P. Andreianov et al. [1] ).
We also recall that weak and entropy solutions are not smooth solutions, thus, traces have to be understood in a weak way. Moreover, it is not possible to impose the Dirichlet condition on the whole boundary of D, but only on a free set: the one corresponding to entering characteristics (without exhaustiveness, see for example C. Bardos et al. [3] , J. Carrillo and P. Wittbold [9] , F. Otto [26] , E.Yu. Panov [28] , G. Vallet [31] and A. Vasseur [33] and G. Vallet and P. Wittbold [32] in the stochastic case with additive noise).
Let us mention that, for rather general h, there is no maximum principle in such stochastic problems. Thus, a global Lipschitz assumption on f is made in the sequel. It is a restriction, but it is a further work to think about a stochastic renormalized formulation in the sense on Ph. Bénilan et al. [5] . For the same reason, we chose the boundary formulation "in the sense of J. Carrillo" since it can be adapted to very general cases (see J. Carrillo and P. Wittbold [9] ).
Many papers on parabolic stochastic problems can be found in the literature [13, 20, 21] , but much less papers have been devoted to the study of stochastic perturbation of nonlinear first-order hyperbolic problems. Before 2008, most of them concern the Cauchy problem in the 1D case in the case of additive noise, except H. Holden and N.H. Risebro [22] where the authors have used an operator splitting method to prove the existence of a weak solution to the Cauchy problem. They considered a multiplicative noise with a compact support to get L ∞ estimates and the convergence is obtained by using pathwise arguments.
W. E et al. [16] were interested in the invariant measures for the Burgers equation with additive noise. Existence and uniqueness of a stochastic entropy solution is proved thanks to a Hopf-Lax type formula for the corresponding stochastic Hamilton-Jacobi equation.
J.U. Kim [24] proposed a method of compensated compactness to prove, via vanishing viscosity approximation, the existence of a stochastic weak entropy solution to the Cauchy problem. A Kruzhkov-type method was used to prove the uniqueness.
G. Vallet and P. Wittbold [32] proposed to extend the result of Kim to the multi-dimensional Dirichlet problem with additive noise. The formulation of the Dirichlet boundary condition was inspired by the approach of J. Carrillo which consists in formulating the boundary condition implicitly via global integral entropy inequalities involving semi-Kruzhkov entropies. Using the vanishing viscosity method and Young measure techniques the authors proved the existence, and, via Kruzhkov doubling variables technique, the uniqueness of the stochastic entropy solution.
Concerning multiplicative noise, for the Cauchy problem, J. Feng and D. Nualart introduced in [18] a notion of strong entropy solution in order to prove the uniqueness of the entropy solution. Using the vanishing viscosity and compensated compactness arguments, the authors established the existence of strong entropy solutions only in the 1D case.
In the recent paper [11] , G.-Q. Chen, Q. Ding and K.H. Karlsen proposed to revisit the work of Feng and Nualart. They proved that the multi-dimensional stochastic problem is well-posed by using a uniform spatial BV-bound. They proved the existence of strong stochastic entropy solutions in L p ∩ BV and developed a "continuous dependence" theory for stochastic entropy solutions in BV, which can be used to derive an error estimate for the vanishing viscosity method.
Using a kinetic formulation, A. Debussche and J. Vovelle [15] proved a result of existence and uniqueness of the entropy solution to the problem posed in a d-dimensional torus and, by the way of the theory of Young measure-valued solutions, C. Bauzet et al. [4] proved a result of existence and uniqueness of the solution to the multi-dimensional Cauchy problem. Since the method consists in comparing a weak measure-valued entropy solution to a regular one (the viscous solution in our case) and not to a strong one, the authors could consider very general assumptions on the data.
As an extension, we propose in this paper to prove a result of existence and uniqueness of the stochastic entropy solution to the Dirichlet problem, for the stochastic conservation law with multiplicative noise (1.1) in the d-dimensional case. A method of artificial viscosity is proposed to prove the existence of a solution. The compactness properties used are based on the theory of Young measures and on measure-valued solutions [2, 10, 17, 27, 30] . An appropriate adaptation of Kruzhkov's doubling variables technique is proposed to prove the uniqueness of the measurevalued entropy solution. By using non-convex entropies for the regularized solution and then standard arguments, we are able to deduce existence (and uniqueness) of the stochastic weak entropy solutions.
The paper is organized as follows. In Section 2 we introduce the notion of stochastic entropy (resp. measure-valued entropy) solution for (1.1), in particular the way one has to consider the boundary conditions and establish some basic properties of such solutions. Then, we propose a result of existence of a measure-valued entropy solution for (1.1) via a vanishing viscosity approximation. Section 3 is devoted to the proof of the uniqueness and of a contraction principle for measure-valued solutions. As a by-product, we deduce the existence and the uniqueness of the entropy solution of the Dirichlet problem for (1.1). Concerning the uniqueness method, the main argument is based on local and global Kato's inequalities allowing comparison principles in L 1 (see T. Kato [23] ). But, for technical reasons, there are two main differences between the classical deterministic proof (see J. Carrillo and P. Wittbold [9] for example) and the stochastic one proposed in the sequel:
first, one has to compare any weak entropy solution to a solution coming from the artificial viscosity. This choice is motivated by the same constraints of regularity, measurability and control of the stochastic integral imposed by the stochastic perturbation as presented in [4] . This destroys the possible symmetry arguments (see Remark 3.6) and one needs more calculations in order to obtain Kato's inequalities. second, because of the stochastic perturbation, there is a new term containing the secondorder derivative of the entropy in the entropy inequality. Thus, we need to work with regular entropies.
First of all, we need to introduce some notations and make precise the functional setting. 
Notations
For a given separable Banach space X, we denote by N 2 w (0, T , X) the space of the predictable X-valued processes (cf. [14, p. 94] or [29, p. 28] for example). This space is the space L 2 (]0, T [× Ω, X) for the product measure dt ⊗ dP on P T , the predictable σ -field (i.e. the σ -field generated by the sets {0} × F 0 and the rectangles ]
. We denote by E + the set of non-negative convex functions η in C 2,1 (R), approximating the semi-Kruzhkov entropies x → x + such that η(x) = 0 if x 0 and that there exists δ > 0 such that η (x) = 1 if x > δ. Then, η has a compact support and η and η are Lipschitz-continuous functions.
A typical element of E + is the function denoted by η δ such that
Then, one denotes by E − the set {η := η(−·), η ∈ E + }; and, for the definition of the entropy inequality, one denotes
Then, for convenience, denote 
and for any η ∈ E
Note, in particular, that F and F η are Lipschitz-continuous functions.
Entropy formulation and existence of a measure-valued solution
The aim of this section is to present the definition of an entropy solution, the properties implicitly satisfied by such a solution and the main result of the paper. We will not give the details of the proofs of these properties since they are very close to the one presented in Ref. [4] and can be adapted straightforward (see also [32] ) to a bounded domain. So, we invite the reader interested in the demonstrations to have a look at this reference.
For any function u of N 2 w (0, T , L 2 (D)), any real k and any regular function η, denote dP -a.s. in Ω by μ η,k , the distribution in R d+1 , defined by
Now let us define the notion of entropy solution we consider.
is an entropy solution of the stochastic conservation law (1.1) with the initial condition
For technical reasons, we also need to consider a generalized notion of entropy solution. In fact, in the first step, we will only prove the existence of a Young measure-valued solution. Then, thanks to a result of uniqueness, we will be able to deduce the existence of an entropy solution in the sense of Definition 1.
Remark 2.1. (Cf. [4] and [32] .)
• Any limit point for the weak- * convergence in
) of a sequence of solutions to the approximate parabolic viscous stochastic problems will generate a Young measure limit in
• If u is an entropy solution, then, dP-a.s., 0 μ η,k (ϕ) holds for all k and ϕ such that (k, ϕ, η) ∈ A. The same remark holds for a measure-valued entropy solution.
• Any entropy solution is, a.s., a solution to
in the sense of distributions in Q.
• Since a solution u will be in
Similarly, for any measure-valued solution u, one gets that ess lim
The main result of this paper is: 
The technique to prove the result of existence is based on the notion of narrow convergence of Young measures (or entropy processes). Then, thanks to the uniqueness result of the next section, we will be able to prove that the measure-valued solution is an entropy solution in the sense of Definition 1, and that the sequence of approximation proposed to prove the existence of the solution converges in
Let us first state the result of existence of a measure-valued entropy solution. This result is based on a classical evanescent viscosity method and the proof of results stated in the sequel of this section can be adapted from C. Bauzet et al. [4] . 
associated with a regular initial condition u 0 .
Lemma 2.4. More precisely, one has that
, the associated Young measure sequence u converges (up to a subsequence still indexed in the same way) to a Young measure denoted by u. Thanks to the a priori estimates and the compatibility of the Itô integration with respect to the weak convergence in N 2
, one gets that this Young measure is a measure-valued entropy solution.
Uniqueness
The aim of this section is to prove Moreover, it is the unique entropy solution in the sense of Definition 1.
Remark 3.2.
We will also prove (Proposition 3.8) a comparison principle for entropy solutions.
Local Kato inequality
In this section, we set the following local Kato inequality. The proof is a straightforward adaptation of the local Kato inequality presented by C. Bauzet et al. in [4] for classical Kruzhkov's entropy and of the techniques used to prove the global Kato inequality of the next section. So, for convenience, we just give the result.
Lemma 3.3. Let u,û be Young measure-valued entropy solutions to (1.1) with initial data
u 0 ,û 0 ∈ L 2 (D), respectively,
and assume that at least one of them is obtained by viscous approximation. Then, for any
D + ([0, T ] × D)-function ϕ, one has that 0 E Q×]0,1[ 2 û(t, x, β) − u(t, x, α) + ∂ t ϕ dx dt dα dβ − E Q×]0,1[ 2 F + û(t, x, β), u(t, x, α) .∇ϕ dx dt dα dβ + D (û 0 − u 0 ) + ϕ(0) dx.
Global Kato inequality
This section is the principal part of the paper, that is the following global Kato inequality: 
Remark 3.5. Then, it will follow in Section 3.3 the uniqueness of the entropy measure-valued solution and the fact that any measure-valued entropy solution is obtained by viscous approximation. It will also follow the global Kato inequality for any couple of measure-valued entropy solutions and the existence and the uniqueness of the entropy solution.
The first inequality
To this end, assume in the sequel, without restriction, that u is obtained by viscous approximation and choose a partition of unity subordinate to a covering of D by balls
a sequence of mollifiers in R with supp ρ n ⊂ [−2/n, 0]. Here, translating the support of the classical mollifier ρ n is motivated by the need we have to control the Itô integral in the entropy inequality satisfied by u . Indeed, with a negative support for ρ n and the martingale property of the Itô integral one shows in the doubling variables technique that the contribution of this term vanishes; ρ m a shifted 1 sequence of mollifiers in
where θ m (y) = D ρ m (x − y) dx and σ n (s) = 
for all x ∈ B = B i , whereρ n denotes the standard mollifier sequence, see J. Carrillo [8] or V. Girault [19] .
In order to take ϕρ m ρ n as a test function in the entropy inequality forû(t, x, α), we have to use the entropy η δ (. − k) for non-negative k and thus we multiply the entropy inequality by for the equation for u with 0 <δ < δ and pass to the limit first withδ to 0 and then with δ to 0. It is not clear whether it is possible to pass to the limit ifδ = δ.
This is the reason why we test the equation for u with (ψ k ) δ,δ and not only with −(η δ ) (k − ηδ(u ))η δ (u ) which one would like to do at first glance.
To simplify matters, denote
On the other hand, if one denotesǍ
l k dk dp 
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l k dk dp
First note that, thanks to Fubini's theorem and since
, T ] and σ n is a nondecreasing sequence that converges to 1. Thus,
Since h is Lipschitz-continuous with h(0) = 0 and 0 η δ (z) π 2δ 1 {0<z<δ} , we have
Thus, one is able to conclude that lim lim
Note that a proof, similar to the one of the above convergences, ensures that
Then, since u is an entropy measure-valued solution, L is a non-negative operator and since
Now it remains to combine appropriately the integrals J 4 and K 4 to apply a Kato formula available with u and the integrals I i and J k , almost as in the local case, to pass to the limit in the other terms. These limits are obtained via standard arguments: properties of convolution, Lebesgue points, continuity of translations in Lebesgue spaces, uniform-integrability and Carathéodory functions for the Young measures, etc., as detailed in particular in C. Bauzet et al. [4] or G. Vallet and P. Wittbold [32] .
Similar calculations lead to
ρ m (x − y) dp
× ρ l (τ ) dτ dp = 0,
× ϕ(t, y)ρ m (x − y) dy dp
× y u (t, y)ϕ(t, y)ρ m (x − y) dy dp
dy dp.
Note that y → ϕ(t, y)ρ m (x − y) has compact support and that y → u (t, y) ∈ H 2 loc (D). Thus, one concludes in the first step that ∇u = 0 a.e. in A := {u = 0 a.e.} and that A ⊂ B := {∇u = 0 a.e.}. Then, in the second one, using again the lemma of Saks, all the second-order derivatives are null a.e. in A since they are already in B. Thus, 1 {u =0} y u (t, y)ϕ(t, y)ρ m (x − y) = 0 and
Then, Kato's inequality (see [7] for example) yields
y) ϕ(t, y)ρ m (x − y)
dy dp
Thus, lim sup lim δ,δ,l,n K 4 + J 4 0.
) dβ dp,
× η δ û(p) − k dy ds dp dk
− η δ u (s, y) η δ k − ηδ u (s, y) dy ds dk dp
ϕ(t, y) dy dp
− η δ u (t, y) η δ û(p) − ηδ u (t, y) dy dp.
Since α(t) = 1 0 ρ l (k −û(t, x, τ )) dτ is predictable and if one denotes
one has that:
. Then, by the same type of arguments with ρ l [ηδ(u (s − 2 n , y)) − k] we deduce:
Therefore,
Let us separately evaluate the limits of L 1 and L 3 . Then, we will add L 2 to the previous term. Using principally Cauchy-Schwarz inequality and the Itô isometry, we get
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We get by similar calculations
Thus, thanks to Fubini's theorem and the properties of Itô's integral, one has
y) h u (t, y)
2 dy dp
2 dy dp 
The second inequality
After this first half of the global Kato inequality: an inequality for (û − u + ) + , as in [8] , one would like to get the second half, an inequality for (−u − (−û) + ) + , by the same type of arguments. It is easy to see that −u resp. −û are measure-valued entropy solutions of dv = div˜ f(v) dt +h(v) dw with˜ f(x) = − f(−x),h(x) = −h(−x) and initial condition −u 0 resp. −ũ 0 . But unfortunately, the roles of u andû in the proof of the first inequality are not symmetric and we cannot simply replace u by −û andû by −u in the preceding proof. The arguments used in the proof are adapted to the situation where the solution u we compare with is obtained by viscous approximation and they do not work if it is not u, butû which is obtained by viscous approximation. Therefore, we have to prove the second half of the global Kato inequality using different arguments.
To Unlike the first inequality, we are not able to impose a sign for k (non-positive values here) in the entropy inequality forû(p), thus we have to use a test-function ϕρ m ρ n that vanishes on the boundary. Then, in order to get a positive part at the limit, we need an additional term, the one given byL in (3.1). Then, we use the Itô formula for u with the regular nonlinear function
. This corresponds to testing the equation with the Lipschitz-continuous
that vanishes on the boundary. By denoting agaiñ
Moreover, the entropy formulation, with k = 0 and any regular non-negative ϕ, yields
The limit when η goes to (.) + , since h(0) = 0, gives
(û, 0)∇ϕ dp.
Thus, the operatorL denoted bỹ
is linear and non-negative over
On the other hand, denoting againǍ l k := ρ l (k −û), since u is a viscous solution, the Itô formula applied to D 
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Now it remains to combine appropriately the integrals I i and J k to pass to the limit.
− ∂ t ϕ dp
− ∂ t ϕ dp,
ρ m (y − x) dp
ρ l (τ ) dτ dp = 0,
ρ l k −û(p) dk dp 0,
(û, 0)∇ϕ dp
× ρ m (y − x) dp dy − E Q 1 0 f −û − ∇ϕ dp
× ρ m (y − x) dp dy dβ q = (t, y, β)
f −û − ∇ϕ dp,
× ϕ(t, x) dp ρ l ηδ u (s, y) − k dk dy ds
× ϕ(t, x) dy dp since
Note that sgn
ϕ f −û − ∇θ m dp = 0,
) dy dp
+ η δ u (t, y) η δ ηδ u (t, y) −û(p) dy dp.
Thanks to the properties of the Itô integral, one has that
Let us separately evaluate the limits of L 1 and L 3 , then add L 2 to the previous term. Using principally Cauchy-Schwarz inequality and the Itô's isometry, we get
Thus, thanks to Fubini's theorem and the properties of Itô's integral, one has and the Kato inequality holds. Remark 3.9.
Uniqueness and stability
• As mentioned in C. Bauzet et al. [4] , if one is concerned by the modeling of fluid flow in porous media and if u has to be a saturation, then one gets that 0 u 1 as soon as it is the case for the initial condition u 0 and if the support of h is contained in [0, 1]. 2 Indeed, thanks to the Itô formula, this maximum principle is direct for the viscous solutions u , then it is conserved at the limit for u.
• The operator T : u 0 → u can be extended from L 2 (D) to L 1 (D).
