Abstract-In this paper, a novel method is proposed to estimate the distance between sensor nodes based on a statistical model of GMM, which is established with the offline RSSI values, called RSSI-D. In order to estimate the arguments of RSSI-D with unobserved latent variables, EM is used to calculate the arguments of RSSI-D as accurately as possible in this paper. After RSSI-D established, the probability of sub models of RSSI-D that the online RSSI values obey can be calculated by the posterior probability in Bayesian statistics. Based on the probability of sub models corresponding to the distance segment, the distance between sensor nodes can be estimated by the weighted value of distance segments. In the simulation, the accuracy is improved obviously by RSSI-D and the arguments such as K and N are provided by the simulation results.
INTRODUCTION
Recently, Wireless Sensor Networks (WSN), which consists of a lot of small devices deployed in a physical environment called sensor nodes which have special capabilities, such as communicating with their neighbors, sensing and recording data and processing, has been widely used in many areas [1] , such as object detection, target tracking, security surveillance, and environmental monitoring etc. Most of these applications require the knowledge of the position of sensor nodes in WSN [2] .The current localization algorithms can be classified into two categories: the range-based method and the range-free scheme [3] . Most range-based algorithms have been studied to improve the position accuracy, because this scheme offers better accuracy than the range-free method generally. The range-based localization depends on the assumption that sensor nodes have the ability to estimate the distance or angle to other nodes by means of one or more of the following measurements: angle of arrival (AoA), time of arrival (ToA), time difference of arrival (TDoA), and received signal strength indicator (RSSI) [4] .Most of the measurements need additional costly hardware support except RSSI. So, RSSI range-based localization systems [5] - [8] are much more popular since most of radio transceiver chips for WSN provide the RSSI circuitry by themselves. However, the distance estimated by RSSI is usually inaccurate and unreliable [5] , because the wireless signals are more likely to suffer from multipath interference, reflection, refraction, obstruction interference, etc.A key point to improve the accuracy of the sensor nodes' position is raising the measurement accuracy of the RSSI technique based on the original RSSI data with noise.
A number of methods have been proposed recently to improve the accuracy of the RSSI techniques. Some have focused on obtaining good RSSI values based on eliminating noise, such as Kalman Filter (KF) [9] , Extended Kalman Filter (EKF) [10] and Particle Filter (PF) [11] . These methods that can get more smooth RSSI values than the original data but need to establish the accurate mathematical system models are hard to be used in the reality due to their complex. Other approaches have been studied on the statistical property which represents the relationship between RSSI and the distance between sensor nodes. These methods based on establishing the injective function between the RSSI values and the distance have been proposed in the [12] - [14] . However, the injective function above can't be established accurately as one RSSI value can be measured at different distance between sensor nodes because of the multipath interference or the reflection.
It's easier to find the relationship between RSSI and the distance than to establish an accurate mathematical system, so based on the statistical property of the test data, a novel method in this paper is proposed to improve the accuracy of the RSSI techniques. In this paper, a Gaussian Mixture Model (GMM) that describes the relationship between the RSSI values and the distance is established with the offline RSSI values measured by anchor sensor nodes, which is called the RSSI-D model. And then, the EM algorithm that is an iterative method for finding maximum likelihood or maximum a posteriori (MAP) estimate of parameters in statistical models where the model depends on unobserved latent variables, is used to estimate the arguments of RSSI-D with a few of the offline RSSI values. Based on the established RSSI-D model with the estimating arguments, the probability of each sub model of RSSI-D, which the online RSSI value belongs to, can be calculated by the posterior probability in Bayesian statistics. Finally, the distance between sensor nodes is estimated by the weighted corresponding distance to each sub model, since the probability that the online RSSI value belongs to the sub model is larger than the set threshold and regarded as the weight of each corresponding distance.
The rest of the paper is organized as follows: the RSSI-D model that is established based on the offline RSSI data and its arguments estimated by EM are introduced in Section II. Based on RSSI-D, the distance between sensor nodes can be estimated in Section III. Simulation results with comparison of the performances of RSSI-D and Log-D are presented in Section IV where the influence of the number of simple points on accuracy of RSSI is discussed. The conclusion of the paper is shown in Section V.
II. RSSI-DMODEL
The Path Loss (PL) model that means the relationship between received power and distance is formed as:
where n = [2, 5] , n=2 for free space. The PL d 0 is the received power from the transmitter at a known distance d 0 that is usually set to one meter andX σ denotes a zero mean Gaussian random variable that reflects the interference from indoor environment [15] .
As described in (1), the injective function from the RSSI value to the distance can't be established because of the random variableX σ . In order to improve the accuracy of RSSI, we study on the statistical property of the RSSI values firstly and try to establish a most accurate model.
A. The Test Scenario
The model is established based on the offline RSSI values that were collected by the sensor nodes deployed in the iron mine. As a special application scenario, the special features of the topology structure of WSN are described as follows:
1) Straight or Cross Path
The road in the mine is always straight as a beeline though having a cross. The length of the road may be several hundred meters or even more, but the width is always smaller than 4 meters and the height of the road space is about 3 meters only. In the scenario, the distance between sensor nodes can be equal to the distance in X-Direction.
2) Independent of Network Connectivity
The anchor sensor nodes whose locations are known and accurate are deployed to cover the areas which the un-anchor sensor nodes may reside in. Meanwhile, the method proposed in this paper does not need depending on neighboring sensor nodes communication.
3) Having the Moving Un-Anchor Sensor Nodes
The un-anchor sensor nodes located in the mine can be classified into two categories, as the moving sensor nodes and the static nodes. The static nodes are usually used to collect the arguments of the circumstances of the mine, and the moving nodes that are wore on the workers or the harvesters are used to get the location information. In the mine, the maximum speed of the moving sensor nodes wore on the workers is lower than three meters per second, and that of the harvesters is smaller than eight meters per second.
In order to collect more RSSI data and avoid the local optimization problem because the sample capacity of the RSSI values are small, we collected the RSSI data of moving sensor nodes in two scenarios described in details in next section.
B. TheTest System
1) The Information of the Sensor Nodes a) Seven anchor nodes are located with known coordinates manually at a segment of a crossroad in the mine, of which the width is 3.8 meters, the height is 3.0 meters, the length in X-Direction is 500 meters and the length in Y-Direction is 200 meters. All anchor nodes are located at a fixed height as 2.5 meters, and the un-anchor sensor nodes are distributed randomly. The scenario above is shown as Fig. 1 . c) For simplicity and ease of presentation, we limited that all moving sensor nodes wore on the workers were at the height of one meter.
2) The Testing Ways a) A scenario is that the moving sensor nodes move far from or close to anchor nodes with a fixed step each time such as one meter a step, meanwhile, the moving nodes remain stationary with a long time at each place of the moving paths.
b) Another scenario is that the moving sensor nodes make a round trip to the areas where RSSI of moving nodes can be measured by the anchor nodes at a random speed.
3) Analyzing the RSSI Data
All RSSI values of the moving sensor nodes measured in the scenarios above by the anchor nodes are recorded and sent to the central computer by the network. The results analyzed in many ways by the Mat lab software are described as follows: The relationship between RSSI of the moving sensor node moving at the different fixed speed and the distance a) We gathered 500 RSSI values of the moving sensor nodes that kept static one minute at least at each place on the path. The RSSI data with noises are shown in Fig. 2 .
Based on Fig. 2 , some conclusions can be proposed as follows:
The RSSI values are variable because of the noises so as that the injective function from RSSI to the distance can't be established in reality as well. Hence, the distance calculated by (1)is very unreliable.
The smaller is the distance between anchor sensor nodes and the moving sensor nodes, the more the RSSI values will change. On the contrary, the larger is the distance, the more stationary are the RSSI values.
The probability distribution of the RSSI values with different distances between the anchor sensor nodes and the moving sensor nodes is the Gauss distribution with different mean values and variances as well. Meanwhile, the mean values and the variance are becoming smaller with the distance decreasing.
The conclusions discussed above are suitable to any anchor node though it may measure the different RSSI values at the same scenario. b) We selected the RSSI values of one moving sensor node, which made round trips to the areas at the different fixed speed, measured by one anchor node to observe the influence of the speed of moving nodes on the relationship between RSSI and the distance. After filtering the very large and very small RSSI values, the relationship between the average values of the remainder RSSI values and the distance between the moving sensor nodes and the anchor nodes is shown as Fig. 3 .
The conclusion that can be proposed is that the phenomenon that the RSSI values decrease with the distance increasing is always perfect though the moving sensor node moves at the different speed.
Based on the conclusions discussed above, the model that describesthe relationship between the RSSI values of moving or static sensor nodes measured by any anchor node and the distance can be established.
C. RSSI-D 1) RSSI-D-one GMM
The model that describes the relationship between RSSI and the distance is shown as follows:
where the coefficient ≥ 0 and =1 = 1 ; the function (RSSI|θ ) that is the Gauss distribution function is described as:
where θ = ( , 2 ) is the arguments of the kth model (RSSI|θ ); and 2 are the mean value and variance of the kth model; k=1,…,K, K is the total number of the Gauss distribution functions.
As the conclusions mentioned in Section II.B, the K value of RSSI-D is decided by the segmented distance mode. For example, when a moving sensor node moved with the speed one meter per second, the distance segment is R divided by one, while R is the anchor node's communication distance. So, the more are the distance segments, the larger is the K and the better is the model because of the degree of the distance subdivision, however, the more complex is the model to calculate.
So, the key point establishing the model is how to estimate the arguments expect K as accurately as possible with a few of sample data.
2) Calculating the Arguments of RSSI-D
In this paper, the RSSI-Darguments are estimated by the expectation maximization (EM) algorithm that is an iterative method for finding maximum likelihood or maximum a posteriori (MAP) estimates of parameters in statistical models, where the model depends on unobserved latent variables.
In order to describe the holonomic data by the few sample points, the unobserved latent RSSI variables are recorded as γ : γ = 1, the oberved value obeys the kth model 0, others
while the holonomic data can be described as: (RSSI , γ ), where j=1,…,N and k=1,…,K; N is the total number of the observed RSSI values. So, the maximum likelihood of the holonomic data is described as: In order to estimate the arguments of RSSI-D rapidly and accurately, the initial values ofθ are assigned by the statistic values of 500 RSSI data that was collected at each distance segment that a moving sensor node moved far from an anchor node at the one meter per step, while K=50 as R=50 meters , = 1/50.
III. CALCULATING THE DISTANCE
After RSSI-D established accurately, the distance corresponding to the RSSI value can be estimated by the kth model with the maximum probability calculated by (2) , because the kth model is established based on the RSSI values that are measured at the distance segment k*R/K, where the result of R/K means that the moving node moves at a fixed step at once. So, based on the kth model that the online RSSI may obey in the maximum possibility, the distance between the sensor nodes can be estimated with RSSI finally. This procession can be described by the posterior probability in Bayesian statistics, and the probability of each sub model that the online RSSI values may obey can be calculated by (10):
So, the kth model that RSSI obeys can be selected by (11) :
RSSI ∈ θ , P θ RSSI = max 1≤ ≤ P θ RSSI (11) Though, the distance estimated by (11) may be not exact because that the P θ RSSI value may be a good approximation to its neighbors, such as P θ RSSI or P θ −1 RSSI , especially the RSSI values are very low or K is large, based on the conclusions discussed in Section II.B. So, a threshold of possibility values is set here to select proper models to calculate the distance between sensor nodes with different weight that is equal to the probability of the model that RSSI obeys.
Based on the established RSSI-D and combining the posterior probability in Bayesian statistics, the distance between sensor nodes can be estimated by (12) shown as follows:
where: d is the distance that corresponds to the kth model; M is the number of the selected models whose probability is larger than the threshold; K is the total number of the models.
IV. SIMULATION
As the conditions of the test have been described in the section II.A, the simulation with the collected test data is described in three manners.
a) The accuracy of the RSSI techniques by RSSI-D is compared to that by Log-D that is a typical curve smoothly fitting method.
b) The influence of K on the measure accuracy.
c) The influence of N on the measure accuracy.
A. Errors
By default, the number of the RSSI values of a moving senor node collected at each distance segment is 500; Meanwhile, K value is equal to 50 that means that the moving sensor node is far from the anchor node whose communication range is 50 meters at one meter per step. That means K=50 and N=25000. In order to decrease the influence of the noise on the measure accuracy of RSSI, the very large or small RSSI values of each measurement are filtered and the average value of the remainder RSSI is used to estimate the distance. The analyzing result is shown as follows: b) The smaller is the distance between sensor nodes, especially it is smaller than 10 meters, and the better is the accuracy by both methods. Because that when the distance is smaller, the RSSI values measured by the anchor node are less affected by ambient noise and more reliable. c) When the distance between the moving sensor node and the anchor node is very large, such as that it's lager than 40 meters, the difference of the RSSI values of the moving sensor node at different distance segment is very little, and the RSSI values measured at one place may be the same as those measured at other place. So, the error may increase by both methods because the same RSSI value is corresponding to the different distance in large probability.
d) The accuracy of RSSI estimated by RSSI-D is much better than that of Log-D when the distance between the moving sensor node and the anchor node is in the range [10, 40] . The reason is that the pattern of the RSSI values can be described more accurate by RSSI-D than by Log-D that is only a curve.
B. K values vs.Errors
As mentioned above, K is decided by the number of the distance segments that is equal to the anchor's communication distance divided by the sampling interval. In order to analyze the influence of K on the errors, we set the sampling interval, which means the distance that the moving sensor node moves one step, as 0.5m, 1m and 2m. Meanwhile, keeping N always equal to 25000 in each test scenario. That's to say, K is 100, 50 and 25 corresponding to the intervals. The error between the estimated distance and the reality distance is shown in Fig.  5 and Table I. The conclusions can be proposed as follows: a) The larger is K that means the number of the distance segments and also means the number of the sub models of RSSI-D, and the smaller are the errors that include max errors, min errors and average errors. However, the calculating complexity increases with K in a power.
b) The errors have little difference though the K values are striking difference when the distance between the moving sensor node and the anchor node is larger than 30 meters. The reason is same to what has been concluded in previous section.
C. N values vs.Errors
In general, the larger is the number of sample points, and the more accurately is the distance estimated by RSSI-D, however the more complex is the calculating. Meanwhile, N is large so that RSSI-D is hard to update and to be used in reality. In order to estimate a proper value of N, we set N as different values such as5000, 15000, 25000 and 30000with a proper K, which can be assigned to 50 based on the result analyzed above, to compare the accuracy each other. The result is shown in Fig. 6 and Table II as follows:
The conclusion is that the arguments of RSSI-D that are estimated by EM have good accuracy when N is larger than 15000. The contributions of this paper are concluded here: a) A novel method that is used to increase the accuracy of RSSI techniques is proposed in this paper based on RSSI-D that is a type of GMM and established with the offline RSSI values and their statistic patterns.
b) It's impossible to collect all offline RSSI values, so the EM algorithm is used to estimate the arguments of RSSI-Din this paper, where the model depends on unobserved latent variables. c) Based on the accurate RSSI-D model, the distance between sensor nodes can be estimated in two steps. Firstly, sub models of RSSI-D that the RSSI values obey in large probability, which is calculated by the posterior probability in Bayesian statistics and larger than a threshold set by test are selected; secondly, the distance between sensor nodes is equal to the weighted value ofthe distance segments corresponding to the sub models of RSSI-D, whose weight is equal to the probability above.
d) In simulation, the accuracy of RSSI estimated by RSSI-D is better than that of Log-D obviously. Meanwhile, K and N are analyzed in the simulation and set properly to have a good accuracy and decrease the calculating complexity as much as possible.
How to increase the sensor node's position accuracy based on the method proposed in this paper is our next work.
