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Abstract
This paper addresses two different but related questions regarding an un-
bounded symmetric tridiagonal operator: its self-adjointness and the ap-
proximation of its spectrum by the eigenvalues of its finite truncations. The
sufficient conditions given in both cases improve and generalize previously
known results. It turns out that, not only self-adjointness helps to study
limit points of eigenvalues of truncated operators, but the analysis of such
limit points is a key help to prove self-adjointness. Several examples show
the advantages of these new results compared with previous ones. Besides,
an application to the theory of continued fractions is pointed out.
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1. Introduction
Symmetric tridiagonal matrices provide the canonical matrix representa-
tions of self-adjoint operators in Hilbert spaces [25] and, as a consequence,
they naturally emerge in phenomena governed by self-adjoint operators. On
the other hand, self-adjoint operators are ubiquitous in practical applications
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because of the usual requirement of a real spectrum in physical problems.
Due to these reasons, symmetric tridiagonal operators appear in many areas
of mathematics and physics.
A symmetric tridiagonal operator T in an infinite dimensional Hilbert
space (H, (·, ·)) with an orthonormal base {en}
∞
n=1 is given without loss by
Ten = anen+1 + bnen + an−1en−1, an > 0, bn ∈ R, n = 1, 2, . . . , (1.1)
where e0 = 0. The matrix representation of T in the basis {en}
∞
n=1 is
J =

b1 a1 0 0 0 ...
a1 b2 a2 0 0 ...
0 a2 b3 a3 0 ...
0 0 a3 b4 a4 ...
... ... ... ... ... ...
 , (1.2)
which is known as a Jacobi matrix. It is assumed that an > 0 because the
complex conjugated upper and lower diagonals can be made non-negative by
a change of basis en → ηnen, |ηn| = 1, while setting an = 0 for some n splits
(1.2) into a direct sum of Jacobi matrices that can be analyzed independently.
If PN is the orthogonal projection onto the subspace HN = span{en}
N
n=1,
the composition TN = PNTPN defines an operator in HN called the orthog-
onal truncation of T on HN . Its matrix representation in the basis {en}
N
n=1
is the principal submatrix of (1.2) of order N .
Expression (1.1) defines a symmetric operator in the linear span of {en}
∞
n=1,
but we will identify T with the closure of such an operator, which is known to
be symmetric too. Then, either T is self-adjoint, or T has infinitely many self-
adjoint extensions. In the latter case, the self-adjoint extensions have pure
point spectra with any two disjoint [24, Theorem 4.11]. Different self-adjoint
extensions can appear only when T is unbounded, which is equivalent to say-
ing that some of the sequences an or bn is unbounded. Thus, self-adjointness
is non trivial only in the unbounded case, which is also of practical interest
since unbounded operators naturally appear in applications.
The general spectral problem for unbounded Jacobi matrices and, more
specifically, approximation problems concerning such a spectrum have been
considered in several studies. Indicatively we mention the recent works [9,
11, 12, 15, 16, 17, 18, 19, 20, 21, 22, 23, 26].
The present paper deals with two closely related problems concerning
unbounded symmetric tridiagonal operators T : the search for self-adjointness
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conditions for T which go further than known ones, and the possibility of
approximating the spectrum σ(T ) of T via the spectra σ(TN) of its orthogonal
truncations TN . To be more precise, let us denote by Λ(T ) the set of all limit
points of the eigenvalues of TN when N →∞, i.e.
Λ(T ) =
{
λ ∈ Lim
N→∞
λN : λN ∈ σ(TN )
}
,
Lim
N→∞
λN = set of limit points of the sequence λN .
Information about Λ(T ) is of great importance not only from the point of view
of operator theory, but also for the theory of continued fractions, orthogonal
polynomials and numerical analysis (see [13] and the references therein).
In particular, the eigenvalues of TN coincide with the zeros of the poly-
nomial pN+1(x) given by the recurrence relation
anpn+1(x) + bnpn(x) + an−1pn−1(x) = xpn(x), n = 1, 2, . . . , (1.3)
with p0(x) = 0 and p1(x) = 1. Thus, Λ(T ) coincides with the set of limit
points of the zeros of the orthogonal polynomials pn(x) satisfying (1.3).
Besides, if T is self-adjoint, the Jacobi continued fraction
K(λ) =
1
λ− b1
−
a21
λ− b2
−
a22
λ− b3
− · · · (1.4)
converges to the function
(
(λ− T )−1e1, e1
)
for every λ ∈ C \ Λ(T ) [3, 13].
The self-adjointness of T ensures the inclusion Λ(T ) ⊇ σ(T ), although in
general it does not guarantee the equality Λ(T ) = σ(T ) (see for instance [1, 3,
13, 14, 25], and also [6, Proposition 2.1] for a generalization to normal band
operators). When T is not self-adjoint even the inclusion Λ(T ) ⊇ σ(T ) can
fail. This means that the relation between Λ(T ) and σ(T ) is more involved
for an unbounded symmetric tridiagonal operator T than for a bounded one.
In the bounded case several sufficient conditions for Λ(T ) = σ(T ) can be
found in the literature, but not much is known in the unbounded case (see
[12, 13], also [4, 5] for related problems concerning non-symmetric tridiagonal
operators, and [6] for extensions to unitary CMV operators). In particular,
the authors of [12] established sufficient conditions for Λ(T ) = σ(T ) when bn
is divergent, which regard the limits of some functions of an, bn. However, the
results as stated in [12] only ensure that these conditions lead to Λ(T ) = σ(T )
when an is bounded. Otherwise they simply imply Λ(T ) ⊆ σ(T ), while the
opposite inclusion needs the additional assumption that T is self-adjoint.
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In this paper we push forward in different directions the ideas introduced
in [12] to study the unbounded case. In §2, we start with a brief review of
the results about Λ(T ) in [12], together with a new general result on self-
adjointness which is achieved using limit point arguments (see Theorem 2.1
and Remark 2.2). Then, the procedure used in [12] is described so that it can
be iterated to generate infinitely many sufficient conditions for Λ(T ) ⊆ σ(T ).
It is also proved that any of these conditions guarantees by itself the self-
adjointness of T , thus the equality Λ(T ) = σ(T ) (see Theorems 2.4 and 3.3).
This will prepare us to §3 which discusses the recursion leading to the
alluded infinitely many conditions for self-adjointness and Λ(T ) = σ(T ).
Although these conditions become exponentially intricate as the recursion
advances, taking advantage of their qualitative dependence on an and bn
allows us to obtain very simple and general conditions for Λ(T ) = σ(T )
which cover many of the examples in the literature (see Theorem 3.4).
The iterative procedure giving infinitely many self-adjointness conditions
can be exported to other contexts than the analysis of the set Λ(T ). In
§4, we apply this idea to Carleman’s criterion, and also to a self-adjointness
condition which resembles another one due to J. Janas and S. Naboko.
In §5, several examples show the usefulness of the sufficient conditions
previously obtained, comparing them with known results. Finally, some con-
sequences in the theory of continued fractions are remarked in §6.
2. Basic results on Λ(T ) and self-adjointness
Let T be the operator defined by (1.1), considered as the closure of that
one with domain span{en}
∞
n=1. The following results were proved in [12]:
If lim
n→∞
an = 0 then T is self-adjoint and Λ(T ) = σ(T ). (2.1)
Also, if limn→∞ bn =∞, any of the conditions
lim
n→∞
anan−1
bn
= 0, (2.2)
lim
n→∞
anan−1(an−1 + an−2)
bnbn−1
= 0, (2.3)
lim
n→∞
anan−1
bnbn−1
[
a2n−1
bn
+
an−2(an−2 + an−3)
bn−2
]
= 0, (2.4)
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implies that Λ(T ) ⊆ σ(T ). Furthermore, this inclusion becomes an equality
when T is self-adjoint. However, [12] does not address the question of the self-
adjointness of T under conditions (2.2)–(2.4), which is capital to guarantee
the equality Λ(T ) = σ(T ).
The proofs of the above results rely on a few arguments which we explicitly
dissect below as a first step to carry out the extension of the method leading
to (2.1)–(2.4). Moreover, these arguments will also be used to prove that
conditions (2.2)–(2.4) and their eventual extensions actually ensure the self-
adjointness of T and hence the equality Λ(T ) = σ(T ).
The truncated operator TN is self-adjoint and has a complete set of
orthonormal eigenvectors in HN with distinct real eigenvalues. Assuming
λ ∈ Λ(T ) is equivalent to the existence of a subsequence of TN , which will
be also denoted by TN without loss, such that
lim
N→∞
λN = λ, TNxN = λNxN , ‖xN‖ = 1, xN ∈ HN . (2.5)
The splitting ‖TxN‖
2 = ‖PNTxN‖
2+ ‖(I−PN )TxN‖
2 = λ2N +a
2
N |(xN , eN )|
2
gives the identity
‖(T − λ)xN‖
2 = ‖TxN‖
2 + λ2 − 2λλN = (λ− λN )
2 + a2N |(xN , eN)|
2. (2.6)
As a consequence of this result, the condition
lim
N→∞
aN(xN , eN) = 0 (2.7)
implies that limN→∞ ‖(T −λ)xN‖ = 0, so that the limit point λ lies on σ(T ).
The rest of the idea consists in finding asymptotic conditions for an and
bn ensuring (2.7) for any sequence xN of eigenvectors of TN with a convergent
sequence λN of eigenvalues (actually, the only assumption in [12] to obtain
such conditions is the boundedness of λN). Bearing in mind the previous
comments, these asymptotic conditions imply that Λ(T ) ⊆ σ(T ).
The surprising new result is that condition (2.7) is also key to guarantee
the self-adjointness of T and thus the opposite inclusion Λ(T ) ⊇ σ(T ). This
result, missing in [12] despite the close connection with the ideas developed
there, will allow us to improve the consequences of (2.2)–(2.4) by ensuring
the self-adjointness of T and the equality Λ(T ) = σ(T ) with no additional
assumption.
Theorem 2.1. Let TN be a subsequence of truncations of T . If there exists a
sequence xN of normalized eigenvectors of TN with bounded eigenvalues and
satisfying (2.7), then T is self-adjoint.
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Proof. Suppose that xN are normalized eigenvectors of TN with bounded
eigenvalues λN . We can assume without loss that λN converges to some
point λ by restricting to a new subsequence if necessary. Then, (2.6) holds
not only for T , but also for every extension of T . As a consequence, (2.7)
implies that the limit point λ lies in the spectrum of any such extension. In
particular, if T is not self-adjoint, λ must be a common point of the spectra
of the infinitely many self-adjoint extensions of T . This is in contradiction
with the fact that any two self-adjoint extensions have disjoint spectra [24,
Theorem 4.11]. Therefore, T must be self-adjoint.
Remark 2.2. It is known that the eigenvalues of TN always interlace with
those of TN+1. Even more, the bounded interval defined by any pair of eigen-
values of TN includes an eigenvalue of Tn for any n > N (see for instance
[8, Chapter 1]). This shows that the existence of a subsequence TN having a
sequence of normalized eigenvectors xN with bounded eigenvalues is guaran-
teed for any symmetric tridiagonal operator T . Therefore, every condition on
an and bn implying (2.7) for any such sequence xN gives simultaneously the
inclusion Λ(T ) ⊆ σ(T ) and the self-adjointness of T , leading to the equality
Λ(T ) = σ(T ).
Corollary 2.3. If T is not self-adjoint, then
lim inf
n→∞
a2npn(λn)
2∑n
k=1 pk(λn)
2
> 0 (2.8)
for any bounded sequence λn with pn+1(λn) = 0, where pn(x) are the orthog-
onal polynomials given by (1.3).
Proof. First of all, it is known that the eigenvalues λN of TN are the ze-
ros of pN+1(x), with
∑N
k=1 pk(λN)ek as eigenvectors, as follows directly from
(1.3) [25]. If (2.8) fails, there exists a bounded subsequence λN of zeros of
pN+1(x) such that (2.7) holds for xN =
[∑N
k=1 pk(λN)
2
]−1/2∑N
k=1 pk(λN)ek.
According to Theorem 2.1, T must be self-adjoint because xN are normalized
eigenvectors of TN with bounded eigenvalues λN .
Let us describe now the procedure to obtain (2.1)–(2.4) in such a way that
it can be iterated to generate infinitely many other sufficient conditions for
the inclusion Λ(T ) ⊆ σ(T ). This will also help to prove that these conditions
actually yield the equality Λ(T ) = σ(T ) because they ensure that T is self-
adjoint. The sketch of the referred procedure is as follows:
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• Write in coordinates the eigenvalue equation in (2.5), i.e.
(λN − bk)δk = akδk+1 + ak−1δk−1,
δk = δN,k = (xN , ek),
k = 1, . . . , N, (2.9)
where we use the convention δ0 = δN+1 = 0.
• Use the last m equations of (2.9) and |δk| ≤ ‖xN‖ = 1 to find a bound
for δN = (xN , eN) depending only on the eigenvalue λN and the last m
coefficients aN−k−1, bN−k, k = 0, . . . , m− 1, of the truncation TN , i.e.
|δN | ≤ Fm,N = Fm,N(λN ; bN , aN−1, . . . , bN−m+1, aN−m). (2.10)
• Give an asymptotic condition for an and bn which ensures that
lim
N→∞
aNFm,N = 0 (2.11)
when λN is bounded.
The asymptotic conditions for an and bn found with the above procedure
imply (2.7) for any sequence xN of eigenvectors of TN with bounded eigen-
values. Therefore, from Theorem 2.1 and Remark 2.2 we conclude that these
conditions are sufficient not only for the inclusion Λ(T ) ⊆ σ(T ), but also for
the equality Λ(T ) = σ(T ) and the self-adjointness of T .
The bound Fm,N in (2.10) is deduced from the repetitive use of (2.9) for
various values of k. Since the qualitative expression of Fm,N will be needed
later on, it is convenient to show the procedure leading to Fm,N for the first
values of m, introducing at the same time a notation which will make easier
the transition to a general index m. Denoting
c−n = c
−
n (λN) =
an−1
λN − bn
, c+n = c
+
n (λN) =
an
λN − bn
, (2.12)
equations (2.9), ordered from the last to the first one, read as
[N ] δN = c
−
NδN−1,
[N − 1] δN−1 = c
−
N−1δN−2 + c
+
N−1δN ,
[N − 2] δN−2 = c
−
N−2δN−3 + c
+
N−2δN−1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[N − k] δN−k = c
−
N−kδN−k−1 + c
+
N−kδN−k+1,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[1] δ1 = c
+
1 δ2.
(2.13)
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Note that equation [N − k] of (2.13) requires λN 6= bN−k. This will not be a
problem because we will be interested in the limit N →∞ and we will only
deal with the case limn→∞ |bn| = ∞, which implies that λN 6= bN−k for N
big enough and fixed k whenever λN is bounded.
The bound F0,N
Using no equation of (2.13) gives F0,N = 1, which leads to (2.1) due to
Carleman’s self-adjointness condition (4.1) [7] (see also [2, Chapter VII]).
The bound F1,N
Equation [N ] of (2.13) yields F1,N = |c
−
N |. This gives (2.2) because, due
to the divergence of bN and the boundedness of λN , we can ensure that
limN→∞ |λN − bN |/bN = 1 so that |λN − bN | can be substituted by bN when
imposing limN→∞ aNF1,N = 0.
The bound F2,N
Inserting equation [N − 1] into equation [N ] leads to
δN = c
−
Nc
−
N−1δN−2 + c
−
Nc
+
N−1δN . (2.14)
Thus we can take F2,N = |c
−
Nc
−
N−1| + |c
−
Nc
+
N−1|, and limN→∞ aNF2,N = 0 is
equivalent to limN→∞ aN |c
−
Nc
−
N−1| = limN→∞ aN |c
−
Nc
+
N−1| = 0. This ends in
(2.3) when substituting in both asymptotic conditions the factors |λN − bN |
and |λN − bN−1| by the equivalent ones bN and bN−1.
The bound F3,N
Now we introduce equations [N − 2] and [N ] into (2.14) obtaining
δN = c
−
Nc
−
N−1c
−
N−2δN−3 + c
−
Nc
−
N−1c
+
N−2δN−1 + c
−
Nc
+
N−1c
−
NδN−1. (2.15)
This gives F3,N = |c
−
Nc
−
N−1c
−
N−2| + |c
−
Nc
−
N−1c
+
N−2| + |c
−
Nc
+
N−1c
−
N |, from which
(2.4) is obtained analogously to the previous cases.
Reference [12] stops the procedure at this stage, but it is clear that it can
continue indefinitely providing infinitely many conditions for Λ(T ) ⊆ σ(T ).
For instance, the next bound and sufficient conditions are shown below.
The bound F4,N
Inserting equations [N − 3] and [N − 1] into (2.15) yields
δN = c
−
Nc
−
N−1c
−
N−2c
−
N−3δN−4 + c
−
Nc
−
N−1c
−
N−2c
+
N−3δN−2 + c
−
Nc
−
N−1c
+
N−2c
−
N−1δN−2
+ c−Nc
−
N−1c
+
N−2c
+
N−1δN + c
−
Nc
+
N−1c
−
Nc
−
N−1δN−2 + c
−
Nc
+
N−1c
−
Nc
+
N−1δN .
(2.16)
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The bound F4,N = |c
−
Nc
−
N−1c
−
N−2c
−
N−3| + |c
−
Nc
−
N−1c
−
N−2c
+
N−3| + |c
−
Nc
−
N−1c
+
N−2c
−
N−1| +
|c−Nc
−
N−1c
+
N−2c
+
N−1| + |c
−
Nc
+
N−1c
−
Nc
−
N−1| + |c
−
Nc
+
N−1c
−
Nc
+
N−1| leads to a new condition
which, together with limn→∞ bn =∞, guarantees Λ(T ) ⊆ σ(T ), namely,
lim
n→∞
anan−1
bnbn−1
[(
a2n−1
bn
+
a2n−2
bn−2
)
an−1 + an−2
bn−1
+
an−2an−3(an−3 + an−4)
bn−2bn−3
]
= 0. (2.17)
The inclusion Λ(T ) ⊆ σ(T ) remains true assuming that limn→∞ |bn| =∞
and substituting bn by |bn| in conditions (2.2)–(2.4) and (2.17). The reason for
this is that limN→∞ |λN−bN−k|/|bN−k| = 1 under the divergence of |bn|, thus
|λN − bN−k| can be substituted by |bN−k| in (2.11). Moreover, Theorem 2.1
and Remark 2.2 prove that these conditions guarantee the self-adjointness of
T , so that actually they imply that Λ(T ) = σ(T ). Therefore, we have found
the following improvement of the results in [12].
Theorem 2.4. Let (B1)–(B4) be the conditions obtained respectively from
(2.2)–(2.4) and (2.17) when substituting bn by |bn|. If limn→∞ |bn| =∞, any
of the conditions (B1)–(B4) implies that T is self-adjoint and Λ(T ) = σ(T ).
As it is pointed out in [12], none of the conditions (2.2) or (2.3) is weaker
than the other. Indeed, we will see that this also holds for (Bm), 1 ≤ m ≤ 4,
and in general for the conditions obtained from any bound Fm,N , which
become complementary (see §5). Therefore, the sufficient conditions obtained
from all the bounds Fm,N are in principle of equal interest.
It can be argued that the results for large values of m are of doubtful
utility because the complexity of the sufficient conditions grows quickly as
m gets bigger. Nevertheless, as we will see in §5, this does not prevent from
applying succesfully these infinitely many conditions to concrete examples.
Indeed, §3 shows that it is possible to extract simple but quite general
consequences of interest (see Theorem 3.4) from the whole set of complicated
statements that appear for all the values of m. To understand the idea in a
simple setting, we will first explain it using Theorem 2.4. The expressions
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involved in (B1)–(B3) can be split as
anan−1
|bn|
= an
|bn|1/2
an−1
|bn|1/2
,
anan−1(an−1+an−2)
|bn||bn−1|
= an
|bn|2/3
(
an−1
|bn|2/3
)
1/2
[(
an−1
|bn−1|2/3
)
3/2
+
(
an−1
|bn−1|2/3
)
1/2
an−2
|bn−1|2/3
]
,
anan−1
|bn||bn−1|
[
a2n−1
|bn|
+ an−2(an−2+an−3)
|bn−2|
]
= an
|bn|3/4
(
an−1
|bn|3/4
)
1/3
{(
an−1
|bn−1|3/4
)
4/3 (
an−1
|bn|3/4
)
4/3
+
(
an−1
|bn−1|3/4
)
2/3
[(
an−2
|bn−1|3/4
)
2/3 (
an−2
|bn−2|3/4
)
4/3
+
(
an−2
|bn−1|3/4
)
2/3 (
an−2
|bn−2|3/4
)
1/3
an−3
|bn−2|3/4
]}
,
while the analogous expression in (B4) can be written as a sum of terms
which are products of positive powers of
an−k
|bn−k|4/5
,
an−k−1
|bn−k|4/5
, k = 0, 1, 2, 3.
This splitting shows that
an, an−1 = o(|bn|
m
m+1 ) ⇒ (Bm), m = 1, 2, 3, 4,
where the usual notation yn = o(zn) stands for limn→∞ yn/zn = 0.
Therefore, a weaker but much simpler version of Theorem 2.4 states
that T is self-adjoint and Λ(T ) = σ(T ) provided that |bn| diverges and
an, an−1 = o(|bn|
m
m+1 ) for some of the values m = 1, 2, 3, 4. Actually, in
contrast to conditions (Bm), the simpler ones an, an−1 = o(|bn|
m
m+1 ) are not
complementary, but they become weaker as m gets bigger. This means that
the weak version of Theorem 2.4 can be summarized by the single result for
the biggest value m = 4,{
lim
n→∞
|bn| =∞
an, an−1 = o(|bn|
4/5)
⇒ T is self-adjoint and Λ(T ) = σ(T ).
This suggests that, in the weak version, it should be possible to enclose
the information given by the results for all the values of m into a single
statement. Such a statement is among the objectives of the next section,
which is devoted to the extension of the previous results to any index m.
3. General m-conditions for Λ(T ) = σ(T ) and self-adjointness
To deal with the bounds Fm,N for any value of m we first need an expres-
sion for δN generalizing (2.14), (2.15) and (2.16), i.e. an expression obtained
using recursively the last m equations of (2.9). For this purpose we introduce
the multi-indices jm = (j1, j2, . . . , jm), js ∈ Z, and the sets
Im = {(jm|km) : j1 = 0, ks = js = js+1 + 1 or ks = js + 1 = js+1},
Îm = {(jm+1|km) : j1 = 0, ks = js = js+1 + 1 or ks = js + 1 = js+1},
I+m = {(jm|km) ∈ Im : js ≥ 0, ks ≥ 1},
Î+m = {(jm+1|km) ∈ Îm : js ≥ 0, ks ≥ 1}.
(3.1)
Using this notation we have the following result.
Proposition 3.1. For any m ∈ {1, 2, . . . , N}, the solutions δk of (2.9) sat-
isfy
δN =
∑
(jm+1|km)∈Î
+
m
aN−k1
λN − bN−j1
aN−k2
λN − bN−j2
· · ·
aN−km
λN − bN−jm
δN−jm+1 , (3.2)
provided that λN 6= bN−j for j = 0, 1, . . . , m− 1.
Proof. Let us proceed by induction on m. Equation [N ] of (2.13) is directly
the result for m = 1 because Î+1 = {(0, 1|1)}.
Assume now (3.2) for an index m < N . Then, 0 ≤ jm+1 ≤ m for each
element of the set Î+m, so that λN 6= bN−jm+1 under the hypothesis of the
theorem. Since N ≥ N − jm+1 ≥ N −m > 1, it makes sense to use equation
[N − jm+1] of (2.13). Inserting it into each summand of (3.2) and using the
convention δN+1 = 0 gives
δN =
∑
(jm+1|km)∈Î
+
m
km+1=jm+1=jm+2+1
or
km+1=jm+1+1=jm+2
aN−k1
λN − bN−j1
· · ·
aN−km
λN − bN−jm
aN−km+1
λN − bN−jm+1
δN−jm+2
=
∑
(jm+2|km+1)∈Î
+
m+1
aN−k1
λN − bN−j1
· · ·
aN−km
λN − bN−jm
aN−km+1
λN − bN−jm+1
δN−jm+2,
which proves the result for the index m+ 1.
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As a direct consequence of the previous proposition, we find a general
expression for the bound Fm,N .
Proposition 3.2. Given m ∈ N, for any N ≥ m, the N-th coordinate δN of
the normalized eigenvector of TN with eigenvalue λN is bounded by
Fm,N =
∑
(jm|km)∈I
+
m
aN−k1
|λN − bN−j1 |
aN−k2
|λN − bN−j2 |
· · ·
aN−km
|λN − bN−jm |
, (3.3)
provided that λN 6= bN−j for j = 0, 1, . . . , m− 1.
The above expression of the bound Fm,N leads to the generalization of
Theorem 2.4 for any value of m.
Theorem 3.3. For any m ∈ N, the conditions
lim
n→∞
|bn| =∞,
lim
n→∞
anG
+
m,n = 0, G
+
m,n =
∑
(jm|km)∈I
+
m
an−k1
|bn−j1|
an−k2
|bn−j2|
· · ·
an−km
|bn−jm|
, (Bm)
imply that T is self-adjoint and Λ(T ) = σ(T ).
Proof. In view of Theorem 2.1 and Remark 2.2, it is enough to prove that
the hypothesis of the theorem yield limN→∞ aNFm,N = 0 for any bounded
sequence λN , where we can assume the expression (3.3) of Fm,N because it
is valid for N big enough due to the divergence of |bN−j| as N →∞. Due to
the positivity of the summands of Fm,N and G
+
m,N , we have the equivalences
lim
N→∞
aNFm,N = 0 ⇔ lim
N→∞
aN
aN−k1
|λN − bN−j1 |
· · ·
aN−km
|λN − bN−jm |
= 0, ∀(jm|km) ∈ I
+
m
⇔ lim
N→∞
aN
aN−k1
|bN−j1 |
· · ·
aN−km
|bN−jm |
= 0, ∀(jm|km) ∈ I
+
m ⇔ lim
N→∞
aNG
+
m,N = 0,
which prove the theorem.
The m-conditions (Bm) are the generalization of the conditions in Theo-
rem 2.4 which appear for the particular sets of multi-indices
I+
1
={(0|1)}, I+
2
={(0,1|1,1),(0,1|1,2)}, I+
3
={(0,1,0|1,1,1),(0,1,2|1,2,2),(0,1,2|1,2,3)},
I+
4
={(0,1,0,1|1,1,1,1),(0,1,0,1|1,1,1,2),(0,1,2,1|1,2,2,1),(0,1,2,1|1,2,2,2),(0,1,2,3|1,2,3,3),(0,1,2,3|1,2,3,4)}.
Although Theorem 3.3 can be particularized to any other value of m, it is
also possible to extract information of interest from the general m-conditions
without resorting to intricate asymptotic conditions.
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Theorem 3.4. The conditions
lim
n→∞
|bn| =∞,
an, an−1 = o(|bn|
r) for some r < 1,
imply that T is self-adjoint and Λ(T ) = σ(T ).
Proof. Let m ∈ N. For any (jm,km) ∈ I
+
m, consider the factorization
an
an−k1
|bn−j1|
· · ·
an−km
|bn−jm|
=
an
|bn−j1|
m
m+1
an−km
|bn−jm|
m
m+1
m−1∏
s=1
an−ks
|bn−js|
s
m+1 |bn−js+1|
m−s
m+1
=
an
|bn|
m
m+1
an−km
|bn−jm |
m
m+1
m−1∏
s=1
(
an−ks
|bn−js|
m
m+1
)s
m
(
an−ks
|bn−js+1|
m
m+1
)m−s
m
,
where we have taken into account that j1 = 0 in I
+
m. From the definition
of the set I+m we see that n − ks = n − js = n − js+1 − 1 or n − ks =
n − js − 1 = n − js+1 in this factorization. Thus, the condition an, an−1 =
o(|bn|
m
m+1 ) guarantees that all the summands of G+m,n in (Bm) converge to
zero as n→∞. Bearing in mind Theorem 3.3, this means that{
lim
n→∞
|bn| =∞
an, an−1 = o(|bn|
m
m+1 ) for some m ∈ N
⇒
T is self-adjoint and
Λ(T ) = σ(T ).
This statement is equivalent to the theorem because m/(m+1) is an increas-
ing sequence converging to 1 for m → ∞. Thus, for any r < 1 there exists
m ∈ N such that r < m/(m+1), and then the divergence of |bn| ensures that
the asymptotic behaviour o(|bn|
r) implies o(|bn|
m
m+1 ).
4. Other m-conditions for self-adjointness
We have seen that the study of the relation between Λ(T ) and σ(T ) sheds
light on the self-adjointness of T . We will show in this section that the iter-
ative use of eigenvalue equations to obtain sets of infinitely many sufficient
conditions for self-adjointness (and thus for Λ(T ) ⊇ σ(T )) can be pursued
in other ways. Two different types of results will illustrate this strategy.
Although none of them deals with the limit points Λ(T ), both have in com-
mon with the previous approach the fact that they are especially adapted
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to the analysis of symmetric tridiagonal operators with an unbounded main
diagonal.
We will discuss first a set of m-conditions extending the well known Car-
leman criterion, which states that T is self-adjoint if
∞∑
n=1
1
an
=∞. (4.1)
To obtain this generalization, let us remember first a proof of Carleman’s cri-
terion based on an orthogonal polynomial characterization of self-adjointness:
T is self-adjoint iff
∑∞
n=1 |pn(z)|
2 is divergent, where pn(x) are the orthogonal
polynomials given in (1.3) and z is any point of C \ R (we will eventually
choose z = i for convenience). This is equivalent to saying that T is not self-
adjoint iff (p1(z), p2(z), . . . ) is in ℓ
2, which means that (p1(z), p2(z), . . . ) is
an eigenvector of the maximal extension of T with eigenvalue z. Recurrence
(1.3) is in this case the corresponding eigenvalue equation.
The Christoffel-Darboux identity for orthonormal polynomials,
(x− y)
n∑
k=1
pk(x)pk(y) = an(pn+1(x)pn(y)− pn(x)pn+1(y)),
yields for x = i and y = −i
n∑
k=1
|vk|
2 = an Im(vn+1vn), vn = pn(i).
From this identity we obtain
1 ≤ an|vn||vn+1|, (4.2)
so, due to the Cauchy-Schwarz inequality,
∞∑
n=1
1
an
≤
∞∑
n=1
|vn||vn+1| ≤
∞∑
n=1
|vn|
2.
Therefore, if
∑∞
n=1 1/an diverges, so does
∑∞
n=1 |vn|
2 and T is self-adjoint.
Relations (1.3) defining pn(x) will play the role of ‘eigenvalue’ equations
to generate new versions of Carleman’s criterion. These new criteria coming
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from the iterative use of (1.3) amount to the substitution of the condition∑∞
n=1 1/an =∞ by m-conditions with the form
∞∑
n=m+1
1
anGm,n
=∞, Gm,n = Gm,n({an−k}
m
k=−m+1, {bn−k}
m−1
k=−m+1).
As we will see, Gm,n =∞ when bn−k = 0 for some k with |k| ≤ m− 1. Then
we understand that 1/anGm,n = 0 in the above series.
To generate these Carleman type criteria, note that (1.3) gives the in-
equality
|vn| ≤ γ
−
n |vn−1|+ γ
+
n |vn+1|, γ
−
n =
an−1
|bn|
, γ+n =
an
|bn|
, n ≥ 1, (4.3)
where v0 = 0 due to the convention p0(x) = 0, and we take γ
±
n =∞ if bn = 0.
From (4.3) we obtain
|vn| ≤ (γ
−
n + γ
+
n )(|vn−1|+ |vn+1|), n ≥ 2,
which combined with (4.2) leads to
1
an(γ−n + γ
+
n )
≤ (|vn−1|+ |vn+1|)|vn+1|, n ≥ 2,
assuming that 1/an(γ
−
n +γ
+
n ) = 0 if bn = 0. Using again the Cauchy-Schwarz
inequality we find that
∞∑
n=2
1
an(γ−n + γ
+
n )
≤
∞∑
n=2
(|vn−1||vn+1|+ |vn+1|
2) ≤ 2
∞∑
n=1
|vn|
2.
Just as in the case of Carleman’s criterion we arrive at the following result.
Theorem 4.1. T is self-adjoint if
∞∑
n=2
1
an
(
an−1+an
|bn|
) =∞. (C1)
Condition (C1) is similar to a known one introduced by J. J. Dennis and
H. S. Wall in [10, Theorem 4.4] regarding the study of Jacobi continued
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fractions (1.4) with complex coefficients an, bn. In the case an > 0, bn ∈ R,
Dennis-Wall condition also implies the self-adjointness of T and reads as
∞∑
n=2
|bn|
anan−1
=∞. (4.4)
This condition is obviously weaker than (C1), but this latter one should be
seen as a first instance of a set of infinitely many self-adjointness conditions
which can eventually improve the results obtained solely with Carleman and
Dennis-Wall criteria. Although these two criteria are also the simplest of
infinitely many ones given in [10, Equation (4.14)], the advantage of the con-
ditions that we will obtain when generalizing (C1) rests on their controllable
dependence on the coefficients an, bn. This makes possible a simultaneous
application of the infinitely many Carleman type criteria in practical cases,
as it is illustrated in §5.
We can obtain another variant of Carleman’s criterion by inserting the
n− 1-th and n + 1-th equations of (4.3) into the n-th one,
|vn| ≤ γ
−
n (γ
−
n−1|vn−2|+ γ
+
n−1|vn|) + γ
+
n (γ
−
n+1|vn|+ γ
+
n+1|vn+2|), n ≥ 3,
which leads to
|vn| ≤ [γ
−
n (γ
−
n−1+ γ
+
n−1) + γ
+
n (γ
−
n+1+ γ
+
n+1)](|vn−2|+ |vn|+ |vn+2|), n ≥ 3.
The above inequality can be combined with (4.2) to obtain for n ≥ 3
1
an[γ−n (γ
−
n−1 + γ
+
n−1) + γ
+
n (γ
−
n+1 + γ
+
n+1)]
≤ (|vn−2|+ |vn|+ |vn+2|)|vn+1|,
which becomes trivial when bn−1, bn or bn+1 vanish because then the left-hand
side must be understood as zero. Proceeding as in the previous case we get
∞∑
n=3
1
an[γ−n (γ
−
n−1 + γ
+
n−1) + γ
+
n (γ
−
n+1 + γ
+
n+1)]
≤ 3
∞∑
n=1
|vn|
2,
which ends in a new Carleman type criterion.
Theorem 4.2. T is self-adjoint if
∞∑
n=3
1
an
[
an−1
|bn|
(
an−2+an−1
|bn−1|
)
+ an
|bn|
(
an+an+1
|bn+1|
)] =∞. (C2)
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Conditions (C1) and (C2) are only two particular cases of a set of m-
conditions generalizing Carleman’s criterion. In contrast to Theorem 3.3,
thesem-conditions involve the full set of multi-indices Im instead of its subset
I+m because we are dealing now with ‘eigenvalue’ equations related with the
full operator T instead of a truncated operator.
Theorem 4.3. For any m ∈ N, the condition
∞∑
n=m+1
1
anGm,n
=∞, Gm,n =
∑
(jm|km)∈Im
an−k1
|bn−j1|
an−k2
|bn−j2|
· · ·
an−km
|bn−jm|
, (Cm)
implies that T is self-adjoint.
Proof. From (4.3), a proof by induction similar to that one of Proposition
3.1 shows that
|vn| ≤
∑
(jm+1|km)∈Îm
an−k1
|bn−j1|
an−k2
|bn−j2|
· · ·
an−km
|bn−jm|
|vn−jm+1|, n ≥ m+ 1. (4.5)
Bearing in mind that jm+1 ∈ {−m,−m+2, . . . , m−2, m} for (jm+1|km) ∈ Îm,
inequality (4.5) yields
|vn| ≤ Gm,n
m∑
k=0
|vn−m+2k|, n ≥ m+ 1.
This can be combined with (4.2) to obtain
1
anGm,n
≤
m∑
k=0
|vn−m+2k||vn+1|, n ≥ m+ 1,
a trivial inequality when Gm,n =∞ because we understand that 1/anGm,n =
0 in such a case. Then, the Cauchy-Schwarz inequality gives
∞∑
n=m+1
1
anGm,n
≤ (m+ 1)
∞∑
n=1
|vn|
2,
which proves the theorem.
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We will see in §5 that Theorem 4.3 applies in some cases where conditions
(4.1) and (4.4) do not. This shows that Carleman type m-conditions (Cm)
can be used to improve the results obtained with the standard Carleman and
Dennis-Wall criteria.
Since the general term of a convergent series must converge to zero, a
consequence follows directly from Theorem 4.3.
Corollary 4.4. For any m ∈ N, the condition
lim inf
n→∞
anGm,n <∞
implies that T is self-adjoint.
The orthogonal polynomial characterization of self-adjointness can be
used to generate another type ofm-conditions for self-adjointness. The start-
ing point is again a consequence of (1.3), namely,
|vn|
2 ≤ 2
[
(γ−n )
2|vn−1|
2 + (γ+n )
2|vn+1|
2
]
, (4.6)
which holds for any n ∈ Z if we define γ−n = 0 for n ≤ 1 and γ
+
n = vn = 0 for
n ≤ 0. For the rest of the indices we should take γ±n =∞ when bn = 0.
Summing up (4.6) for n ≥ 1 gives
∞∑
n=1
|vn|
2 ≤ 2
∞∑
n=1
[
(γ−n+1)
2 + (γ+n−1)
2
]
|vn|
2.
Therefore, the inequality
(γ−n+1)
2 + (γ+n−1)
2 <
1
2
, n ≥ 1, (4.7)
is incompatible with the convergence of
∑∞
n=1 |vn|
2 and implies that T is
self-adjoint.
Suppose now that (4.6) holds only for n big enough. Then, bn 6= 0 up
to a finite number of indices n. We can define a new symmetric tridiagonal
operator T˜ satisfying (4.7) by changing the null coefficients bk of T by non
null ones, and setting ak small enough for all the coefficients appearing in
the expressions (γ−n+1)
2+(γ+n−1)
2 where (4.7) fails, the rest of the coefficients
coinciding with those of T . The operator T˜ is self-adjoint because it satisfies
(4.7). Since T differs from T˜ in a bounded self-adjoint operator, we conclude
that T is self-adjoint too.
Thus, we have proved the following result.
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Theorem 4.5. T is self-adjoint if there exists an index n0 ∈ N such that
a2n
b2n+1
+
a2n−1
b2n−1
<
1
2
, n ≥ n0. (D1)
The condition
lim sup
n→∞
(
a2n
b2n+1
+
a2n−1
b2n−1
)
<
1
2
,
is slightly stronger than (D1), hence it also implies the self-adjointness of T .
This condition is similar but different from another one due to J. Janas and
S. Naboko, namely,
lim sup
n→∞
a2n + a
2
n−1
b2n
<
1
2
. (4.8)
This, together with the divergence of |bn|, guarantees that T is self-adjoint
with a discrete spectrum [16].
In the case limn→∞ an =∞, Janas-Naboko condition (4.8) can be under-
stood as a special case of a more general condition for self-adjointness and
discreteness of the spectrum developed by P. Cojuhari and J. Janas in [9].
In this work the authors study symmetric tridiagonal operators defined by
an = −αn and bn = αn−1 + αn + βn with αn > 0 and βn ≥ 0 for big enough
n (indeed they deal with generalizations of these operators to weighted ℓ2
spaces). The change of basis en → (−1)
nen shows that one can set an = αn
without modifying the expression for bn, thus fitting with our choice an > 0
for T as stated in (1.1). Bearing this in mind, the result of interest for us
[9, Theorem 3.2 (i)] can be rewritten by saying that T is self-adjoint with a
discrete spectrum if
βn = bn − an − an−1 > 0 for big enough n,
lim
n→∞
an =∞, lim
n→∞
(βn + βn+1) =∞.
(4.9)
Although the arguments given previously do not ensure the discreteness
of the spectrum under (D1), in contrast to (4.8) or (4.9), these arguments
do not require the divergence of |bn| neither the inequality bn ≥ an + an−1.
Furthermore, they have the advantage of being generalizable to yield in-
finitely many conditions for self-adjointness (concrete comparisons between
these infinitely many conditions and (4.8) or (4.9) will be shown in §5).
For instance, inserting the n− 1-th and n+1-th inequalities of (4.6) into
the n-th one we get
|vn|
2 ≤ 4
{
(γ−n )
2
[
(γ−n−1)
2|vn−2|
2 + (γ+n−1)
2|vn|
2
]
+ (γ+n )
2
[
(γ−n+1)
2|vn|
2 + (γ+n+1)
2|vn+2|
2
]}
.
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This implies that
∞∑
n=1
|vn|
2 ≤ 4
∞∑
n=1
[
(γ−n+2)
2(γ−n+1)
2 + (γ−n )
2(γ+n−1)
2 + (γ+n )
2(γ−n+1)
2 + (γ+n−2)
2(γ+n−1)
2
]
|vn|
2.
In consequence, T must be self-adjoint under the condition
(γ−n+2)
2(γ−n+1)
2 + (γ−n )
2(γ+n−1)
2 + (γ+n )
2(γ−n+1)
2 + (γ+n−2)
2(γ+n−1)
2 <
1
4
, n ≥ 1.
Using finite rank perturbations, just as in the previous case, this result leads
to the following more general one.
Theorem 4.6. T is self-adjoint if there exists an index n0 ∈ N such that
a2n
b2n+1
(
a2n+1
b2n+2
+
a2n
b2n
)
+
a2n−1
b2n−1
(
a2n−1
b2n
+
a2n−2
b2n−2
)
<
1
4
, n ≥ n0. (D2)
(D1) and (D2) are again particular cases of general m-conditions for self-
adjointness. They are obtained by an iterative use of the eigenvalue equations
(1.3) via the inequality (4.6).
Theorem 4.7. For any m ∈ N, the existence of an index n0 ∈ N such that
G˜m,n <
1
2m
, G˜m,n =
∑
(jm+1|km)∈Îm
a2n+jm+1−k1
b2n+jm+1−j1
· · ·
a2n+jm+1−km
b2n+jm+1−jm
, n ≥ n0, (Dm)
implies that T is self-adjoint.
Proof. Assume that bn 6= 0 for n ≥ 1. Proceeding by induction analogously
to the proof of Proposition 3.1, we find from (4.6) that
|vn|
2 ≤ 2m
∑
(jm+1|km)∈Îm
a2n−k1
b2n−j1
a2n−k2
b2n−j2
· · ·
a2n−km
b2n−jm
|vn−jm+1|
2,
where ak = vk = 0 for k ≤ 0. Summing for n ≥ 1 we obtain
∞∑
n=1
|vn|
2 ≤ 2m
∞∑
n=1
G˜m,n |vn|
2.
Therefore, T is self-adjoint whenever G˜m,n < 2
−m. The theorem follows
from this result resorting to finite rank perturbations, just as in the case of
Theorem 4.5.
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A weaker but more practical version of this theorem reads as follows.
Corollary 4.8. For any m ∈ N, the condition
lim sup
n→∞
G˜m,n <
1
2m
implies that T is self-adjoint.
The following consequence of Theorem 4.7 should be compared with The-
orem 3.3 and Corollary 4.4.
Theorem 4.9. For any m ∈ N, the condition
lim
n→∞
Gm,n = 0
implies that T is self-adjoint.
Proof. The result follows from Theorem 4.7 and the equivalences
lim
n→∞
G˜m,n = 0 ⇔ lim
n→∞
an+jm+1−k1
bn+jm+1−j1
· · ·
an+jm+1−km
bn+jm+1−jm
= 0, ∀(jm+1|km) ∈ Îm,
⇔ lim
n→∞
an−k1
bn−j1
· · ·
an−km
bn−jm
= 0, ∀(jm|km) ∈ Im ⇔ lim
n→∞
Gm,n = 0.
5. Examples and comparisons of m-conditions
We will compare the previous sets of m-conditions with known results for
self-adjointness. Before doing this we will discuss the relation between m-
conditions for different values of m to understand the relevance of developing
sets of infinitely many different conditions for self-adjointness.
In what follows we use the common notations yn ∼ zn and yn ≍ zn, which
stand for the relations limn→∞ yn/zn = 1 and C1zn ≤ |yn| ≤ C2zn (C1, C2 > 0
and n big enough) respectively.
As we mentioned in §2, conditions (Bm) are all independent, so that all
of them are equally important. This is shown by the following example.
Example 5.1.
1. an = n
α, bn = n
α+1, with α > 0.
This choice leads to anG
+
m,n ≍ n
α−m, so limn→∞ anG
+
m,n 6= 0 for m ≤ α,
while limn→∞ anG
+
m,n = 0 for m > α.
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2. an = n
α for even n, an = n
−α for odd n, bn = n
α−1, with α > 1.
In this case,
anG
+
m,n ∼ an
(
an−1
bn
an−1
bn−1
an−1
bn
an−1
bn−1
· · ·
)
odd n,
anG
+
m,n ∼ an
an−1
bn
(
an−2
bn−1
an−2
bn−2
an−2
bn−1
an−2
bn−2
· · ·
)
even n.
Therefore, anG
+
m,n ∼ n
m−α, which implies that limn→∞ anG
+
m,n 6= 0 for
m ≥ α and limn→∞ anG
+
m,n = 0 for m < α.
In both examples we conclude that T is self-adjoint and Λ(T ) = σ(T ), but
them-conditions providing these results are different. Besides, givenm0 ∈ N,
(Bm) is satisfied for m = m0 but not for m < m0 in the first example with
α = m0−1, while it is satisfied for m = m0 but not for m > m0 in the second
example with α = m0+1. This shows that given two of the conditions (Bm),
none of them is stronger than the other one.
The next example illustrates a similar complementarity for the Carleman
type conditions (Cm).
Example 5.2.
1. Example 5.1.1.
We get anGm,n ≍ n
α−m, thus
∑∞
n=m+1 1/anGm,n < ∞ for m < α − 1
and
∑∞
n=m+1 1/anGm,n =∞ for m ≥ α− 1.
2. an = n
1/α, bn = 1, with α ≥ 1.
We find that anGm,n ≍ n
(m+1)/α. Thus,
∑∞
n=m+1 1/anGm,n < ∞ for
m > α− 1 and
∑∞
n=m+1 anGm,n =∞ for m ≤ α− 1.
We find again that T is self-adjoint in both cases. However, if α = m0+1,
(Cm) holds for m = m0 and not for m < m0 in the first example, while it
holds for m = m0 and not for m > m0 in the second example. This shows
the independence of conditions (Cm).
Regarding conditions (Dm) the situation is somewhat different. To see
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this let us use the definitions of Îm and Îm+1 to write
G˜m+1,n =
∑
(jm+1|km)∈Îm
a2n+jm+1−1−k1
b2n+jm+1−1−j1
· · ·
a2n+jm+1−1−km
b2n+jm+1−1−jm
a2n−1
b2n−1
+
∑
(jm+1|km)∈Îm
a2n+jm+1+1−k1
b2n+jm+1+1−j1
· · ·
a2n+jm+1+1−km
b2n+jm+1+1−jm
a2n
b2n+1
=
a2n−1
b2n−1
G˜m,n−1 +
a2n
b2n+1
G˜m,n+1.
(5.1)
Hence, G˜m+1,n ≤ G˜1,nmax{G˜m,n−1, G˜m,n+1}, which shows by induction that
(D1) implies the rest of conditions (Dm). The interest in conditions with
higher values of m rests on the existence of examples satisfying (Dm) for a
given value of m, but not for any smaller index. This is illustrated by the
next example.
Example 5.3. an = an−1 if n = 0 (mod q), an = n
q+1an−1 otherwise, bn =
nqan−1, with q ∈ {2, 3, . . . } and a1 = b1 = 1.
In this case an/bn = n
−q if n = 0 (mod q), an/bn = n otherwise and
an−1/bn = n
−q. We find from (5.1) that
G˜m,n ≥
a2n−1
b2n−1
a2n−2
b2n−2
· · ·
a2n−m
b2n−m
∼ n2m, n = 0 (mod q), m < q,
so that (Dm) does not hold for this example if m < q. This changes when
m = q because any term of G˜m=q,n has among its factors at least one with
the form a2k/b
2
k, k = 0 (mod q), or with the form a
2
k−1/b
2
k. Thus, G˜m=q,n ≍
n−2qn2(m−1) = n−2 and the m-condition is satisfied for m = q, proving that
T is self-adjoint.
Let us see now that them-conditions allow us to prove the self-adjointness
of certain examples where known results give no or less information. We will
see that this is the case of known self-adjointness criteria given in terms of
the coefficients an, bn, like Carleman (4.1), Dennis-Wall (4.4), Janas-Naboko
(4.8) (for the case of divergent |bn|) or Cojuhari-Janas (4.9) conditions.
A first instance of this is given by Example 5.3. Then, (a2n+a
2
n−1)/b
2
n ∼ n
2
and βn = bn−an−an−1 = (n
q−nq+1−1)an−1 < 0 for n 6= 0 (mod q), so neither
(4.8) nor (4.9) are satisfied. Besides, the relation between an and an−1 shows
that Carleman’s condition does not hold either. This behavior of an also
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proves that Dennis-Wall condition is not applicable since bn/anan−1 = n
q/an.
Therefore, Example 5.3 shows that the m-conditions (Dm) can improve the
results obtained using conditions (4.1), (4.4), (4.8) and (4.9). The next ex-
amples illustrate this fact regarding the m-conditions (Bm) and (Cm), which
give no information in Example 5.3.
Example 5.4. an = n
α, bn = n
β for even n, bn = n
γ for odd n, with α, β, γ > 1.
Concerning condition (4.8), (a2n + a
2
n−1)/b
2
n ∼ 2n
2(α−β) for even n, while
(a2n + a
2
n−1)/b
2
n ∼ 2n
2(α−γ) for odd n. Hence, Janas-Naboko criterion guar-
antees the self-adjointness of T for α < min{β, γ}. The same result is ob-
tained from Cojuhari-Janas condition (4.9) because βn = n
β − nα− (n− 1)α
or βn = n
γ − nα − (n − 1)α depending whether n is even or odd. Since∑∞
n=1 n
−α < ∞ for α > 1, Carleman’s criterion is not applicable. On
the other hand, |bn|/anan−1 ∼ n
β−2α for even n and |bn|/anan−1 ∼ n
γ−2α
for odd n, thus Dennis-Wall criterion states that T is self-adjoint when
α ≤ (max{β, γ}+ 1)/2.
To compare these results with that one provided by Theorem 3.3, note
that
anG
+
m,n ≍ n
(m+1)α−k(β+γ), even m = 2k,
anG
+
m,n ≍ n
(m+1)α−(k+1)β−kγ , odd m = 2k + 1, even n,
anG
+
m,n ≍ n
(m+1)α−kβ−(k+1)γ , odd m = 2k + 1, odd n.
Therefore, the requirement limn→∞ anG
+
m,n = 0 reads as
2(m+ 1)α < m(β + γ), even m,
2(m+ 1)α < (m+ 1)(β + γ)− 2max{β, γ}, odd m.
We conclude that condition (Bm) holds for some value ofm iff the parameters
α, β, γ satisfy them→∞ inequality α < (β+γ)/2. This improves the results
given by the four previous criteria, not only because the self-adjointness of
T is ensured for a bigger region in the space of parameters α, β, γ > 1, but
also because we get additionally the equality Λ(T ) = σ(T ) in that region.
Theorems 4.3 and 4.7 give no additional information for the previous
example. However, this fact changes in the following one.
Example 5.5. an = n
α, bn = b
n if n ∈ ∆, bn = n
β otherwise, with α, β > 1,
0 < b < 1 and ∆ = {k2 : k ∈ N}.
Conditions (4.8) and (4.9) do not hold because (a2n + a
2
n−1)/b
2
n ≍ n
2αb−2n
and βn = b
n − nα − (n − 1)α < 0 for n ∈ ∆. Carleman’s criterion gives no
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information since α > 1. As for Dennis-Wall criterion, |bn|/anan−1 ∼ b
nn−2α
for n ∈ ∆, while |bn|/anan−1 ∼ n
β−2α for n /∈ ∆. Thus, the divergence of∑
n≥1 |bn|/anan−1 is equivalent to the divergence of
∑
n/∈∆ n
−γ , γ = 2α − β,
which diverges simultaneously with
∑
n≥1 n
−γ. This last statement, obvious
when γ ≤ 0, follows in the case γ > 0 from the decreasing character of n−γ
which leads to the inequality
∑
n∈∆ n
−γ ≤ 1 +
∑
n/∈∆ n
−γ. This proves that∑
n/∈∆ n
−γ ≤
∑
n≥1 n
−γ ≤ 1+2
∑
n/∈∆ n
−γ for γ > 0. Therefore, Dennis-Wall
criterion guarantees the self-adjointness of T for γ ≤ 1, i.e. α ≤ (β + 1)/2.
Concerning the new self-adjointness m-conditions given in this paper,
|bn| is unbounded but not divergent, which prevents the use of Theorem 3.3.
Regarding conditions (Dm), none of them hold due to the inequalities
G˜m,n ≥
a2n−1
b2n−1
a2n−2
b2n−2
· · ·
a2n−m
b2n−m
≥ b−2nn2[mα−(m−1)β], n− 1 ∈ ∆.
To analyze the Carleman type conditions (Cm), let us consider the sub-
sets ∆m = {n ∈ N : dist(n,∆) < m}. If n ∈ N \ ∆m, then bn−j ∼ n
β
for |j| < m, hence anGm,n ≍ n
(m+1)α−mβ . Since
∑
n≥m+1 1/anGm,n ≥∑
n∈N\∆m
1/anGm,n, the divergence of
∑
n∈N\∆m
n−δ for some of the coeffi-
cients δ = (m+ 1)α−mβ implies the self-adjointness of T .
Let us prove that
∑
n∈N\∆m
n−δ and
∑
n∈N n
−δ diverge simultaneously, i.e.
when δ ≤ 1. Obviously
∑
n∈N\∆m
n−δ = ∞ for δ ≤ 0. Let us suppose that
δ > 0. Since limk→∞[(k + 1)
2 − k2] =∞, for any m ∈ N there exists k0 ∈ N
such that N\∆m has at least 2m−1 points in [(k−1)
2, k2] for k ≥ k0. Then,
the decreasing character of n−δ for δ > 0 ensures that∑
n∈(N\∆m)∩[(k−1)2,k2]
n−δ ≥
∑
n∈N∩(k2−m,k2+m)
n−δ, k ≥ k0,
which gives ∑
n∈N\∆m
n−δ ≥
∑
n∈∆m∩(k20−m,∞)
n−δ.
Therefore,∑
n∈N\∆m
n−δ ≤
∑
n∈N
n−δ ≤
∑
n∈∆m∩[1,k20−m]
n−δ + 2
∑
n∈N\∆m
n−δ,
proving that the divergence of
∑
n∈N\∆m
n−δ is equivalent to the divergence
of
∑
n∈N n
−δ for δ > 0 too.
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We conclude that, as a consequence of the Carleman type m-conditions,
T is self-adjoint whenever (m + 1)α − mβ ≤ 1 for some m ∈ N, i.e. when
α < β. This result improves the one obtained with Dennis-Wall criterion.
The application of Carleman typem-conditions to the above example does
not depend on the precise values of bn for n ∈ ∆, neither on the details of
the set ∆ = {n1, n2, . . . } provided that limk→∞(nk+1 − nk) =∞. Therefore,
the results of Example 5.5 are the same assuming only this general property
of the set ∆, for any choice of bn on this set.
Moreover, the arguments in the above example apply, mutatis mutandis,
to give the following general result: if the coefficients an, bn satisfy (Cm) for
some value ofm and give a non decreasing sequence anGm,n for n big enough,
then not only T is self-adjoint, but also any other symmetric tridiagonal
operator obtained from T by perturbing arbitrarily the coefficients an, bn on
a set ∆ = {n1, n2, . . . } with limk→∞(nk+1 − nk) =∞.
It is worth remarking that in all the previous examples the conclusions
remain unchanged when substituting the equality in the choice of an and
bn by the asymptotic condition ≍. For instance, similar arguments to those
given in Example 5.4 prove that T is self-adjoint and Λ(T ) = σ(T ) if an ≍ n
α,
bn ≍ n
β for even n, bn ≍ n
γ for odd n, with β, γ > 0 and α < (β + γ)/2.
6. Applications
As we mentioned in the introduction, when T is self-adjoint, the related
Jacobi continued fraction K(λ) given in (1.4) converges to the first diagonal
element ((λ − T )−1e1, e1) of the resolvent of T for every λ ∈ C \ Λ(T ).
Moreover, this convergence is uniform on compact subsets of C\Λ(T ). From
this point of view, any information about the set Λ(T ) is of interest because
it gives also information about the analyticity properties of K(λ).
On the other hand, Theorem 3.3 establishes conditions under which the
knowledge of Λ(T ) is equivalent to the knowledge of the more accessible
set given by the spectrum σ(T ) of T . This permits us to apply techniques
of spectral theory to study the analyticity properties of Jacobi continued
fractions. In this regard, the special case of Theorem 3.3 given by Theorem
3.4 is particularly useful due to the simplicity of its hypothesis which make
them easily verifiable.
Theorem 3.4 becomes also especially interesting due to its consequences
concerning the properties of σ(T ). It is known that the divergence of |bn| and
condition (4.8) imply that T has a pure point spectrum σ(T ) = ∪n{λn} with
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|λn| divergent [16]. Since an, an−1 = o(|bn|) implies (4.8), we find that the
hypothesis of Theorem 3.4 ensure this kind of unbounded discrete spectrum.
This has remarkable consequences for the Jacobi continued fraction K(λ).
If T is self-adjoint and Λ(T ) = σ(T ), then K(λ) represents a meromorphic
function in C precisely when T has a discrete spectrum with eigenvalues λn
such that limn→∞ |λn| = ∞ [12]. Therefore, Theorem 3.4 has the following
implications for the convergence of Jacobi continued fractions.
Theorem 6.1. The conditions
lim
n→∞
|bn| =∞,
an, an−1 = o(|bn|
r) for some r < 1,
imply that the Jacobi continued fraction K(λ) given in (1.4) represents a
meromorphic function in C. This continued fraction converges uniformly on
compact subsets of C \ ∪n{λn}, where λn are the eigenvalues of T .
The relevance of Theorem 3.4 is also illustrated by the examples in the
literature which are covered by this theorem. For instance, this is the case of
[15, 17, 19, 20, 21, 26], which deal with the asymptotic analysis of the eigen-
values of T for different choices of coefficients with a power like behaviour
an ≍ n
α, bn ≍ n
β (more generally, an ≤ an
α, bn ≥ bn
β), where α < β. The-
orem 3.4 provides a computational method to approximate such eigenvalues
and suggests an approach to their asymptotics by studying the eigenvalues
of the truncated operators TN as N →∞, a technique already exploited for
example in [1, 12, 13, 19, 21, 22, 26].
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