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Abstract
This thesis explores spin manipulation, fabrication techniques and boundary conditions of electromagnetism
to bridge the macroscopic and microscopic worlds of biology, chemistry and electronics. This work is cen-
tered around the design of a novel electromagnetic device scalable from centimeters to micrometers called a
microslot. By creating a small slot in a planarized waveguide called a microstrip, the boundary conditions
of the system force an electromagnetic wave to create a concentrated magnetic field around the slot that can
be used to detect or produce magnetic fields. By constructing suitable boundary conditions, a detector of
electric fields can be produced as well. One of the most important applications of this technology is for Nu-
clear Magnetic Resonance (NMR). As demonstrated experimentally in this thesis, microslots improves the
mass-limited detectability of NMR by orders of magnitude over conventional technology and may move us
closer to the dream of NMR on a chip. Improving sensitivity in NMR may lead to a dramatic increase in
the rate and accessibility of protein structural information accumulation and a host of other applications for
fundamental understanding of biology and biomedical applications, and micro/macroscopic engineering.
This microslot structure was constructed at both 6.9mm and 297pm in order to understand the properties
as a function of scale. The 297pm structure has the best signal to noise ratio of any published planar detector
and promises to have higher sensitivity with decreasing size. The detector has been used to analyze water
and a relatively simple organic molecule with nanomole sensitivity. 940 picomoles of a small peptide was
analyzed and a 2D correlation spectra was obtained which allowed identification of the amino acids in the
peptide and could be further used to determine structure.
This 297pm microslot probe was constructed using conventional printed circuit board fabrication and a
laser micromachining center. A homebuilt probe was made to house the circuit board. Since this geometry
is simpler than previously demonstrated techniques, fabrication can be automated for arrays and is inherently
scalable to small sizes (less than 10 pm). The planar nature of the device makes it ideal for integration with
microfluidics, transceivers and applications such as cell/neuron chemistry, protein arrays, and HPLC-NMR
on pico to nanomoles of sample.
Furthermore, this work suggests that a physically scalable, near-field device may have a variety of further
uses in integrated circuit chip diagnosis, spintronic devices, nanomanipulation, and magnetic/electric field
imaging of surfaces.
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Chapter 1
Introduction
One of the most important scientific results over the past century is that the fundamental building blocks
of nature are macromolecules, such as DNA and proteins, and the form of a molecule equals its function
[23]. Detecting and manipulating biological macromolecules will have profound consequences on our fun-
damental understanding of biology, biomedical technologies, and nano-micro/macroscopic engineering. Re-
searchers have recently determined the identity and sequence of the human genome (i.e. the information
storage medium, the "bits"), which contains about 30,000 genes [3], but this is only the first step towards a
blueprint for our species. Proteins, aptly named by chemists in the early 1800s after the Greek word "pro-
teios", meaning "holding first place", embody the physical make-up (the atoms), and hence the next task (and
a much more important one) is decoding the human proteome. It is estimated that humans alone have about
300,000 proteins [49] made by the genome, and this figure is complicated by the fact that proteins interact
with each other in diverse ways. Furthermore, this is only the proverbial 'tip of the iceberg', since it does
not reflect the proteins that humans modify or create from scratch nor those of the other species on the planet
[98]. The total number of proteins decoded at the time of writing is 26811 [8]. This number is the result of
over 50 years of hard work, as each one has taken several months to years to complete.
A grand challenge question one may ask is 'are there tools to generalize the proteome so that one does
not have to find the structure of each protein individually'? Unfortunately, the answer is currently 'no'.
Modeling is not a solution, as there are no generalizable theoretical tools and the fastest supercomputers on
the planet are unable to simulate the entire folding process of proteins from a primary amino acid chain to a
final, folded and linked tertiary structure [28]. Classification is not feasible. A story of a 'periodic table' for
proteins is beginning to emerge, but there is no simple way to discover with analytical tools the 'elements',
without acquiring an entire structure [86]. In practice the field of structural genomics is left with native
proteins alone, using tools such as x-ray diffraction, Nuclear Magnetic Resonance (NMR), and to a lesser
extent cryo-electric spectroscopy [19].
A tremendous body of work has been generated over the past 30 years to begin to collate structural
information of proteins and nucleic acids. While these databases are growing, the process for gathering in-
dividual structures is unpredictable, error prone, and most importantly extremely time-consuming [13]. The
techniques used are phenomenal from a scientific point of view, but pose enormous preparation costs. In
the specific case of Nuclear Magnetic Resonance, the technique gives indirect structural results of macro-
molecules in solution, but in conventional spectrometers requires milligrams of each sample and samples of
high concentration. For many applications, the preparation of these quantities of molecules is what separates
pipe dreams from practical reality, since the starting material from a gel (or other means) may be on the scale
of pico- to nano-grams.
Beyond a collection of structures for a world database is a host of future applications for which getting
access to structural information is enormously important. In medicine, there exist no analytical tools to
examine the proteins of our bodies to give advanced warnings of disease. In many disease cases [100] in
which protein disfunction is the cause, such as Alzheimer's, early detection could save lives by allowing
doctors to start drug or other therapies earlier rather than later, when physiological or mental deficiencies
appear. It would be tremendously useful to have a benchtop or lab-size tool for this task to add to the
analytical arsenal in hospitals around the world.
Beyond rational drug design will be rational life design [44]. Entire organisms, from individual molecules
up to macroscopic lifeforms, could be made in laboratories. But, without a tool to image structures of
biomolecules, how will we understand what we have made beyond gross, macroscopic information?
As we learn to engineer biomolecules, we will need tools that allow us to characterize molecules, not
only for structure, but also for kinetics and dynamics. Eventually we will need analytical models for these
systems. If we can not solely use computational models, it may be possible to use the molecules themselves
as a protein 'co-processor' to validate or build models by enabling the molecules to do their own dynamics
and kinetics.
1.1 The Challenge
One of the great advantages of Nuclear Magnetic Resonance is that it can measure kinetics, dynamics and
molecular structure, but its poor sensitivity (described later in this chapter) makes the applications described
earlier currently infeasible. In this thesis, a new type of detector is detailed that was designed and fabricated
to enable a conventional NMR spectrometer to exploit the geometric scaling of electromagnetic structures to
increase sensitivity per unit volume on several orders of magnitude less sample than conventionally used. This
result can decrease the time to obtain structural information by several orders of magnitude, increasing the
rate in which research groups can acquire structures and perhaps allowing some of the applications described
above.
Such a sensor may have very far-reaching extensions. This sensor may not only be useful for detection of
tiny magnetic fields produced by small volumes of biomolecules, but also for the detection of any localized
electric or magnetic RF/microwave field. Such a technology could be very useful for the semiconductor and
printed circuit board communities for contactless imaging of semiconductor chips. As we continue to shrink
down integrated circuits [41 or make integrated circuits three-dimensional [31], using probe stations to probe
points in a circuit may be difficult. Contactless measurements may make chip diagnosis easier in the future.
In MRAM devices, a wire is used to flip a spin state in a magnetic tunnel junction [74]. A microslot device
may allow these memory elements to switch faster or use less power.
1.2 The Approach
In this thesis a novel electromagnetic geometry is demonstrated that overcomes problems exhibited by pre-
vious attempts at microfabricated magnetic sensors. The design will be motivated both theoretically and ex-
perimentally to demonstrate that this technique has high sensitivity in the context of obtaining spectroscopic
information from less than a nanomole of biological sample, 3-4 orders of magnitude less than convention-
ally required. This is a novel approach that is very different from the existing prior art of microstructures for
Figure 1-1: Scanning Electron Microscope (SEM) image of a 297 p.m wide microslot designed and built for
this thesis work. This is the first microstrip technology to have been used for nuclear magnetic resonance.
The microslot holds an NMR sample (not shown), suspended vertically above its surface, oriented in the axial
direction of the microstrip.
mass-limited detection.
The concept is based on modifications to a staple of the microwave industry, a planar waveguide called
the microstrip. A microstrip is a dual layer, metallic, planar waveguide used for transporting radio frequency
signals in printed circuit boards, microcircuits and antennas. A low-loss dielectric material separates this
structure from the ground plane below. The microstrip can be fabricated using a conventional printed circuit
..........
board process (chemical etching).
Microslot Probe
Figure 1-1 shows a high impedance radio frequency microstrip circuit with a small slot cut out of the mi-
crostrip. Once the slot is cut in the microstrip, the slot produces a pure series inductance that creates a strong,
near-field magnetic radiation pattern around the slot. These field lines are more homogeneous than can be
produced from a planar spiral inductor. The magnetic flux isoshells for this strip are shown in figure 1-2. By
(a) (b)
Figure 1-2: (a) Isoshells for the magnitude of the magnetic flux density RI around the microslot from figure
1-1, showing increased flux density around the microslot in the middle. (b) Top view of the microslot modeled
in (a).
placing a fused-silica tube or drop of sample just above the slot, a strong signal will be received by the nuclear
spins of this sample, and the signal produced by the nuclear spins can also be detected with this probe. This
structure can be made in sizes of 1cm to less than 1 pm.
The microslot probe can be combined easily into the rest of a conventional probe circuit with no lead
impedances. Since the microslot probe is simply a printed circuit board, it can be integrated into a chemical
and biological apparatus so that the RF characteristics of the sample itself can be characterized for optimal
signal reception. The data shown in figure 1-3 (obtained from the probe in figure 1-1) shows this behavior for
a sample of sucrose in a 500 MHz commercial spectrometer.
One objective of this thesis is to contextualize this detector for other applications. An application of this
device in the immediate future is a non-contact detector of electromagnetic fields produced by integrated
circuits while they are powered. There is a burgeoning field of scanning microwave spectroscopy using
the tip of a coaxial cable [91], a small hole in a waveguide, a microstrip resonator [84] or conventional
Scanning Force Microscope (SFM) [89] to scan surfaces. It has been shown both for microwaves and optical
wavelengths that by geometric boundary conditions, evanescent waves can obtain resolution much smaller
than the diffraction limit [5] (A/10 6 in demonstrated cases [46]). These techniques have been used to monitor
individual digital lines using an Electric Force Microscope (EFM) [38] and image passive structures as small
as 8tm using a dipole patterned on a Scanning Tunneling Microscope (STM) [2]. This microstrip structure
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Figure 1-3: NMR spectrum from a 15.6 nmol sample of sucrose in 100% D20, measured using the 297 im
microslot probe. The peaks correspond to different chemical species within the sucrose molecule. They are
separated by frequency in units of part per million of 500 MHz from the water peak shown.
may have the potential to scan the electromagnetic signature of a powered integrated circuit to learn about
good and bad design, characterize faulty chips, and potentially replace expensive probe scanners.
1.3 Background and Prior Art
In its 50 year history, Nuclear Magnetic Resonance (NMR) has emerged from observations of the funda-
mental dynamics of nature to an amazing analytical tool for monitoring molecular dynamics, in vivo tissue
and whole body imaging and spectroscopy, and structure determination of complex biomolecules. NMR is
unmatched in two important areas: In terms of spectral resolution, a typical commercial NMR spectrometer
can resolve lines as narrow as fractions of one part per billion, while other types of spectroscopy are typically
orders of magnitude more coarse [37]; NMR also has a computational aspect, as long before the advent of
quantum computing using NMR [32], compiled programs of radio frequency pulses have stimulated a wide
range of inter- and intra-molecular dynamics, and these have led to amazing applications such as structure
determination and reaction kinetics. Despite NMR's versatility, "bread and butter" techniques such as Fourier
Transform InfraRed (FTIR) Spectroscopy, fluorescence spectroscopy, and mass spectroscopy offer orders of
magnitude higher sensitivity than NMR. In fact, NMR is one of the least sensitive tools for analytical research
(as discussed in detail in Chapter 2).
Because of its lack of sensitivity, NMR has been relegated to analysis of samples that can be obtained in
large volumes, or, in the case of important structure determination, to those samples produced by painstaking
bacteria amplification by genetic substitution in weeks or even months. Increasing the sensitivity of NMR for
small samples would be a significant contribution to analytical research.
The schematic for a typical NMR spectrometer is shown in figure 1-4. A superconducting magnet is
required to cause an energy level-splitting in the nuclear spins in a sample. This energy level-splitting causes
these nuclear spins to 'resonate' at a characteristic frequency called the Larmor frequency. An inductive coil
is placed around the sample to couple magnetic energy in and out of the system. A transmitter translates an
intermediate frequency (IF) to the Larmor frequency. In the simplest case, pulses are applied by gating a
stable source oscillator, generating so-called 'hard pulses'. More complex instruments are able to generate
arbitrary waveforms for more articulate types of spin control. Usually the same inductive coil is used to detect
the small NMR signal. Analog superheterodyne receivers are generally chosen based on the assumption that
noise at different frequencies is uncorrelated. A high isolation switch is needed to protect the low noise
receiver from the high power transmit signals. Finally, a computer acquisition system samples the data, and
basic signal processing techniques such as Fast Fourier Transforms (FFT) and digital filtering are applied to
simplify analysis.
low noise
amplifier 
.
0 mixer
RF scheatic
Oscillator '/ cmue
sample
amplifier mixer
B(magnetic field)
_LRF
-coil
Figure 1-4: Canonical NMR spectrometer schematic.
Researchers have tried several innovative approaches to improve the sensitivity of NMR. A very novel
approach is to transfer polarization from an optically pumped species, for example 129 Xe [29]. For some
specific molecules, enhancement factors of 50-70 have been realized in liquid xenon. A second approach
is to reduce the receiver noise to improve sensitivity using either high temperature superconductor [12] or
cryogenically cooled coils [54]. These methods have improved the sensitivity over a conventional probe by
a factor of 4-5. By far the largest (by 2 orders of magnitude) and most general improvement has come from
miniaturizing the inductive detectors [96].
One important question to ask is "what is the benefit of miniaturization of near-field probes?" One of the
few but extremely important near-field probe miniaturization examples is the read/write head used in mag-
netic storage. New technologies were developed, including the MR (magnetoresistance) effect and the GMR
(giant magnetoresistance) effect, to increase the bit sensitivity as the size of the bits decreases. In the field of
magnetic resonance, recent work has shown that miniaturization of probes in nuclear magnetic resonance can
also improve sensitivity [61]. Researchers have used microfabrication techniques to miniaturize the radio fre-
quency coils and samples. This work started with the fabrication of planar coils on gallium arsenide (GaAs)
. ... . ..... ..... ............
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substrates [63]. While this work demonstrated microliter sensitivity, far better than done with conventional
NMR spectrometers, this system was not able to reach its full potential due to limited RF homogeneity, poor
linewidth, and poor sensitivity and shimming ability. A different approach was followed by Olsen et al, in
which they hand-wound a solenoidal microcoil around a 357 pm glass capillary using 50 pm wire. To over-
come homogeneity problems, they bathed the whole coil and sample in a susceptibility matching fluid. This
produced higher sensitivity (nanoliter range) and high homogeneity (2 parts per billion) [61]. This technique
has been very successful and has even been applied to two-dimensional spectroscopy experiments [83] [99]
[82]. (Two-dimensional spectroscopy is one of the standard tools for biomolecule structure determination
[18]). The main deficiency of this technique is that there are no general tools for three-dimensional fabri-
cation that lend to further miniaturization and integration. There are some examples of three-dimensional
microfabrication [45] [97] [53], but none have produced scalable results with good radio frequency perfor-
mance. To understand why smaller magnetic detectors have increased sensitivity, the fundamental sensitivity
for a inductive detector was analyzed by Hoult and Richards [39] [62]:
peak signal ko(B1/i)vsN-yh 2 I(I + 1)ws/3/vgkBT W2(Bi/i)vs
RMS noise -oise noise
Here, ko is a scaling constant to deal with inhomogeneity of the RF field, (Bi/i) is the transverse magnetic
field induced in the detector by a unit current, v, is the volume of the sample, N is the spin density, -y is
the gyromagnetic ratio of the spin, h is Planck's constant, I is the spin quantum number, w is the nuclear
precession frequency, kB is Boltzmann's constant and T is temperature of the spins. For a fixed temperature,
the sensitivity is only dependent on the static magnetic field (proportional to wo, i.e. B0 = -y/27rwo), the
ratio B1/i, the sample volume, and the noise voltage produced from the detector. The static magnetic field,
produced from a low temperature superconducting coil, has reached engineering limits and cannot be scaled
much further without exponential resources [41]. For the term B 1/i, consider the field produced from a
continuous piece of current carrying wire in 3-dimensions via the Biot-Savart Law [43]:
N = idlz x -
-7r j X:; >B /i f (), (1.2)
where f(Y) is a function of the geometry. This suggests that it is possible to construct a structure with a scale
dependent on the size of the geometry. To take a specific example, consider the on-axis sensitivity in the
center of an ideal, single-layer solenoid of many turns (N > 1) from the Biot-Savart Law above:
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If the ratio h/d is kept constant, (B/i) scales inversely with the diameter of the coil. Now, looking at the
Voise term, we use the Nyquist formula:
Voise = v/4kBTRnoiseAf. (1.4)
Rnoise is the resistance of the magnetic structure. Af is the bandwidth of the coil, defined as the full width at
half maximum for a resonant circuit. For the same coil structure,
pi plRnoise
3pN2d<
p2  N> 1. (1.5)2ho
( is a scaling factor to account for the proximity effect (typically between 1 and 3) [62] [17], where the field
produced between turns of the solenoid produces a reduced pathway for the current. 6 = (poirowo/27r)-1/2
is the familiar skin effect for metals, where o is the conductivity of the metal. An interesting observation
concerning this approximation is that the resistance of the coil is constant with geometric scaling, assuming
the ratio of height to diameter of the coil is constant. Putting this all together, the sensitivity can be expressed
as:
5/41/
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Here Q is defined as the quality factor of the detector circuit, where Q = wo/(27rAf). This shows a
geometric dependence on the sensitivity, i.e. the smaller the structure is made, the greater the sensitivity
increases per unit volume. A corollary to this statement is that a stronger magnetic field can be generated
per unit current by decreasing the size of the structure. This is very important in the case of write heads in
hard drives, in which decreasing the size of the microfabricated inductors generates stronger fields with less
inductance, thereby producing faster write times [85].
It should be noted that this result (found for solenoidal coils) is true for a planar coil as well [81]. The
problem with both planar or solenoidal microcoil approaches can be understood with the previous two equa-
tions. With multiple turn coils, the proximity effect can be large, dramatically reducing the quality factor of
the coil. There is a limit in the sensitivity of the solenoidal coils because d can only be made as small as the
size of winding wire [62], or in the case of microcontact printing [68], the limit is about 250 pm [58].
Even with this limitation and the fact that microfabrication has yielded much smaller structures [81], the
solenoidal coils have had much better success. There are three reasons: 1) winding wire by hand is much
easier than microfabrication, and so designs can be modified and iterated very easily; 2) the substrates used
for fabricating these coils (GaAs) are quite lossy leading to low Q values [63] [64]; 3) there is a strong static
and RF inhomogeneity of the field near the surface of a surface coil, and so the sample must be lifted off the
surface, decreasing its sensitivity. Despite these issues, the impact of geometric scaling is still significant.
Both types of detectors have produced limits of detection of one nanoliter or less [81] [58].
1.4 Outline of Thesis
Presented in the following chapters is a significant contribution to the field of analytical tools for chemistry
and biology, an inductive geometry that overcomes all three of these problems: scalability to small sizes to
further improve the detection limit, high quality factor, and high RF homogeneity. The sequence of chapters
that spans theoretical and experimental results is as follows:
" Chapter 2 covers a review of the sensitivity of theoretically scalable inductive detectors. It discusses
complications associated with three-dimensional fabrication and introduces the concept and theory of
the microslot as a means to create scalable inductors in two dimensions.
" Chapter 3 shows numerical models for the microslot, since analytical models cannot be solved. It
shows the flux concentration property of microslots through an example and then covers simulations
of designs actually fabricated. Finally, this chapter covers background theory for calculating RF inho-
mogeneity from these models.
" Chapter 4 details fabrication of a microslot probe and the electromagnetic properties measured.
" Chapter 5 contains the major non-biological experimental results on water and sucrose for the mi-
croslot probe. Here, sensitivity and linewidth, design optimization and NMR parameter measurements
are presented for water. A more complex molecule, sucrose, was analyzed to compare the microslot
probe to other probe technologies.
" Chapter 6 contains a biological experiment on a small peptide. One- and two-dimensional spec-
troscopy was done to fully label the peptide.
" Chapter 7 summarizes the contributions of the past chapters. It further discusses microslot improve-
ments, ultimate scaling, future NMR application and microslot applications to other fields.
" Appendix A contains a basic introduction to Nuclear Magnetic Resonance theory applicable to this
document.
" Appendix B contains a basic introduction to proteins and structure applicable to this document.
" Appendix C discusses theory and demonstrated experimental data from a Class E digital amplifier. One
future application of this thesis work is table-top NMR and the ability to create small high-performance
amplifiers is a necessary part of the solution (in addition to microslots).
" Appendix D contains the source code to generate the simulations of microslot probes built. Also
included is a scaling study.
Chapter 2
Scaling NMR
2.1 Methods to Increase SNR
Nuclear magnetic resonance is a very insensitive method compared to other analytical techniques due to the
low polarization at room temperature (see table 2.1). This chapter considers the various methods used to
increase signal to noise ratio in NMR. It ignores all signal processing that can be done after acquisition and
digitization and focuses on physical measurement, unitary and nonunitary control. See Appendix A for a
derivation of thermal polarization in NMR.
There are two main categories of methods used to increase sensitivity in NMR, polarization enhancement
and detection enhancement. The former includes techniques such as optical pumping, DNP, photo-CIDNP
and MIONP. The latter includes mechanical, optical and inductive detection techniques. These are discussed
below.
2.2 Polarization Enhancement
2.2.1 Optical Pumping
Optical pumping is a technique used to polarize nuclear spins while keeping the bulk material at room tem-
perature. Each quantum of circularly polarized laser light carries one unit of angular momentum. A specific
Table 2.1: Limits of detection for various Analytical methods used for capillary separations. Taken from [48].
method LOD (mol)
fluorescence 18-10-23
mass spectrometry 10--10-21
electrochemical 10- 15-1-19
radiochemical io-14-io19
UV-vis absorbance 10-1310-16
NMR 10-9-1 0-
absorption line of atoms in the gas phase is pumped with a continuous wave laser, creating a highly polarized
electronic state. With simple noble gases that do not interact and have simple electronic orbital structure, it
is possible to perform a coherence transfer to the nuclear spins in these atoms. High polarizations, over 70%,
have been reached using optical pumping [29]. Happer et al started this pioneering work on optical pumping
of rubidium gases, which transfers polarization via Van der Walls molecule of formation to 129Xe (or 3 He
directly from the laser) to obtain 0(1) polarization. The polarized 3He or 129Xe then cross-relaxes with the
NMR species and depends on the relaxation rates of the species in a technique known as Spin Polarization
Induced Nuclear Overhauser Enhancement (SPINOE) [29]. Only isolated progress has been made in polariz-
ing liquids, since there is a complex energy level diagram and relaxation structure in generic molecules that
makes it both difficult to find lines to pump as well as maintain populations. Nevertheless, enhancements of
about 50 fold for 1H and 70 fold for 13C have been realized for compounds soluble in liquid Xenon [52].
2.2.2 DNP
Dynamic Nuclear Polarization, or DNP, is a technique in which paramagnetic centers in a solid sample at low
temperature are used to transfer large electron spin polarization to the nuclear spin system using microwave
radiation via cross-relaxation. The electron and nucleus are coupled via the hyperfine interaction. Unusually
high enhancements of polarization at room temperature using DNP, specifically a factor of 5500 for proton
spins in a single crystal of napthalene doped with a small concentration of pentacene molecules, have been
obtained [88]. The DNP enhancement can apply in liquids via cross-relaxation between a free radical in
a diamagnetic solvent solution via the Overhauser effect [47]. For solid state NMR, DNP enhancements
can improve solid state biomolecule detection, but this technique is limited to molecules with paramagnetic
centers and is therefore not generally applicable.
2.2.3 Photo-CIDNP
PhotoChemically Induced Dynamic Nuclear Polarization, or Photo-DNP, is a technique by which electron
radical pairs interact with aromatic side chains of a protein-solvent interface, causing increased absorptive
or emissive spin polarization [95]. The crucial feature of photo-CIDNP is that the evolution of the radical
pair is governed by the spins of its two unpaired electrons. Usually part of the solution is composed of a
flavin sensitizer in which a laser breaks a singlet bond, creating an excited triplet state (adding one unit of
angular momentum). This process extracts hydrogen from an amino acid (e.g. tyrosine) to form a radical
pair in a spin-correlated triplet state. Recombination is not possible without interconversion back to a singlet
state. As the flavin molecule drifts from the amino acid, the energy difference between the singlet and
triplet state decreases such that interconversion can be sensitive to local energy perturbations such as the
hyperfine interaction with the nucleus. This effect has been observed in tyrosine, histidine and tryptophan,
shown in Appendix B-1. (Flavins occur in nature as the coenzymes flavin mononucleotide and flavin adenine
dinucleotide [87].)
2.2.4 MIONP
Another approach for polarization enhancement is a technique called Microwave-Induced Optical Nuclear
Polarization, or MIONP, which occurs in organic materials such as phenanthrene or pentacene [42]. These
materials are diamagnetic in their electronic ground states, but when photo-excited they become paramagnetic
in their triplet states. For example, electrons in pentacene can be excited to higher singlet states with a laser
beam, and then will transition to the lowest triplet state (via the spin-orbit interaction). These triplet states are
long-lived, so with microwave radiation at the triplet nuclear spin-splitting one can transfer polarization from
the electron spin to the nuclear spin. Because the ground state is diamagnetic, there are no further interactions
between the electrons and protons. At liquid nitrogen temperatures, protons have been polarized to 32% [42],
and at room temperature to 0.5%, [35] in a crystal of napthalene doped with pentacene. These results are
very promising, but the specific energy level diagram and magnetic moment properties at the ground singlet
state and excited triplet state are not found in amino acids, and hence MIONP is not generally applicable.
2.3 Detection Enhancement
2.3.1 Mechanical Detection
Though NMR uses magnetic induction to detect nuclear spins, it is not the only means available. In fact, the
first experimental detection of NMR by Rabi et al. used force detection via the Stern-Gerlach force for state-
dependent separation [67]. Sidles first proposed coupling motion of a mechanical oscillator to the harmonic
magnetization of a single nuclear spin [75]. This proposal described a mechanical oscillator mounted on a
scanning head to image a single biomolecule. The image is not based on high resolution spectroscopy, but on
gradient localization. The mechanical oscillator has a magnet that creates a field gradient (B) that interacts
with the magnetic moments of the nuclear spins (MA). This interaction results in a force
F = V( - B). (2.1)
Sidles' technique was first tested experimentally by Rugar et al. for a single electron spin [70]. Using an ultra-
thin cantilever, small numbers of both protons [71] as well as fluorine atoms [92] were detected, both at low
temperature. This mechanical detection technique is now known as Magnetic Resonance Force Microscopy
(MRFM). It has been shown that at small length scales, the noise model of Brownian motion of the cantilever
is superior to inductive detection [76], as discussed at the end of this chapter.
2.3.2 Optical Detection
Optically detected NMR, in which spins can be polarized, detected and manipulated at low temperatures, is
another approach to measuring nuclear spin states [72]. One approach using a femtosecond laser has been
successful in GaAs quantum wells, but is not generally applicable.
Another optical detection technique has been used on a single molecule, for which the relaxation dynam-
ics of the electron spin are controlled by hyperfine or quadrupolar interaction with the nucleus and observed
via fluorescence. This Fluorescence Detected Magnetic Resonance (FDMR) has been accomplished with
single pentacene molecules containing 13C or 1H in a para-terphenyl crystal matrix [72] [14]. In the case of
13C, a single nucleus was detected through its interaction with the triplet electron spin [14]. It is possible to
obtain high resolution spectra from this technique [15], but only for a very specific molecule (pentacene) to
date.
2.3.3 Inductive Detector Miniaturization
To understand the signal produced by a liquid sample via inductive detection, we invoke the reciprocity
theorem, which allows us to understand the voltage produced by a magnetization nfi. Proper application
of this function could potentially increase sensitivity to nuclear spin magnetization, while retaining high
resolution spectroscopy. The signal to noise ratio of an inductive detector is
SNR =peak signal E 8
RMS noise Vnoise '
where 8 is the voltage produced by a time varying spin magnetization and Vnoise is the thermal noise voltage.
To calculate S and prove the reciprocity theorem, from Lenz's Law:
a = - N-ndS
atf
"fVx Af-ndS
at
- .dl. (2.3)
This last line comes from Stokes' Theorem, where A is the magnetic vector potential. Now we can use an
approximation for the magnetic vector potential in the near field via Taylor expansion:
A = po m x r (2.4)47r 3
therefore,
E = - . dl. (2.5)47r at
Now from standard vector equalities, c- (bx c- b- (,Fx d). Assuming also that the magnetization is constant
over the integration path,
yO a dI x i
41r at 7 r 3
but we note that the Biot-Savart Law is
Therefore,
(2.6)
(2.7)
(2.8)
at0 dI x F
47 r 13r
E a t( -5 ).
From Appendix A, at room temperature, the magnetization ri& is
Ah vsNy 2 h2 I(I + 1)Bo ,
3kBT
Combining this with equations 2.2 and 2.8, the signal to noise ratio is [39]
ko(Bi/i)vsNyh 2I(I + 1)w2/3V/2kBT w2 (Bi/i)vs
Vnoise Vnoise
(2.9)
(2.10)
We see the NMR signal is proportional to w2. Bi is the flux density in the RF coil produced by a unit current
i in a sample volume vs. The signal is also proportional to a spin density N, gyromagnetic ratio -y, and spin
quantum number of the sample I. The factor ko is the RF inhomogeneity of the probe. The noise is thermal
noise described as
Vnoise = V4kBTRnoisef.
h, N
(2.11)
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Figure 2-1: Model of a solenoid, showing parameterization for analysis.
Rnoise is used to represent the conductive losses of the coil as well as magnetic (eddy current) and dielectric
losses in the sample and surrounding structures, and is based on the constant spectral density Si = N/4kBTR
over the small bandwidth of the tank circuit.
Let us first consider, as an example, the scaling of a solenoid. The ideal on-axis sensitivity in the center
of an ideal single-layer solenoid of many turns (N > 1) is
Bi/i =-. (2.12)
d 1 + ()2
B/i is derived from the Biot-Savart Law as
yo h/2 dl xi,j _Z347r Jh/2 A'i
/io nifh/2 r 2 dO dz /io ni Z h/2
4r lh/2 (r2+z2 2 (r2 + z2){ h/2Z
Po nhi poNi -, (2.13)
2 d/2(1 + (!1)2)1 d 1 + $)2d 2 (2.13)h)
where n is the turns density (N = nh). We see the field strength is inversely proportional to the diameter of
the coil. This means that the sensitivity per unit volume of a solenoidal detector is inversely proportional to
its diameter. This is an amazing result, because it shows that with prior knowledge of the number of spins
and concentration, the size of the optimal inductive detector should be as small as the sample itself. In other
words, to detect small samples, one needs a small detector.
However, the analysis is incomplete without consideration of the resistance of the coil. At AC frequencies,
the current density in any metal decays exponentially within the conductor. The 1/e point is termed the skin
depth and is described by J = (por-f)- 1/ 2 . Another factor that increases resistance in coils is called the
proximity effect: wires in close proximity induce fields that force the current distribution within the conductor
to be confined to minimize loss. Combining all these effects together:
Rcou = Rdc + Rskin + Rprox
= Rc 1+F+ueffG (d). (2.14)
eff is a factor to account for inter-turn magnetic coupling of a particular geometry. The skin effect and
proximity effect terms (F and G) are functions of d and 6, respectively through the dimensionless parameter
z = d/6. s is the inter-turn spacing. These functions have been analyzed in previous work [62][16][17].
When the diameter of the coil is much larger than the skin depth, both F and G are linear functions of z and
can be combined. Therefore, the system can be analyzed as a straight wire with a linear prefactor and we can
rewrite equation 2.14 as
p1Rco- =A (2.15)A'
where ( is the proximity effect factor, and typically 1 < - 5 3. If the inter-turn spacing is 1.5d, a factor
chosen to maximize inductance and minimize loss, then
R h ( p . (2.16)ledwireJ 26h
Thus the overall signal to noise ratio per unit sample is
SNRPUV W [N/d 1 + (h/d)2]
l(N 2 )(d/h)
We assume that d/h will be a fixed factor in scaling, giving a final SNR in the skin depth regime:
SNRPUV o d (2.18)
Compare this to the uniform current regime (d < 6), in which we assume that s = h/N:
R ~ p ~ 2 . (2.19)
1rdw1,e 4h~d
Since N/h oc N/d, SNRpuv cx wo /vNd. For a planar coil of radius r,
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Notice equation 2.20 has a similar form to 2.13, except for a sign change and the extra logarithmic term,
which vanishes when z > r. A plot of Bz is shown in figure 2-2 with a very inhomogeneous response. This
inhomogeneity is one reason why a planar solenoid is not a good magnetic resonance detector. Compare this
to the interior of a solenoid in figure 2-3, which shows a homogeneous profile. Both planar and solenoidal
coils have been fabricated and used for magnetic resonance. The initial work with planar coils started with
microfabrication techniques on glass [62] and gallium arsenide [81], but the results exhibited much lower
signal to noise ratio than those of solenoidal microcoils [62] [61]. Planar microcoils with microfabricated
sample cells have also been made by Massin [55] and Walton [93]. The work of Massin et al. has yet to
B(z)=sjNi/2[-1/r/(1+(z/r)2 /2+1/rin(r/z+(1+(r/z)2 )1/2)
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Figure 2-2: Plot of equation 2.20 for a planar coil along the z-axis, indicating inhomogeneity.
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Figure 2-3: Field profile along the axis of a solenoid, showing homogeneity. The
enced in figure 2-1.
parameters used are refer-
achieve the same resolution or sensitivity of commercial probes for proton detection but demonstrates very
nice electromagnetic and microfluidic results. The work of Walton et al. demonstrates successful detection
of 31P and 13C and achieves similar performance to commercial probes using a Helmholtz pair.
Solenoidal coils, which have largely been the work of the Webb and Sweedler groups [96], exhibit the
highest SNR for microscale NMR, but are very difficult to scale to smaller sizes. Some work has been
r=100x10-6 m, 1=1 A
done to investigate the potential of using microfabrication techniques to make coils [68], but those produced
demonstrated poor sensitivity compared to those made of conventional wire. A summary of the relevant
microcoil results can be found in Chapter 5.
Figure 2-4: Solenoidal microcoils made by two different methods. (a) coil winding (with conventional wire)
around a 360pm capillary [96]. (b) microcontact printing on a 324 pm wide capillary (length 1.6 mm) [68].
2.3.4 3D Fabrication Techniques
Three-dimensional microfabrication is at an inchoate stage, serving niche needs. As a result, it is very dif-
ficult to microfabricate very high performance coils whose circuit models are primarily inductive at UHF
frequencies. Three techniques illustrate this problem.
The first, one of the most general techniques for 3D microfabrication of metals, is electrodeposition using
a very fine platinum wire [53]. Metal coils with diameters in the hundreds of micrometers, one of which
is shown in figure 2-5, have been made using this technique. The problem is that these coils have granular
structures, resulting in lower than bulk conductivity. Coils have also been fabricated using nickel, which is
less conductive and much more magnetic than copper, both disadvantages for NMR.
A second technique relies on creating residual stress between bilayers of material to cause structures
to "self-assemble" in three dimensions [20]. This impressive method relies on fabrication with standard
semiconductor batch processing techniques on unaltered low-resistance silicon, and has produced record-
high quality factor inductors of over 70 at 1 GHz to make all-integrated oscillators. However, because the
stress of the materials used sets a specific radius of curvature, this approach does not promise to scale to any
size.
The final technique features a two-dimensional fabrication process with a post-release folding process
[31]. The resulting structure must be perforated along the copper wire to allow the release process to occur.
Here, perforation likely causes poor RF properties. These structures are also rather large, typically on the
order of 1mm on a side.
...............................
Figure 2-5: Three types of 3D microcoil microfabrication research. (a) coil make using an electrodeposition
technique, taken from [53]. (b) sampling of stress-engineered microfabricated coils, taken from [20]. (c) post-
release process creating an out-of-plane coil, taken from [311.
2.4 Observations
With the complications of three-dimensional fabrication and the non-ideality of solenoids as scalable de-
tectors, the survey of current techniques used for inductive detection was disappointing. Therefore, when
beginning this thesis work, an altogether new approach was desired - one that would have the sensitivity
of microcoils, but also the simplicity of a planar, manufacturable structure with no parasitics at any scale.
Micropatch antennas have all of these properties except that their behaviour is fixed to a specific wavelength
for a far-field radiation pattern. Though a non-obvious path, near-field planar structures were explored.
2.5 Microslots and Striplines
The novel idea introduced in this thesis is to use discontinuity in a stripline as a radiative element to probe
nuclear spins. Boundary conditions on planar substrates have not previously been considered for flux con-
centration. From [36], a narrow slot cut into a microstrip line can be modeled as a pure, small series inductor.
The parameters describing this inductor are extremely interesting. A diagram of the slot is shown in figure
2-6:
z=O
tranverse magnetic magnetic
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Figure 2-6: Microslot geometry, used for analysis.
In order to achieve flux concentration, a perturbation in the microstrip structure is created that causes
the magnetic field component of the quasi-TEM (Transverse ElectroMagnetic) wave to re-orient, while the
electric field component of the wave remains largely unaffected. To perform an analysis of a microslot, one
assumption is made, that is, the perturbation of the field can be modeled as a dipole. This assumption is true
in the near field, due to the moment expansion of the magnetic vector potential. To overcome the difficult
analysis of the slot in a highly non-uniform field, an equivalent volume concept allows one to transform
the asymmetric microstrip model to a symmetric parallel plate model that has magnetic side walls. In this
symmetric parallel plate model [36], the spacing between parallel plates is the same as the microstrip height,
h, but the width of the parallel plate is not the same (see figure 2-7):
h _l~A = h p(2.21)
where Zo is the original microstrip impedance and eff is the effective dielectric constant for the strip [66]. If
the length 1 of the line section is much greater than the width 2a of the obstacle, but small compared to the
wavelength, the relative increase in inductance can be expressed as the volume ratio
AL= 
_ Vb (2.22)
LS V
where Vob is the effective volume of the obstacle, and V is the volume of the model section. The volumes
Vob and V, are:
Vob = 7ra 2h
V = 2Alh. (2.23)
To calculate the inductance of the parallel strip, we use Maxwell's equation to calculate the field:
x x
tI A
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VH = J
H2A = i
- H = (2.24)2A'
since
L =p sf - HdA/i
= A0 lh. (2.25)
2 A
Combining equations 2.25, 2.23 and 2.22 together and dividing AL by a factor of 2 due to the symmetry we
introduced, we obtain
AL = 0h7r ) 2. (2.26)
2 A
Pausing for a moment, notice that the inductance is a ratio of the two widths. If one can keep the ratios
constant, the inductance will stay constant as a function of scale. This characteristic reflects the dipole
assumption, which is not strictly true in a real system. Using equation 2.21, since a = A - A',
L = h[1 - I "ef]2 (2.27)2 ZO Ceff
is the formula for the inductance in Henrys. ZO and ceff represent the impedance and effective dielectric
constant of a microstrip of width A'. This is true for a/w < 0.9, b < h and b < A. See the plots of the
functions Zo(W) and Eo(W) in figures 2-8 and 2-9. Considering other symmetric boundaries, if one were to
place a slot directly in the center of the conductor, it is easy to see from the above analysis that the inductance
will be half that of the asymmetric case. If we invert the structure so the conductor is in the center, in effect
creating two microslots back to back, the inductance will be half the original case. Figure 2-10 shows these
relationships.
Now that we have an equation for the inductance, how can we relate this to the magnetic field around the
slot? Equation 2.27 indicates only qualitative information about the magnetic flux density. Since
AL =#/i- = B. dA (2.28)
with a current i and closed surface boundary S, constant with or without the slot, the sum of the flux density
over that surface must increase. Because the conformal map integral for a microstrip does not have enough
symmetries to be solved analytically, we must perform a numerical analysis [66]. This work is found in the
next chapter.
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Figure 2-8: Zo(W) for a microstrip.
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Figure 2-9: eo(W) for a microstrip.
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Figure 2-10: Symmetry is very important for susceptibility-matching and hence more useful for NMR. (a) shows
the original microslot concept. (b),(c) Show the symmetrized versions of the microslot introduced in this thesis.
From the cartoons of the parallel plate representation, one can see the inductance for the symmetric case is
half that of the asymmetric case. For (c), one can make a transformation (by symmetry) on each half of the
parallel plate model to yield (b). Hence (c) has the same inductance as (b).
2.6 Comparison of Inductive and Mechanical Detection
The signal to noise scaling comparison of mechanical and inductive detection has been studied in depth [50].
For both techniques, the limiting condition for sensitivity is thermal noise on the detector. For mechanical
detection, the limitation is Brownian motion of the oscillator, and for inductive detection it is Johnson noise
in the resonant circuit. The noise spectral density of force detection in Newtons per root Hertz is
SF \ 4kBTa (NiHz), (2.29)
where a = mwFQF is the damping constant of the oscillator of mass m and temperature T. It is assumed,
as in the case of inductive detection, that the thermal energy is much larger than the oscillation energy of the
system, that is, kBT > hwF. A force is produced by the dipole (p-t,) and the detector (pO), which have the
differential moments ModVz and MddVda, respectively, where Ms and Md are the magnetizations of the
sample and detector. If the sample is uniformly magnetized, the peak force magnitude is
|F| KFIsOVsM ,Md (2.30)
Rmax
where V is the sample volume, Rmax is the distance between the center of the sample and the detector, and
r'F is a dimensionless constant that represents integration over a particular geometry. Combining equations
2.30 and 2.29 and considering the rms force rather than the peak force, yields an overall SNR of
SNRF 1FyOVsM 8Md (2.31)
Rmaxv8kBTaAf(
This function has a linear dependence on w0 in M, rather than a quadratic dependence in the inductive case:
SNRF/SNRI = KF Md awF(2.32)
K1~ w0 Rwi
A comparison is made in [50] between mechanical and inductive detection for a hypothetical 60 pm spherical
sample with 4 pm clearance from the detector at 2T. This calculation provides an example set of constants
required in equation 2.32 to solve for the ratio of sensitivities as a function of magnetic field, as shown in
figure 2-11. The quality factor in the paper was estimated to be 1.1 for a solenoidal microcoil, but this is lower
than has been recently determined [96]. Even adjusting for a quality factor of 40, force detection should be
more sensitive for small samples (< 100 im), but to date this has not demonstrated at room temperature.
Another problem with mechanical detection is that it does not give high resolution spectra, but only the
magnitude of the Free Induction Decay (FID).
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Figure 2-11: Ratio of signal to noise ratio of force detection (given by Leskowitz et al. [50]) to inductive
detection.
Chapter 3
Numerical Modeling
It is very difficult, if not impossible, to determine the field distribution around a microstrip using analytical
integration. The traditional method for solving these problems is to map the solution through conformal
mapping, but due to the boundary conditions of this problem, the solution can only be found numerically
[66]. The numerical modeling technique used here was Finite Element Analysis (FEA), chosen because of
the flexibility of this technique for creating a variety of geometries.
Consider the following set of quasi-static finite element models. The first is a 1.5mm, symmetric mi-
croslot, which we will compare to a 3-turn square inductor. The second example is an asymmetric microslot
at 6.9 mm (that was actually fabricated). The final example is a 297pm microslot (that was also fabricated)
and was used for the majority of NMR experiments detailed in this thesis. Issues relating to the three models
are discussed in the following sections.
3.1 1.5mm Simulation
The geometry for the microslot is shown below in figure 3-1. The conductor thickness is 100ptm, the width
of the microstrip is 1.5mm, the length is 4mm, a is 1.2mm, b is 1mm (see figure 2-10), and the dielectric
thickness is 3mm. The dielectric width is 10mm and the air height is 5mm. The geometry for the square
inductor is shown in figure 3-2. The square inductor has a thickness of 2 0pum, a track width of 22pLm, and
longest length of 232pm, and has no dielectric.
The script for creating the FEM is found in Appendix D. All numerical modeling was done with Femlab
2.3 from Comsol. To do convergence tests, the script allows different mesh densities to be automatically
created. Results at a few different mesh densities were initially performed to verify results were consistent.
In NMR the static field is oriented in a single direction. Thus it is important for the strongest component
of the field generated by the probe to be homogeneous and orthogonal to the static field or else there will
be high RF inhomogeneity and the RF field will not be effective at rotating spins [27]. Therefore, in a
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Figure 3-1: Geometry for the microslot inductor. A=1 mm, A'=100pm, b=1mm (see figures 2-6 and 2-7), and
the copper thickness is 60pm. Microstrip feed points are on either side of the microslot.
simulation of a candidate probe geometry, it is important to observe a preferred direction of the magnetic
field. The final modeling simulation results are shown as isoshells of each component of the flux density in
figures 3-3 through 3-8 for both the microslot and the square inductor. Isoshells are an important means of
viewing 3D simulations of magnetic fields because they indicate field lines and the optimal sample shape for
a particular probe geometry. From the simulations shown, a preferred direction in the near field distinguishes
the microslot from the square inductor. Also of note is that flux concentration has been achieved by boundary
conditions (a symmetric slot in the microstrip line) and not by increasing the number of turns of a current
carrying loop structure. Suspended above the microslot is a strong B, field (in figure 3-3), absent in the
microstrip feed. This shows the flux concentration of the microslot coming from the increased inductance of
the structure. There is a strong By field (in figure 3-4), but it is confined to the top plane of the dielectric
on either side of the slot. The Bz field exists only at the junction of the microstrip lines (in figure 3-5). In
contrast, the isoshells for the square inductor have no preferred orientation and are equally strong in every
direction. The isoshell shape suggests an hourglass sample shape that can not be made orthogonal to a static
magnetic field oriented in a single direction. Even further away from the structure, all three components of
B are strong, and their spatial distribution results in an inhomogeneous field.
In comparing the two geometries, these figures show that a microslot should be a higher performance
device for spin detection based on field orientation and geometry. This analysis shows that if one were to
use a cylindrical or ellipsoidal sample, it should be placed either (1) above the slot where the RF field will
Figure 3-2: Geometry for the square inductor.
be B, with the sample oriented in the direction of current flow, or (2) underneath the microslot. The latter is
more difficult, but may be useful for future microfluidic integration. Even in this configuration, the field B,
will vary over the sample if the sample is in a capillary or in drop form, but if the sample is in the form of a
cylindrical shell (e.g. shaped around a tube), the field will be very homogeneous.
Y~JW
Figure 3-3: Isoshells for B, (in Tesla) showing increased flux density around the microslot. This represents
the preferred direction for the microslot and demonstrates flux concentration around the microslot.
Figure 3-4: Isoshells for B., (in Tesla) showing strong flux density on either side of the microslot, away from
the top where a cylindrical/ellipsoidal sample would be placed.
Figure 3-5: Isoshells for Bz (in Tesla) for the microslot, showing very minimal contribution.
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Figure 3-6: Isoshells for B, (in Tesla) for the square inductor, showing strong density above the inductor. In
this figure and the following two, It is difficult to see where and what geometry of sample could be placed to
achieve high RF homoegeneity and a preferred orientation.
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Figure 3-7: Isoshells for By (in Tesla) for the square inductor, showing strong density above the inductor.
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Figure 3-8: Isoshells for B2 (in Tesla) for the square inductor, showing strong density above the inductor.
3.2 Models for Actual Device Fabrication
3.2.1 6.9mm Simulation
The geometry for the 6.9mm microslot is shown below in figure 3-9. The conductor thickness is 60pim,
the width of the microstrip is 6.9mm, the length is 30.4mm, a is 0.9mm, b is 3.1mm (see figure 2-10), and
the dielectric thickness is 3mm. The dielectric width is 29.2mm and the air height is 15mm. The script for
y
xz
Figure 3-9: Microslot geometry used for the 6.9mm simulation.
creating the FEM is found in Appendix D. The results are shown as isoshells in figures 3-10 through 3-12
and qualitatively show the same behavior as those of the 1.5 mm simulation.
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Figure 3-10: Isoshells for B, (in Tesla) for the 6.9mm microslot, showing flux density concentration around the
microslot.
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Figure 3-11: Isoshells for B. (in Tesla) for the 6.9mm microslot, showing flux density concentration on either
side of the microslot.
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Figure 3-12: Isoshells for B, (in Tesia) for the 6.9mm microslot, showing lower flux density concentration.
3.2.2 297pm Simulation
The geometry for the 297pm microslot is shown below in figure 3-13. The conductor thickness is 60pm,
the width of the microstrip is 297pm, the length is 4mm, a is 197pm, b is 100pm (see figure 2-10), and
the dielectric thickness is 3mm. The dielectric width is 10mm and the air height is 5mm. The script for
creating the FEM is found in Appendix D. The results are shown as isoshells in figures 3-14 through 3-17
and qualitatively show the same behavior as those of the 1.5 mm simulation.
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Figure 3-13: Geometry for actual fabrication of the 297 jym microslot.
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Figure 3-14: Isoshells of JBI (in Tesla), showing flux density concentration around the microslot.
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Figure 3-15: Isoshells of B, (in Tesla), showing flux density concentration around the microslot.
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Figure 3-16: Isoshells of B, (in Tesla), showing flux density concentration on either side of the microslot. Due
to the current distribution, this field is mainly confined to the sides of the microstrip.
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Figure 3-17: isoshells of Bz (in Tesla), showing very little flux density concentration in the direction of the static
field (z).
3.3 RF Inhomogeneity
An important piece of model validation for a new probe is to calculate the RF inhomogeneity as seen by the
spin sample. To keep the analysis of RF inhomogeneity straightforward, we will assume an ideal, isotropic
sample within a volume V that is perfectly contained in free space. It is assumed there is no sample holder
that could contribute permeability mismatch and further RF inhomogeneity. Let us further assume all active
spins in a sample are pointing in the z-direction (i.e. we have Iz from a perfectly homogeneous BO field).
After a pulse of time T, we will have the state:
Iz -> Iz cos (yB 1 ,() |T) - cos (#)Iy sin (y B1 20 (Y) |T) + sin (#)I sin (ylBly l (Y) T). (3.1)
Bi1 y (7) is the vector field of the RF field in the x - y plane. # is the angle defined by the ratio of B1 2
and Bi 9 (# = arctan BI/Biy). We assume the impact on the z component of the RF field has no effect. We
also assume that the phase of the RF field over distance is negligible in this size scale in which any dimension
« A.
Assuming a uniform density, the signal that is observed over the sample is
f (t) = exp (- ioV)t) J exp (- i) sin (y lB1 (V)IT)ds. (3.2)
vV
As a simple example, assume B 1(Y) = B1 - alzj, -x < x < x,. If we also assume the static field is
uniform over the sample, f(t) is as follows:
f (t) = exp (-iw(7)t) j sin -y i(Y)|T)dx
= exp (-iw(7)t) CfiCa + sas/ - co (3.3)
a
In figure 3-18, this response is plotted. The ratio of the peak 37r/2 peak to the r/2 peak is 0.9551 (the figure
of merit). An alternate method for calculating the figure of merit is to fit an exponential function to this plot
and set the amplitude to 1.0 at t = 7r/2. This is equivalent to taking the square root of the previous figure of
merit (0.9773).
To parameterize the field strength and RF homogeneity, equation 3.2 was solved for two scenarios. The
first is that in which a 4mm long cylinder that is 100pm in diameter is placed above the 297pim microslot
and simulated at various heights above the surface, spanning from 0 to 210pm. The second scenario is that
in which the length of the cylinder is changed from 100pm to 4mm at a fixed height from the surface to show
the tradeoff between sensitivity and RF homogeneity. The data for each of these two cases was computed in
about 6 hours on a 3 GHz P4 machine using Femlab 2.3. A nutation plot for each position was normalized to
1 to allow comparison of the B/i ratio.
See figure 3-19, which corresponds to the first case. Note that both the RF field strength and homogeneity
peak magnetization versus pulse length, B,(x) = 4e-3-0.8e-3[xl T, Wd2 versus x/2 = 0.9551
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Figure 3-18: Simulation of RF homogeneity on the simple function $1(g) = B1 - ajx|, for -x 0 < x < xO.
B1 = 4mT, a = 0.8mT, xO = 1 and 7r/2= 10.2ps. A270/A90 is 0.955.
improve as we move closer to the surface of the probe. This is because the nonuniform current distribution
within the conductor makes the field lines more flat, resulting in higher homogeneity. As we move further
away from the surface, the field lines approach a more ellipsoidal shape. It should be noted that the RF
homogeneity may be quite different for different sample shapes.
Considering the second case in figures 3-22 to 3-23, it is apparent one can make a large sacrifice in RF
homogeneity for sensitivity. This assumes no permeability mismatch in the slot itself. Figure 2-10 shows that
the slot (b) type is not optimal for spin detection, but is better suited than (c) for the manufacturing technique
developed in Chapter 4.
Let us look at the extremes of figure 3-22, shown in figure 3-24. We can see the RF homogeneity goes
from A2 7 0 /A9 0 = 0.91 for the 4mm long sample to A 270/Ago = 0.17 for the 100pm sample, but the time to
reach Ago is 6.25 x faster than for the longer sample.
To calculate the RF homogeneity used in the analysis above, we used equation 3.2. In order to normalize
the field generated by the current and take into account other effects, such as series resonance and polarization,
some experimental constants were required. To calculate the series resonance gain, we first must factor the
experimental current transmitted into the probe to be able to match the data. To do this, a calibration was
made for the proton channel on an Inova 500 spectrometer and an HP 437B power meter (shown in figure
3-25). For tpwr set to 58, the power was measured to be 38.15 dBm. Converting from dBm to voltage, this
power represents a peak voltage of 25.6 V and gives a peak-to-peak current across the whole structure of
0.511 A. For a parallel resonance, the gain in current across the inductor (iL) for the circuit is:
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Figure 3-19: 1st view of the parameterization of the nutation plot as a function of cylinder height above the
surface of the 297psm microslot. In contrast to a simple wire, the RF homogeneity and field strength both
improve for the microslot as the cylinder approaches the surface.
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To calculate the impedances, we consult the network impedance measurements from Chapter 4. L = 11.45
nH, C1 = 8.39 pF. The magnitude of the current gain is 18.61.The last effect to consider is polarization. The
polarization generated by the inductor is linearly polarized, that is, its direction is fixed as
P =(Bez+ Byj) cos wt. (3.5)
Nuclear spins respond to circular polarization, so we must convert bases. The linear polarization can be
represented as the sum of left and right circular polarizations:
15
P = |Bcs(wt + #)+ sin (wt + #)} + eiBg{cos (wt + #kB)z - sin (wt + # B)i}. (3.6)
Depending on the sign of y, the spin Hamiltonian is either the first or second term of equation 3.6, but not
both. Therefore, the field strength for the Hamiltonian is bBo.
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Figure 3-20: 2nd view of the parameterization of the nutation plot as a function of cylinder height above the
surface of the 297 pm microslot. Raising the sample decreases the B/i ratio quite significantly.
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Figure 3-21: Nutation plots for the two extremes of height of the cylinder above the surface. Note that RF
homogeneity and sensitivity both improve with the capillary tube closer to the surface.
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Figure 3-22: 1st view of the parameterization of the nutation plot as a function of length of a cylindrical sample
above the 297 ym microslot. Sensitivity is compromised for RF homogeneity.
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Figure 3-23: 2nd view of the parameterization of the nutation plot as a function of length of a cylindrical sample
above the 297 pm microslot.
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Figure 3-24: Nutation plots for the two extremes of the length of the cylinder. Note the large tradeoff in RF
homogeneity for sensitivity for the type (b) slot (from figure 2-10).
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Figure 3-25: Power (dBm) versus tpwr setting for H1 channel, slope=0.9913, offset=-1 9.15.
3.4 Modeling Observations
The most important observation about this modeling exercise above is that there are two effects to consider
when scaling this geometry. The first is the skin effect, which restricts the current flow to a shell of the
conductor. The second is the proximity effect, whereby current within a conductor will re-orient to minimize
the loss of interacting with a field produced by the time-varying current itself. For this particular geometry,
the proximity effect causes the current to bunch up at the edges of the conductor, though somewhat counter-
intuitively improves the RF homogeneity.
(a) (b)r
Figure 3-26: Comparison of the field produced as a function of frequency. With the skin effect aside, there are
no wavelength-dependent effects for the microslot. However, there are frequency-dependent effects. (a) is a
simulation of a microstrip at 60 Hz, while (b) is the same simulation at 500 MHz.
3.5 Geometry Scaling
As introduced in the last chapter, an analytical model cannot be obtained for the microslot, therefore scaling
must be understood numerically. A plot of the scaling is shown in figure 3-27 from 60 pm to 1200 tm. This
plot was made by parameterizing the microslot model and calculating the mean field of a volume above the
microslot for the width range specified above (found in Appendix D).
It is also important to understand the physical properties that must be included in the model as a function
of size. The possible phenomena to consider in scaling are skin depth, current distribution, spin noise,
equipartition and shot noise, and ballistic transport. Skin depth, the current distribution and equipartition
noise have already been discussed in the previous sections of this chapter. Spin noise is the effect seen
when the transverse component of magnetization from N spins produces fluctuations proportional to vWN.
Stimulated emission in a resonant cavity enhances the normal spontaneous emission rate [78] by the factor
Qc3 /27rv3V, (3.7)
where v is the frequency of resonance, c is the speed of light, and v, is the volume of the sample. However,
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Figure 3-27: Plot showing 1/r dependence of (IB1) /i versus microslot width. Data is computed between 6Opm
and 1.2mm.
the total spontaneous emissive rate is [77]
27rNQhy2/v,, (3.8)
where 7 is the gyromagnetic ratio. Given that the density N/v, is constant, the spin noise in a mesoscopic
sample is the same as in a macroscopic sample. As the sample continues to decrease, since the Q is decreasing,
the spin noise contribution will become negligible.
Shot noise and ballistic transport are the dominant mechanisms that impact noise spectral density when
shrinking a conductor. As conduction electrons develop a phase coherence, the noise characteristics of con-
ductors are affected [1] [94]. Phase coherence happens when the conductor is smaller than the mean scattering
length and electron transport can occur without collisions. The mean free path is
1m = ' (3.9)
ne2
where a is the room temperature conductivity, m is the mass of the electron. vF is the Fermi velocity
calculated as vF = 2EF, where EF is the Fermi energy or the maximum energy occupied by an electron atm
OK. EF = 0.7eV for copper, n = 8.46 x 1028/m3 is the electron bulk density for copper, and e is the electric
charge. Substituting into equation refmeanpath, we obtain a mean free path, 1m a 40nm. The behavior of
electrons below this regime is active research [73] and is not considered in this thesis. Thus, shot noise need
only be considered below the mean free path and therefore, at scales larger than 40nm at room temperature,
the microslot can be understood using a completely classical model for bulk conductance. However, with
feature sizes this small, Coulomb blockade effects (especially around microslot constrictions) could have
adverse effects on this simplifying model [33]. It is also important to point out at this scale, the sensitivity
of such small microslots (not sensitivity per unit volume) does not imply they will work properly for room
temperature NMR.
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Chapter 4
Physical Construction and Network
Analysis
The next step in this thesis work was experimental verification. It was a design constraint (in the interest of
time) to use an unmodified commercial NMR spectrometer to test the idea. Therefore, the two fabrication
challenges required for the microslot were: 1) the fabrication of the microslot itself; 2) the probe housing
for this custom probe (since empty probe housings are expensive and potentially difficult to modify for a
microslot).
With the goal of rapid prototyping, rather than semiconductor processes and masks, traditional circuit
board fabrication techniques and some new manufacturing techniques were employed. Empty probe housings
are expensive and potentially difficult to modify for a microslot, so a custom one was designed and built.
4.1 Board fabrication
Given the difficulty of full three-dimensional mesoscale fabrication encountered in Chapter 2, the microslot
poses fabrication advantages due to its planar structure. The essential design is no different than that of a
traditional microwave circuit board. To maximize the quality factor of the microslot, the board substrate
was made of Rogers 5880, a glass-reinforced Teflon substrate that has one of lowest tangent losses at RF
frequencies (6 = 0.0004 at 1 GHz) [21]. The dielectric constant was 2.2 at 1 GHz and was approximated to
be the same at 500 MHz. The substrate thickness was 3mm to minimize dielectric losses in the material. Two
different copper thicknesses were tested, 1-ounce and 2-ounce roll laminates (30 and 60 pm respectively).
Though it was more difficult to micromachine, the thicker copper was preferred because the larger conduction
pathway for the current resulted in lower losses.
The main pattern for the circuit board was made with traditional fabrication tools, that is, conventional
circuit design software (Orcad) and chemical etching by a board fabrication house (Cirexx). The PCB CAD
drawing is shown in figure E-6, and a photograph of the board before component population is shown in figure
4-1. The layout is somewhat unconventional but was designed with the goals of 1) allowing all components
on a single side of the circuit board, 2) making the path length to the variable capacitors as short as possible,
and 3) keeping the capacitors away from the center, where magnetic field susceptibility is crucial.
Figure 4-1: Final chemical etch of the probe circuit board showing the 300 pm wide macroscopic microslot
(the microscopic microslot not yet fabricated). The back side of the board is full copper.
4.2 Micromachining
To fabricate the microscopic microslot, an excimer laser micromachining center from Resonetics was used.
This machine uses mask projection of a 248 nm ultra-violet pulsed laser beam. Laser pulses on the order of
300 mJ per pulse can be projected down to a spot size of about 1-5 pim on a side. With a pulse firing rate of
up to 200 pulses per second, this large energy per unit area, or fluence, is capable of creating a plasma out of
many materials of interest, including metals. The profile of the beam generated by the KrF laser is a Gaussian
box shape that is filtered by the mask and optical train to yield a uniform beam over the mask shape. One
issue in creating a mask is that the plasma generation rate along a particular direction is influenced by the
geometry itself. For example, since the structure was created along a thin piece of copper, the large thermal
mass along the axial direction indicated the mask had to be slightly larger than calculated in that direction.
Through empirical experience, it was determined that the typical fluence required for metals is 10-40
J/cm 2 . This means a high demagnification factor is required from the fluence (typically 100 mJ/cm 2 ) that
comes directly from the laser. The common procedure for generating a mask is to chemically etch stainless
steel shim stock at a size about 28 x larger (demagnification factor) than the final structure.
With the machine running, there were three issues that made fabrication difficult. The first was the
anisotropy of the mask relative to the final structure. A simple search process over masks yielded the optimal
shape. The second issue, which was more difficult to work through, was that the plasma had a tendency to
extend beyond the excited region and blow out the thin side. This phenomena is called plasma blowout. A
great deal of time was spent optimizing fluence and pulse rate to minimize plasma blowout. The third issue
was that the walls generated from the laser were not vertical, but sloped towards the center of the laser spot.
This characteristic is a strong function of the thickness of the material and the material itself. Though it was
not clear what impact it would have on the NMR data, the sloping was tolerated.
4.3 Polishing
After laser micromachining, there was a great deal of debris on the microslot probe boards that needed to be
removed. Also, the original surface finish of the copper had surface features that could have caused problems
to the B0 homogeneity, especially considering the close proximity to the sample. An example of one of these
surfaces is shown in figure 4-2. The process used for removing these extraneous features was mechanical
Figure 4-2: This is an example of microslot immediately after micromachining. One can see debris produced
by the excimer laser and surface features from the original electroplating/rolling and chemical etching.
abrasion. Stages of different micropolish solutions from Buehler were used. The surfaces were initially
rinsed with distilled water and isopropanol. Then a Buehler 2 7/8" Texmet 1000 polishing disc was dabbed
with Metadi 9 pm diamond paste and soaked with Metadi solution. To preserve the edges of the stripline, the
wiping motion was confined to the axis of the microstrip. This motion was performed for about 2-5 minutes.
The surface was washed in water and isopropanol and viewed under an optical microscope to observe the
progress. This sequence was repeated several times until a consistent finish was seen. This overall process
was then repeated with a 3 pm diamond paste followed by a 1 pm diamond paste. Since the grain size was
now small compared to feature size, polishing was done in a circular manner to obtain an isotropic finish.
The final polish was a sub-micron colloidal silica (SiO 2) solution. A felt-based Microcloth polishing disc
was used with distilled water as the solution, and this process was applied 2-3 times (with optical microscope
viewing) for about 5-10 minutes each. A progression of the entire mechanical abrasion process is shown in
figure 4-3.
Figure 4-3: Example progression from an original unpolished microslot (1) to the final finished state (9).
4.4 Probe Construction
The probe is composed of three major parts in a single, rigid unit: 1) the base at the bottom of the supercon-
ducting magnet, which connects to the NMR spectrometer console; 2) the inductive resonator, which in this
case is the microslot board that is situated in the middle of the magnet; and 3) the thin, metal tubing and inner
mechanical/electrical connections that connect the base to the microslot board. The most important factor to
consider in probe construction is mitigation of magnetic materials. Brass alloys, copper beryllium and certain
aluminum alloys are all permissable. The tube and all major pieces were made of 6061-T6 aluminum (1%
Mg, 0.6% Si, 0.3% Cu, 0.3% Cr, up to 0.7% Fe) as outlined in [26]. This is a common aluminum alloy
that is suitable for thin cylinders and support structures because the iron is usually in a nonmagnetic phase
(FeA13 or Fe2Al7). Standoffs (for mechanical fixturing) were made of an unknown alloy of aluminum from
McMaster-Carr, but were kept at least 5cm from the sample. Nonmagnetic screws were made of a brass alloy,
guaranteed to be nonmagnetic to 1 part in 400 million, made by Voltronics Corporation. The solder used for
the 6.9mm board was 96% Sn, 4% Ag from Merway, Inc. For the 297 pm board, 96%Sn-3.5%Ag nonmag-
netic solder (part no. 89875), from Doty Scientific was used. For the 6.9mm probe, the board inserts/guides
were made of fluoropolymer FEP (Fluorinated Ethylene-Propylene). For the 297 pm microprobe, these were
made of Virgin Electrical Grade Teflon, since with a Rockwell hardness of RR55-58 versus RR25 for FEP, it
was much easier to machine without mechanical deformation and achieve high tolerances.
The following is a description of the construction process for the probe, inspired by the design of a
traditional probe made by Nalorac. The base piece was made from a single piece of aluminum. A billet was
cut using a gravity-fed saw and then trimmed down and polished on an Alpha 330S CNC lathe. The main
cavity and trim cuts were cut on a Haas CNC mill, as were all the holes. The bottom holes (0.1'" deep) were
cut using a #40 drill deep and then threaded for a 2-56 screw. The base cover was cut on an Omax water jet
cutter from 1/4" thick aluminum plate. The holes were marked using the water jet cutter and then cut using
a drill press. Both faces were finished and trimmed down on the lathe. A picture of the final base pieces
is shown in figure 4-4. The main tube was taken from 1.5" aluminum tubing and cut to the required length
Figure 4-4: Photograph of the base of the probe. A CAD drawing of these pieces can be found in figure E-1.
The width is 2.5" and the height is 1.74". The thickness of the base plate is 0.25".
using the gravity-fed saw. The tube was mounted in the lathe and the ends were cut flat. While spinning
the tube at a low speed, a scrubbing mat was used to polish the surface. Using a protractor made on a laser
cutter, three holes near the bottom of the tube were marked and then drilled using a countersink for a 1/8"
2-56 screw. The cleaning procedure for all machined parts was a wash in soap water, rinse in deionized water
and isopropanol, a spray clean with pressurized air, and an air dry. Mechanical drawings are in Appendix D
for reference.
4.5 Probe Assembly
A 20" piece of copper beryllium semi-rigid coaxial cable was cut (RG-58 coaxial from Haverhill Cable, P.O.
Box 8222 Haverhill, MA). This cable was used for carrying the NMR signal to the base, as well as providing
mechanical support. To produce a good, clean edge, the outer copper part was scored with a sharp hobby
knife. Using needle nose pliers, this score was broken and the excess copper removed. Using the same
knife, an edge was cut into the Teflon core until the knife just touched the inner conductor. The cable was
rotated 90 degrees and a second edge was cut. This was repeated 2 more times and then the Teflon core was
removed. This ensured that there were no scores on the copper conductor, which could have caused loss and
reflections. The coaxial cable was mounted with a bulkhead jack from AMP (Part Number 1331693-1). This
is a nonmagnetic, gold-plated copper beryllium center conductor BNC connector with a silver-plated brass
shell. The cable was soldered to the connector as shown in figure 4-5. This cable assembly was then mounted
Figure 4-5: Photograph of the nonmagnetic bulkhead BNC jack soldered to nonmagnetic semirigid coaxial
cable. This cable carries the signal from the spectrometer console to the probe in the center of the magnet
and also carries the NMR signal from the sample back to the console. The end of the jack is 0.437" in diameter.
inside the base with the cable extending through the top. Three 16.5" coaxial segments were cut without
exposing any extra dielectric or center conductor. These pieces act as ground and mechanical support for the
structure. 5 support circuit boards (see figure E-3) were constructed to support the coaxial structure and to
make a horizontal structure on which to mount the probe circuit board. These were made from double-sided
1-ounce copper laminate FR4. Since the support circuit boards were only cutouts, requiring no patterning of
the surface, they were made on a table-top milling machine. A Roland MDX-20 with a 30 mil tool was used.
The boards were sanded with fine grit alumina paper to remove any residual tool chips and then cleaned using
the process outlined above.
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Using a #40 drill, a hole was cut 6.6 mm up on one side of a 4-40 round aluminum standoff. Then a 2-56
threading tool was used to thread the hole. Three standoffs of this kind were made and attached to the top of
the base with nonmagnetic screws. A support board was placed on top of the standoffs and soldered to the 4
pieces of coaxial cable. Care was taken to make sure the bottom of each piece of coaxial cable was flush with
the base, as shown in figure 4-6. Due to the large pieces of thermally conductive copper on the base, a clean,
flat-tipped soldering iron was used to heat the cable first to obtain good solder joints. With all four cables
Figure 4-6: CAD drawing of the probe base assembly with the first PCB cutout and semi-rigid coaxial cables.
soldered both on the top and the bottom of the support board to ensure proper ground conductivity, the board
was screwed down on top of the base standoffs. Using a laser cutter, a 98.1 mm spacer was made to ensure
each subsequently soldered board was horizontal. To ensure the overall structure was mechanically stable,
tight tolerances were required on the support boards relative to the inner diameter of the aluminum tubing.
(If the support boards had not been very close to horizontal, the resulting tilt would not have allowed the tube
to slide over the assembly). The remaining 4 boards were soldered in this fashion, as shown in figure 4-7.
Since the probe circuit board was connected to the middle of the probe structure by a coaxial cable, this
cable was bent into the middle and through the last cutout as seen in figure 4-8.
Nonmetallic support pieces were required to mount the microslot probe board. Two fluorinated polymer
(FEP for the 6.9 mm probe and Teflon for the 297 im probe) pieces were cut from a 1.5" diameter stock on a
lathe. For each, the face was finished and then the center cavity was cut using a 1" end mill mounted on the
lathe. (For the 6.9mm probe, one of the pieces was cut with a 7/32" drill bit to allow the 5mm tube to pass
through). Using the same drill, a small indent was cut out of the second piece in order to center the sample
tube. The diameter of the cylinder was trimmed down to 1.435" and then cut from the stock using a cutoff
tool. The cut pieces were separately mounted in the Haas Mill and holes and slots were cut according to the
CAD drawings in Appendix B. Excess material was trimmed using a hobby knife and then cleaned using
the standard process. The bottom fluorinated polymer piece was mounted to the top support circuit board
using three 2-56 aluminum round standoffs and nonmagnetic 2-56 1/4" screws. The microslot probe circuit
board was placed in the FEP/Teflon insert and the coaxial cable was trimmed down and repositioned to be
soldered to the board. The next step was to mount the microslot circuit board to the FEP/Teflon pieces. Since
..............
Figure 4-7: Photograph showing the assembled stacked cutout structure soldered to the semi-rigid coaxial
cable and attached to the base. Each copper cutout is 1.435" in diameter.
the microslot circuit board substrate is itself made of Teflon, it was difficult to glue to the inserts. Therefore
the surfaces were abraded using very fine sandpaper, sprayed clean with compressed air and then glued with
Permabond 910 general purpose adhesive. The final result shown in figure 4-8. The last step in building the
Figure 4-8: Two views of the unpopulated probe circuit board mounted in the 297 pm probe. The copper cutout
is 1.435" in diameter.
probe was to make tuning rods to adjust the capacitors on the microslot board. Ceramic tuning sticks were
extracted from a pair of screwdrivers from Voltronics. By using diagonal cutters, the plastic was stripped and
the ceramic tuning tools removed and cleaned. 0.25" acrylic rods were scored with a hobby knife and cut to
lengths of 20". The rods were drilled 0.2" deep with a #40 drill on one end and a 0.125" drill on the other end.
They were cleaned and dried. Using Permabond 910 adhesive, a ceramic tuning stick was glued into one side
of an acrylic rod and a brass knurled knob was glued into the other end of the acrylic rod. The same process
was repeated with the second acrylic rod. To affix the rods within the probe, the holes in the support boards
were designed so as to not perfectly align to allow friction to hold them in place. Also, snap-on pieces of
acrylic were cut out of a 1/16" acrylic sheet on a laser cutter and press-fitted onto the acrylic tubes once they
were mounted. The tuning sticks were passed through the base plate and up through the probe and positioned
to allow adjustment of both tuning capacitors. The base plate was screwed to the base using nonmagnetic,
2-56 flat head screws. The tube housing was passed over the structure and screwed with 3 nonmagnetic 1/8"
2-56 screws at the bottom, thus completing the probe. A final shot of the probe, fully assembled, is shown in
figure 4-9.
Figure 4-9: The final probe. The total length, not including acrylic rods is 22.5".
4.6 Sample Preparation
For the 5mm NMR sample tube experiment, a 10% H20 in 90% D2 0 solution was sealed with paraffin wax
in a standard 5mm Wilmad tube. The sample was placed through the top FEP insert until it stopped at the
second FEP insert.
For the 297 ptm probe, 100% deionized H2 0 was used in microcapillary tubing from PolyMicro. This
100 im inner diameter (ID), 165 pm outer diameter (OD) tubing was coated with a thin layer of polyimide
and arrived in a 1m long spool. It was then cut to a length of approximately 6mm by passing a hobby knife
very lightly over the surface of the capillary. Then, both ends of the tube were held under tension and pulled
apart. This achieved a very clean cut on both ends. The capillary was taped down with Kapton tape to a flat
surface and run under a high pressure stream of tap water in order remove all debris from the inside. Using
a spray bottle full of deionized water, the capillary was rinsed with high velocity water to force the tap water
out. The capillary was then sprayed with compressed air and allowed to dry, while monitoring the drying
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process under a microscope. Once dry, a small drop of deionized water was placed on one end of the tube and
immediately sucked in via capillary forces. With the sample inside the capillary, the ends were sealed with a
tacky wax from McMaster-Carr (part number 1129K14) to prevent rapid evaporation. The wax preparation
process was to dip the ends of the capillary in the wax and then wipe away any excess with isopropanol. See
figure 4-10 for an image of a capillary with sample and wax plug.
Figure 4-10: Microcapillary viewed under a microscope with a contrasting reflector. The outer diameter is 165
pm and in the inner diameter is 100pm. Note the meniscus of the deionized water. The end is sealed with a
wax plug.
4.7 Network Analysis
As was discussed in Chapter 3, it was very important to understand the current gain in the microslot circuit
to enable the modeling. A model and measurements of the network graph of the circuit were required. In
general, the non-idealities of passive reactive components must be considered for an accurate model. A
simple model for inductors and capacitors at high frequencies is shown in figure 4-11.
Cesr
Resr C L Resr
Figure 4-11: Models of inductor (a) and capacitor (b) at RF frequencies.
A microstripline can be modeled more as an inductor than a capacitor:
Zo = . (4.1)
Since Zo is higher than 50Q for a thin stripline, for L . 10nH, C < 4pF. For the inductor on the left
in figure 4-11, the capacitor Cer. comes from inter-turn capacitance from coil windings, which results in
self-resonance of the structure. While not measured, this self-resonance should be approximately 10 GHz,
hence Ces, 10fF and can be ignored at 500 MHz. In this case, we can combine Rs, the resistance due to
the finite conductivity of the inductor, and Resr, the contact resistance of the inductor. The capacitor model
on the right includes a self-resonant inductor and contact resistance that are generated from the leads of the
package. The same argument of self-resonance at 500 MHz can be made for the capacitors, which typically
are self-resonant at about 8 GHz, such that the inductor L -lnH can be removed from the model. The final
model for the system is shown in figure 4-12.
The capacitors used for this system were air-core, variable NMAJ15HV from Voltronics and 100B series
porcelain capacitors from American Technical Ceramics. The Rer parameters were obtained from data
sheets. To find the inductance and its series resistance, a fixed capacitor was used as the resonating impedance.
Network plots, shown in figures 4-13 through 4-16, were generated from a Agilent 8753 Network Analyzer
after the probe was matched to Z = 50 +iO Q. From the quality factor of the probe at the resonant frequency,
three simultaneous nonlinear equations were solved to yield L, r, and C2. The first two are straightforward:
R Cesr C2
L
C1
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Figure 4-12: Reduced network model of the probe.
Re Z= (-wO2C1 L) (r, +W2C1Rc1L) +W2C1(Rc1+r,)(C1Rcjr,+L)Re ( ) 1 0
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2
+RC3 + RC3 = 50 Q,
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Figure 4-13: Log magnitude of Su1 for the 6.9mm probe at 448
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Figure 4-14: Smithchart for the 6.9mm probe at 448 MHz, showing the the network is matched to 50 Q.
The last equation is more difficult:
fo
Af
Af f2 - fi where ] (f2, fl) such that L(f) = 1/2
L(f)
where R(f)
= |R(f)|,
Z(f)-RZ(f) -Ri, and Ri, = 50 Q.
Z(f) +Rin
(4.3)
By measuring the quality factor Q, the parameters r, and L could be solved at 500 MHz. From this, the
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Figure 4-15: Log magnitude of Su1 for the 297im
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Figure 4-16: Smith chart for the 297pm probe at 431 MHz, showing that the network is matched to 50 Q.
capacitors to match the probe at 500 MHz could also be calculated. The simulation of S1 and the correspond-
ing Smith chart at 500 MHz is shown in figure 4-17 based on these results, and a table of values measured
and calculated for the probe are found in table 4-1. With the estimated parameters, variable capacitors in the
range of the calculated values were utilized and the probe was matched to 50 Q. Figures 4-18 and 4-19 show
S11 and the Smith chart respectively for the 6.9 mm probe, while figures 4-20 and 4-21 show the results for
the 297prm probe. With the probes built and matched at 500 MHz, we were now able to use them for NMR
measurements.
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Figure 4-17: Simulation of the 297pm probe network using measured and derived values at 500 MHz.
Probe size Fixed capacitance (pF) L (pH) r,,Q at 500 MHz r,,Q at v MHz
297 ,um 4.7 26.5 0.24, 256 0.22, 220,431
6.9 mm 3.9 29.5 0.26, 285 0.21, 270,448
Table 4.1: Measured properties of the circuit in figure 4-12 for the 297[pm and 6.9mm probe needed to calculate
the capacitors required at 500 MHz.
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Figure 4-18: Log magnitude of S11 for the 6.9mm probe at 500 MHz (using the calculated impedances),
showing strong absorption.
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Figure 4-19: Smith chart for the 6.9mm probe at 500 MHz, showing the network is matched to 50 Q.
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Figure 4-20: Log magnitudeof S11 for the 297tm probe at 500 MHz (using the calculated impedances), show-
ing strong absorption.
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Figure 4-21: Smith chart for the 297m probe at 500 MHz, showing the network is matched to 50 Q.
Chapter 5
NMR Results
5.1 Experimental Setup
This chapter reviews all non-biological experiments done for this thesis work. The experimental work was
important to: 1) demonstrate and test several theoretical predictions about the design introduced in Chapters
2 and 3; 2) begin to understand how to optimize the design; and 3) compare the performance of the microslot
to other small detection schemes. The testable theoretical predictions were: 1) a microslot is feasible for
NMR detection and can be built; 2) a microslot can obtain a high signal to noise ratio per unit volume with
low inhomogeneous broadening; and 3) a microslot can achieve high RF homogeneity. To test the theoretical
predictions and explore optimizations, a number of experiments and were collected for 100% deionized water.
To compare the microslot to other detection schemes, a sensitivity analysis was done for sucrose, a standard
sample.
These experiments were run on a Varian Inova 500 spectrometer with the 297 pm probe. A single nutation
experiment was conducted for the 6.9 mm probe to make a scaling comparison. Since the probe was modeled
after a conventional NMR probe, no modifications to the spectrometer were required to run experiments. The
only software modification required was to increase the gain of the receiver for the 297 pm probe by 20 dB
so as to avoid digitization noise.
5.1.1 Probe Centering
The first experiment that was conducted was designed to confirm that the 297 pm probe was centered in the
magnet. This was important to maximize signal to noise ratio via minimizing inhomogeneity. The sample
prepared was deionized water. A picture of the sample is shown in figure 5-1. Care was taken with a high
pressure air supply to confine the sample length to about 4mm, to accommodate a sample of approximately
30 nL.
At the center of the magnet, one should find that changing the zi shim only broadens the spectrum of
Figure 5-1: Photograph of the capillary tube showing the total length to be 4.22 mm. In the background, a
vertical strip of polyimide tape can be seen.
the free induction decay (FID) of 100% deionized water. Changing this shim when the sample is below the
center line should cause the mean of the spectrum to move in one direction, and when the sample is above
the center line, the mean should move in the other direction. This dependence is shown in figures 5-2 through
5-4. The pulse sequence was a single ir/2), pulse with a 0.5s acquisition time.
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Figure 5-2: Varying zi 4.0mm below the centerline of the probe. Various z1 settings are marked.
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Figure 5-3: Varying zi 2.7mm above the centerline of the probe. Various zi
positions of the zi=9377 and -11103 are swapped relative to figure 5-2.
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Figure 5-4: Varying zi 0.0mm from the centerline of the probe. Various zi settings are marked. Each
spectrum is now overlapping with the zi shim, changing the frequency variance of the spin distribution rather
than the position.
5.2 Water Analysis
In this set of experiments, the signal from a high concentration of spins in a simple spectrum was measured
to accomplish: 1) an estimate of sensitivity and linewidth for a single line; 2) understand how to optimize the
system for capillary width and sample height from the surface; 3) measure RF inhomogeneity; 4) measure T
and T2 to demonstrate estimating simple NMR parameters on mass-limited samples; 5) do a gradient imaging
experiment to verify flux concentration in the microslot.
The first water experiment was performed using the 6.9mm microslot with a 10% H20 sample. The
sample volume estimated was about 220 pL. The shimmed spectrum is shown below in figure 5-5. The pulse
sequence was a single r/2), pulse with 1.Os acquisition time.
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Figure 5-5: Water signal from 6.9mm probe for 10% H2 0 in D20. The linewidths at various heights of the
Lorentzian peak are given.
Next, we obtained the signals from the 297 tm probe with 100% deionized water (same sample as that
from previous section), as shown in figure 5-6. With the smaller probe, we obtained an improved linewidth
(1.1 versus 2.4 Hz) and improved signal to noise ratio per unit volume (1380 versus 6.5/umol/v Hz). As
shown in figure 5-7, the line from the 297 pm water sample has a broad lineshape. Using the "integral
lineshape" feature in the Varian VNMR software, it is clear that just over half of the signal is in the tails of
the spectrum. There are two reasons why the shape is non-Lorentzian. As discussed in Appendix C, if the
probe is not perfectly aligned, the entire surface of the probe can act as a surface of magnetic charge and
hence produce inhomogeneity. The smaller microslot can also act as a source of inhomogeneity. This point
will be discussed in Section 5.4.
5.2.1 Parametric Analysis
It was important to understand how the signal to noise ratio of the water data could be optimized. This
was especially important since, with a two-dimensional microslot rather than a three-dimensional coil, there
were more degrees of freedom for sample placement. The first parameterization was to determine how the
sensitivity scales as a function of diameter of the capillary tube. A table of capillary tubes readily available
from Polymicro are shown below in table 5.1, along with the mean field strengths across the volume of the
sample and figures of merit relative to the 100 pm tube. It was assumed the sample was placed on a spacer 70
pm thick. From this table, if we were to increase the volume of the sample from 33 nL using the 100 im tube
to 193 nL, the signal to noise ratio should increase by a factor of approximately 4.3. Therefore, to increase
sample volume, it is a better strategy to increase the length of the tube rather than the diameter of the tube,
provided that the Bo homogeneity allows this. To test this assertion, an experiment was performed with a
100% deionized H20
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Figure 5-6: Water signal from the 297pim probe for 32 nL of 100% deionized H20. The linewidth is 1.1 Hz 50%,
54Hz 0.55%.
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Figure 5-7: A closer inspection of the previous plot shows broad tails that could either be from the slot itself or
a non-vertical alignment of the probe circuit board.
248 pm capillary. In this experiment, the linewidth increased to 3.7 Hz, from 1.15 Hz with careful matching
of the pulse width. The signal to noise ratio increased by a factor of approximately 3.2, which is 74% of that
predicted by the FEM calculation.
The second parameterization was to determine the sensitivity as a function of the sample's height off the
surface of the probe. The sensitivity was measured with the sample on the surface of the conductor (0 pm)
and at two tape thicknesses (140 pim) above. The tape used was 3M 5413 polyimide film wave solder tape,
which was 70pm thick including 30pm of backing thickness. (The adhesive was slightly compressed under
application, so the 140pm estimate may be a little high). In general we see reasonable agreement with the
i.d. (pm) od. (pm) < (B,, B 1 ) i > figure of merit
75.0 152.0 9.65x10-4 1.03
102.0 169.0 9.36x10-4 1.00
248.0 354.0 6.81x10 4 0.727
Table 5.1: Properties of various capillary tubes used.
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Figure 5-8: Water signal from the 297 pm probe with a 248 pn wide capillary tube. The linewidth was
measured to be 3.4Hz wide, with an SNR of 5810.
FEM as shown in figures 5-9 and 5-10, but the greatest difference close to the surface. It should be noted the
field strengths observed are all slightly higher than predicted by the model.
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Figure 5-10: Nutation plot with yo=0pm.
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The ratio of A2 70 to Ago is 0.84. (Dashed lines represent error limits
5.2.2 Nutation Plots For Model Verification
The next set of experiments were proper nutation experiments at different power settings. They were per-
formed with a standard pulse sequence and a delay of 20s to allow proper T1 equilibration. The first plot in
figure 5-11 shows a concatenation of the spectra of each experiment showing that overall the baseline is rel-
atively flat and each spectrum is free from artifacts. Figures 5-12 and 5-13 show the nutation data with FEM
predictions for power settings of tpwr 45 and 51 (29.55 and 35.27 dBm respectively) for the 297 psm probe.
Figure 5-14 shows the nutation data for the 6.9mm probe. It is important to note the effects of the detector
scaling (smaller): the time to rotate the spins by 7r/2 has decreased substantially and the RF homogeneity has
increased.
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Figure 5-11: Concatenation of the spectra as a function of pulse width for tpwr=45 (29.55 dBm) for over 57r
cycles. The ratio of A270 to Ago is 0.95. (Dashed lines represent error limits from calculation.)
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Figure 5-12: Nutation plot of experimental data from the 297ptm probe, exponential line fit, and FEM prediction
with error curves using tpwr=45 (29.55 dBm) data and experimentally measured current gain. The ratio of A2 70
to Ago is 0.97. (Dashed lines represent error limits from calculation.)
- Exponential fit
o Data
- FEM calculation
0
I I 0 i i I i I I
6 8 10 12 14 16 18 20
time (is)
Figure 5-13: Nutation plot of experimental data from the 297pm probe, exponential line fit, and FEM prediction
using tpwr=51 (35.27 dBm) data and experimentally measured current gain. The ratio of A2 70 to Ago is 0.97.(Dashed lines represent error limits from calculation.)
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Figure 5-14: Nutation plot of experimental data from the 6.9mm probe, exponential line fit, and FEM prediction
using tpwr=58 (38.25 dBm) data and experimentally measured current gain. The ratio of A270 to Ago is 0.71.(Dashed lines represent error limits from calculation.)
5.2.3 T1 Measurement
The general pulse sequence for T, measurement is shown in figure 5-15. Ti is calculated over a series of
experiments in which T is changed. The density operator evolution [27] [56] for the experiment is:
180X
Figure 5-15: Pulse sequence for the T1 measurement experiment.
S7rI"+ i r 7 2 7r/21 1 U otI> 4 (5.1)
where the equilibrium state oo = Iz is transformed into ai = -I. After relaxation, we have:
0'2 = Iz(1 - 2 exp (-r/Ti)). (5.2)
After the second pulse, we have (ignoring further relaxation):
Or3 = (1 - 2 exp (-r/Ti))(-Iy cos wt - I, sin WOt). (5.3)
By either taking the first point of the FID or the peak of the spectrum, we can plot (73 as a function of r
to obtain the T1 decay. By undersampling this curve, it is easy to reconstruct the relaxation dynamics. The
relaxation delay between experiments was taken to be 20 s. Ti was determined to be 3.7 ± 0.1 s.
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Figure 5-16: Stacked FID plot for the data collected for various settings for -r to recover T1. Exponential fit of
equation 5.2 for the data collected. T1=3.7 ± 0.1 s.
5.2.4 T2 Measurement
When one measures the relaxation dynamics of an FID, the relaxation is driven by T1 and T* dynamics,
where
1/T2 = 1/T2 + 1/T 2 inhom. (5.4)
In order to measure the true T2, a sequence was modeled after the spin echo sequence. The sequence is shown
in figure 5-17 and is discussed in Appendix A. The product operator evolution is shown below in equation
5.5. The goal of the second refocusing step is to correct for imperfections in the pulses. T2 was determined
to be 1.8 ± 0.2 s.
T T
Figure 5-17: CPMG sequence used for determining T2 .
Or 7X) 7 C~- w7-1I2 (7rI.)9 2,- 2w-rh, Or £rl )(5 7-WrI;t Lt WtI, (5.5)
With a measurement of the true T2, we can estimate the smallest Full Width at Half Maximum (FWHM) peak
Af = ~ .T
7rT2*
(5.6)
The minimum Af is thus 0.18 Hz. With the best observed linewidth of 1.15 Hz, T2 inhom is 0.33 s and T2 is
0.277 s.
5.2.5 RF Imaging
In order to prove the micromachined microslot works, it was important to understand the source of the signal
relative to the sample spin distribution. Although the signal from the smaller microslot is predicted to be
larger, without proper susceptibility matching, this signal could be inhomogeneously broadened more than
the signal from the larger microslot, resulting in decreased gain. To explore this possibility, a variant of the
experiment to do gradient shimming was performed using the homospoil gradient on the Inova 500 console,
since the normal pulsed field gradients are ineffective at this scale. The experiment performed is illustrated
in figure 5-19.
The first pulse, pw, is arrayed from 0 to 100p~s in 1lys steps. The purpose of the refocusing step is to
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Figure 5-18: Exponential fit of the data collected for the T2 experiment. T2 =1 .8 ± 0.2 s.
Figure 5-19: The homospoil spin echo experiment for mapping the RF field. The rectangles on the z-axis
indicate the applications of the homospoil gradient.
remove the effects of RF inhomogeneity on the pulses. The first gradient phase encodes a spin isochromat
with a phase # = zG,(at/2 + d2 ). This phase is reversed by time at/2 of the acquisition phase and then
the FID is phase-encoded with the final phase # = zGzat/2. The data for pw = [5, 10] is shown in figures
5-20 and 5-21. The strength of the homospoil gradient is 200Hz/mm. From the plot at 9is shown in figure
5-21, the width of the spectrum is estimated to be 780Hz. This corresponds to a sample of approximately
3.90 mm in length, which is just short of the 4.22 mm determined optically, but confirms the whole sample
is producing a measurable signal. It can also be seen that the capillary was not placed exactly symmetrically
about the slot. From these plots, the peak signal from the microslot is approximately 3 times larger than the
rest of the sample, confirming that there is flux gain around the micromachined slot. One might question the
cause of the extra peak. The same experiments were repeated with the capillary sample rotated around the
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Figure 5-20: Subset of the gmapz experimental results for varying lengths of the pulse width pw. Note the
peak heights are changing due to their relative B/i, but the largest signal is coming from the center. Note also
a large peak at the part of the sample furthest downfield.
x-axis by 1804 to confirm the peak was not generated by the sample in the capillary. Surprisingly, the signal
was still present on the downfield side. Upon visual inspection, a likely culprit was found - there were large,
irregular curved microslots (from the chemical etching) on the downfield side (shown in figure 5-22) that
were likely acting as flux concentration zones.
5.3 Sucrose Analysis
After the water analysis, the experiments progressed to more interesting samples, such as sucrose, a bench-
marking sample used in the literature [61]. A diagram of the sucrose molecule is shown in figure 5-23, with
the anomeric proton highlighted. The sensitivity of this particular proton (scaled to 600 MHz), is a bench-
mark to compare different probe designs. Sucrose has a molecular weight of 342.30 g/mol. A spectrum of
361 pmol of sucrose dissolved in 600 ptL of 100% D20 is shown in figure 5-24. For the microslot probe, a
sample was prepared that contained 15.6 nmol of material. This was done by creating a 0.59 M solution and
then creating a 3.38 mm long sample (as shown in figure 5-25) through capillary action. An experiment was
performed with 16 scans and an acquisition time of 1.25 s and line-broadening of 1.3 Hz, shown in figure
5-26. Given the measured SNR of 50.1 for the anomeric proton, the sensitivity is 984/prmol/VIz, scaled to
600 MHz.
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Figure 5-21: Plot of the spectrum at 9ps used to measure the effective sample volume.
Figure 5-22: Photograph of the probe board showing imperfections in the larger microslot stripline on the
downfield side. Arrows indicate imperfections.
Current results from a variety of systems are reported in table 5.2 There are not many published results
on planar microcoils using sucrose, assumedly because their signal to noise ratio and linewidth is too low.
In the work of Stocker et al. [81], using a 60 pm square, planar 3.5 turn microfabricated coil, 440 pmols of
sucrose was analyzed for 2260 s at 250 MHz to obtain an estimated signal to noise ratio of about 2 (SNR not
given in the paper), giving an upper bound of 442/pmol/vT7 at 600 MHz. They also measured water and
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Figure 5-23: Sucrose molecule, with the anomeric proton highlighted.
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Figure 5-24: 361 pjmol of sucrose dissolved in 600 p/L of 100% D20. The observe volume is 220 piL. The
anomeric proton is represented by the peak furthest to the left.
obtained a sensitivity of 324/pmol/v/H (1090 scaled to 500 MHz) with a linewidth of 1.8 Hz. In this paper
[81], a susceptibility matching fluid was used. In a paper by Rogers et al. [68], 8 nL of neat acetone and 8 nL
neat ethylbenzene were analyzed at 300 MHz. For acetone (C3H6 0), at 58.08 g/mol and a density of 789.9
kg/m 3 at 200 C, a signal to noise ratio of 138 was obtained in 65.5 s, giving a sensitivity of 87.8/jmol/vHz
at 600 MHz for a single proton.
For all cases except for the wound microcoils, the microslot performs better without any susceptibility
matching. With scaling and susceptibility matching, it is highly likely this geometry in an optimized form
could do better than any published result. One important point to consider is that for wound coils, both
Probe type SNR/pmol/ Hz @ 600 MHz Sample size Vobs Frequency (MHz)
Nalorac 5mm 134 220 pL 600
Nalorac SMIDG 3mm 320 40 pL 600
microcoil A 5580 5 nL 300
microcoil B 1530 620 nL 500
planar microfluidic 124 470 nL 300
microslot 984 25 nL 500
Table 5.2: Performance of various probes for sucrose. Nalorac and microcoil data taken from [48] and planar
microfluidic data taken from [55].
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Figure 5-25: Photograph of the capillary tube containing sucrose solution, showing the total length to be 3.38
mm.
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Figure 5-26: 15.6 nmol of sucrose in 100% D20. The signal to noise ratio of the anomeric proton is 50.1. 1.3
Hz of line broadening was applied. The plot shows the sum of 16 scans (each with an acquisition time of
1.25s). Note the peak positions for the microslot probe, possible caused by temperature differences and/or
absence of lock signal, are about 0.13 ppm from the Nalorac probe.
planar and solenoids, the non-idealities of these structures (distributed capacitance, proximity effect) at RF
frequencies may preclude their scaling to higher frequencies, which may mean the (B600/Bexpt) 7 / 4 scaling
may not be correct.
5.4 Susceptibility Matching of the Slot
The non-Lorentzian shape of water from the microcoil is suspected to come from the susceptibility mismatch
of the slot itself (as well as the entire copper surface). To test this hypothesis, four 20-30pm glass spheres
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were placed inside the slot, where they became electrostatically bound. No appreciable improvement in the
lineshape of the signal was seen. This strongly suggests the inhomogeneous broadening is likely due to the
lack of plating of copper, not the microslot itself. To correct this problem, a thin layer of palladium needs
to be applied. Palladium cannot be sputtered on, like other metals, because there are too many impurities
(especially argon) [9]. Thus, one must do electroplating and be very careful about the timing of this operation.
A Vibrating Sample Magnetometer (VSM) or other device is needed to characterize this process to get a
proper matching of the material. This process was outside the scope of this work and will be considered in
the future. [9].
Figure 5-27: Image of 4 glass microspheres, 20-30pm in diameter to fill the slot for susceptibility matching.
The spheres were electrostatically bound.
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Chapter 6
Biology Experiments
6.1 DAR Peptide
To test the capability of the microslot probe to detect biomolecules, a simple biological molecule was ana-
lyzed. The molecule chosen was the Acetyl-DDDDAAARRRR-Amide molecule, with a molecular weight
of 1356.6 g/mol, from Research Genomics. The structures shown in figures 6-1 and 6-2 were rendered by
molecular dynamics simulations by Dr. Shuguang Zhang.
The experimental progression started with measurements of ID spectra from a commercial NMR probe
and a microslot probe to estimate linewidths and peak positions for less than three orders of magnitude less
sample. Then, two-dimensional data was collected for both probes to show off-diagonal elements could be
measured by the microslot probe. Finally, given tabulated statistical properties of amino acids, the molecule
was labeled with results from the one- and two-dimensional experiments.
To prepare the sample, 3.3mg of the peptide was placed in a sealed 1 mL syringe (sealed using paraffin
wax) and filled to the 0.5 mL mark with D20 to give a 4.9 mM solution. The sample was shaken vigorously
to make sure the peptide was fully dissolved. The peptide was very white and fluffy, suggesting that is was
pure, but contained a lot of water. All of the solution was placed in a standard 5mm NMR tube from Wilmad,
part number 535-PP-8. Using a pipette, a small amount of solution was transferred to a plastic petri dish
containing a cleaned capillary tube. A small amount of solution (<0.5 mm long) was drawn into the capillary
tube due to it having higher viscosity (than that of pure water). The remaining solution was forced in via
high pressure bursts from the pipette. The sample was not centered, so careful bursts of compressed air were
applied to center the sample within the capillary. A photo of the capillary with sample is shown in figure 6-3.
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Figure 6-1: Tranverse view the DAR molecule. Arginine is at the bottom.
6.2 ID Experiments
For the 1D data, spectra were acquired from a standard Nalorac probe as well as from the microslot probe. For
the 5mm Nalorac probe, data was acquired in 3.73 minutes. For the microslot probe, data from approximately
1100 x less sample was acquired in 25 minutes. The capillary used was a 248/356 tm tube. The total volume
of the sample was 190 nL, or about 940 pmols. Comparisons of the complete and partial spectra are shown
in figures 6-4 through 6-6. We can see that all the major peaks are present except for peak 1, which has
been overwhelmed by the water peak. Also important to note is that the peaks from the microslot probe are
slightly shifted. This is because the sample is at a different temperature (no thermal stabilization was used in
the microslot probe).
6.3 2D Experiments
The next set of experiments focused on two-dimensional data to examine structure. The canonical COSY
sequence (see Appendix A for details) with absolute value spectra was used, as shown in figure 6-7. The first
two-dimensional experiment was done on the Nalorac 5mm probe. The experiment was run for 2.5 hours,
as shown in figure 6-8. We see the large water peak on the lower left and cross-peak data (upper left and
lower right quadrants) suggesting structure. Some peaks are not as visible as others due to an incomplete
sampling of J-space. Next, the same experiment was performed in 6 hours for the microslot probe. The
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Figure 6-2: Axial view of the DAR molecule.
Figure 6-3: Photograph of the capillary tube showing the total length of the sample to be 3.94 mm.
spectra collected is shown in figure 6-9 and shows no cross-peak structure, only a smearing of peak data.
Looking closely at the water peak in figure 6-10, we see a drift of approximately 30 Hz over 25 minutes. This
is a symptom that all the peaks were slowly changing over time.
This drift behavior can be produced with the Nalorac probe as well. By keeping the lock on and the
lock signal marginal, the frequency of the water peak can change quite substantially, as evidenced by the top
graph in figure 6-11. When the lock is turned off, the peak is stabilized, as shown in the bottom graph of
the same figure. In the COSY experiment for the microslot, plotting the water peak as a function of time for
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Figure 6-4: In (a), 1.1 ymols DAR 1 D spectrum from Nalorac 5mm probe. The total acquisition time is approxi-
mately 3.7 minutes. In (b), 940 pmols of DAR 1 D spectrum from microslot probe with a least squares baseline
subtraction. The total acquisition time is approximately 25 minutes. The numbers represent the peaks of in-
terest. The circled peaks are expanded in figures 6-5 and 6-6. The line broadening for (b) was 1.0 Hz, while
0.0 Hz was applied to (a).
the duration of the experiment and continuing for an additional three hours, the peak continues to change, as
shown in figure 6-12. This shows that the effect, caused either by heating or by a control loop, is not caused
by the microslot probe itself. To avoid the complication of creating a lock signal for the microslot, rather
than averaging of the signal, each separate FID was saved to a file. A periodogram was calculated for each
file and from the frequency of the largest peak, the whole spectrum was frequency-shifted by the difference
of this frequency and the first FID. A final transform was a demodulation in the indirect dimension based on
the frequency shift vector previously calculated. The final fixed spectrum is shown in figure 6-13. Here we
see cross-peak structure, but not all peaks are present due to lower signal to noise ratio and water saturation.
It is interesting to note that the peaks that were not resolved in ID are now resolvable, due to the Gaussian
and sine-bell weighting functions.
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Figure 6-5: Closeups of the 1.5ppm peak given by the Nalorac probe (on top) and the microslot probe (on
bottom). The numbers on the graph give more detailed information on peak locations. The microslot probe
structure produced peaks 0.112 ppm from the Nalorac data.
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Figure 6-6: Closeups of the 1.9ppm peak given by the Nalorac probe (on top) and the
bottom). The numbers of the graph give more detailed information on peak locations.
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Figure 6-7: The canonical COSY sequence showing the two dimensions that are used to produce a two-
dimensional spectrum.
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Figure 6-8: COSY spectrum from the Nalorac probe. Ib=0.0, sb=0.116, Ib1=0.32, sbl=0.058.
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Figure 6-9: COSY spectrum from the microslot probe before drift correction was applied. There is no evidence
of correlations. Ib=0.6, gf=0.08, Ib1=0.61, sbl=0.078, gf1=0.4.
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Figure 6-10: Plot of the residual H20 peak showing the drift of approximately 30Hz over 25 minutes.
115
CL
M( 40--
30
0
20 1 10 2 0 3 0 4 0 5 0 6 0 70
run #
-31.5
0
O 4
30
g-32.5 --
0 10 20 30 40 50 60 70
run #
Figure 6-11: Top plot shows the drift from the Nalorac probe when the lock is on but the lock signal is marginal.
Bottom is the drift for the same lock signal, but with the lock simply turned off.
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Figure 6-12: Plot of the drift of the water peak during a nearly 6-hour COSY experiment for the microslot probe.
The linear part of the curve shows no data was gathered between 6 and 9 hours. At the 9th hour (3 hours after
data collection stopped), a single acquisition was made, showing that the heating is not from the probe itself.
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Figure 6-13: COSY spectrum from the microslot probe. Ib=0.6, gf=0.08, bl=0.61, sbl=0.078, gfl=0.4.
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Amino Acid Atom Name # shifts Avg shift o
alanine H 12280 8.19 0.63
Ha 10494 4.26 0.45
HO 9658 1.37 0.28
arginine H 8011 8.23 0.61
Ha 6882 4.29 0.48
Hf2 6001 1.80 0.30
H7s 5522 1.78 0.29
H/2 5160 1.58 0.28
HY 4629 1.56 0.29
H2 4985 3.12 0.30
H7 4390 3.11 0.28
He 2294 7.33 0.64
H"" 281 6.83 0.50
H?12  220 6.80 0.48
H?1U 245 6.77 0.46
H='7 221 6.77 0.48
aspartic acid H 9737 8.34 0.60
Ha 8272 4.61 0.34
H02 7474 2.77 1.08
H_3 7080 2.72 1.10
Table 6.1: Amino acids in the DAR molecule.
6.4 Analysis
To analyze the 1D and 2D data for structural information, first consider the chemical shifts collected for the
various amino acids in table 6.1 [11]. The most important rule in studying these systems is that amide protons
will exchange with D2 0 solvent, meaning the protons will be seen as water in the rapidly tumbling limit.
Looking at the simplest amino acid in the sequence, alanine (A), we expect the H proton with no signal,
an HI signal from 3 amino acids at 4.26 ppm, and an H13 signal at 1.37 ppm. Since we do not have a
true reference signal like TetraMethySilane (TMS), the best we can do is calibrate the water signal. From
Cavanaugh [18], we can expect the water signal to be at about 4.7 ppm. At approximately 3.25 ppm, we find
the HO signal. From the COSY plot in figure 6-13, we see a correlation with peak number 4 at about 0.5 ppm,
very close to the 4.26 ppm predicted for the H1. Even though the linewidth of the one-dimensional spectrum
cannot distinguish between the 3 slightly different alanine sites on the molecule, the COSY spectrum clearly
does.
In the case of aspartic acid (D), the HI peak should be at 4.61 ppm, very close to the 4.70 ppm of the
water. This peak is lost both due to the higher temperature in the microprobe and due to the water peak
being too broad. We also lose the cross-peak to peak number 6, where we expect the H13 peaks (seen in the
conventional probe, which has tighter water line width and lower sample temperature). The strong cross-peak
correlation within peak 6 on the COSY plot is apparent, suggesting H'32 to H0 2 coupling.
This feature is also seen in the Nalorac probe COSY plot. Finally, for arginine (R), we lose H, HE and
H7[n'11 2, 2 1, 2 2 ] due to proton exchange. We expect the H' proton to be coupled to the H protons, at about
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2.9 ppm (peak 8), but we do not see this coupling on the microslot probe plot, and it is very faint in the
commercial probe plot. It is assumed the experiment was not run long enough the extract this feature. The
H- peaks are clearly at 3.0 ppm and are nicely cross-coupled to the H peaks from the microslot probe. It is
clear also that within the Hy and HO peaks in the COSY, we can see coupling of one proton to the other over
the carbon backbone. The last peak to identify on arginine is the H6 region, at about 1.5 ppm from water.
Looking closely at this peak, we see that there appears to be substructure, indicating the multiple arginines
in the peptide, and although the resolution is limited, it is indeed present in the conventional probe spectrum.
From the COSY plot, we see a nice two-peak correlation with the Hy protons. There is not a strong coupling
between H6 peaks to indicate correlations in neither the Nalorac probe image nor in the microprobe data.
The final peak assignment is shown in figure 6-14.
D-Ha R-HI A-HP
R-H' A-Ha D-HP2,3 R-H2,P3 R-Hy2,Y3
2 314 1 5 6 7 8 9
0 0.5 1 1.5 2 2.5 3 3.5
ppm from water
Figure 6-14: Final assignment of the DAR molecule to the 1 D spectrum based on the spectrogram obtained
from the microslot probe and the COSY plot. Note peak 6 represents an impurity present (also present in the
Nalorac probe data).
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Chapter 7
Results and Discussion
7.1 Contributions
The contributions of this thesis work can be summarized as follows:
1. The creation of a new type of magnetic probe for NMR that can scale from centimeters to microm-
eters (and potentially tens of nanometers) while still maintaining its electromagnetic properties. This
microslot probe is based on planar waveguided circuits with specific boundary condition control to
achieve flux concentration.
2. The microslot has been demonstrated to be the highest sensitivity planar detector to date. For sucrose,
the sensitivity measured was 984/pmol//Hz, and approaches the best microcoil work [48].
3. The microslot has been demonstrated to have high RF homogeneity (A270 /Ago > 0.97) at RF frequen-
cies due to current bunching on the sides of the conductor.
4. The microslot has been demonstrated to work at high NMR frequencies (500 MHz) with a circuit model
that agrees strongly with network measurements.
5. The microslot has been fabricated with very simple manufacturing techniques. The general structure
was made using chemical etching and the small slot in the microstrip was made using an excimer laser
micromachining center. This rapid prototyping machine allowed a high iteration rate on designs, but
conventional microfabrication techniques could be used to make microslots in the future. The microslot
design should be easily fabricated even to scales less than 1 pim, in contrast to microcoils, which have
only been made to an inner diameter of 75 p via hand winding.
6. A microslot probe was made at widths 297 pm and 6.9 mm. Modeling was done between 60 pm and
6.9 mm, and a 1/r relationship was found. The field strengths from the two fabricated probes fit on
the curve. This result indicates that the same performance curves for microcoils can be obtained with
microslots, while providing the added ability to scale to very small sizes.
7. The microslot probe was used to do two-dimensional spectroscopy on ~1 nmol of a small peptide, or
104 peptide molecules. Cross peaks were visible showing that at this small sample size, microslots
can be used to elucidate protein and peptide structure. This is the first time that peptide measurement
has been demonstrated on a planar probe with a volume of material this small.
7.2 Microslot Improvements
This research marks the beginning of a new inductive method for measuring spins using NMR. In its nascent
stage, it has demonstrated the highest sensitivity of any planar probe and promises to improve sensitivity with
decreasing scale. Still, there are many ways the microslot could be improved:
1. Fabrication scaling. This is the most important for sensitivity improvement. The current limit of
detection for the 297 pm probe is approximately 2.1 nmol/vHz (SNR=3) for 100% H20. Based on
the 1/r scaling curve shown in Chapter 3, the signal to noise ratio of a detector should scale as V/r,
or r2 , for a spherical sample. We can then calculate the smallest microslot that should have a signal to
noise ratio of 3 in Is based on
SNR
scale factor = LOD (7.1)
With the SNR for 100% water measured to be 2452 for 1.8 pmol of material, the scale factor is 28.6.
The most sensitive LOD detector will be a 10.4 pm wide microslot, where the Limit Of Detection
(LOD) is 76.1 pmol/v'Hz. Based on the scaling of the sensitivity for water, this will correspond to
about 3.9x 104 /pmol/vHz, much higher than any published result. The fabrication of a 10pm wide
microslot should be relatively easy using conventional microfabrication techniques.
2. Spectral tails. As was shown in Chapter 5 for water, the shape of the spectrum was non-Lorentzian and
over 1/2 of the integrated signal was in the tails. Susceptibility matching of the probe could improve
the sensitivity by close to a factor of 2. A preliminary attempt in which the microslot was filled with
glass spheres did not improve the situation. A uniform coating of polyethylene on the surface of the
probe is a more promising approach [9]. The best option is to match the susceptibility of copper with
a metal such as palladium to the correct thickness. (The deposition of palladium must be electroplated
rather than sputtered, due to argon contamination).
3. Decreasing resistance. The geometry of the microslot circuit board is the first of its kind and was not
optimized for maximizing inductance and lowering resistance. These issues raise the general question
of how to create boundary conditions given the constraints of a fixed surface area. There are techniques
[10] that may allow for optimization given these constraints, but for geometric problems with expensive
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function evaluation, they are nontrivial. Thickening the copper should provide improvements, as the
conduction pathways for current will increase. Ideally, for structures above and below the skin depth
regime, the cross-section of the conductor should be as tall as it is wide, which is more feasible as the
structure size decreases.
4. Microfluidics. On the short term, integrating microfluidics is a key goal for the future of this project.
The simple planar geometry of this structure makes it highly amenable to microfluidic integration.
Namely, the slot itself could pose as an interesting outlet port for microfluidic integration. A sample
cavity could be etched into the dielectric, or even better would be a cavity sandwiched on the top of
the copper surface. One of the issues facing microslots and other microprobe technology is sample
access for picoliter to nanoliter volumes. Capillary tubes do not scale much further than the 75-300
pm range currently being tested, because the capillary wall thickness versus sample volume ratio must
increase in order to maintain mechanical strength. Ideally, if the homogeneity of the microslot could be
improved by palladium plating, the sample could be placed directly on the surface of the probe, further
improving both homogeneity and sensitivity. One tremendous contribution that could be offered by the
integration of microslots and microfluidics is to CIDNP protein work, in which the protein and flavin
sensitizer could be reflowed once the sensitizer is consumed.
7.3 Ultimate Microslot Scaling
Although scaling was covered in the previous section, questions remain about the ultimate scaling of the
microslot. Based on the analysis above, we can plot the SNR/vHz and number of molecules detectable for
the sensitivity from 40 nm to 297 tm. We see in figure 7-1 the 10 pm cutoff point where the sensitivity is
approximately 3, and at length scales much smaller than 10 pm it becomes increasingly difficult to measure
the spins in a reasonable amount of time. One contributing factor to this is that the scaling law changes from
1/r to 1/r1/ 2 below the skin depth of 2.64 pm at 600 MHz.
Detecting quantities of spins below a picomol is shown to be difficult at room temperature but is very
feasible at low temperatures. Recall from equations 2.10 and 2.11, the SNR scales as T 3 /2 . If we consider a
temperature of 100 mK, where the Boltzmann approximation is still valid and copper does not superconduct
(it does not at any temperature), we can plot this as well in figure 7-1. Here we see we can detect 2.6 x 106
spins in about 1 s at 40nm. If we could collect data for 1 x 104 s (under 3 hours), we could detect about
2.6 x 104 spins, which is about a factor of 10 within the best work done for mechanical detection to date
[69]. Thus, microslots could have a future in the most sensitive spin detection experiments, especially when
combined with mechanical detection techniques.
123
1010
100
z 100
101
10 2 10- 10, 10 102 0
10
W 10 
-
10
102 101 100 102 103
width of microslot pm
Figure 7-1: Sensitivity scaling of the microslot as a function of the microstrip width at room temperature (300
K) and at 100 mK. At room temperature, the limit of detection of nuclear spins is about 100 fmol-1 0 pmol and
about 10 X104 at 100 mK.
7.4 Future NM Applications
There are a number of potentially interesting uses for microslots in the field of NMR:
1. Cell/neuron spectroscopy. Because the microslot probe is planar and has high sensitivity, it could be a
platform for detecting molecular transport in cells/neurons. (With microcoils, sample access for these
biological samples would be very difficult).
2. Solid-state NMR. Sample spin speed has a tremendous effect on solid linewidth [18]. With a small sam-
ple and a microslot, one may be able to spin samples at much higher frequencies. Such an innovation
could lead to a new type of MEMS solid-state NMR.
3. TOCSY and QI. Both TOtal COrellation SpectroscopY (TOCSY) transfers [18] and Quantum Informa-
tion (QI) gates [59] can be implemented with smaller error from shorter pulse widths for a -7r/2 pulse.
Given that B/i is 10-30 x higher for a microslot probe than for a conventional probe or cooled probe,
enormous benefits could be gained.
4. Microimaging. For microimaging of cells and other microscopic objects, a microslot could pose an
enormous benefit for an imaging setup as the field gradients and spin probe could be made on a single
substrate with high sensitivity.
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5. HPLC-NMR. High Performance Liquid Chromatography (HPLC) has had enormous impact in chem-
istry labs in which on-line spectroscopy during separations is used. Integrating a microfluidic system
with a microslot for doing HPLC could be of great benefit for chip-scale chemical laboratories.
6. Parallel acquisition. Given the ease of fabrication of a microslot probe and its planar geometry, it
has great potential for any problem that involves inspecting samples in parallel or HPLC separations.
Microslot probes also have the ability to do continuous NMR acquisition, i.e. while spins are relaxing
in one sample tube, useful data could be collected using additional probes.
7. Small molecule combinatorial chemistry. Combinatorial chemistry [60] relies on mass spectroscopy
for creating a feedback process to select chemical pathways. With the much higher sensitivity and
applicability to large-scale parallelism that microslots can provide, NMR, with its ability to do detection
in the liquid phase, could have much greater impact.
8. Table-Top NMR. A holy grail for NMR is to do high resolution spectroscopy on a table-top system so
that an entire room of expensive electronics and magnets could be replaced by a small and inexpensive
table-top system. Since the sample volume required by microslots is much smaller than that required
by conventional NMR, microslots could have high homogeneity from much more inhomogeneously
broadened magnets than superconducting magnets. This may allow simple magnetic loop circuits that
generally obtain part per thousand homogeneity over a 5mm tube to have part per million or billion
homogeneity over a 10-100 pm sample diameter.
7.5 Other Applications
There are a range of non-NMR applications based on the simple design and ease of fabrication of microslots:
1. Micromanipulation or heating of nanoparticles. Work by Hamad et al. [34] has been useful for re-
versibly manipulating DNA and other biomolecules. Microslots could be used to make very local
stimulators for precise drug delivery or on "lab on a chip" type scenarios, a sketch shown in figure 7-2.
A rapidly varying and strong magnetic field could also be used to make ratchet motors using thermal
motion of a magnetic particle.
2. Electromagnetic imaging. One immediate application of a microslot could be as a non-contact detector
of the electromagnetic fields produced by powered integrated circuits. There is a burgeoning field of
scanning microwave spectroscopy using the tip of a coaxial cable [91], a small hole in a waveguide,
a microstrip resonator [84], or conventional SFM [89], to scan surfaces. It has been shown both for
microwaves and optical wavelengths that by geometric boundary conditions, evanescent waves can
obtain resolution much smaller than the diffraction limit [5] (A/10 6 in demonstrated cases [46]). These
techniques have been used to monitor individual digital lines using an EFM [38] and image passive
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Figure 7-2: Sketch of a microslot could be used to control biomolecules attached to nanoparticles.
structures as small as 8pim using a dipole pattern on the tip of an STM [2]. A microstrip structure could
be used to scan the electromagnetic signature of a running integrated circuit to learn about good and
bad design, characterize faulty chips, and potentially replace expensive probe scanners.
Figure 7-3: Sketch of pads on an integrated circuit with one pad being scanned by a microslot.
3. Parasitic electronics. Simple metal structures may be used as detectors of electric or magnetic fields
within integrated circuits and circuit board designs. Conventional circuits generally operate in the basis
of {V,I}, but could be extended to {E,B} in the RF regime, since any voltage or current in a circuit
will produce a field that can be measured, and if the detector is small, then the impedance load of the
detector can also be small (parasitic). As an example, parasitic electronics could potentially be useful
for power amplifier designs that use feedback from the measured E field from a chip to confirm that the
power output is stable. Calibration could then be based on geometry and laser-trimmed in the factory
for proper power settings.
4. High speed capacitive interconnect buses. IBM has designs for the Blue Gene supercomputer that
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used capacitive interconnects for high speed parallel data buses [28]. Figure 7-4 shows a slotline on
a dielectric with symmetric protrusions creating a concentrated electric field at their interface with no
magnetic component in the middle. This is a capacitive corollary to the inductive microslot and could
also be arrayed and used as an element of a bus system.
Figure 7-4: Slotline with a microdisturbance. This geometry creates a concentrated E-field, while the induc-
tance in unaffected.
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Appendix A
Introduction to NMR
For the sections that follow, basic knowledge of quantum statistics and quantum mechanics are assumed. For
a good introduction to relevant aspects of quantum mechanics, consult [27] for a basic introduction related to
NMR and [65] for a more detailed discussion. For quantum statistical mechanics, a number of good resources
exist, most notably [40] [6].
A.1 Nuclear Paramagnetism for an Ensemble of Spin s Nuclei
Assuming the number of particles is fixed for a system of equilibrated, non-interacting nuclear spins at some
finite temperature, we can derive the statistics of this system using a Gibbs canonical ensemble since magnetic
work is being done. To begin, define T as
T = 1/k . (A.1)
For a quantum system, the Gibbs canonical thermal equilibrium density matrix is defined as
e-
p) (A.2)
It is convenient to measure the density matrix in the eigenbasis of the Hamiltonian. We will only consider
the reduced density matrix that acts exclusively on spin variables only. All other degrees of freedom will
be termed "the lattice" [27]. Since tr(p) = 1, Z(O) = e e-. For N molecules of spin s with a
Hamiltonian
'H=M.B,
where
N
M= 7hi- (A.3)
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is the total magnetization (the sum of the dimensionless angular momentum, I, of all the spins). The measured
value of I, is an element of the set mi = -s, -s +1, ... s. y = e/2rnc is the gyromagnetic ratio of the spins.
If the magnetic flux density is in the z-direction,
Sm = 7h miBo.
i=1
Thus the partition function for the system is
Fs N 
z - exp(#Boyh m )j
_mi=-s =1 .
(A.4)
(A.5)
- L exp(#Boyhmi)
mi =s
Solving the simple geometric series yields:
[sinh (#JyhBo(s + 1/2))] N
sinho3yhBo/2 _
The Gibbs free energy is thus
G = E - BM = -kBTrZ
= -N/# ln[sinh(/yhBo (s + 1/2))] + N/3In[sin (#37hBo/2)].
Using the small angle approximation where 0 is small,
1 03
sinh 0 - (20 + 2 ) + 0(65)2 3!
and In(I +±x) = x - x27/2 -+ X3/3 - ... we can solve for equation A.7:
(A.6)
(A.7)
(A.8)
(A.9)Ny
2 h2 B 2s(s + 1)G ~- Go ~ 6kBT 0(B.
Combining the magnetic susceptibility, X = (Mz)&Bo B=O, with (Mz) = OG/8Bo yields:
Ny 2h2 s(s + 1)
3kBT (A.10)
As a final note, computing the magnetization (Mz) from equation A.7 yields:
(Mz) - Nyh[(s + 1/2) coth (#-yhBo(s + 1/2))
N-yhB 8 (O+yhBos),
(1/2) coth (#7yhBo/2)]
(A.11)
where B, are the spins Brillouin functions. For s =-}, since coth (x)-(1/2) coth (x/2) = (1/2) tanh (x/2),
the spin j magnetization is
(Mz) = (Nyh/2) tanh (#-yhBo/2). (A.12)
A plot of this normalization as a function of temperature along with the Boltzmann approximation (tan 6 = 6)
is shown below in figure A-1. The Boltzmann approximation is valid down to very low temperatures (<
0.1K).
Figure A-1: Plots of the polarization versus temperature for an ensemble of spin particles and the Boltzmann
approximation.
A.2 Nuclear Spin Dynamics of a Spin in a Static Field
We saw in the last section that a spin in a static, z-directed flux density, Bo, gave energies that were eigenval-
ues of spin I. From equation A.4, for a single spin, the time-dependent wave function is therefore
I -,m(t) = j i,me-(i/h)Emt (A.13)
The most general solution is a linear superposition of the m states,
(A.14)x m(t) = E am l,me-(i/h)_t.
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The expectation value for the magnetization is thus
(ii(t))
= M yha, am(m'fIm)e(i/h)(EmI 
-Em)t
mm'
Starting with the Ir term, it is useful to redefine 1, and Iy in terms of the raising and lowering operators I+
and I~:
1 1
I 2 = (I+ + I-), Iy = -(I+ _ I-)2 2i
where
I~TI,m
=/I(I + 1) - mrn(m + 1)'I,m+1,
= 1/I(I + 1) - m(m - 1)II,m-.
(A.16)
(A.17)
Therefore (m'I 1I m) = 0 unless m' = m ± 1. Solving for px for spin ,
(pX (t)) = Yh1c*/2c-1/2( |Ix 1 I)eyBot + c*1/ 2C1/ 22 x e o. (A.18)
To simplify, express the normalization coefficients in terms of complex exponentials: Ci/ 2
C-1/2 = bed, where a 2 + b2 = 1, giving:
(px (t)) = -yhab cos (a - # + wot), where w = yBo.
Similarly, (pi,(t)) = -yhab sin (a - / + wot) and (pz (t)) = yh(a 2 - b2)/2. This motion yields a classical
picture of a vector making a fixed angle to the z-axis precessing in the x-y plane at the so-called Larmor
frequency. Consult [79] for a more detailed discussion.
A.3 Spin Dynamics with a Rotating Magnetic Field
Consider a second magnetic field
B(t) = Bo + lB 1 cos w, t + 9B1 sin w, t. (A.20)
From the Schrodinger equation,
h 09
i - ft = B.S = yh[BoIz + B1(1 cos wzt + Iy sin wzt)]4. (A.21)
(A.15)
aeio and
(A.19)
Using the identity e- iz0xeIz = Ix cos + I+, sin #, we obtain:
= -BSW = B h[Bolz + Bie- i X XtIeiFzt]4.
It becomes easy to understand the evolution of T by looking in the rotating frame:
V" 
-:ewt1q
Therefore,
(A.22)
(A.23)
(A.24)a= -- iWzIzC -ZtjP + e-iIz0ztIz -at a- t
Substituting this into equation A.22 and multiplying both sides by eilzazt gives
h 0q,-'
i at = - -SW = B yh[Bolz + B1(Ix cos wzt + I, sin wzt)]T.
The effects of the rotating field have now been removed. On resonance, wz = -yBo yields:
hbar p4"
.b 0V = -- hB 1I '.i at
(A.25)
(A.26)
The dynamics are very similar to that of a static field rotation about the x-axis. The final dynamics for the
single spin magnetization expectation values are for 7B1 = wi:
(pz(t)) = (z(0)) - cos wit + (ty (0)) sin wit
(py (t)) (/y (O)) - coswit + (pz(0)) sin wit
(pt))= (pX(0)). (A.27)
A.4 The NMR Hamiltonian
The complete Hamiltonian for a nuclear spin is enormously complex, but one of the beautiful aspects of
nuclear magnetic resonance is that the Hamiltonian can be reduced to a very simple expression with a few
phenomenological constants. The Hamiltonian is broken up into three parts, as
(A.28)
T = e-iwZ'I t ' 1ZX
H = HZ + HR.F. + HJ-
The first term -z is the Zeeman interaction, which for N spins on a molecule is of the form
N N
Hz = -yIkzBO = .WOIkz for a z-directed static field. (A.29)
k=1 k=1
The second term RR.F. is the radio frequency field interaction. In the rotating frame of each spin on resonance,
N
RR.F. = B 1 Y7 'k(Ikx cos # + Iky sin #). (A.30)
k=1
The last term Hj is due to the electron-mediated nuclear spin-spin interaction, and is of the form
y = 27r I Jki. (A.31)
k<l
In the weak coupling limit, 27 JkAl < Ok,l, we can keep only one term of the scalar coupling:
X == 2, ZJk lIkz Iz. (A.32)
k<1
The full dipolar term and quadrupolar terms rarely show up in solution NMR since these interactions are
averaged away by rapid tumbling of the molecules.
A.5 Spin Echos and CPMG
Refocusing affects time-reversal of the Hamiltonian [56] only in the absence of irreversible spin-spin re-
laxation. However, the relaxation time T2* is reversible while T 2 relaxation persists. Through refocusing it
seems possible to reverse the effects of T2* spectral broadening. This was Erwin Hahn's discovery, which
essentially started the field of pulse NMR [79]. Consider the spin echo pulse sequence in figure A-2. If there
90x 180x
Figure A-2: Basic spin echo sequence that demonstrates the difference between reversible and irreversible
coherence times.
is no relaxation, the density operator at time 2 r using product operators is -Iy, the same as it was after the
1,90 pulse. Considering the effects of T2*, let us presume the signal is a superposition of signals from small
volumes of spins resonating at slightly different frequencies. For simplicity we assume that each microscopic
volume contains a large number of spins resonating at the same frequency, creating isochromats. Up until the
so-called 7 pulse is applied, the spins precess out of phase with each other, such that the free induction decay
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of nuclear spin magnetization detected by the coil decays with a time constant T2*. However, the spins are out
of phase in a geometric way, resulting in no loss of information other than through irreversible T2 relaxation.
Figure A-3 shows two graphical illustrations of the spin echo. The first plot shows the phase versus time of
-1lz
ly
Figure A-3: Two different graphical ways to understand the spin echo. On the left is the angle versus time of
isochromats in the transverse plane. On the right is the motion of the spin vectors on the Bloch sphere.
the spin echo, the second shows isochromatic spin vectors on the Bloch sphere. The isochromats begin to
diverge causing T2* relaxation. After the 7r pulse, the isochromats begin to converge again and finally meet at
the -y-axis at a time 2r later.
This is an interesting experiment because it shows how to measure information about the spin system
for longer time scales than the inhomogeneity would allow. The Carr-Purcell sequence is essentially a spin
echo followed by a train of 7r pulses spaced 2r apart. This experiment allows one to measure the irreversible
spin-spin coherence time, since the only term that does not refocus is the relaxation time T2 . One simply
measures the echo envelope at 2nr where n = 1, 2,....
It is difficult to create a perfect 7r pulse and hence perform a Carr-Purcell sequence without accumulating
large errors. Meiboom and Gill created a pulse sequence (CPMG) very similar to that of Carr and Purcell,
but with a few key changes [57] [30]. The first change was to alternate the phase of the 7r pulses between the
+x and -x-axes. The second change was to introduce a 7r/2 phase shift for the first pulse. Meiboom and Gill
were the first to show that these two changes would not accumulate errors-one could remove the systematic
experimental error. A consequence of this modified pulse sequence is that all echos have the same phase
rather than alternating by 180*.
A.6 2D Fourier Spectroscopy (COSY)
Two-dimensional techniques were an extremely powerful development in the history of NMR. Jeener first
explored two-dimensional Fourier transformation for NMR but it was Ernst who fully appreciated the power
of this method [79]. The power of 2D COrrelation SpectroscopY (COSY) is that it allows separation of terms
in the Hamiltonian to determine properties of molecular systems. Chemical shifts can be fully distinguished
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from scalar coupling, and the locations of peaks on a 2D plot show all the coupling relationships in a molecule.
These observations allow one to work backwards towards constructing a model of a particular molecule.
COSY gives NMR unprecedented power to elucidate molecular structure in biology, chemistry and medicine,
supporting techniques such as x-ray crystallography and FTIR spectroscopy.
The basic 2D experiment is shown in figure A-4. This pulse sequence collects an FID that is a function
90X 90X
t2 ' ti .
Figure A-4: Basic COrrelation SpectroscopY (COSY) experiment.
of the two times ti and t 2 . Then one takes a 2D Fourier transform of the result. Using the product operator
formalism for a 2-spin J-coupled system, the density operator evolution for the experiment is:
(7/ 2 )(Ikx+Iix) wkt21kz Wet 1IIz 7rJt12IkzIIz (7/ 2 )(Ik.+IIx WktlIkz WIt1IIz 7rJtl2IkzIz
(A.33)
The equilibrium state co = Ikz + Iiz is transformed into ai = -Iky - Ii. After precession and J-coupling,
we generate
2= - [Iky coSwkt2 - Ikx sin Wkt2] cos irJt2
S[IIy cos wit 2 - 11x sin wit 2] cos rJt2
+ [2IkxIiz cos Wkt2 + 2 IkyIlz sin Wkt2] sin WJt 2
+ [2IkzIix cosLwt2 + 2 IkzIly sinwit2] sin7rJt2. (A.34)
Next, we apply a pulse, yielding
= - [Ikz COS Wkt2 - Ikx sin Wkt2] cos 7rJt2
- [Iiz coswit 2 - I'x sin wit 2] cosirJt 2
-[2IkIiy cos Wkt2 + 2IkzIjy sin Wkt2| sin 7Jt 2
- [2 IkzIly cos wit 2 + 2 IkyIlz sin wit 2] sin 7rJt 2. (A.35)
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Pausing for a moment to look at the observable signal
s(ti, t 2 ) s(0, )tr{-(ti, t2) Z Ik }, (A.36)
where Ij = Ikx + iIky. Only terms with p -1 are observable due to the single polarization of the detector.
Hence the observable terms are
obs =Ik sin Wkt2 COS 7rJt2
+ ix sin wit 2 cos 7rJt2
- 2 1kzIy sin Wkt2 sin 7rJt2
-
2 1 kylzz sin Wot2 sin irJt2 . (A.37)
Again, after chemical shift and J-coupling evolution, we are left with the final state:
ob Ikx cosLwkt1 + Iky sinL Wktl] sin Wkt2 cos7rJt 2 cosirJt1
+ [Ikx COs Wkt1 + Iky sin Wkt1] Sil Wkt2 sin RJt 2 SinF7rJt 1
+ [Ilz cos wlti + Iy sin witi] sin Wkt2 COS i Jt 2 cos 7rJti
+ [Iix COS Wkt1 + Ily sin wit 1 ] sin Wkt2 sin x Jt 2 sin x Jt 1 . (A.38)
The observable signal (with relaxation) is therefore
s(ti, t 2 ) = e iWkte (1+2)A[sin Wkt 2 cos w Jt 2 cos 7rJt1 + sin wit 2 sin 7RJt 2 sin 7rJti]
+eiwtle e(tl+t2)A [sin wit 2 cos 7rJt2 cos Jti + sin Wkt2 sin 7RJt 2 sin Jti]. (A.39)
Taking the Fourier transform for the function eiWAte-tA yields the complex Lorentzian peak:
A i(w -wA)
ZA(w) = (2 + = (w -WA) aA(w) + idA(w),
W(-WA) A2+(W-WA)
where A - {k, l}. Since sin wti = (eiwt - e-iL)t)/2i and cos wti - (eiWt + e-t, )/ 2 i, there will be
peaks at WA ± J along the w2 -axis. Similarly, along the wi-axis there will be peaks at ±WA ± J. To place
the entire signal on positive axes for both wi and w2, take the cosine transform along the wi-axis:
s () OS td =S(w) + S(-w) (.0FC(s8t)) = sf )co7td 2 ,(.0
where S(w) is the Fourier transform of s(t). For a cosine transform, signals that are antisymmetric about the
origin of wi yield pure dispersive Lorentzians. Thus, terms with sin WAt2 cos 7RJt 2 cos 7rJti add modulations
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that yield in-phase dispersive signals:
si'(1, W2) = [dA(wi - J) + dA(w1 + J)][dA (w2 - J) + dA(w2 + J)]. (A.41)
Terms symmetric about the origin yield pure absorptive Lorentzian. Terms with sin WAt2 sin lrJt2 sin 7rJti
add modulations that yield antiphase absorptive signals:
s"/(Wi, W2) = [aA(wl - J) - aA(wi + J)][aA(w2 - J) - aA(w2 + J)]. (A.42)
The final results are summarized graphically in figure A-5. Along the line wi = w 2 is a normal dispersive
1 D spectrum composed of chemical shifts and J-couplings together. In 2D, the J-coupling terms cause off-
diagonal peaks to appear, separating terms in the Hamiltonian. Peaks on the off-diagonal axis, (wi, W2) =
(Wk, wI), (w1, wk), represent correlations between spins that lead to inference about molecular structure. For
large molecules with complex conformations, 2D methods are extremely useful.
Figure A-5: COSY plot for two coupled heteronuclear spins showing chemical shift evolution separated from
J-coupling.
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Appendix B
Introduction to Proteins and Structure
Determination
The genetic codons in DNA encode 20 standard amino acids shown in B-1. In proteins, the a-carboxyl group
of one amino acid joins to the a-amino group of another to form a peptide bond with the production of water,
as shown in figure B-2. The hydrolysis reaction is thermodynamically downhill over the synthesis step, thus
the formation of peptide bonds requires a free energy input. The peptide bond forms a rigid planar unit, as
shown in figure B-3, because the carbon-nitrogen bond has partial double-bond character. On either side, the
peptide bond has a large degree of rotational freedom. It is the rigidity of the peptide backbone that enables
proteins to have a well-defined form, and the freedom of rotation allows proteins to fold in many ways. The
combination of these effects, in addition to steric hindrances, gives us the Ramachandran plot that dictates
the two major and one minor regions of secondary structure: #, a, and L (left-handed a-helical) [22].
B.1 Alpha- and Beta-Helices
This structure has a #, 4 pair of angles of approximately -60' and -50', respectively. The a-helix has 3.6
residues per turn at 1.5 A per residue, hydrogen bonds between C'=O of residue n, and NH of residues n
+ 4. The dipole moments of the peptide units align to create a large dipole moment, crucial to stabilizing
this structure. The right-handed turn is the only permissible configuration due to steric collisions, an example
shown in B-4. For stability, a pair will often form a coiled-coil, the basis for fibrous proteins. These structures
are so stable that they can form strands up to 100nm in length. Some common motifs are 2, 3, and 4 helix
bundles in which 2-4 helices are arranged in parallel or antiparallel. Another common motif is the helix-turn-
helix, or EF-hand motif. The most common a structure is the globin fold, comprised of 8 helices that form a
pocket in which the heme group is bound.
The /-helix, discovered in 1993, is a wide coiled helix formed by parallel 0 strands separated by flexible
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Figure B-1: The 20 L-amino acids. Only the side chains are shown except for alanine, which is shown with its
backbone. The boxed amino acids are the components of the peptide analyzed in Chapter 6.
loop regions. There are two types: The two-stranded and three-stranded 3-helix. The former has a helix that
has two 1 strands per turn of the helix and two loop regions. This structure is repeated 3 times in extracellular
bacterial proteinases to form a right-handed coil with a hydrophobic core. The basic form contains 18 amino
acids, 3 in each # strand and 6 in each loop. A specific amino acid pattern is Gly-Gly-X-Gly-X-Asp-X-U-X
(where X is any amino acid, and U is a large hydrophobic one like leucine). The loops are stabilized by
calcium ions binding to the aspartic acid (Asp) residue. The three-stranded helix has two strands arranged
adjacent to each other and a third almost perpendicular to the other two. One loop is formed from two
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Figure B-2: Formation of a peptide bond.
Figure B-3: Peptide bond with bond lengths shown in A.
invariant residues, while the other two loops are long and form the active site. The interior is packed with
hydrophobic groups, both polar and charged, with their side chains linearly arranged along the helical axis.
The three-stranded helix is more prevalent and is found in pectate lyase and the bacteriophage P22 tailspike
protein.
B.2 Beta Sheets
-sheets, built from discontinuous regions of the polypeptide chain, are the second major structural element
in proteins. 3 strands are aligned adjacent to each other so that hydrogen bonds can form between the C'=O
and NH groups between strands. The sheet that is formed is pleated. The strands can act in a parallel,
antiparallel, or mixed fashion, a simple example shown in figure B-5. Almost all 13 sheets have right-handed
twisted strands. The # domain structure is the most diverse. Some common motifs are the / - Oz - 3 motif
(forming a parallel configuration), the Greek-key motif, the up-down motif, and the jelly-roll motif. /-sheets
tend to self-assemble into fibrous structures. These fibers can be used as nanofibers for many protein-material
applications [90].
B.3 Water
The structure of water can be described in two parts. The first is the structure of the molecule itself and the
second is the network of bonds between them. The molecule itself is a polar molecule, in which the oxygen
nucleus draws electrons away from the hydrogen nuclei. The result is a triangular shape shown in figure B-6.
At liquid temperatures, water forms an extensive network of hydrogen bonds. A positively charged region in
one water molecule tends to orient itself towards a negatively charged region of a neighbor. In ice, a regular
.......... _ :  . -.-
Figure B-4: Picture of a 16 residue a-helix, showing the stick-model amino acids. Rendered using PyMOL
[25].
Figure B-5: Picture of a 16 residue 3-sheet, showing the stick-model amino acids. Rendered using PyMOL
[25].
crystalline structure of hydrogen bonds exists with hexagonal symmetry. The coordination of an individual
molecule is tetragonal, as each molecule is bonded to 4 neighbors. Liquid water undergoes constant breaking
and reorganization of hydrogen bonds on a picosecond timescale, but on average the molecules form a random
network with an average of 3.4 neighbors. From the ice to liquid state, the regular hexagonal packing of
water gives way to a disordered network. As the temperature increases in the liquid state, water molecules
gain enough energy to bend and break their hydrogen bonds. The size of ordered clusters begins to decrease,
but the hydrogen bonding is still considerable (i.e. at least one hydrogen bond). In the gaseous state, water
molecules are no longer hydrogen-bonded to each other [7].
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Figure B-6: The schematic and orbital versions of water.
Water has a dielectric constant of about 80, due to its polarity and ability to shield ions by forming solvent
shells around them. As a result, water is an excellent solvent for polar molecules and is effective at grouping
together nonpolar molecules to minimize their solvent surface area. The latter capability is the basis for
the hydrophobic interaction. This hydrophobic interaction is one of the most important principles in protein
structure - proteins pack hydrophobic side chains into the interior of the molecule. The problem is that the
protein backbone is highly polar. The solution is the formation of regular secondary structure. The hydrogen
bond donor NH and acceptor C'=O form a hydrogen bond, as part of either an a-helix or a 3 sheet. The
final tertiary structure of a protein is fundamental to the function of the protein. This three-dimensional shape
results by forming a hydrophobic core surrounded by a hydrophilic shell to favorably interact with water's
polar structure.
Furthermore, one of the important pieces of protein-protein function is specificity. Specificity is the
formation of a weak set of noncovalent bonds: hydrogen bonds, ionic bonds and van der Walls attractions.
Hydrogen and ionic bonds are stronger if water is present. By having a few isolated bonds, water will tend not
to compete for hydrogen bonds because it is energetically more favorable for the water molecules to remain
part of the large hydrogen-bonded network. Thus a ligand binding site can remain completely dry and form
a strong protein-protein interface.
Due to water's extensive hydrogen bonding network, when a protein is placed in water, the bound form
of water is integrated, or immobilized from complete freedom of rotation. When a protein is crystallized, this
bound water crystallizes as part of the structure of the protein and typically accounts for nearly half of the
mass of the crystal. These bound water molecules are important for connecting a protein to the rest of the
hydrogen bonding network and maintaining protein solubility.
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B.4 Structure Determination
B.4.1 X-ray Crystallography
X-ray crystallography is a tool that enables high resolution (~ 1 A) three-dimensional models of crystallized
proteins to be obtained by diffracting short wavelength electromagnetic radiation off the crystal planes of a
protein. Bragg's Law governs the angle of diffraction for a given crystallographic plane separation d and a
wavelength A, as 2d - sin 0 = A. A major problem in x-ray diffraction is that it is not holographic, that is, the
phase of the wave is not directly obtainable. Without the phase, the full three-dimensional structure cannot
be determined. By using doped heavy metals in a technique called multiple isomorphous replacement, phase
can be determined. (Jerome Karle was awarded the Nobel Prize in chemistry for his contribution for his work
[22]).
Another technique called multiwavelength anomalous diffraction can also be used. From the amplitude
and phase information, one can calculate an electron density map. The resolution of such a map varies from
about 5A for coarse molecular shape, to about IA for individual atoms. From an amino acid sequence and
judicious placement of water molecules, a model that fits the electron density map is made. The whole
process is reasonably automated and can be done in a few days. Two problems with x-ray crystallography
are that not all proteins can be crystallized and protein dynamics can only rarely be measured.
B.4.2 NMR
NMR is an indirect tool for obtaining protein structure. Many nuclei such as 1H, 13C, 15N and 31P have a
magnetic moment, or spin. When placed in a large static magnetic field, some spins (approximately 1 in 104)
will align with this field. Radio frequency fields can excite transitions of the nuclear states to produce a signal
that probes the local chemical environment of each atom in a molecule (see Appendix A for more details).
The chemical environment is represented as a shift in the frequency of the spin as it experiences a slightly
different local field environment. This effect is called a chemical shift. This can be degenerate for chemically
equivalent species, such as protons in methane. To disambiguate a crowded spectrum, NMR spectroscopists
have come up with ingenious techniques for drawing correlations between atoms to reveal which atoms are
connected to each other. COrrelation SpectroscopY or COSY, is an experiment that reveals covalent bonding
relationships between atoms in residues (e.g. an amino proton connected via 3 bonds to the Cc, atom). From
this map, one can use a fingerprint for each type of amino acid to label each residue along the chain and
calculate the peptide backbone rotation angles.
Another technique, known as Nuclear Overhauser Effect SpectroscopY, or NOESY, develops proximity
(less than 5A) by means of relaxation via dipolar coupling. This technique yields through-space distance
information between two spins, and thus 3-dimensional information about the protein structure. From these
distance and angle constraints, one can construct a model of the protein structure. This assignment process
can take many weeks because of combinatorial complexity and degeneracy. Isotope labeling is used with 13C
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and 15N for large proteins to simplify the spectrum and assignment.
NMR is a much slower, lower resolution (on the order of 3-4 A) technique than x-ray crystallography, and
is limited to about 60kDa structures. However, it works for proteins in solution and can monitor dynamical
properties and kinetics. As a result, there are many structures that can only be determined by NMR.
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Appendix C
Relevant Instrumentation and
Electromagnetics
C.1 Class E Amplifiers
For NMR spectrometers, large amounts of agile RF power at the Larmor frequency are required to control
nuclear spins. The pulse length for a L pulse is
21
r ~ - .2(C.1)Q
As pulses grow in length, problems of RF inhomogeneity and the frequency representation of the pulse itself
cause distortions in the spectra. It is therefore important to have power pulses as high as possible.
In RF power amplifier design, there are several basic classes of amplifiers defined by their linearity and
power efficiency. The basic distinguishing factor for linear amplifiers is the bias point of the transistor about
which the input voltage oscillates. Class A amplifiers operate in the linear regime of a transistor I-V curve.
They allow the wide frequency agility, linear phase, and amplitude response required for NMR. However,
current flows during the entire time the amplifier is on. It would be advantageous to transmit power only
when power is needed, but still give frequency and phase control. A class E amplifier achieves close to 100%
efficiency by minimizing the overlap integral of voltage and current within the transistor. while delivering all
the input power to the load [80]. Class E amplifier performance is explained in the next section.
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Figure C-1: General schematic for a class E amplifier
C.1.1 System of Equations for Class E Amplifiers
From [51],
io = Io sin (wt + #),
os (t) = V sin (Lot + #1),
X2
V = IoRL l+R2. (C.2)
L
The current equation at node 1 is
i L (t) = ic (t) + Io sin (wt + ,
C -VC(t) -L, di L(t)dt
C1 Vcoff(t) icoff(t). (C.3)dt
Solving for the boundary condition of the ON state gives:
iLon(t) = (t - 7/w) + ic. (C.4)
Solving for the boundary condition of the OFF state gives:
iLoff(t) = A sin (wot) + B cos (wot) +...
1 O2 sin (wt + #),
1
w /o = v  i(C1'
# = W/wo. (C.5)
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By L1 continuity of iL (t),
7r7r
iLoff(-) iLoff(),
iLoff(O) = iLoi( r (C.6)
By C1 continuity of v(t),
oc(0) = iLoff( 0 (C.7)
Adding three more constraints for class E:
dv( ) -
dt
i- Vcc dc -out -- L. (C.8)2
Finally, solve for # by root-finding given P, L 1, RL, W, c, then solve for #, Io, A, B, and C.
C.1.2 Class E Experiment
To test the theory of class E operation, a circuit board was designed and built to operate at 34 MHz (resonance
frequency for 35C1 in mothballs) and 4 watts for a Pure Quadrupolar Resonance (PQR) experiment. See [24]
for a detailed description of PQR. The amplifier was designed to receive a pulsed, sinusoidal signal at 34
MHz that was amplified and directly connected to the probe. A schematic for this is shown in figure C-2
and a photograph of the final assembled board used is in figure C-3. Since this is a digital amplifier, i.e.
the amplifier is completely off when the input is low voltage, noise from the source is suppressed by the
MOSFET. On the other hand, for a linear amplifier, this noise is amplified. When not transmitting, this noise
suppression from the class E amplifier allows the weak PQR signal to go through the receiver chain with less
noise. An FID from the PQR class E experiment is shown in figure C-4. It was estimated that the signal to
noise ratio improved by a factor of 8 over a linear, Amplifier Research 75AP250 linear amplifier.
With this experiment completed, it was important to reflect on the circuit for the class E amplifier. The
reactive circuit highlighted in figure C-5 has a network model very similar to a probe, so a design study was
conducted to merge the phase shift network for class E operation with the probe itself to make an integrated
amplifier-probe. A schematic for this design is shown in figure C-6, but was not built. With microfabrication
and miniaturization, integrated probes and electronics could be an important piece of future NMR/PQR on-
a-chip designs.
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Figure C-2: Schematic for the class E amplifier to operate at 34 MHz.
Figure C-3: Fabricated class E amplifier operating at 34 MHz for 3Cl. This amplifier was capable of about 4W
of output power. The dimensions are 3cm x 5.5cm.
Figure C-4: FID from the PQR apparatus showing good signal to noise ratio.
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Figure C-5: Class E amplifier with an integrated probe.
-
Figure C-6: A proposed design for an integrated class E amplifier and probe.
C.2 Susceptibility Mismatch and Magnetic Boundary Conditions
First, let us consider the boundary conditions on the magnetic field H and the magnetic flux density B. From
Maxwell's equation,
VxH
V-1B (C.9)
Using Stokes' theorem for the first equation and the divergence theorem for the second equation, we are left
with:
/(V x f) - i da = -d
s J C
J V i -jida.JS
Taking these integrals over an infinitesimal volume at the
current f yields:
N .di = ($2 -
boundary of two surfaces in the absence of any
$ 1 ) x i= 0,
(C.11)is $ -iida = ($2 - i) - i = 0.
For a cylinder or rectangular object with B normal to the ends of the object, Bi = B2 . However, the normal
component of the field changes discontinuously across the surface and so a surface charge density must be
introduced. (This situation is similar to that in electrostatics [43]). To calculate what this charge density is
when the current density, f vanishes, it is possible to write a scalar potential for the magnetic field such that
H-= -VIb. (C.12)
Since 5 = po(H + Ml), from the divergence theorem we can write:
VB-=poV-(H+M)=0. (C.13)
Therefore, substituting equation C. 12 into C. 13 yields:
V2<buM = -PM= V . M. (C.14)
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(C.10)
Again applying the divergence theorem yields the effective surface-charge density,
0~M = i - M. (C.15)
The solution to this magnetostatic Poisson equation in the case of a uniform magnetization within a solid is
<DIz =M da' (C. 16)
47r s JY -- x'
From equation C. 16 we can see that any surface perpendicular to the main static field will produce suscep-
tibility variations, while any surface parallel to the field will not. Therefore, even though a material such as
a copper has a susceptibility mismatch with air, as long as the perpendicular surface is far away from the
sample, this should not matter. On the other hand, the sample-air boundary itself will cause a susceptibility
mismatch that will be difficult to shim away.
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Appendix D
Simulation Code
D.1 6.9mm simulation
Below is the code to do the finite element and nutation plot analyses from section 3.2.1. The model is shown
here in figure D-1.
Figure D-1: Microslot geometry used for the 6.9mm simulation.
% FEMLAB Model M-file
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
% Recorded command sequence
% Geometry
% units in um
% length of conductor - taken from actual board
1=30400;
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% length of slit
% gl=3200; (pre 121503)
gl=3100;
% width of microstrip
w=6900;
% thickness of copper
t=300;
% width of slit
gw=900; 20
dh=3000;
% taken from actual board
dw=29200;
%ah=10000; (pre 121503)
ah=1 5000;
fprintf(1, 'Starting geometry construction....
% metal
g3=block3(1/2-g/2,w,t, 'corner', [-1/2 -w/2 0],[0  1],0); 30
g5=block3(1/2-gl/2,w,t, 'corner' ,[gl/2 -w/2 O],[0 0 1],0);
g6=block3(gl,gw,t, 'corner',[-gl/2 -w/2 0],[0 0 1],0);
g7=geomcomp({g3,g5,g6},'ns',{'BLK2','BLK3','BLK4'},'sf', 'BLK2+BLK3+BLK4',
'face', 'all','edge', 'all', 'out',{'ftx', 'ctx','ptx'});
% dielectric
g8=block3(1,dw,dh, 'corner' [-1/2 -dw/2 -dh],[0 0 1],0);
% bottom conductor
g9=block3(,dw,t,'corner',[-1/2, -dw/2,-(dh+t)],[0,0,1],0);
40
% air
g1O=block3(1,dw,ah, 'corner' [-1/2, -dw/2, 0],[0 0 1],0);
gll=geomcomp({g7,g8,g9,gl0},'ns',{'COl','BLK1','BLK2','BLK3'}, 'sf','CO1+BLK1+BLK2+BLK3',
'face', 'none','edge', 'all','out',{'ftx', 'ctx', 'ptx'});
fem.geom = scale(g11,1e-6,1e-6,1e-6);
fprintf(1, 'done\n');
50
fprintf(1, 'Setting up problem and mesh. . .
clear appl
appl.mode=flcemqav3d;
appl.var.omega=500e6*2*pi;
appl.elemdefault='Lagl';
% epsilon,sigma,init must equal the number of subdomains
% 2.20 is the dielectric constant for rogers 5880 60
appl.equ.epsilonr={{{' 1 '}},{{'2.2' }},{{' 1 '}},{{'1' ;
% conductivity for copper
appl.equ.sigma={' 1/1. 664e-8', '1', '1', '1/1. 664e-8
appl.equ.init={{{ 'V' };{' 0 };{'0' };{'0 ' }},...
{{ 'V' };{'0 };{' 0 '};{'0'}},...
{{'V' };{'0' };{' 0 '};{'0'}},...
'v' };{'0' };{' 0' };{'0 '}}}
% for a current of 0.5101 A (4 domains)
app.bnd.V={'0','0','0','0.0001','-0.0001'}; 70
% boundary conditions
appl.bnd.type={'nA', 'A','tHO','nV','nV'};
% 1 = electric current, magnetic potential
% 2 = ground/magnetic insulation
% 3 = solve for it
% 4 = electric potential
% all borders should be 3
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% indices 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 80
appl.bnd.ind=[2 2 2 1 1 3 1 1 3 1 4 3 3 3 3 3 2 3 1 3 3 3 3 3 3 3 3 2 1 1 5];
fem.appl=appl;
fem=multiphysics(fem);
fem.mesh=meshinit(fem,...
' Hauto ',4);
fem. xmesh=meshextend(fem);
90
fprintf(1, ' done\n ');
% You can now solve the electrostatic equation, to compute the
% currents.
fprintf(1, 'Solving electrostatic problem. . .
fem.sol=femlin(fem, 'Solcomp',{'v'});
fprintf(1, 'done\n');
% Follow this by solving the magnetostatic equations to get the
% magnetic flux density around the coils. 100
fprintf(1, 'Solving magnetic problem. . .
fem.sol=femiter(fem,...
' init ',fem.sol.u,...
'Solcomp',{' Ax','Ay','Az'},...
'prefun', 'luinc',...
'prepar', {'droptol',{0.0001}});
% Visualize the result of the simulation, with the following
% properties to the plot function.
fprintf(1, 'done\n'); 110
% second vector are elements to exclude
nBdl = setdiff(1:31,[1:10 16:19 28:30]);
fprintf(1, 'Plotting . . . ');
postplot(fem,. . .
' bdl',nBdl,...
'cont', 'internal',...
'tridata','V',...
'tribar', 'on',... 120
'flowtubescale',0.05,...
'flowtype', 'tube',...
'flowcolor','cycle',...
'flowdata',{'Bx','By','Bz'},...
'flowlines',15,...
'flowback','on',...
'flowsteps',150,...
'scenelight','on',...
'scenelightpos',[-1 1 1],...
'Lightreflection','metal',... 130
'axisequal', 'on',...
'axisvisible', 'off ',...
'renderer', 'opengl',...
'transparency' ,0.6)
fprintf(1, 'done. . . \n');
fprintf(1, 'Calculating curent. . .
fem.cur=postint(fem, 'nJ', dl' ,11, 'edim',2)
fprintf(1, 'done\n'); 140
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
r=4240e-6/2;
zO=(5436+60)*1e-6;
h=30000e-6;
xO=h/2;
orientation = ' axial'; 10
ferns.geom = c;
ferns.mesh=meshinit(fems);
fems.xrnesh=meshextend(fems);
N=250;
By=postinterp(fern, 'By',ferns.mesh.p);
Bx=postinterp(fern, 'Bz ',ferns.mesh.p);
% 1/2 at the end comes from the fact that we can only use the
% component rotating with the field 20
% the first 2 constants are the correction for the current in the model
% the 3rd constant is the current gain of the circuit
fems.sol.u=c1*2/fem.cur*c2*(By'+i*Bx')/2; %tpwr=58
T=linspace(0,350e-6,N);
fO=499.95e6;
B0=11.7;
s=[]1;
for j=1:N 30
fems.variables= {'T ',Tj), ' f 0 ',f0};
s(j) = postint(fems,'exp(-i*atan (real(u) /imag (u) ))*sin (-2*pi*f0 /B0*abs (u)*T)');
fprintf(1, ' . ');
if (mod(j, N/5)==O)
fprintf(1, ' \n ');
end
end
horn=real(s)/max(abs(real(s)));
40
if (max(real(s))<O)
plot(T, hom)
m=min(hom)
else
plot(T,-horn)
m=min(-hom)
end
titl=sprintf('RF homogeneity for %d\\mum wide, %d\\mum long sample, z_ 0=%d\\mum, %s oriented, ...
FOM = %f ',2*r*1e6,2*xO*1e6, ZO*e6,orientation, m); 50
title(titl);
D.2 297pum simulation
Below is the code to do the finite element and nutation plot analyses from section 3.2.2. The model is shown
here in figure D-2.
y
Figure D-2: Geometry for the 297 pm microslot simulation.
% FEMLAB Model M-file
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
% Recorded command sequence
% Geometry
fprintf(1, 'Starting geometry construction.... ');
%units in um
1=4000;
gl=1 00;
w=297;
t=60;
%gw=w/10;
%gw=36:
gw=50;
dh=3000;
dw=1 0000;
ah=5000;
%metal
g3=block3(1/2-gl/2,w,t,'corner',[-1/2 -w/2 0],[0 0 1],0);
g5=block3(/2-gl/2,w,t, ' corner ',[gl/2 -w/2 0],[0 0 1],0);
g6=block3(gl,gw,t, 'corner' ,[-gl/2 w/2-gw 0],[0 0 1],0);
g7=block3(gl,gw,t, 'corner' ,[-gl/2 -w/2 0],[0 0 1],0);
g8=geomcomp({g3,g5,g6,g7},'ns',{'BLK2','BLK3','BLK4','BLK5'},'sf','BLK2+BLK3+BLK4+BLK5',
'face', 'all','edge','all','out',{' ftx','ctx','ptx'});
% dielectric
g9=block3(1,dw,dh, 'corner' [-1/2 -dw/2 -dh],[0 0 1],0);
% bottom conductor
g1O=bock3(1,dw,t, ' corner '[-1/2, -dw/2, -(dh+t)],[0,0,1],0);
% air
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gll=bock3(1,dw,ah, 'corner' [-1/2 -dw/2 O],[O 0 1],0);
g12=geomcomp({g8,g9,g1O,gll},'ns',{' C01','BLK1', 'BLK2','BLK3'},'sf',...
'COl+BLK1+BLK2+BLK3', 'face','none','edge','all', 'out',{'ftx', 'ctx','ptx'}); 40
fem.geom = scale(g12,1e-6,1e-6,1e-6);
fprintf(1, 'done\n');
fprintf(1, 'Setting up problem and mesh...
clear appI
appl.mode=flcemqav3d;
appl.var.omega=500e6*2*pi; 50
appl.elemdefault=' Lag l ' ;
% these must equal the number of subdomains
appl.equ.epsilonr={{{' 1'}},{{'2.2' }},{{' 1'}},{{' 1'}}};
% conductivity for copper
appl.equ.sigma={' 1/1 .664e-8 ', ', 'l', '1/1 .664e-8'};
appl.equ.init={{{ 'V'};{' 0 ' };{' 0' };{' 0 '}},. ..
{{'V'}{ 0';{ 0, '};{ 0',.{{'v' };{' 0' };{'0' };{'0' }},. ..
'v' };{' 0' };{' 0' };{' 0' }}}; 60
% to get 1 A of current
appl.bnd.V={ ' 0 ',' 0 ',' ', '0. 0001', '-0. 0001'};
% boundary conditions
appl.bnd.type={'nA','AO','tHO', 'nV','nV'};
% 1 = electric current, magnetic potential
% 2 = ground/magnetic insulation
% 3 = solve for it
% 4 = electric potential
% 12345678901234567890123456789012345 70
appl.bnd.ind=[2 2 2 1 1 2 1 1 3 1 4 3 3 3 3 3 2 1 3 1 3 3 3 3 3 3 3 3 3 3 1 1 1 1 5 ];
fem.appl=appl;
fem=multiphysics(fem);
fem.mesh=meshinit(fem, 'Hauto' ,2); % above is equivalent to Hauto=5
fem.xmesh=meshextend(fem);
fprintf(1, 'done\n'); 80
% You can now solve the electrostatic equation, to compute the
% currents.
fprintf(1, 'Solving electrostatic problem. . .
fem.sol=femlin(fem, 'Solcomp' ,{'V'});
fprintf(1, 'done\n');
% Follow this by solving the magnetostatic equations to get the
% magnetic flux density around the coils. 90
fprintf(1, 'Solving magnetic problem. . .
fem. sol=femiter(fem,. . .
' init ',fem.sol.u,...
'Solcomp',{'Ax', 'Ay', 'Az '},...
'prefun', 'luinc',...
'prepar', {'droptol',{0.0001}});
% Visualize the result of the simulation, with the following
% properties to the plot function.
fprintf(1, 'done\n'); 100
%nBdl = setdiffl:26,[1:7 13:15 24:25]);
nBdl = setdiff(1:30,[1:7 13:15 28:30]);
fprintf(1,'Plotting . . . ');
160
postplot(fem,. . .
'bdl',nBdl,...
'cont', 'internal',...
'tridata','normJs',...
'tribar', 'on',... 110
'flowtubescale' ,0.05,...
'flowtype', 'tube',...
'flowcolor', 'cycle',...
'flowdata',{'Bx','By','Bz'},...
'f lowlines ',15,...
'flowback', 'on',...
' f lowsteps ',150,...
'scenelight','on',...
'scenelightpos',[-1 1 1],...
' Lightreflection', 'metal',. .. 120
' axisequal', ' on',...
' axisvisible', 'of f ',...
' renderer ', 'opengl
' transparency' ,0.6)
fprintf(1, ' done. . . ');
fprintf(1, 'Calculating curent...
cur=postint(fem, 'nJ','dl' ,8, 'edim',2)
fprintf(1, 'done\n'); 130
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
r=100e-6/2;
% the last 30 um is from the thickness of the copper
% the first 70 um is the tape, the 35 is the fact that the capillary is 169/163 um wide
zO=(70+35+30)*1 e-6+r;
xO=h/2;
y0=0;
10
vol=pi*r^2*h
% create a volume to do integration over
c=cylinder3(r,h,[-x,y,zO],[1,0,0],0); % axial
orientation = 'axial';
fems.geom = c;
fems.mesh=meshinit(fems, 'Hauto' ,3);
fems.xmesh=meshextend(fems);
N=250; 20
By=postinterp(fem, 'By' ,fems.mesh.p);
Bz=postinterp(fem, ' Bz ',fems.mesh.p);
% 1/2 at the end comes from the fact that we can only use the
% component rotating with the field
% the first 2 constants are the correction for the current in the model
% the 3rd constant is the current gain of the circuit
fems.sol.u=0.1899/fem.cur*12.1471*(By '+i*Bz ')/2; %tpwr=45 (mid)
T=linspace(0,59e-6,N); 30
fO=500e6;
B0=11.7;
for j=1:N
fems.variables= {' T ',T(j), 'f',fo0};
sU) = postint(fems,'exp(-i*atan(real(u) /imag(u) ))*sin(-2*pi*f0 /B0*abs (u)*T) ');
fprintf(1, ' . ');
if (mod(j, 50)==0)
fprintf(1, ' \n '); 40
end
hom=real(s)/max(abs(real(s)));
if (max(real(s))<0)
plot(T,real(s)/max(abs(real(s))))
m=min(real(s)/max(abs((real(s)))))
else
plot(T, -real(s)/max(abs(real(s)))) 50
m=min(-real(s)/max(abs((real(s)))))
end
titl=sprintf('RF homogeneity for %d\\mum wide, %d\\mum long sample, zO=%d\\mum, %s oriented, ...
FOM = %f ',2*r*]e6,2*x0*]e6,z0*]e6,orientation, m);
title(titl);
D.3 Scaling simulation
% FEMLAB Model M-file
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
% Recorded command sequence
% Geometry
fprintf(1,'Starting geometry construction.... '); 10
%metal
g3=block3(1/2-gl/2,w,t,'corner',[-1/2 -w/2 0],[0  1],0);
g5=block3(1/2-gl/2,w,t, 'corner' ,[gl/2 -w/2 O],[0 0 1],0);
g6=block3(gl,gw,t, 'corner' ,[-gl/2 w/2-gw O],[O 0 1],0);
g7=block3(gl,gw,t, 'corner' ,[-gl/2 -w/2 O],[O 0 1],0);
g8=geomcomp({g3,g5,g6,g7},'ns',{'BLK2','BLK3','BLK4','BLK5'},'sf',...
'BLK2+BLK3+BLK4+BLK5', 'face', 'all', 'edge','all', 'out',...
{'ftx','ctx','ptx'}); 20
% dielectric
g9=block3(1,dw,dh, 'corner' [-1/2 -dw/2 -dh],[0 0 1],0);
% air
g1O=block3(1,dw,ah, 'corner',[ -/2 -dw/2 0],[O 0 1],0);
gIl1=geomcomp({g8,g9,g10},'ns',{'Col','BLK1','BLK2'},'sf','Col+BLK1+BLK2',
'face', 'none','edge', 'all', 'out',{'ftx', 'ctx', 'ptx'});
fem.geom = scale(g11,1e-6,1e-6,1e-6); 30
fprintf(1, 'done\n');
fprintf(1, 'Setting up problem and mesh. . .
clear appl
appl.mode=flcemqav3d;
appl.var.omega=500e6*2*pi;
appl.elemdefault= 'Lagl';
40
% these must equal the number of subdomains
appl.equ.epsilonr={{{' 10' }},{{' 1' }},{{' 1 '}}};
% conductivity for copper
appl.equ.sigma={' 1',' 1','1/1.664e-8
appL.equ.init={{{'V'};{' 0 '};{'0 '};{''}},. ..
{{'V' };{'0' };{' 0 '};{' 0'}},...
{{ 'V' };{ '0' };{ '0 '};{'0';
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% to get 1 A of current
appl.bnd.V={'0','0','0','0.0001'};
50
% boundary conditions
appl.bnd.type={'nA','AO','tHO', 'nV'};
% I = electric current, magnetic potential
% 2 = ground/magnetic insulation
% 3 = solve for it
% 4 = electric potential
%appl.bnd.ind=[1 1 2 1 1 3 3 4 3 3 3 3 3 1 1 3 3 3 3 3 3 3 3 1 1 2];
% 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0
appl.bnd.ind=[1 1 2 1 1 3 1 4 3 3 3 3 3 1 1 3 3 3 3 3 3 3 3 3 3 3 3 1 1 2];
60
fem.appl=appl;
fem=multiphysics(fem);
fern. mesh=meshinit(fem, 'Hauto' ,meshlevel); % above is equivalent to Hauto=5
fern. xmesh=rneshextend(fem);
fprintf(1, 'done\n');
% You can now solve the electrostatic equation, to compute the 70
% currents.
fprintf(1, 'Solving electrostatic problem. . .
fern.sol=fernlin(fem, 'Solcomp',{ 'V'});
fprintf(1, 'done\n');
% Follow this by solving the magnetostatic equations to get the
% magnetic flux density around the coils.
fprintf(1, 'Solving magnetic problem. . .
fern. sol=femiter(fem,. . . 80
' init' ,fem.sol.u,...
' Solcomp',{' Ax ', 'Ay ', ' Az'},...
'prefun', 'luinc',...
'prepar', {'droptol',{O.0001}});
% Visualize the result of the simulation, with the following
% properties to the plot function.
fprintf(1, 'done\n');
fprintf(1, 'Calculating curent. .. '); 90
cur=postint(fern, 'nJ', 'dl' ,8, 'edim' ,2)
fem.cur=abs(cur);
fprintf(1, 'done\n');
% (c) 2003,2004 MIT
% author: Yael Maguire <yael at media.mit.edu>
% generate the geometry:
% units in um
k=1;
for w=2000:250:6000
1=40/3*w; 10
gl=w/3;
gw=w/6;
% these are fixed
t=60;
dh=3000;
dw=20000;
ah=1 5000;
r=w/3*1e-6; 20
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id=2*r;
od=2*id;
zO=(t)*1e-6+od/2;
h=l*1e-6;
xO=h/2;
yo=o;
% do the FE simulation
meshlevel=4;
fem=[]; 30
microsag;
[s,m]=unix(' date +" %m%d%y-%H%M" ');
% remove the \n
m(end)=' ' ;
fname=sprintf(' scaling/micros %d-%s .mat ',w,m);
% now, save the results
fisave(fname,fem);
40
rffomas;
vfom(k)=fom;
k=k+1;
end
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Appendix E
CAD drawings
165
Figure E-1: Probe base. Scale is 1:1.
I _
0Figure E-2: Probe tube. Scale is 1:7.41.
167
Figure E-3: Tube assembly. Scale is 1:1 and 1:6.67.
168
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Figure E-4: FEP/Teflon base. Scale is 1:1.
Figure E-5: FEP/Teflon base top. Scale is 1:1.
169
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