Abstract. Primal-dual-weighted goal-oriented a posteriori error estimates for pointwise state constrained optimal control problems for second order elliptic partial differential equations are derived. The constraints give rise to a primal-dual weighted error term representing the mismatch in the complementarity system due to discretization. In the case of sufficiently regular active (or coincidence) sets and problem data, a further decomposition of the multiplier into a regular L 2 -part on the active set and a singular part concentrated on the boundary between the active and inactive set allows to further characterize the mismatch error. The paper ends by a report on the behavior of the error estimates for test cases including the case of singular active sets consisting of smooth curves or points, only.
1. Introduction. This paper is devoted to mesh adaptivity for pointwise state constrained optimal control problems for elliptic partial differential equations (PDEs). A particular, unilaterally constrained model problem is given by
y ≤ b almost everywhere (a.e) in Ω,
where Ω ⊂ R n , n ∈ {1, 2, 3}, denotes some bounded domain with sufficiently smooth boundary Γ = ∂Ω. It is well-known [6] that (P) admits a unique solution (y * , u * ) ∈ V r × L 2 (Ω) which is characterized by the following first order necessary (and in case of (P) also sufficient) for λ ∈ M (Ω) and w ∈ V r . We point out that (1.2d) yields the so-called complementarity system
3)
The main difficulty in the numerical treatment of (P) is related to the measure-valuedness of the Lagrange multiplier λ * . It affects the development of efficient solution procedures as well as the derivation of error estimates and mesh adaptation techniques. Concerning the development of efficient solution algorithms we mention the recent contributions [14, 18] as well as the survey [15] and the many references therein. In [7] the convergence of a finite element discretization of (P) is established. Very recently, in [16] residual-based a posteriori error estimates for an adaptive mesh refinement in the numerical solution of (P) were derived.
Besides adaptivity guided by residual-based a posteriori error estimates in the numerical solution process, frequently one is interested in achieving accuracy with respect to a prespecified target quantity or goal. This notion leads to so-called goal-oriented adaptivity, which was pioneered in [5] for unconstrained optimal control problems. For an excellent overview over this technique we refer to [1] and to [9] for a related technique. In [11] this concept was further developed for pointwise control constrained optimal control problems. When compared to residual-based estimators, it turns out that a primal-dual weighted goal-oriented approach with the objective function as the goal allows for coarser meshes while resolving the target quantity with the same accuracy. Differently to the unconstrained case, the inequality constraints give rise to a so-called primal-dual weighted mismatch which accounts for the error when discretizing the complementarity system (related to (1.3) ). This error needs to be analyzed carefully in order to avoid overestimation which would result in estimates similar to the residual-based a posteriori estimates in [13] for a class of control constrained optimal control problems.
In the present paper we study the primal-dual weighted goal-oriented approach for pointwise state constrained problems of the type (P). In contrast to the work in [11] the numerical realization of the inequalities and the discretization of the Lagrange multiplier are major issues. Based on a regularity assumption on the problem data and the active or coincidence set with respect to the inequality constraint [4] , we utilize a decomposition of the multiplier into a regular L 2 -part and a singular part concentrated on the boundary of the active set. This allows us to further analyze the error due to the discretization of the complementarity system (1.3). In addition, we also address the singular case where the active set consists only of a lower dimensional manifold within the domain.
The rest of the paper is organized as follows: In section 2 we derive a primal-dualweighted error representation for our target quantity. It turns out that this representation is not fully a posteriori. Hence, in the subsequent section 3 we establish an a posteriori error estimate up to primal-dual consistency errors. Depending on the regularity of the data and, more importantly, the coincidence or active set at the continuous solution, our analysis considers two distinct cases. In the regular case, the Lagrange multiplier pertinent to the pointwise state constraint can be decomposed into a regular L 2 -part and a singular part concentrated on the boundary between the active set and its complement in Ω. In this situation we are able to further specialize the error representation. The paper ends by a report on numerical tests including the case of singular active sets.
Notation. Throughout we use · 0,Ω and (·, ·) 0,Ω for the usual L 2 (Ω)-norm and L 2 (Ω)-inner product, respectively. For convenience, with respect to the notation we shall not distinguish between the norm, respectively inner product, for scalar-valued or vector-valued arguments. We also use (·, ·) 0,S , which is the L 2 (S)-inner product over a (measurable) subset S ⊂ Ω. By |·| 1,Ω we denote the H 1 (Ω)-seminorm |y| 1,Ω = ∇y 0,Ω , which, by the Poincaré-Friedrichs-inequality, is a norm on
we denote a shape regular finite element triangulation of the domain Ω. The subscript h = max{diam(T )|T ∈ T h } indicates the mesh size of T h . The vertices or nodes of the mesh are given by x j , j = 1, . . . , N h . The set of vertices and edges in S ⊂ Ω are denoted by N h (S) and E h (S), respectively. Finally, the notation a b implies that there exists a constant C > 0 (depending only on the shape regularity of the finite element triangulation) such that a ≤ C b.
2. Primal-dual-weighted error representation. For deriving the structure of the new error estimate which takes into account the pointwise inequality constraints, we focus on our model problem (P). Its corresponding first order optimality characterization (1.2) can be derived from the pertinent Lagrange function L :
For convenience we use
Here we consider the following finite element discretization of the problem of interest: We assume that the domain is polyhedral such that the boundary is exactly represented by boundaries of triangles T ; otherwise, i.e., if Γ is a sufficiently smooth curve, the element edges lying on the boundary are assumed to be curved. By V h we denote the space of continuous piecewise linear finite elements overΩ. The discrete space X h is given by
Here we use the fact that αu * = p * , which implies that u * inherits the V s -regularity of p * . Therefore, both quantities are discretized using the same ansatz, respectively.
For obtaining a discrete version of (1.2) we have to clarify how the discrete inequality constraint on the state is realized and, in connection with this choice, how the Lagrange multiplier is discretized. In fact, the discrete constraints read
As a consequence, the discrete multiplier pertinent to (2.3) is represented by
where δ a denotes the Dirac measure concentrated in a ∈ N h (Ω). Subsequently we use
In order to obtain a full complementarity system (compare (1.2d)) we define I h as the Lagrange interpolation operator associated with the nodes a ∈ N h (Ω), and we set
Now the discrete version of (1.2) is given by
It is straightforward that (2.5) is the first order necessary and sufficient condition of the discrete version of (P) given by
where
Similar to the continuous case, (2.5a)-(2.5c) is given by
Here we use V r ⊂ C(Ω) by the Sobolev embedding theorem. Moreover, for our model problem (P) the second derivative of L with respect to x does not depend on x and λ. Thus, we can write
From this we further derive the relations
and also
Next we establish a representation of the difference of the continuous and discrete goal in terms of the Hessian of the Lagrangian and additional contributions. 14) where the data oscillations osc (1) h are given by
Using Taylor expansions and (2.8)-(2.9) we obtain
where we also used the complementarity relations (1.2d) and (2.5d) as well as (2.2) and (2.7a).
REMARK 2.1. In the case where λ * = 0 and λ * h = 0 one readily finds 
Examples for interpolation operators satisfying (2.18a)-(2.18c) are the Scott-Zhang interpolation operators (cf., e.g., [19] ). Now, we can further dwell on the evaluation of the Hessian of the Lagrangian and represent the error by means of primal-dual residuals, the primal-dual mismatch in complementarity, and oscillation terms.
THEOREM 2.2. Let the assumptions of Theorem 2.1 be satisfied and let i r(i
z h z * − z * ) := 1 2 (y * h − z h , i y h y * − y * ) 0,Ω + (∇(i y h y * − y * ), ∇p * h ) 0,Ω + λ * h , i y h y * − y * + (∇(i p h p * − p * ), ∇y * h ) 0,Ω − (u * h + f h , i p h p * − p * ) 0,Ω ,(2.
20)
the term ψ h represents the primal-dual mismatch
21) 6 and osc h refers to the data oscillations
where osc (1) h is given by (2.15) and osc (2) h by
Proof. Utilizing (2.11)-(2.12) and considering ϕ h = (δp h , δy h , δu h ) ∈ X h we obtain
h .
) ∈ X h and using complementary slackness, we continue
h . The assertion now follows from (2.1) and αu * h − p * h = 0 a.e. in Ω. We remark that so far the only easily computable term on the right-hand side in (2.19) is the oscillation term osc (1) h . All other terms still involve the unknown optimal state y * , the optimal adjoint state p * and/or the optimal multiplier λ * . In the next section, we will deal with those remaining terms and provide upper bounds that are truly a posteriori in nature.
3. Primal-dual-weighted a posteriori error estimate.
3.1. Primal-dual-weighted residuals. Firstly, we are concerned with an evaluation of the primal-dual weighted residuals. THEOREM 3.
Under the assumptions of Theorem 2.2 it holds that
T ω
(1)
Here, for the residuals ρ
The associated weights ω
Proof. Applying Green's formula on each element, we obtain
Denoting the three terms on the right-hand side in (3.4) by I 1 , I 2 and I 3 , respectively, by straightforward estimation for I 1 we find
T . 8 Likewise, for I 2 we obtain
Finally, for I 3 it follows that
Since W n r +ε,r (T ) , ε > 0, is continuously embedded in C(T ), this gives
Summing up (3.5)-(3.8) gives the assertion. The weights ω 
Further, using the approximation properties (2.18a)-(2.18c), we obtain the computable upper boundsω
Substituting ω
, we obtain the primal-dual weighted a posteriori error estimator
3.2. Primal-dual mismatch in complementarity. The term ψ(y * , y * h ) as given by (2.21) is again related to errors coming from complementary slackness. For its interpretation, we define the active set A * and the inactive set I * at the optimal solution (x * , λ * ) of (P) by
The discrete analogues of A * and I * are defined as follows: First, let
denote the active and inactive vertices, respectively. Then the discrete active and inactive sets are respectively defined by
Next we define
Here and below, we use κ * j instead of κ * x j for x j ∈ N h (Ω). Hence, the right hand side above represents the primal-dual weighted mismatch in complementarity in I * . Due to the continuous and discrete complementarity systems (1.2d) and (2.5d), ψ h is equivalent to
for any λ h ∈ M h . These facts would allow us to simplify the above expression even further. For our subsequent treatment of the dual products on the right-hand side in (3.15) , following [4] we will consider the so-called regular and non-regular cases with regard to a classification of the structure of the Lagrange multiplier associated with the state-constrained optimal control problem.
Regular case. We assume that the coincidence set
Since A * ∩ Γ = ∅ is already implied by our assumption (1.1) on the data, i.e., a Slater condition for (P), in view of [4, Thm.2] we have
and
where [12] (see also [13, 17] ), we estimate the continuous coincidence set A * by
where 0 < γ ≤ 1 and r > 0 are fixed. Denoting by χ(S) the characteristic function of S ⊂ Ω, for T ⊂ A * we find
which converges to zero whenever y
We define approximations 
Since y * is unknown, following [1] we approximate y * | T byŷ * |T, T ∈ T h (Ω), where this approximation is obtained in the following way: Assuming that the triangulation T h (Ω) stems from the refinement of a coarser triangulation T H (Ω), we consider the 'father' T F ∈ T H (Ω) of T ∈ T h (Ω) and defineŷ * as the quadratic interpolant of y * on T F with respect to the nodal values in the vertices and the midpoints of the edges of T F . This leads to the following approximations:
and thus arrive at the upper boundψ
h and (3.17c), we obtain
We introduce the approximation The performance of the adaptive algorithm is illustrated in Figure 5 .2 (left) where the error in the quantity of interest (objective functional) |J(y * , u * ) − J h (y * h , u * h )| is displayed on a logarithmic scale as a function of the total number of degrees of freedom both for adaptive refinement (θ = 0.3) and uniform refinement. Although there is a benefit of adaptive refinement, the slopes of the curves are almost the same which is due to the smoothness of the optimal solution in this example. Visualizations of the computed optimal state y * h and the optimal adjoint state p * h are provided in Figure 5 .3. The adjoint state p * has a singularity at the origin. We note that the peak of y * h at the origin which can be observed in Figure 5 .3 (left) is a numerical artefact due to that singularity. 
