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C TARGET TASK, EXPLORE ALGORITHM
A SOURCE TASK
B TARGET TASK, REUSE ALGORITHM
selected effects selected motor commands
reused motor commands
random motor commands no reuse exploration (400 steps) no reuse exploration (5000 steps)
reuse exploration (400 steps) reuse exploration (5000 steps)
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all 50 transferred motor commands 











D WORST CASE, EXPLORE ALGORITHM:
TARGET ARM
B REUSED COMMANDSA WORST CASE, REUSE ALGORITHM:
SOURCE ARM
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t = 500t = 200
diversity of effects 
over 200 steps
A CUBE (SOURCE TASK), EXPLORE ALGORITHM
B BALL (TARGET TASK), REUSE ALGORITHM
C BALL (NO REUSE), EXPLORE ALGORITHM
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at t = 300
same place as the 
ball task.
second ball, out of reach,
tracked by sensory 
primitive.
POOL  TASK, 
EXPLORE ALGORITHM
B
BALL: SOURCE TASK, 
EXPLORE ALGORITHM
C D POOL  TASK: TARGET TASK






at t = 1000
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