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MAGNETIC CONFINEMENT FOR THE 3D ROBIN LAPLACIAN
BERNARD HELFFER, AYMAN KACHMAR, AND NICOLAS RAYMOND
Abstract. We determine accurate asymptotics of the lowest eigenvalue for the Laplace
operator with a smooth magnetic field and Robin boundary conditions in a smooth 3D
domain, when the Robin parameter tends to +∞. Our results identify a critical regime
where the contribution of the magnetic field and the Robin condition are of the same order.
In this critical regime, we derive an effective operator defined on the boundary of the domain.
1. Introduction
1.1. Magnetic Robin Laplacian. We denote by Ω ⊂ R3 a bounded domain with a smooth
boundary Γ = ∂Ω. We study the lowest eigenvalue of the magnetic Robin Laplacian in L2(Ω),
Pγ = (−i∇+ a)2, (1.1)
with domain
D(Pγ) = {u ∈ H2(Ω) : in · (−i∇+ a)u+ γ u = 0 on ∂Ω} . (1.2)
Here n is the unit outward pointing normal vector of Γ, γ > 0 the Robin parameter and
a ∈ C2(Ω). The vector field a generates the magnetic field
b := curl a ∈ C1(Ω) . (1.3)
Our hypotheses on a and b cover the physically interesting case of a uniform magnetic field
of intensity b, a = b
2
(−x2, x1, 0) and b = (0, 0, b).
The operator Pbγ is defined as the self-adjoint operator associated with the following qua-
dratic form (see, for instance, [4, Ch. 4])
H1(Ω) 3 u 7→ Qaγ(u) :=
∫
Ω
∣∣(−i∇+ a)u(x)∣∣2 dx− γ∫
Γ
|u(x)|2ds(x) . (1.4)
Our aim is to examine the magnetic effects on the principal eigenvalue
λ(γ,b) = inf
u∈H1(Ω)\{0}
Qaγ(u)
‖u‖2L2(Ω)
(1.5)
when the Robin parameter γ tends to +∞.
The case γ = 0 corresponds to the Neumann magnetic Laplacian, which has been studied
in many papers [9, 15, 18].
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1.2. Mean curvature bounds. In the case without magnetic field, b = 0, Pankrashkin and
Popoff have proved in [17] that, as γ → +∞, the lowest eigenvalue satisfies the following
λ(γ, 0) = −γ2 − 2γκmax(Ω) +O(γ2/3) , (1.6)
with
κmax(Ω) := max
x∈∂Ω
κΩ(x) , (1.7)
where κ(x) = κΩ(x) the mean curvature of ∂Ω at x.
The same asymptotic expansion continues to hold in the presence of a γ-independent mag-
netic field b. In fact, we have the non-asymptotic bounds
λ(γ, 0) 6 λ(γ,b) 6 λ(γ, 0) + ‖a‖2L∞(Ω) . (1.8)
The lower bound is a simple consequence of the diamagnetic inequality, while the upper
bound results by using the non-magnetic real eigenfunction (the eigenfunction corresponding
to the eigenvalue λ(γ, 0)) as a test function for the quadratic form Qaγ. Note incidently that
the upper bound can be improved by minimizing over the a such that curl a = b.
Consequently, we have
λ(γ,b) = −γ2 − 2γκmax(Ω) +O(γ2/3) . (1.9)
It follows then, by an argument involving Agmon estimates, that the eigenfunctions concen-
trate near the set of points of maximal mean curvature, {κΩ(x) = κmax(Ω)}.
1.3. Magnetic confinement. The asymptotics expansion (1.9) does not display the contri-
butions of the magnetic field, since the intensity of the magnetic field is relatively small.
Magnetic effects are then expected to appear in the large field limit, b  1. We could
start with the following rough lower bound, obtained by the diamagnetic inequality and the
min-max principle,
λ(γ,b) > (1− δ)λ
( γ
1− δ , 0
)
+ δλ(0,b) (0 < δ < 1) ,
which decouples the contributions coming from the large Robin parameter and the large
magnetic field. According to (1.6), the term λ(γ, 0) behaves like −γ2 for large γ. The
Neumann eigenvalue λ(0,b) was studied in [9]; it behaves like Θ0b0 in the regime
b0 := inf
x∈∂Ω
‖b(x)‖  1 ,
where Θ0 ∈ (12 , 1) is a universal constant (the de Gennes constant). This comparison argument
shows that the magnetic effects are dominant when b0  γ2. In this case, the effective
boundary condition is the Neumann condition (γ = 0) and the role of the Robin condition
appear in the sub-leading terms (see [11, 10] for the analysis of these effects in 2D domains).
Aiming to understand the competition between the Robin condition and the magnetic field,
we take the magnetic field parameter in the form
b = γσB with 0 < σ < 2 and B ∈ C1(Ω) . (1.10)
Such competitions have been the object of investigations in the context of waveguides with
Dirichlet boundary condition (see [14]).
Our main results are summarized in the following theorems.
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Theorem 1.1. Assume that (1.10) holds. Then, as γ → +∞, the principal eigenvalue
satisfies
λ(γ,b) = −γ2 + E(γ,b) + o(γσ) ,
where
E(γ,b) = min
x∈∂Ω
(
|b · n(x)| − 2κΩ(x)γ
)
.
Remark 1.2. This estimate in Theorem 1.1 is also true for all the first eigenvalues.
Remark 1.3. The asymptotic result in Theorem 1.1 displays three regimes:
(i) If σ < 1, the magnetic field contribution is of lower order compared to that of the
curvature, so the asymptotics in Theorem 1.1 reads
λ(γ,b) = −γ2 − 2γ
(
max
x∈∂Ω
κΩ(x)
)
+ o(γ) .
(ii) If σ = 1, b = γB, the contributions of the magnetic field and the curvature are of the
same order, namely
λ(γ,b) = −γ2 + γ min
x∈∂Ω
(
|B · n(x)| − 2κΩ(x)
)
+ o
(
γ
)
.
(iii) If 1 < σ < 2, the contribution of the magnetic field is dominant compared to that of the
curvature, so
λ(γ,b) = −γ2 + γσ min
x∈∂Ω
|B · n(x)|+ o(γσ) .
Let us focus on the critical regime when σ = 1. Under generic assumptions, an accurate
(semiclassical) analysis of the first eigenvalues (establishing their simplicity) can be performed.
Theorem 1.4. Consider the regime σ = 1 in (1.10). Assume that
∂Ω 3 x 7→ |B · n(x)| − 2κΩ(x)
has a unique and non-degenerate minimum, denoted by x0 and that
B · n(x0) 6= 0 . (1.11)
Then, there exist c0 > 0 and c1 ∈ R such that, for all n > 1,
λn(γ,b) = −γ2 + γ (|B · n(x0)| − 2κΩ(x0)) + (2n− 1)c0 + c1 +O(γ− 12 ) .
Moreover, we have
c0 =
√
det(Hessx0(|B · n| − 2κΩ))
2|B · n(x0)| .
Remark 1.5. Note that our assumption on the uniqueness of the minimum of the effective
potential can be relaxed. Our strategy can deal with a finite number of non-degenerate
minima.
Theorem 1.4 does not cover the situation of a uniform magnetic field and constant curva-
ture, since (1.11) is not satisfied. Theorem 1.6 covers this situation, which displays a similar
behavior to the one observed in [9, 1]. The contribution of the magnetic field is related to
the ground state energy of the Montgomery model [16]
ν0 := inf
ζ∈R
λ(ζ) ,
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where
λ(ζ) = inf
u6=0
∫
R
(
|u′(s)|2 +
(
ζ +
s2
2
)2
|u(s)|2
)
ds
Theorem 1.6. Assume that b > 0, Ω = {x ∈ R3 : |x| < 1} and the magnetic field is
uniform and given by
b = (0, 0, γb) .
Then, as γ → +∞, the eigenvalue in (1.5) satisfies
λ(γ,b) = −γ2 − 2γ + ν0b4/3γ2/3 + o(γ2/3) .
Remark 1.7. We can expect that the expansion “of the form” given in Theorem 1.6 is also
true for a generic domain Ω when (1.11) is not satisfied.
Comparing our results with their 2D counterparts [11, 13], we observe in the 3D situation
an effect due to the magnetic geometry which is not visible in the 2D setting. It can be
explained as follows. The 2D case results from a cylindrical 3D domain with axis parallel to
the magnetic field, in which case the term B · n vanishes and the magnetic correction term
will be of lower order compared to what we see in Theorem 1.1.
1.4. Structure of the paper. The paper is organized as follows. In Section 2, we intro-
duce an effective semiclassical parameter, introduce auxiliary operators and eventually prove
Theorem 1.1. In Section 3, we derive an effective operator and then in Section 4 we estimate
the low-lying eigenvalues for the effective operator, thereby proving Theorem 1.4. Finally, in
Appendix A, we analyze the case of the ball domain in the uniform magnetic field case and
prove Theorem 1.6. We also discuss in this appendix γ-independent uniform fields (which
amounts to considering the case σ = 0 in (1.10)).
2. Proof of Theorem 1.1
2.1. Effective operators.
2.1.1. Effective 1D Robin Laplacian.
We fix three constants1 C∗ > 0, σ ∈ (0, 2), and h > 0 (the so-called semiclassical parameter).
We set
δ = hρ−
1
σ with 0 < ρ <
1
2
. (2.1)
For every x∗ ∈ ∂Ω, we introduce the effective transverse operator
L∗ := −h2
(
w∗(t)
)−1 d
dt
(
w∗(t)
d
dt
)
(2.2)
in the weighted Hilbert space L2
(
(0, hρ);w∗dt
)
, where
w∗(t) = 1− 2κ(x∗)t− C∗t2 ,
and the domain of L∗ is
D(L∗) = {u ∈ H2(0, hρ) : u′(0) = −h− 1σu(0) & u(hρ) = 0} .
1 The constant C∗ depends on the local geometry of ∂Ω near some point x∗ ∈ ∂Ω, see (2.22). By
compactness of the boundary, C∗ can be selected independently of the choice of the boundary point x∗.
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The change of variable, τ = h−
1
σ t, yields the new operator
L˜∗ := −h2− 2σ
(
w∗,h(τ)
)−1 d
dτ
(
w∗,h(τ)
d
dτ
)
(2.3)
with domain
D(L˜∗) = {u ∈ H2(0, δ) : u′(0) = −u(0) & u(δ) = 0} .
The new weight w∗,h is defined as follows
w∗,h(τ) = 1− 2κ(x∗)h 1σ τ − C∗h 2σ τ 2 .
Using [5, Sec. 4.3], we get that the first eigenvalue of the operator L∗ satisfies, as h→ 0+,
λ(L∗) = h2−
2
σλ(L˜∗) = −h2− 2σ − 2κ(x∗)h2− 1σ +O(h2) . (2.4)
2.1.2. Effective harmonic oscillator.
We also need the family of harmonic oscillators in L2(R),
T h,ηm,ξ := (−ih∂s −m)2 + (ξ +m+ ηs)2 , (2.5)
where (m, ξ, η) are parameters.
By a gauge transformation and a translation (when η 6= 0), we observe that the first
eigenvalue of T h,ηm,ξ is independent of (m, ξ). By rescaling, and using the usual harmonic
oscillator, we see that the first eigenvalue is given by2
λ
(
T h,ηm,ξ
)
= |η|h . (2.6)
2.1.3. Effective semiclassical parameter.
In our context, the semiclassical parameter will be
h = γ−σ with 0 < σ < 2 . (2.7)
Under the assumption in (1.10), the quadratic form in (1.4) is expressed as follows
Qaγ(u) = h
−2qh(u) ,
where
qh(u) =
∫
Ω
|(−ih∇+A)u|2dx− hα
∫
∂Ω
|u|2dx , (2.8)
curlA = B is a fixed vector field, and
α = α(σ) := 2− 1
σ
∈
(
−∞, 3
2
)
. (2.9)
We introduce the eigenvalue
µ(h,B) = inf
u∈H1(Ω)\{0}
qh(u)
‖u‖2L2(Ω)
. (2.10)
Then we have the relation
h = γ−σ and λ(γ,b) = h−2µ(h,B) . (2.11)
2We will use the inequality λ
(
Th,ηm,ξ
)
> |η|h (which is obvious when η = 0).
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2.2. Local boundary coordinates. We follow the presentation in [9].
2.2.1. The coordinates.
We fix  > 0 such that the distance function
t(x) = dist(x, ∂Ω) (2.12)
is smooth in Ω := {dist(x,Ω) < }.
Let x0 ∈ ∂Ω and choose a chart Φ : V0 → Φ(V0) ⊂ ∂Ω such that x0 ∈ Φ(V0) and V0 is an
open subset of R2. We set
y0 = Φ
−1(x0) and W0 = Φ(V0) . (2.13)
We denote by
G =
∑
16i,j62
Gij dyi ⊗ dyj
the metric on the surface W0 induced by the Euclidean metric, namely G = (dΦ)TdΦ. After
a dilation and a translation of the y coordinates, we may assume that
y0 = 0 and Gij(y0) = δij . (2.14)
We introduce the new coordinates (y1, y2, y3) as follows
Φ˜ : (y1, y2, y3) ∈ V0 × (0, ) 7→ Φ(y1, y2)− tn
(
Φ(y1, y2)
)
,
and we set
U0 = Φ˜
(
V0 × (0, ε)
) ⊂ Ω . (2.15)
Note that y3 denotes the normal variable in the sense that for a point x ∈ U0 such that
(y1, y2, y3) = Φ˜
−1(x), we have y3 = t(x) as introduced in (2.12). In particular, y3 = 0 is the
equation of the surface U0 ∩ ∂Ω .
2.2.2. Mean curvature. We denote by K and L the second and third fundamental forms on
∂Ω. In the coordinates (y1, y2) and with respect to the canonical basis, their matrices are
given by
K =
∑
16i,j62
Kij dyi ⊗ dyj and L =
∑
16i,j62
Lij dyi ⊗ dyj , (2.16)
where
Kij =
〈
∂x
∂yi
,
∂n
∂yj
〉
and Lij =
〈
∂n
∂yi
,
∂n
∂yj
〉
.
The mean curvature κ is then defined as half the trace of the matrix of G−1K = (kij)16i,j62.
For x = Φ(y1, y2), we have
κ(x) =
1
2
tr(G−1K)
∣∣∣
(y1,y2)
=
1
2
(
K11(y1, y2) +K22(y1, y2)
)
. (2.17)
In light of (2.13) and (2.14), we write
κ(x0) =
1
2
(
K11(0) +K22(0)
)
. (2.18)
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2.2.3. The metric.
The Euclidean metric g0 in R3 is block-diagonal in the new coordinates and takes the form
(see [9, Eq. (8.26)])
g0 = (dΦ˜)
TdΦ˜ =
∑
16i,j63
gij dyi ⊗ dyj
= dy3 ⊗ dy3 +
∑
16i,j62
(
Gij(y1, y2)− 2y3Kij(y1, y2) + y23Lij(y1, y2)
)
dyi ⊗ dyj ,
(2.19)
where (Kij) and (Lij) are defined in (2.16). Our particular choice of the coordinates, together
with G(0) = Id (see (2.14)), yields
gij =

0 if (i, j) ∈ {(3, 1), (3, 2), (1, 3), (2, 3)}
δij +O(|y|) if 1 6 i, j 6 2
1 if i = j = 3
. (2.20)
The coefficients of (gij), the inverse matrix of (gij), are then given as follows
gij =

0 if (i, j) ∈ {(3, 1), (3, 2), (1, 3), (2, 3)}
δij +O(|y|) if 1 6 i, j 6 2
1 if i = j = 3
. (2.21)
We denote by g = (gij) the matrix of the metric g0 in the y coordinates; the determinant of
g is denoted by |g|; we then have
|g|1/2 =
(
det(G− y3K + y23 L)
)1/2
=
(
det(I − y3G−1K + y23 G−1L)
)1/2
|G|1/2
=
(
1− y3tr(G−1K) + y23p2(y)
)|G|1/2 ,
where p2 is a bounded function in the neighborhood V0 × [0, ε].
In light of (2.17), we infer the following important inequalities which involve the mean cur-
vature κ, valid in V0 × [0, ε],(
1− 2y3κ
(
Φ(y1, y2)
)− C∗y23)|G|1/2 6 |g|1/2 6 (1− 2y3κ(Φ(y1, y2))+ C∗y23)|G|1/2 , (2.22)
with C∗ a constant independent of y.
2.2.4. The magnetic potential.
The reader is referred to [18, Section 0.1.2.2]. We recall that
σA =
3∑
i=1
Aidxi ,
so that, the change of coordinates x = Φ˜(y) gives
Φ˜∗σA =
3∑
i=1
A˜idyi , A˜ = (dΦ˜)
T ◦A ◦ Φ˜(y) .
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The magnetic field B is then defined via the 2-form
ωB := dσA =
∑
16i,j63
bijdxi ∧ dxj where bij = ∂Aj
∂xi
− ∂Ai
∂xj
.
The 2-form ωB can be viewed as the vector field B given by
B =
3∑
i=1
Bi
∂
∂xi
with B1 = b23, B2 = b31, B3 = b12 ,
via the Hodge identification
ωB(u, v) = 〈u× v,B〉R3 .
We have that
Φ˜∗ωB = d(Φ˜∗σA) =
∑
16i,j63
(
∂A˜j
∂yi
− ∂A˜i
∂yj
)
dyi ∧ dyj .
Considering the magnetic field B associated with A˜, this means that
ωB(dΦ˜(u), dΦ˜(v)) = ωB(u, v) , or 〈dΦ˜(u)× dΦ˜(v),B〉 = 〈u× v,B〉 ,
or, equivalently,
det(dΦ˜)〈u× v, dΦ˜−1(B)〉 = 〈u× v,B〉 ,
i.e.,
B˜ := dΦ˜−1(B) = det(dΦ˜)−1B . (2.23)
Explicitly,
B˜1 = |g|−1/2
(
∂A˜3
∂y2
− ∂A˜2
∂y3
)
, B˜2 = |g|−1/2
(
∂A˜1
∂y3
− ∂A˜3
∂y1
)
, B˜3 = |g|−1/2
(
∂A˜2
∂y1
− ∂A˜1
∂y2
)
,
(2.24)
and B˜ is the vector of coordinates of B in the new basis induced by Φ˜. We remark for further
use that
B · n = −B˜3 . (2.25)
We can use a (local) gauge transformation, A 7→ Aφ := A+∇φ, and obtain that the normal
component of Aφ, A˜φ3 , vanishes. We assume henceforth
A˜3 = 0 . (2.26)
2.2.5. The quadratic form.
For u ∈ H1(Ω), we introduce the local quadratic form
qh(u;U0) =
∫
U0
|(−ih∇+A)u|2dx− hα
∫
U0∩∂Ω
|u|2dx . (2.27)
In the new coordinates y = (y1, y2, y3), we express the quadratic form as follows
qh(u;U0) =
∫
V0×(0,ε)
|g|1/2
∑
16i,j63
gij(hDyi + A˜i)u˜(hDyj + A˜j)u˜dy
− hα
∫
V0
|u˜(y1, y2, 0)|2|G|1/2dy1dy2 (2.28)
where Dyi = −i ∂∂yi , the coefficients gij are introduced in (2.21) and u˜ = u ◦ Φ˜.
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Remark 2.1. The formula in (2.28) results from the following identity
|(−ih∇+A)u|2 =
3∑
i,j=1
gij(hDyi + A˜i)u˜(hDyj + A˜j)u˜ . (2.29)
Now (2.28) follows. Using (2.29) for A = 0 and using (2.21), we observe that
|∇u|2 6 m|∇yu˜|2 ,
for a positive constant m, which we can choose independently of the point x0, by compactness
of ∂Ω. Also, if we denote by ∇′ the gradient on ∂Ω, and if u is independent of the distance
to the boundary (i.e. ∂y3u˜ = 0), we get
|∇u|2 = |∇′u|2 +
2∑
i,j=1
(
gij − gij/y3=0
)
∂yi u˜∂yj u˜
6
(
1 +My3
)|∇′u|2 ,
where we used (2.21), and M is positive constant.
We assume that
ρ ∈
(
0,
1
2
)
.
This condition appears later in an argument involving a partition of unity, where we encounter
an error term of the order h2−2ρ which we require to be o(h) (see (2.45)).
Now we fix some constant c0 so that
Φ−1
(
B(x0, 2h
ρ) ∩ ∂Ω) ⊂ {|y| < c0 hρ} .
We infer from (2.21) and (2.22) that when supp u˜ ⊂ {|y| < c0hρ},
qh(u) > qtranh (u˜) + (1− Chρ) qsurfh (u˜) (2.30)
where
qtranh (u˜) =
∫
V0
(∫
(0,ε)
w∗(y)|h∂y3u˜|2dy3 − hα|u˜(y1, y2, 0)|2
)
|G|1/2dy2dy3 , (2.31)
qsurfh (u˜) =
2∑
i=1
∫
V0×(0,ε)
|(hDyi + A˜i)u˜|2dy , (2.32)
and
w∗(y) = 1− 2y3κ˜(y1, y2)− C∗y23 with κ˜ = κ ◦ Φ . (2.33)
Note that we used the Cauchy-Schwarz inequality to write that, if mij = δij + O(hρ), then,
for some constant C2 > 0,
(1− C2hρ)
2∑
i=1
|di|2 6
∑
16i,j62
mijdidj 6 (1 + C2hρ)
2∑
i=1
|di|2 .
qtranh (u˜) >
2∑
i=1
∫
V0×(0,ε)
(
− h2− 2σ − 2κ˜(y1, y2)h2− 1σ +O(h2)
)
|u˜|2|g|1/2dy . (2.34)
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In the sequel, we will estimate the term (2.32)
qsurfh (u˜) =
2∑
i=1
∫
{|y|<c0hρ,y3>0}
|(hDyi + A˜i)u˜|2dy .
We write the Taylor expansion at 0 of A˜i (for i = 1, 2) to order 1,
A˜i(y) = A˜
lin
i (y) +O(|y|2) (2.35)
where
A˜lini (y) = A˜i(0) + y1
∂A˜i
∂y1
(0) + y2
∂A˜i
∂y2
(0) + y3
∂A˜i
∂y3
(0) .
We set A˜lin(y) =
(
A˜lin1 (y), A˜
lin
2 (y)
)
and observe by (2.24) that
A˜lin(y) =
(
− B02y3 ,B03y1,−B01y3
)
+∇(y1,y2)w , (2.36)
B0i = Bi(0) , B = curl A˜ ,
where
w(y1, y2) = A˜1(0)y1 + A˜2(0)y2 + a11
y21
2
+ a12y1y2 + a22
y22
2
(2.37)
and
aij =
∂A˜i
∂yj
(0) . (2.38)
So, after a gauge transformation, we may assume that
A˜lin(y) =
(
− B02y3 , B03y1 , −B01y3
)
. (2.39)
Now we estimate from below the quadratic form by Cauchy’s inequality and obtain, for all
ζ ∈ (0, 1),
qsurfh (u˜) > (1− ζ)
2∑
i=1
∫
{|y|<c0hρ,y3>0}
|(hDyi + A˜lini )u˜|2dy − Cζ−1h4ρ
∫
{|y|<c0hρ,y3>0}
|u˜|2dy .
We do a partial Fourier transformation with respect to the variable y2 and eventually we get
qsurfh (u˜) > (1− ζ)
∫
R
(∫
{|(y1,y2)|<c0hρ}
(
|(hDy1 − B02y3)uˆ|2
+ |(ξ − B01y3 + B03y1)uˆ|2
)
dy2dy1
)
dξ − Cζ−1h4ρ
∫
{|y|<c0hρ,y3>0}
|u˜|2dy .
Using (2.6), we get
qsurfh (u˜) > (1− ζ)
∫
{V0×(0,ε)}
(
|B03|h− Cζ−1h4ρ
)
|u˜|2dy
>
(
1− Cζ − Chρ) ∫
{V0×(0,ε)}
(
|B03||g(0)|−
1
2h− Cζ−1h4ρ
)
|u˜|2|g|1/2dy .
(2.40)
We now choose
ζ = hρ and ρ =
2
5
.
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Collecting (2.34), (2.40), (2.30), (2.23), and (2.25), and then returning to the Cartesian
coordinates, we get
qh(u) >
∫
Ω
(
− h2− 2σ − 2κ(x0)h2− 1σ + |B · n(x0)|h− Ch6/5
)
|u|2dx . (2.41)
for u ∈ H1(Ω) with support in a ball B(x0, h2/5) ∩ Ω. Moreover, using the compactness of
∂Ω, we can choose the constant C in (2.41) independent of x0 ∈ ∂Ω.
Remark 2.2. We can write an upper bound of the quadratic form similar to the lower bound
in (2.30). In fact, assuming that u ∈ H1(Ω) with supp u˜ ⊂ {|y| < c0hρ}, then using (2.21)
and (2.22), we get, with the notation in (2.32),
qh(u) 6 q¯tranh (u˜) + (1 + Chρ)qsurfh (u˜) , (2.42)
where
q¯tranh (u˜) =
∫
V0
(∫
(0,ε)
w∗(y)|h∂y3u˜|2dy3 − hα|u˜(y1, y2, 0)|2
)
|G|1/2dy2dy3 , (2.43)
and
w∗(y) = 1− 2y3κ˜(y1, y2) + C∗y23 .
2.3. Lower bound.
Using (2.41), we get by a standard covering argument involving a partition of a unity (see [9,
Sec. 7.3]), the following lower bound on the eigenvalue µ(h,B),
µ(h,B) > −h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )− Ch6/5 . (2.44)
This yields the lower bound in Theorem 1.1, in light of the relation between the eigenvalues
µ(h,B) and λ(γ,b) displayed in (2.11).
Let us briefly recall how to get (2.44). Let ρ = 2
5
. Consider a partition of unity of Ω
ϕ21,h(x) + ϕ
2
2,h(x) = 1
with the property that, for some h0 > 0, there exists C0 such that, for h ∈ (0, h0],
suppϕ1,h ⊂ {dist(x, ∂Ω) > 1
2
hρ)}, suppϕ2,h ⊂ {dist(x, ∂Ω) < hρ)} and |∇ϕi,h| 6 C0h−ρ .
We decompose the quadratic form in (2.8), and get, for u ∈ H1(Ω),
qh(u) =
2∑
i=1
(
qh(ϕi,hu)− h2‖ |∇ϕi,h|u ‖2
)
> qh(ϕ2,hu)− C20h2−2ρ‖u‖2 . (2.45)
Now we introduce a new partition of unity such that
N∑
j=1
χ2j,h = 1 on {x ∈ Ω, dist(x, ∂Ω) < hρ}
where
suppχj,h ⊂ B(xj0, 2hρ) ∩ Ω (xj0 ∈ ∂Ω) ,
and
|∇χj,h| 6 C¯0 h−ρ .
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Again, we have the decomposition formula
qh(ϕ1,hu) =
N∑
j=1
(
qh(ϕ2,hχj,hu)− h2‖ |∇χj,h|u‖2
)
>
N∑
j=1
qh(ϕ2,hχj,hu)− C¯0h2−2ρ‖u‖2 .
We estimate qh(ϕ2,hχj,hu) from below using (2.41) and we get
qh(ϕ1,hu) >
N∑
j=1
∫
Ω
(
− h2− 2σ − 2κ(xj0)h2− 1σ + |B · n(xj0)|h− Ch6/5
)
|ϕ2,hχj,hu|2dx
− C¯0h2−2ρ‖u‖2 .
Now we use that, for h sufficiently small
− h2− 2σ − 2κ(xj0)h2− 1σ + |B · n(xj0)|h− Ch6/5
> −h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )− Ch6/5 .
In this way we infer from (2.45) and the fact that ρ = 2
5
,
qh(u) >
∫
Ω
(
− h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )− Ch6/5)|u|2dx
− (C0 + C¯0)h6/5‖u‖2 .
The same argument also yields the following inequality which is important for the localization
properties of the eigenfunctions (see [5, Thm. 5.2]). There exist h0 > 0 and C˜ such that, for
all h ∈ (0, h0],
qh(u) >
∫
Ω
Uh(x)|u(x)|2dx , (2.46)
where
Uh(x) =
{
−h2− 2σ + |B · n(p(x))|h− 2κ(p(x))h2− 1σ − C˜h6/5 if dist(x, ∂Ω) < h 25
0 if dist(x, ∂Ω) > h 25 , (2.47)
with p(x) ∈ ∂Ω satisfies |x− p(x)| = dist(x, ∂Ω) .
2.4. Upper bound of the principal eigenvalue.
We choose an arbitrary point x0 ∈ ∂Ω and assume that its local y-coordinates is y = 0. We
consider a test function of the form
u˜(y) = χ˜(h−ρy)f(h−1/σy3)ϕh(y1) exp
(
i
w(y1, y2)
h
)
, (2.48)
where w is defined in (2.37)
f(τ) =
√
2 e−τ , χ˜(z) =
3∏
i=1
χ(zi) (z = (z1, z2, z3))
and χ ∈ C∞(R) is a cut-off function such that χ = 1 on [−1
2
, 1
2
]. We choose the parameter
ρ = 2
5
∈ (0, 1
2
) as in (2.41). The gauge function w is introduced in order to ensure that (2.36)
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holds. The function ϕh is a ground state of the harmonic oscillator
−h2 d
2
dy21
+ (B03y1)2 ,
and is given as follows3
ϕh(y1) = exp
(
−|B
0
3|y21
2h
)
.
In the Cartesian coordinates, it takes the form
u(x) = exp
(
iφ(x)
h
)
u˜(Φ−1(x)) , (2.49)
where Φ is the transformation that maps the Cartesian coordinates to the boundary coordi-
nates in a neighborhood of x0 (see (2.13)), and φ is the gauge function required to assume
that A˜3 = 0.
Thanks to Remark 2.2, we may write
qh(u) 6 q¯tranh (u˜) + (1 + Chρ)qsurfh (u˜) .
where the two auxilliary quadratic forms are defined in (2.43) and (2.32). We also recall that
α and σ are related by (2.9). The choice of f , its exponential decay, and the corresponding
scaling give
q¯tranh (u) 6
∫
{|y|<hρ,y3>0}
(
− h2− 2σ − 2κ(x0)h2− 1σ + Ch2
)
|u˜|2|g|1/2dy .
Moreover, by using (2.35), and the classical inequality |a + b|2 6 (1 + ε)|a|2 + (1 + ε−1)|b|2
with ε = hρ, we get
qsurfh (u˜) 6 (1 + hρ)
∫
{|y|<hρ,y3>0}
|(−ih∇y1,y2 + A˜lin)v|2dy + Ch3ρ
∫
{|y|<hρ,y3>0}
|v|2dy .
where A˜lin is defined in (2.39), and
v(y1, y2, y3) = χ˜h(y)fh(y3)ϕh(y1) , χh(y) = χ˜(h
−ρy) , fh(y3) = f(h−1/σy3) .
Since v is real-valued, we have
|(−ih∇y1,y2 + A˜lin)v|2 = h2|∂y1v|2 + h2|∂y2v|2 +
(
(B02y3)2 + (B03y1 − B01y3)2
)|v|2 ,
with
∂y1v = χh fh ∂y1ϕh + fh ϕh ∂y1χh and ∂y2v = fh ϕh ∂y2χh .
When B03 6= 0, by the exponential decay of v in the y1 direction we get∫
{|y|<hρ,y3>0}
h2|∂y1v|2dy =
∫
{|y|<hρ,y3>0}
h2|χhfh∂y1ϕh|2dy +O(h∞)
∫
{|y|<hρ,y3>0}
|v|2dy .
When B03 = 0, ϕh is constant, hence χh fh ∂y1ϕh = 0 and∫
{|y|<hρ,y3>0}
h2|∂y1v|2dy = O(h2−2ρ)
∫
{|y|<hρ,y3>0}
|v|2dy .
3In the case B03 = 0, which amounts to B·n(x0) = 0, the ground state energy becomes 0 and the generalized
L∞ ground state is a constant function.
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Hence, in each case, we have∫
{|y|<hρ,y3>0}
h2|∂y1v|2dy =
∫
{|y|<hρ,y3>0}
h2|χhfh∂y1ϕh|2dy +O(h2−2ρ)
∫
{|y|<hρ,y3>0}
|v|2dy .
We also have the estimate∫
{|y|<hρ,y3>0}
h2|∂y2v|2dy = O(h2−2ρ)
∫
{|y|<hρ,y3>0}
|v|2dy .
Moreover,∫
{|y|<hρ,y3>0}
(
(B02y3)2 + (B03y1 − B01y3)2
)|v|2dy
=
∫
{|y|<hρ,y3>0}
(
(B03)2y21 +O(y1y3) +O(y23)
)|v|2dy
=
∫
{|y|<hρ,y3>0}
(B03)2y21χ2hf 2h |ϕh|2dy +
(O(h 2σ ) +O(h 12+ 1σ )) ∫
{|y|<hρ,y3>0}
|v|2dy .
Collecting the foregoing estimates we get, for some constant C > 0,∫
{|y|<hρ,y3>0}
|(−ih∇y1,y2 + A˜lin)v|2dy
=
∫
{|y|<hρ,y3>0}
χ˜2h
(
|(−ih∂1)(fhϕh)|2 + |(B˜03y1)(fhϕh)|2
)
dy
+ C
(
h
2
σ + h
1
2
+ 1
σ + h2−2ρ
)
‖v‖2
L2(|g| 12 dy)
6
(
(|B03|h+ C(h
2
σ + h
1
2
+ 1
σ + h2−2ρ)
)‖v‖2
L2(|g| 12 dy) .
Therefore,
qh(u) 6
∫
{|y|<hρ,y3>0}
(
− h2− 2σ − 2κ(x0)h2− 1σ + Ch2
)
|u˜|2|g|1/2dy
+
(
|B03|h+ r(h;x0)
)∫
{|y|<hρ,y3>0}
|u˜|2|g|1/2dy , (2.50)
where r(h;x0) = o(h) uniformly with respect to x0 (due to our conditions on σ and ρ).
For σ = 1, we have r(h;x0) = O(h6/5).
The min-max principle now yields the upper bound
µ(h,B) 6 −h2− 2σ − 2κ(x0)h2− 1σ + |B · n(x0)|h+ o(h) , (2.51)
with o(h) being uniformly controlled with respect to x0 (by compactness of ∂Ω). Minimizing
over x0 ∈ ∂Ω, we get
µ(h,B) 6 −h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )+ o(h) .
This concludes the proof of Theorem 1.1, in light of (2.11).
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Remark 2.3. Thanks to (2.50), the remainder term in (2.51) becomes O(h6/5) in the case
when σ = 1. Consequently, in this case, the eigenvalue asymptotics reads as follows
µ(h,B) = −h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )+O(h6/5) .
The improved remainder term will be helpful in the analysis of the ball situation in Sec. A.
2.5. Upper bound for the n-th eigenvalue. For every positive integer n, the estimate in
(2.50) still holds when the functions u˜ in (2.48) and u in (2.49) are replaced by the functions
u˜n and un defined as follows:
u˜n(y) = χ(h
−ρy1)χ(h−ρy3)ϑn(y2)f(h−1/σy3)ϕh(y1) exp
(
i
w(y1, y2)
h
)
,
un(x) = exp
(
iφ(x)
h
)
u˜n(Φ
−1(x)) ,
and
ϑn(y2) = 1(−hρ,hρ)(y2) sin
(
npi(y2 − hρ)
hρ
)
.
The functions (ϑn)n>1 are orthogonal 4. This ensures that the space Mn = Span(u1, · · · , un)
satisfies dim(Mn) = n. The min-max principle yields that, with a remainder uniform in x0,
we have 5
µn(h,B) 6 max
u∈Mn
qh(u)
‖u‖2 6 −1 +
(|B · n(x0)|h− 2κ(x0)h2− 1σ )+ o(h) ,
where µn(h,B) denotes the n’th eigenvalue counting multiplicities. Minimizing over x0 ∈ ∂Ω),
we get
µn(h,B) 6 −h2− 2σ + min
x0∈∂Ω
(|B · n(x0)|h− 2κ(x0)h2− 1σ )+ o(h) . (2.52)
3. Effective boundary operator in the critical regime
3.1. Preliminaries. We assume that σ = 1 in (1.1) (hence α = 1 in (2.8)). The quadratic
form in (2.8) is then
qh(u) =
∫
Ω
|(−ih∇+A)u|2dx− h
∫
∂Ω
|u|2ds(x) . (3.1)
This regime is critical since the contribution of the magnetic field and the Robin parameter
are of the same order. In the semiclassical version, our estimate reads as follows (see Remark
2.3)
µ(h,B) = −1 + min
x∗∈∂Ω
(|B · n(x∗)| − 2κ(x∗))h+O(h6/5) . (3.2)
Observing that µn(h,B) > µ1(h,B) and (2.52), the expansion in (3.2) continues to hold for
the nth eigenvalue µn(h,B) (with n fixed), namely,
µn(h,B) = −1 + min
x∗∈∂Ω
(|B · n(x∗)| − 2κ(x∗))h+On(h6/5) . (3.3)
4The functions ϑn(y2) are in fact the eigenfunctions of the Dirichlet 1D Laplace operator on [−hρ, hρ]
5A special attention is needed for the case when B03 = 0, which we handle in the same way done along the
proof of (2.51).
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By a standard argument (see [5, Thm. 5.1]), for any n ∈ N∗, there exist hn > 0 and Cn > 0,
such that for h ∈ (0, hn], any n-th L2-normalized eigenfunction un, is localized near the
boundary as follows∫
Ω
(|un|2 + |(−ih∇+A)un|2) exp(dist(x, ∂Ω)
4h
)
dx 6 Cn . (3.4)
The formula in (3.2), along with the one in (2.47) and Agmon estimates, allows us to refine
the localization of the n-th eigenfunction near the set (see [9, Sec. 8.2.3])
S :=
{
x ∈ ∂Ω, |B · n(x)| − 2κ(x) = min
x∗∈∂Ω
(|B · n(x∗)| − 2κ(x∗))} . (3.5)
More precisely, we have Proposition 3.1 below. Its statement involves a smooth function
χ : R→ [0, 1] supported in [−20, 20] such that χ = 1 on [−0, 0], where 0 is small enough.
We also need the potential function V defined in a neighborhood of ∂Ω as follows
V (x) = |B · n(p(x))| − 2κ(p(x)) and E = min
x∈∂Ω
V (x) ,
where p(x) ∈ ∂Ω is given by dist(x, p(x)) = dist(x, ∂Ω). We also denote by dV−E(·, S) the
Agmon distance to S in ∂Ω associated with the potential (V − E) (see [2, Sec. 3.2, p. 19]).
Proposition 3.1. Given τ ∈ (0, 1), n > 1 and any η˜, there exist positive constants hn, Cn, δ(η˜)
such that, limη˜→0 δ(η˜) = 0 and such that, for all h ∈ (0, hn], the following estimate holds∫
Ω
(|un|2 + h|(−i∇+A)un|2) exp(2τχ(dist(x, ∂Ω))φ(x)
h1/2
)
dx 6 Cn exp δ(η˜)h−
1
2 , (3.6)
where
φ(x) := dV−E(p(x), S) .
In particular, for each ε ∈ (0, 1), there exists C > 0 and h such that, for h ∈ (0, h],∫
Ω\Sε
(|un|2 + h|(−i∇+A)un|2) dx 6 exp−Ch− 12 , (3.7)
where
Sε =
{
x ∈ Ω, dist(x, ∂Ω) < ε & |B · n(p(x))| − 2κ(p(x)) < min
x∗∈∂Ω
(|B · n(x∗)| − 2κ(x∗))+ ε}.
(3.8)
Proof. The estimate in (3.7) results from (3.6) and (3.4) by a clever choice of η˜, noting also
that there exists c0 > 0 such that (see [2, Lem. 3.2.1, p. 20])
c0(V (x)− E) 32 6 φ(x) .
So we need to understand the decay property close to the boundary. Consider the function
Φ(x) = exp
(
τh−1/2χ(dist(x, ∂Ω))φ
(
x)
)
.
We note that p is well defined on the support of χ (dist(x, ∂Ω)) and that, by Remark 2.1,
there exists a positive constant M such that
|∇φ|2 6 (1 +Mdist(x, ∂Ω))(V − E) a.e. on {dist(x, ∂Ω) < 20} .
We write the identity
qh(Φun)− h2
∫
Ω
|∇Φ|2|un|2 dx = µh(h)‖Φun‖2L2(Ω) , (3.9)
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where qh is introduced in (3.1). Thanks to (2.46) and (3.3), we get∫
dist(x,∂Ω)<h2/5
(
Uh|Φun|2 − h2|∇Φ|2 − (−1 + hE + Ch6/5)|Φun|2
)
dx
6 C
∫
dist(x,∂Ω)>h2/5
(h2|∇Φ|2 + |Φ|2)|un|2dx ,
and∫
dist(x,∂Ω)<h2/5
(
(hV − hE − Ch6/5)|Φun|2 − h2|∇Φ|2
)
dx
6 C
∫
dist(x,∂Ω)>h2/5
(h2|∇Φ|2 + |Φ|2)|un|2dx .
Notice that
|∇Φ|2 = h−1τ 2 Φ2 |φ(x)χ′ (dist(x, ∂Ω))∇dist(x, ∂Ω) + χ (dist(x, ∂Ω))∇φ(x)|2 .
Thus,
|∇Φ|2 6 h−1(τ 2 + η)Φ2 (|∇φ(x)|2 + Cη|χ′(dist(x, ∂Ω))|) . (3.10)
Using (3.9) and (3.10), we deduce that∫
dist(x,∂Ω)<h2/5
(
hV − hE − h(τ 2 + η)|∇φ|2 − Ch6/5
)
|Φun|2dx
6 Cηh
∫
|χ′ (dist(x, ∂Ω)| |Φun|2dx+ C
∫
dist(x,∂Ω)>h2/5
(h2|∇Φ|2 + |Φ|2)|un|2dx .
Thanks to (3.4), we get∫
dist(x,∂Ω)<h2/5
(
hV − hE − h(τ 2 + η)|∇φ|2 − Ch6/5
)
|Φun|2dx 6 Ce−c/h3/5 .
Now, we choose η = 1−τ2
2
. Thus,∫
dist(x,∂Ω)<h2/5
(((1− τ 2)(1−Mh2/5)
2
)
)
(V − E)− Ch1/5
)
|Φun|2dx 6 C
h
e−c/h
3/5
. (3.11)
For any η˜ > 0, we get∫
{dist(x,∂Ω)<h2/5}∩{V (x)−E>η˜}
(
1−τ2
4
(V − E)− Ch1/5
)
|Φun|2dx
6 Cη˜
h
e−c/h
3/5
+ C˜
∫
V (x)−E<η˜ |Φun|2dx .
(3.12)
So we infer from (3.12) that for any η˜ > 0, there exists Cˆη˜ > 0 such that∫
dist(x,∂Ω)<h2/5
|Φun|2dx 6 Cˆη˜ exp δ(η˜)h− 12 .
where δ(η˜)→ 0 as η˜ → 0.
Implementing again, (3.4), we have proven that for any η˜, there exists Cˆη˜ > 0 and hη˜ > 0
such that, for h ∈ (0, hη˜), ∫
Ω
|Φun|2dx 6 2Cˆη˜ exp δ(η˜)h− 12 . (3.13)
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Inserting this into (3.9), we eventually get the decay estimate, close to the boundary. 
Remark 3.2. When S = {x0} and V has a non degenerate unique minimum at x0, we can
take η˜ = Ah
1
5 and get δ(η˜) ∼ Bh 15 .
3.2. Reduction to an operator near x0. In light of the estimates in (3.4) and (3.7), it
is sufficient to analyze the quadratic form in (3.1) on functions supported in {dist(x, ∂Ω) <
h%} ∩ Sε, with %, ε ∈ (0, 1). We explain this below. We recall that, under our assumptions in
Theorem 1.4,
S = {x0} . (3.14)
Choose δ ∈ (0, 1), an open subsetD of R2, with a smooth boundary, and boundary coordinates
y := (y′, y3) ∈ V = D × (0, δ) that maps V to a neighborhood of N0 of the point M0. Recall
that y3 denotes the distance to the boundary, and the coordinates of x0 are defined by y = 0.
If we consider the operator defined by the restriction of the quadratic form in (2.8) on
functions u ∈ H1(N0) satisfying u = 0 on Ω ∩ ∂N0, we end up with an operator LN0h whose
n-th eigenvalue satisfies
µn(h,B) 6 µn(LN0h ) 6 µn(h,B) +O(h∞) . (3.15)
The space L2(N0) is transformed, after passing to the boundary coordinates, to the space
L2(V , dm) with the weighted measure dm = |g(y′, y3)|1/2dy. We introduce also the spaces
L2(D) and L2(D, ds), with the canonical measure dy′ and weighted measure,
ds = |G(y′)|1/2dy′ = |g(y′, 0)|1/2dy′ ,
respectively. Note that L2(D, ds) is the transform of the space L2(∂Ω∩N0) by the boundary
coordinates. In these coordinates ((see (2.19)-(2.21), (2.26), and (2.28))), the quadratic form
of the operator LN0h is
qh(u;V)
=
∫
V
|(−ih∂y3 − A˜3(y′, y3))u˜|2|g(y′, y3)|1/2dy3dy′ − h
∫
D
|u˜(y′, 0)|2|g(y′, 0)|1/2dy′
+
∫
V
∑
k,`∈{1,2}
gk`(y′, y3)((−ih∂k − A˜k(y′, y3))u˜) ((−ih∂` − A˜`(y′, y3))u˜) |g(y′, y3)|1/2dy′dy3 .
Up to a change of gauge, we may assume that A˜3 = 0.
We will derive then a ‘local’ effective unbounded operator in the weighted space L2(D).
3.3. The effective operator.
3.3.1. Rescaling and splitting of the quadratic form. We recall that
qh(u;V)
=
∫
V
h2|∂y3u˜|2|g(y′, y3)|1/2dy3dy′ − h
∫
D
|u˜(y′, 0)|2|g(y′, 0)|1/2dy′
+
∫
V
∑
k,`∈{1,2}
gk`(y′, y3)((−ih∂k − A˜k(y′, y3))u˜) ((−ih∂` − A˜`(y′, y3))u˜) |g(y′, y3)|1/2dy′dy3 .
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Introducing the rescaled normal variable t = h−1y3, the function u˜ is to transformed to the
new function ψ(y′, t) := u˜(y′, ht) and the domain V is transformed to
Vh = D ×
(
0,
δ
h
)
. (3.16)
We obtain then the new quadratic form, and the new L2-norm:
‖u‖2 = h‖ψ‖2 , qh(u;V) = hQh(ψ) , Qh(ψ) := Q(ψ) := Qtr(ψ) +Qbnd(ψ) , (3.17)
where
Qtr(ψ) =
∫
D
∫ δ/h
0
(
|∂tψ|2|g(y′, ht)|1/2dt− |ψ(y′, 0)|2|g(y′, 0)|1/2
)
dy′ ,
and
Qbnd(ψ)
=
∫
D
∫ δ/h
0
∑
k,`∈{1,2}
gk`(y′, ht)(−ih∂k − A˜k(y′, ht))ψ(−ih∂` − A˜`(y′, ht))ψ|g(y′, ht)|1/2dtdy′ .
The elements of the form domain satisfy
ψ ∈ H1(D × (0, δ/h)), ψ = 0 on (∂D)× (0, δ/h) and on D × {δ/h} .
The operator associated with Qh is denoted by Lh, and its eigenvalues are denoted by
(µn(h))n>1.
3.3.2. On the transverse operator. Before defining our effective operator, one needs to intro-
duce the following partial transverse quadratic form
f 7→ qh,y′(f) =
∫ δ/h
0
|f ′(t)|2|g(y′, ht)|1/2dt− |f(0)|2|g(y′, 0)|1/2 ,
in the ambient Hilbert space, L2((0, δ/h), |g(y′, ht)|1/2dt), and defined on the form domain
D(qh,y′) := {f : f, f ′ ∈ L2((0, δ/h), |g(y′, ht)|1/2dt) and f(δ/h) = 0} .
We denote by µ(h, y′) the groundstate of the associated operator and by fh,y′ the correspond-
ing positive and normalized (in L2((0, δ/h), |g(y′, ht)|1/2dt)) eigenfunction. Note that these
depend smoothly on the variable y′, by standard perturbation theory. We may prove, as in
[6, Sections 2.3 & 7.2, with T = δ
h
, B = h], that
µ(h, y′) = −1− 2hκ(y′) + µ[2](y′)h2 +O(h3) , (3.18)
and, in the L2-sense,
∂ykfh,y′ = O(h) . (3.19)
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3.3.3. Description of the effective operator. Our effective operator is the self-adjoint operator,
in the space L2(D), with domain H2(D) ∩H10 (D), and defined as follows
L eff =
∑
k`
(P`αk`Pk + βk`Pk + Pkβk` + γk`) + µ(y
′, h)− h2ρ(y′, h) , (3.20)
where
Pk = −ih∂k − A˜0k , A˜0k(y′) = A˜k(y′, 0) , (3.21)
αk` =
∫ δ/h
0
f 2h,y′(t)g
k`(y′, ht)|g(y′, ht)| 12dt
βk` =
∫ δ/h
0
f 2h,y′(t)g
k`(y′, ht)|g(y′, ht)| 12 (A˜0` − A˜`)dt
γk` =
∫ δ/h
0
f 2h,y′(t)g
k`(y′, ht)|g(y′, ht)| 12 (A˜0k − A˜k)(A˜0` − A˜`)dt ,
(3.22)
and
ρ(y′, h) =
∑
k`
∂`
(∫ δ/h
0
gk`(y′, ht)fh,y′∂kfh,y′|g(y′, ht)| 12dt
)
. (3.23)
The coefficients αkl, βk`, γk` depend on h and y′ only. Note that (αk`) and (γk`) are symmetric.
Remark 3.3. We may notice that, due to the exponential decay of fh,y′ , we have, uniformly
in y′ ∈ D,
α = α[0] + hα[1] +O(h2) , β = hβ[1] +O(h2) , γ = h2γ[2] +O(h3) , (3.24)
and
ρ = O(h) . (3.25)
3.4. Reduction to an effective operator. The aim of this section is to prove the following
proposition, whose proof is inspired by [12].
Proposition 3.4. For all n > 1, there exist h0 > 0 and C > 0 such that, for all h ∈ (0, h0],
|µn(h)− µeffn (h)| 6 Ch3 .
3.4.1. Upper bound.
Lemma 3.5. Consider
ψ(y′, t) = fh,y′(t)ϕ(y′) ,
with ϕ ∈ H10 (D). We write
Q(ψ) =
∫
D
µ(y′, h)|ϕ(y′)|2dy′ +Qtg(ϕ) + Eh(ϕ) ,
where
Qtg(ϕ) =∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(−ih∂k − A˜k(y′, ht))ϕ(−ih∂` − A˜`(y′, ht))ϕ|g(y′, ht)| 12dy′dt , (3.26)
and Vh is introduced in (3.16). Then the term Eh(ϕ) satisfies
|Eh(ϕ)− E0h(ϕ)| 6 Ch3‖ϕ‖2 , E0h(ϕ) = −h2 〈ρ(y′, h)ϕ, ϕ〉 .
where ρ(y′, h) is introduced in (3.23).
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Proof. The term Eh(ϕ) comes from the fact that fh,y′ depends on y′. We have
Eh(ϕ) =∫
Vh
∑
k`
gk`(y′, ht)[(−ih∂k − A˜k(y′, ht)), fh,y′ ]ϕ(−ih∂` − A˜`(y′, ht))ψ|g(y′, ht)| 12dy′dt
+
∫
Vh
∑
k`
gk`(y′, ht)fh,y′(t)(−ih∂k − A˜k(y′, ht))ϕ[(−ih∂` − A˜`(y′, ht)), fh,y′ ]ϕ|g(y′, ht)| 12dy′dt .
Let us first estimate the error term Eh(ϕ). We have
Eh(ϕ) =
− ih
∫
Vh
∑
k`
gk`(y′, ht)∂kfh,y′ϕ(−ih∂` − A˜`(y′, ht))ψ|g(y′, ht)| 12dy′dt
+ ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′(t)(−ih∂k − A˜k(y′, ht))ϕ∂`fh,y′ϕ|g(y′, ht)| 12dy′dt ,
and then
Eh(ϕ) =
− ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′∂kfh,y′ϕ(−ih∂` − A˜`(y′, ht))ϕ|g(y′, ht)| 12dy′dt
+ h2
∫
Vh
∑
k`
gk`(y′, ht)∂kfh,y′∂`fh,y′|ϕ|2|g(y′, ht)| 12dy′dt
+ ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′(t)(−ih∂k − A˜k(y′, ht))ϕ∂`fh,y′ϕ|g(y′, ht)| 12dy′dt .
Let us now replace A˜k(y′, ht) by A˜0k(y′). We get
Eh(ϕ) =
− ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′∂kfh,y′ϕ(−ih∂` − A˜0`(y′)ϕ|g(y′, ht)|
1
2dy′dt
+ h2
∫
Vh
∑
k`
gk`(y′, ht)∂kfh,y′∂`fh,y′|ϕ|2|g(y′, ht)| 12dy′dt
+ ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′(t)(−ih∂k − A˜0k(y′)ϕ∂`fh,y′ϕ|g(y′, ht)|
1
2dy′dt
− ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′∂kfh,y′ϕ(A˜0`(y′)− A˜k(y′, ht))ϕ|g(y′, ht)|
1
2dy′dt
+ ih
∫
Vh
∑
k`
gk`(y′, ht)fh,y′(t)(A˜0k(y
′)− A˜k(y′, ht))ϕ∂`fh,y′ϕ|g(y′, ht)| 12dy′dt .
We recall from (3.19) that ∂kfh,y′ = O(h). Remembering the definition of the operators Pk
introduced in (3.21), we have
|Eh(ϕ)− E0h(ϕ)| 6 Ch3‖ϕ‖2 ,
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with
E0h(ϕ) =
∑
k`
∫
D
[
Pkϕ β˜`kϕ+ β˜k`ϕP`ϕ
]
dy′ =
∑
k`
〈
(
β˜`kPk + P`β˜k`
)
ϕ, ϕ〉 ,
and
β˜k` = −ih
∫ δ/h
0
gk`(y′, ht)fh,y′∂kfh,y′|G(y′, ht)| 12dt .
We notice that
E0h(ϕ) = 〈
∑
k`
(
β˜`kPk + β˜k`P`
)
ϕ, ϕ〉 − ih〈
∑
k`
∂`β˜k`ϕ, ϕ〉
= 〈
∑
k`
(
β˜`kPk + β˜`kPk
)
ϕ, ϕ〉 − ih〈
∑
k`
∂`β˜k`ϕ, ϕ〉
= −ih〈
∑
k`
∂`β˜k`ϕ, ϕ〉 .

Let us now deal with Qtg(ϕ).
Lemma 3.6. We have
Qtg(ϕ) = Qtg0 (ϕ) +Rh(ϕ) , Q
tg
0 (ϕ) =
∑
k`
∫
D
αk`(−ih∂k − A˜0k)ϕ(−ih∂` − A˜0`)ϕdy′ ,
with
Rh(ϕ) =
∑
k`
∫
D
βk`
[
(−ih∂k − A˜0k)ϕϕ+ ϕ(−ih∂k − A˜0k)ϕ
]
+ γk`|ϕ|2dy′ ,
and the coefficients αk`, βk`, γk` are introduced in (3.22).
Proof. We have
Qtg(ϕ) =∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(−ih∂k − A˜0k(y′))ϕ(−ih∂` − A˜`(y′, ht))ϕ|g(y′, ht)|
1
2dy′dt
+
∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(A˜0k − A˜k)ϕ(−ih∂` − A˜`(y′, ht))ϕ|g(y′, ht)|
1
2dy′dt ,
and then
Qtg(ϕ) =
∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(−ih∂k − A˜0k)ϕ(−ih∂` − A˜0`)ϕ|g(y′, ht)|
1
2dy′dt+Rh(ϕ) ,
where
Rh(ϕ) =
∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(−ih∂k − A˜0k)ϕ(A˜0` − A˜`)ϕ|g(y′, ht)|
1
2dy′dt
+
∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(A˜0k − A˜k)ϕ(−ih∂` − A˜0`)ϕ|g(y′, ht)|
1
2dy′dt
+
∫
Vh
f 2h,y′
∑
k`
gk`(y′, ht)(A˜0k − A˜k)(A˜0` − A˜`)|ϕ|2|g(y′, ht)|
1
2dy′dt .
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Applying the Fubini theorem, we get the result. 
The (self-adjoint) operator associated with Qtg, on the Hilbert space L2(D) (with the
canonical scalar product), is
L tg =
∑
k`
(P`αk`Pk + βk`Pk + Pkβk` + γk`) =
∑
k`
P`αk`Pk +
∑
k
(βˆkPk + Pkβˆk) + γ , (3.27)
where βˆk =
∑`
βk` and γ =
∑
k` γk`.
Therefore, we arrive, modulo remainders of orderO(h3), at the effective operator introduced
in (3.20), which can be written in the form
L eff = L tg + µ(y′, h)− h2ρ(y′, h) . (3.28)
The min-max theorem implies that, for all n > 1,
µn(h) 6 µeffn (h) + Ch3 . (3.29)
3.5. Lower bound.
For every y′, we introduce the projection piy′ on the ground state fh,y′ of the transverse
operator, which acts on the space L2((0, δ/h); |g(y′, ht)|1/2dt) as follows
piy′f = fh,y′〈f, fh,y′(t)〉L2((0,δ/h),|g(y′,ht)|1/2dt) . (3.30)
Also we denote by pi⊥y′ = Id− piy′ , which is orthogonal to piy′ .
Now we define the projections Π and Π⊥ acting on ψ ∈ L2(Vh) as follows (Vh is introduced
in (3.16))
Πψ(y′, ·) = piy′ψ(y′, ·)fh,y′(t)ϕ(y′) and Π⊥ψ(y′, ·) = pi⊥y′ψ(y′, ·) , (3.31)
where we write
ϕ(y′) =
∫ δ/h
0
fh,y′(t)ψ(y′, t) |g(y′, ht)|1/2dt .
Note that, for all every y′ ∈ D, we have∫ δ/h
0
Πψ(y′, t)Π⊥ψ(y′, t) |g(y′, ht)|1/2dt = 0 ,
thereby allowing us to decompose the quadratic form Q (see (3.17)) as follows
Q(ψ) = Qtr(Πψ) +Qtr(Π⊥ψ) +Qbnd(Πψ + Π⊥ψ) ,
for all ψ ∈ H1(Vh) which vanishes on y3 = δ/h (see (3.16)). Then,
Q(ψ) > Qtr(Πψ)− Ch‖Π⊥ψ‖2 +Qbnd(Πψ) +Qbnd(Π⊥ψ) + 2ReQbnd(Πψ,Π⊥ψ) . (3.32)
We must deal with the last terms. These terms are in the form
Jk`(h) =
∫
Vh
gk`(y′, ht)(−ih∂k − A˜k(y′, ht))Πψ(−ih∂` − A˜`(y′, ht))Π⊥ψ|g(y′, ht)| 12dy′dt .
Lemma 3.7. We have
|Jk`(h)| 6|J˜ 0k`(h)|+ Ch2‖Πψ‖‖P`Π⊥ψ‖+ Ch2‖PkΠψ‖‖Π⊥ψ‖+ Ch2‖Πψ‖‖Π⊥ψ‖
+ Cεh
2‖P`Πψ‖2 + Cεh2‖PkΠψ‖2 + ε(‖Π⊥ψ‖2 + ‖P`Π⊥ψ‖2) ,
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where
J˜ 0k`(h) =
∫
Vh
gk`(y′, 0)(−ih∂k − A˜0k)Πψ(−ih∂` − A˜0`)Π⊥ψ|g(y′, ht)|
1
2dy′dt ,
and Vh introduced in (3.16).
Proof. We can proceed by following the same lines as before. Recall the projections piy′ , Π
and Π⊥ introduced in (3.30) and (3.31), and that piy′ is an orthogonal projection with respect
to the L2(|g|1/2(y′, ht)dt) scalar product. First, we write
Jk`(h) = J˜k`(h) +Rk`(h) ,
where
J˜k`(h) =
∫
Vh
gk`(y′, 0)(−ih∂k − A˜k(y′, ht))Πψ(−ih∂` − A˜`(y′, ht))Π⊥ψ|g(y′, ht)| 12dy′dt .
Replacing A˜k by A˜0k, we get
|Rk`(h)|
6 Ch2‖Πψ‖‖P`Π⊥ψ‖+ Ch2‖PkΠψ‖‖Π⊥ψ‖+ Ch3‖Πψ‖‖Π⊥ψ‖+ Ch‖PkΠψ‖‖P`Π⊥ψ‖
6 Ch2‖Πψ‖‖P`Π⊥ψ‖+ Ch2‖PkΠψ‖‖Π⊥ψ‖+ Ch3‖Πψ‖‖Π⊥ψ‖+ Cεh2‖PkΠψ‖2 + ε‖P`Π⊥ψ‖2 .
Playing the same game, we write
J˜k`(h) = J˜k`
0
(h) + R˜k`(h) ,
with
R˜k`(h)
=
∫
Vh
gk`(y′, 0)(A˜0k − A˜k(y′, ht))Πψ(−ih∂` − A˜`(y′, ht))Π⊥ψ|g(y′, ht)|
1
2dy′dt
+
∫
Vh
gk`(y′, 0)(−ih∂k − A˜0k)Πψ(A˜0` − A˜`(y′, ht))Π⊥ψ|g(y′, ht)|
1
2dy′dt
=
∫
Vh
gk`(y′, 0)(A˜0k − A˜k(y′, ht))Πψ(A˜0` − A˜`)Π⊥ψ|g(y′, ht)|
1
2dy′dt
+R1k`(h) +R
2
k`(h) ,
R1k`(h) =
∫
Vh
gk`(y′, 0)(A˜0k − A˜k(y′, ht))Πψ(−ih∂` − A˜0`)Π⊥ψ|g(y′, ht)|
1
2dy′dt ,
and
R2k`(h) =
∫
Vh
gk`(y′, 0)(−ih∂k − A˜0k)Πψ(A˜0` − A˜`(y′, ht))Π⊥ψ|g(y′, ht)|
1
2dy′dt′ .
Let us estimate the remainder R˜k`(h). Its first term can be estimated via the Cauchy-Schwarz
inequality:
R˜k`(h) 6 Ch2‖Πψ‖‖Π⊥ψ‖+
∣∣R1k`(h)∣∣+ ∣∣R2k`(h)∣∣ .
We have
|R2k`(h)| 6 Ch‖Pk(Πψ)‖‖Π⊥ψ‖ 6 Cεh2‖Pk(Πψ)‖2 + ε‖Π⊥ψ‖2 .
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To estimate R1k`(h), we integrate by parts with respect to y`:
R1k`(h) =
∫
Vh
P`(g
k`(y′, 0)|g(y′, ht)| 12 (A˜0k − A˜k(y′, ht)Πψ)Π⊥ψdy′dt .
Then,
|R1k`(h)| 6 Ch‖PkΠψ‖‖Π⊥ψ‖+ Ch2‖Πψ‖‖Π⊥ψ‖
6 Cεh2‖P`Πψ‖2 + ε‖Π⊥ψ‖2 + Ch2‖Πψ‖‖Π⊥ψ‖ .

By computing the commutator between Π and the tangential derivatives, and using (3.19),
we get the following.
Lemma 3.8. We have
|J˜ 0k`(h)| 6 Ch2
(‖Πψ‖‖P`Π⊥ψ‖+ ‖PkΠψ‖‖Π⊥ψ‖) .
From the last two lemmas, we deduce the following.
Proposition 3.9. For any ε > 0, there exist hε, Cε > 0 such that, for all h ∈ (0, hε], we have
|ReQbnd(Πψ,Π⊥ψ)| 6 ε
(
‖Π⊥ψ‖2 +
∑
`
‖P`Π⊥ψ‖2
)
+ Cεh
2
(∑
`
‖P`Πψ‖2 + h2‖Πψ‖2
)
.
In the sequel, ε will be selected small but fixed, so we will drop the reference to ε in the
constants Cε and hε. These constants may vary from one line to another without mentioning
this explicitly.
3.6. Proof of Proposition 3.4. From (3.32) and Proposition 3.9, we get, by choosing ε
small enough,
Q(ψ) >
∫
D
µ(y′, h)|ϕ(y′)|2dy′ + (1− Ch2)Qtg0 (ϕ) +Rh(ϕ) + Eh(ϕ)− Ch4‖ϕ‖2 − ε‖Π⊥ψ‖2 .
Since the first eigenvalues are close to −1, the min-max theorem implies that
µn(h) > µ˜effn (h)− Ch4 , (3.33)
where λ˜effn (h) is the n-th eigenvalue of
L˜ eff =
∑
k`
((1− Ch2)P`αk`Pk + βk`Pk + Pkβk` + γk`) + µ˜(y′, h) ,
with
µ˜(y′, h) = µ(y′, h)− h2ρ(y′, h) .
As we can see L˜ eff is a slight perturbation of L eff . It is rather easy to check that
µ˜effn (h) = −1 +O(h) ,
so that, for all normalized eigenfunction ψ associated with µ˜effn (h), we have∑
`
‖P`ψ‖2 = O(h) ,
where we used Remark 3.3. This a priori estimate, with the min-max principle, implies that
µ˜effn (h) > µeffn (h)− Ch3 . (3.34)
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Proposition is a consequence of (3.33), (3.34), and (3.29).
4. Spectral analysis of the effective operator
Thanks to Proposition 3.4, we may focus our attention on the effective operator (see (3.20))
on the L2(D),
L eff =
∑
k`
P`αk`Pk +
∑
k
βˆkPk + Pkβˆk + γ + µ˜(y
′, h) ,
where βˆk and γ were introduced in (3.27).
4.1. A global effective operator. In view of Remark 3.3, it is natural to consider the new
operator
L eff,0 =
∑
k`
(P`α
[0]
k`Pk + hP`α
[1]
k`Pk + h(β
[1]
k`Pk + Pkβ
[1]
k` ) + h
2γ
[2]
k` )− 2κ(y′)h+ h2µ[2](y′) .
We can prove that the rough estimates
µeffn (h) + 1 = O(h) , µeff,0n (h) = O(h) .
By using the same considerations as in Section 3.6, we may check that the action of P` on
the low lying eigenfunctions is of order O(h 12 ), and we get the following.
Proposition 4.1. For all n > 1, there exist h0 > 0, C > 0 such that, for all h ∈ (0, h0),
|µeffn (h)− (1 + µeff,0n (h))| 6 Ch
5
2 .
Therefore, we can focus on the spectral analysis of L eff,0. In order to lighten the notation,
we drop the superscript [j] in the expression of L eff,0 when it is not ambiguous. Thus,
L eff,0 =
∑
k`
(
P`αk`Pk + hP`α
[1]
k`Pk
)
+ h
2∑
k=1
(β˜kPk + Pkβ˜k)− 2κ(y′)h+ h2V (y′) ,
where βˆk, γ are introduced in (3.27) and
V (y′) = µ(y′) + γ(y′) .
We recall that this operator is equipped with the Dirichlet boundary conditions on ∂D. In
fact, by using a partition of the unity, as in Section 2, we can prove that
µeffn (h) = h(min
y′∈D
√
detα |curl A˜0| − 2κ(y′)) + o(h) .
Note that √
detα curl A˜0 = B · n .
Thus,
µeffn (h) = h(min(|B · n| − 2κ) + o(h) .
Due to our assumption that the minimum of |B · n| − 2κ is unique, we deduce, again as
in Section 2, that the eigenfunctions are localized, in the Agmon sense, near y′ = 0 (the
coordinate of x0 on the boundary).
This invites us to define a global operator, acting on L2(R2). Consider a ball D0 ⊂ D
centered at y′ = 0. Outside D0, we can smoothly extend the (informly in y′) positive definite
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matrix α to R2 so that the extension is still definite positive (uniformly in y′) and constant
outside D. Then, consider the function
b(y′) =
√
detα b˜(y′) , b˜ := curl A˜0 .
Its extension may be chosen so that the extended function has still a unique and non-
degenerate minimum (not attained at infinity) and is constant outside D. With these two
extensions, we have a natural extension of b˜ to R2. We would like to extend A˜0, but it is
not necessary. We may consider an associated smooth vector potential Aˆ0 defined on R2 and
growing at most polynomially (as well as all its derivatives). Up to change of gauge on D
and thanks to the rough localization near y′ = 0, the low-lying eigenvalues of L eff,0 coincide
modulo O(h∞) with the one of L̂ eff,0 defined by replacing A˜0 by Aˆ0.
In the same way, we extend κ, V and β.
Modulo O(h∞), we may consider
L eff,0 =
∑
k`
(
P`αk`Pk + hP`α
[1]
k`Pk
)
+ h
2∑
k=1
(β˜kPk + Pkβ˜k)− 2κ(y′)h+ h2V (y′) ,
acting on L2(R2), where α, β, κ, V are the extended functions, and where P` = −ih∂` − A˜0.
4.2. Semiclassical analysis: proof of Theorem 1.4.
Having the effective operator in hand, we determine in Theorem 4.2 below the asymptotics
for the low-lying eigenvalues. In turn this yields Theorem 1.4 after collecting (2.11), (3.29),
(3.34) and Proposition 4.1.
Note that the situation considered in [9] and [7] is different. In our situation, we determine
an effective two dimensional global operator (see Proposition 4.1), and we get the spectral
asymptotics from those of the effective operator. Our effective operator inherits a natu-
ral magnetic field as well, whose analysis goes in the same spirit as for the pure magnetic
Laplacian (see [8, 19]).
We have
L eff,0 = OpWh
(
Heff
)
,
where
Heff =
∑
k`
αk`(p` − A˜0`)(pk − A˜0k) + h
∑
k`
α
[1]
k` (p` − A˜0`)(pk − A˜0k)
+ 2h
2∑
k=1
β˜k(pk − A˜0k)− 2κ(y′)h + h2V˜ (y′)) ,
for some new V˜ .
The principal symbol of L eff,0 is thus
H(q, p) =
∑
k`
αk`(p` − A`(q))(pk − Ak(q)) =: ‖p− A(q)‖2α ,
where we dropped the tildas and the superscript 0 to lighten the notation.
Theorem 1.4 is a consequence of the following theorem (and of (3.15) and Propositions 3.4
and 4.1), recalling (3.17) and (2.11) (with σ = 1).
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Theorem 4.2. Let n > 1. There exists c1 ∈ R such that
µeff,0n (h) = h min
x∈∂Ω
(|B · n(x)| − 2κ(x)) + h2(c0(2n− 1) + c1) +O(h3) ,
with
c0 =
√
det(Hessx0(|B · n| − 2κ))
2|B · n(x0)| .
Proof. The proof closely follows the same lines as in [19]. Let us only recall the strategy
without entering into detail.
Let us consider the characteristic manifold
Σ = {(q, p) ∈ R4 : H(q, p) = 0)} = {(q, p) ∈ R4 : p = A(q)} .
Considering the canonical symplectic form ω0 = dp ∧ dq, an easy computation gives
(ω0)|Σ = B dq1 ∧ q2 , B(q) = ∂1A2 − ∂2A1 .
Our assumptions imply that B > B0 > 0. This suggests to introduce the new coordinates
q = ϕ−1(q˜) , with q1 = q˜1 , q2 =
∫ q˜2
0
B(q˜1, u)du .
We get
ϕ∗(ω0)|Σ = dq˜1 ∧ dq˜2 .
This allows to construct a quasi symplectomorphism which sends Σ onto {x1 = ξ1 = 0}.
Indeed, consider
Ψ : (x1, x2, ξ1, ξ2) 7→ j(x2, ξ2) + x1e(x2, ξ2) + ξ1f(x2, ξ2) ,
with
j(x2, ξ2) = (ϕ(x2, ξ2), A(ϕ(x2, ξ2))) ∈ Σ ,
and
e(x2, ξ2) = B
− 1
2 (e1, dA
T (e1)) , f(x2, ξ2) = B
− 1
2 (e2, dA
T (e2)) ,
where (dA)T is the usual transpose of the Jacobian matrix dA of A.
On x1 = ξ1 = 0, we have Ψ∗ω0 = ω0. The map Ψ can be slightly modified (by composition
with a map tangent to the identity) so that it becomes symplectic.
Let us now describe H in the coordinates (x, ξ),i.e, the new Hamiltonian H ◦ Ψ. To do
that, it is convenient to estimate d2H on TΣ⊥ω0 . We have
d2H((P, dAT (P )), (P, dAT (P ))) = 2B2‖P‖2α .
Then, by Taylor expansion near {x1 = ξ1 = 0},
H ◦Ψ(x, ξ) = H(j(z2) + x1e+ ξ1f) = B(ϕ(x2, ξ2))‖x1e1 + ξ1e2‖2α +O(|z1|3) .
Clearly, (x1, ξ1) 7→ B(ϕ(x2, ξ2))‖x1e1 + ξ1e2‖2α is a quadratic form with coefficients depending
on z2. For z2 fixed, this quadratic form can be transformed by symplectomorphism into
B2(ϕ(x2, ξ2))
√
detα|z1|2. By perturbing this symplectomorphism, we find that there exists a
symplectomorphism Ψ˜ such that
H ◦ Ψ˜(x, ξ) = B(ϕ(x2, ξ2))
√
detα|z1|2 +O(|z1|3) .
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By using the improved Egorov theorem, we may find a Fourier Integral Operator Uh, microlo-
cally unitary near Σ, such that
U∗hL
effUh = Op
W
h Ĥ
eff ,
with
Ĥeff = B(ϕ(x2, ξ2))
√
detα|z1|2 − 2hκ(ϕ(x2, ξ2)) +O(|z1|3 + h|z1|+ h2) ,
locally uniformly with respecto to (x2, ξ2). This allows to implement a Birkhoff normal form,
as in [19, Sections 2.3 & 2.4], and we get another Fourier Integral Operator Vh such that
V ∗h Op
W
h Ĥ
effVh = Op
W
h
(
Hˇeff(Ih, z2, h)
)
+ OpWh rh , (4.1)
where Ih = OpWh (|z1|2) and rh = O(|z1|∞ + h∞) (uniformly with respect to z2). The first
pseudo-differential in the R. H. S. of (4.1) is the quantization with respect to (x2, ξ2) of the
(operator) symbol Hˇeff(Ih, z2, h) (commuting with the harmonic oscillator Ih). Moreover,
Hˇeff satisfies
Hˇeff(I, z2, h) = IB(ϕ(x2, ξ2))
√
detα− 2hκ(ϕ(x2, ξ2)) +O(I2 + hI + h2) .
We can prove that the eigenfunctions of L eff,0 (corresponding to the low lying spectrum) are
microlocalized near Σ and localized near the minimum of B − 2κ, and also that the one of
OpWh Hˇ
eff are microlocalized near 0 ∈ R4. More precisely, for some smooth cutoff function
on R, χ and equaling 1 near 0, and if ψ is a normalized eigenfunction associated with an
eigenvalue of order h, we have
OpWh χ(h
−2δ|z1|2)ψ = ψ + O(h∞) , OpWh χ(|z2|2)ψ = ψ + O(h∞) , δ ∈
(
0,
1
2
)
.
This implies that the low-lying eigenvalues of L eff,0 coincide modulo O(h∞) with the one
of OpWh
(
Hˇeff(Ih, z2, h)
)
. By using the Hilbert basis of the Hermite functions, the low-lying
eigenvalues are the one of OpWh Hˇeff(h, z2, h). Note that
Hˇeff(h, z2, h) = h
[
B(ϕ(x2, ξ2))
√
detα− 2κ(ϕ(x2, ξ2))
]
+O(h2) .
The non-degeneracy of the minimum of the principal symbol and the harmonic approximation
give the conclusion. 
Appendix A. The constant curvature case
We treat here the case of the unit ball, Ω = {x ∈ R3 : |x| < 1}, when the magnetic field
is uniform and given by
B = (0, 0, b) with b > 0 . (A.1)
A.1. The critical regime. In the critical regime, where σ = 1, the asymptotics in (3.2)
becomes (see Remark 2.3)
µ(h,B) = −1− 2h+O(h6/5) , (A.2)
but the magnetic field contribution is kept in the remainder term.
The contribution of the magnetic field is actually related to the ground state energy of the
Montgomery model [16]
λ(ζ) = inf
u6=0
∫
R
(
|u′(s)|2 +
(
ζ +
s2
2
)2
|u(s)|2
)
ds (ζ ∈ R) . (A.3)
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There exists a unique ζ0 < 0 such that [3]
ν0 := inf
ζ∈R
λ(ζ) = λ(ζ0) > 0 . (A.4)
Theorem A.1.
µ(h,B) = −1− 2h+ b4/3h4/3ν0 + o(h4/3) .
Our approach to derive an effective Hamiltonian as in Theorem 1.4 do not apply in the
ball case. As in [9], the ground states do concentrate near the circle
S = {x = (x1, x2, 0) ∈ R3 : x21 + x22 = 1} .
However, the ground states do not concentrate near a single point of S, since the curvature
is constant. The situation here is closer to that of the Neumann problem for the 3d ball [1].
We can improve the localization of the ground states near the set S, thanks to the energy
lower bound in (2.46) and the asymptotics in (A.2). In fact, any L2-normalized ground state
uh decays away from the set S as follows.
Proposition A.2. There exists positive constants C, h0 such that, for all h ∈ (0, h0),∫
Ω
(|uh|2 + |(h∇− iA)uh|2) exp(dist(x, S)
h1/5
)
dx 6 C .
Proof. Consider the function Φ(x) = exp
(
dist(x,S)
h1/5
)
. It satisfies
h2|∇Φ|2 = h8/5|Φ|2 a.e.
We write
qh(Φuh)− h2
∫
Ω
|∇Φ|2|uh|2 dx = µ(h)︸︷︷︸
<0
‖Φuh‖2L2(Ω) , (A.5)
then we use (A.2) and (2.46). We get
h
∫
{dist(x,∂Ω)<h2/5}
(
|B · n(p(x))| − 1− C˜h1/5 − h8/5
)
|Φuh|2dx
6
∫
{dist(x,∂Ω)>h2/5}
(|(h∇− iA)Φuh|2 + h8/5|Φuh|2)dx .
Now we use the decay away from the boundary, (3.4), to estimate the term on the right hand
side of the above inequality. We obtain, for h sufficiently small,
h
∫
{dist(x,∂Ω)<h2/5}
(
|B · n(p(x))| − 1− C˜h1/5 − h8/5
)
|Φuh|2dx 6 exp(−h−1/5) .
The function B ·n−1 vanishes linearly on S, so |B ·n(p(x))| > 1 + c dist(x, ∂S) for a positive
constant c. This yields
h
∫
{dist(x,∂Ω)<h2/5}
(
c dist(x, ∂S)− C˜h1/5 − h3/5
)
|Φuh|2dx 6 exp(−h−1/5) .
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Since |Φ| 6 exp(3c−1C˜) for dist(x, S) 6 3c−1C˜h1/5, the foregoing estimate yields∫
{dist(x,∂Ω)<h2/5}
|Φuh|2dx
6 C˜−1h−6/5
(
exp(−h−1/5) + 2C˜h6/5
∫
{dist(x,S)<3c−1C˜h1/5}
|Φuh|2dx
)
= O(1) .
Thanks to (3.4), we get
‖Φuh‖2L2(Ω) = O(1) .
Implementing this into (A.5) finishes the proof. 
Remark A.3. As a consequence of Proposition A.2 and the decay estimate in (3.4), we deduce
that, for any n ∈ N, there exist positive constants Cn, hn > 0 such that, for all h ∈ (0, hn),∫
Ω
(
dist(x, S)
)n (|uh|2 + |(h∇− iA)uh|2) dx 6 Cnhn/5 , (A.6)
and ∫
Ω
(
dist(x, ∂Ω)
)n (|uh|2 + |(h∇− iA)uh|2) dx 6 Cnhn . (A.7)
In spherical coordinates,
R+ × [0, 2pi)× (0, pi) 3 (r, ϕ, θ) 7→ x = (r cosϕ sin θ, r sinϕ sin θ, r cos θ) ,
the quadratic form and L2-norm are
qh(u) =∫ 2pi
0
∫ pi
0
∫ 1
0
(
|h∂ru˜|2 + 1
r2
|h∂θu˜|2 + 1
r2 sin2 θ
∣∣∣(h∂ϕ − ibr2
2
sin θ
)
u˜
∣∣∣2) r2 sin θ drdθdϕ
− h
∫ 2pi
0
∫ pi
0
|u˜|2/r=1 sin θ dθdϕ ,
‖u‖2L2(Ω) =
∫ 2pi
0
∫ pi
0
∫ 1
0
|u˜|2r2 sin θ drdθdϕ ,
where
u˜(r, ϕ, θ) = u(x) .
Note that the distances to the boundary and to the set S are expressed as follows
dist(x, ∂Ω) = 1− r and dist(x, S) = cos θ .
Let ρ ∈ (1/5, 1) and consider Sˆρ = {(r, ϕ, θ) : 1− hρ < r < 1, 0 6 ϕ < 2pi & |θ − pi2 | < hρ}.
We introduce the function
v(r, ϕ, θ) = χ
(
h−ρ(1− r)
)
χ
(
h−ρ
(
θ − pi
2
))
u˜h(r, ϕ, θ) , (A.8)
with χ ∈ C∞c (R; [0, 1]), suppχ ⊂ (−1, 1) and χ = 1 on [−12 , 12 ].
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Then, by the exponential decay of the ground state uh,
µ(h,B) = qh(uh) =∫
Sˆρ
(
|h∂rv|2 + 1
r2
|h∂θv|2 + 1
r2 sin2 θ
∣∣∣(h∂ϕ − ibr2
2
sin θ
)
v
∣∣∣2) r2 sin θ drdθdϕ
− h
∫
Sˆρ∩{r=1}
|v|2 sin θ dθdϕ+O(h∞) .
In Sˆρ, it holds
r = 1− dist(x, ∂Ω) = O(hρ) and sin θ = cos
(
θ − pi
2
)
= 1− 1
2
dist(x, S)2 +O
(
dist(x, S)4
)
.
We choose ρ = 13
60
∈ (1
5
, 1
6
). It results then from (A.6) and (A.7),
µ(h,B) >
∫
Sˆρ
|h∂rv|2r2 sin θ drdθdϕ− h
∫
Sˆρ∩{r=1}
|v|2 sin θ dθdϕ
+ (1− h 130 )
∫
Sˆρ
(
|h∂θv|2 +
∣∣∣(h∂ϕ − i b
2
(
1− 1
2
(
θ − pi
2
)2)
v
∣∣∣2) r2 drdθdϕ+O(h 85− 130 ) .
Using (2.4) with σ = 1 and κ ≡ 1, we get∫
Sˆρ
|h∂rv|2r2 sin θ drdθdϕ− h
∫
Sˆρ∩{r=1}
|v|2 sin θ dθdϕ > −1− 2h+O(h2) .
It remains to study the quadratic form
qtg(v) =
∫
Sˆρ
(
|h∂θv|2 +
∣∣∣(h∂ϕ − i b
2
(
1− 1
2
(
θ − pi
2
)2)
v
∣∣∣2) r2 drdθdϕ .
Decomposing v in Fourier modes, v =
∑
m∈Z
vme
imϕ, and using the change of variable
s =
(
b
2
)1/3
h−1/3
(
θ − pi
2
)
,
we obtain
qtg(v) = h4/3
(
b
2
)2/3 ∑
m∈Z
∫ 1
1−hρ
r2dr
∫
R
(
|∂svm|2 +
∣∣∣(ζm,h − 1
2
s2
)2
vm
∣∣∣2) ( b
2
)−1/3
h1/3ds .
where
ζm,h =
2mh
b
− 1
We can now bound from below the foregoing quadratic form by the ground state energy ν0
of the Montgomery model. We end up with
qtg(v) > ν0
(
b
2
)2/3
h4/3
∫ 1
1−hρ
r2dr
∫ 2pi
0
∫
R
|v|2dθdϕ = ν0
(
b
2
)2/3
h4/3 +O(h 43+ρ) .
A matching upper bound can be obtained by constructing a suitable trial state related to the
Montgomery model:
v = χ
(
h−ρ(1− r)
)
χ
(
h−ρ
(
θ − pi
2
))
w
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where χ is as in (A.8), ρ = 13
60
and
w = exp
(
i
(bζ0 + 1)ϕ
h
)
u0
(
h−1/2(r − 1))fζ0
((
b
2
)1/3
h−1/3
(
θ − pi
2
))
.
Here u0(τ) =
√
2 exp(−τ) and fζ0 is the positive ground state of the Montgomery model in
(A.3) for ζ = ζ0 introduced in (A.4).
A.2. h-Bounded fields. We consider now the regime where σ = 0 in (1.10) and B is given
as in (A.1). The relevant semiclassical parameter is then h = γ−
1
2 and the eigenvalue λ(γ,b)
is given as follows
λ(γ,b) = h−2µ(h,B)
where µ(h,B) is now the ground state energy of the quadratic form
qbh(u) =
∫
Ω
|(−ih∇+ bhA0)u(x)|2dx− h3/2
∫
∂Ω
|u(x)|2ds(x) . (A.9)
The ground state energy µ(h,B) depends on the magnetic field through the following effective
eigenvalue,
λm(b) = inf
f∈Dm\{0}
qm,b(f)
‖f‖2H
,
where H = L2((0, pi); sin θ dθ),
Dm =
{
{f ∈ H : 1
sin θ
f, f ′ ∈ H} if m 6= 0
{f ∈ H : f ′ ∈ H} if m = 0
and
qm,b(f) =
∫ pi
0
(
|f ′(θ)|2 +
(
m
sin θ
− b
2
)2
|f |2
)
sin θ dθ .
Theorem A.4. The eigenvalue µ(h,B) satisfies as h→ 0+,
µ(h,B) = −h+ 2h3/2 + h2e(b) + o(h2) ,
where
e(b) = inf
m∈Z
λm(b) . (A.10)
The effective eigenvalue, λm(b) for m = 0, satisfies λ0(b) = b
2
4
with the corresponding
ground state f0,b ≡ 1.
The ground states decay exponentially away from the boundary, so we may write
µ(h, b) = µ˜(h, b, ρ) +O(h∞) (A.11)
where ρ ∈ (0, 1
2
) is fixed and µ˜(h, b, ρ) is the eigenvalue on the spherical shell
Ωh = {1− hρ < r < 1}
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with Dirichlet condition on the interior boundary {r = 1− hρ} and defined via the following
quadratic form (expressed in spherical coordinates)
q˜b,ρh (u) =h
2
∫ 2pi
0
∫ pi
0
∫ 1
1−hρ
(
|∂ru|2 + 1
r2
|∂θu|2 + 1
r2 sin2 θ
∣∣∣(∂ϕ − ibr2
2
sin θ
)
u
∣∣∣2) r2 sin θ drdθdϕ
− h3/2
∫ 2pi
0
∫ pi
0
|u|2/r=1 sin θ dθdϕ . (A.12)
We decompose into Fourier modes (with respect to ϕ ∈ [0, 2pi)), and get the family of qua-
dratic forms indexed by m ∈ Z,
q˜b,ρh,m(um) = h
2
∫ pi
0
∫ 1
1−hρ
(
|∂rum|2 + 1
r2
|∂θum|2 + 1
r2
∣∣∣( m
sin θ
− br
2
2
)
um
∣∣∣2) r2 sin θ drdθ
− h3/2
∫ pi
0
|um|2/r=1 sin θ dθ . (A.13)
Finally, we introduce the large parameter
δ = hρ−
1
2 (A.14)
and the change of variable, r 7→ t = h−1/2(1− r), to obtain the new quadratic form
qˆb,ρh,m(v) =
∫ pi
0
∫ δ
0
(
|∂tv|2 + h
(1− h1/2t)2 |∂θv|
2
+
h
(1− h1/2t)2
∣∣∣( m
sin θ
− b(1− h
1/2t)2
2
)
v
∣∣∣2) (1− h1/2t)2 sin θ dtdθ − ∫ pi
0
|v|2/t=0 sin θ dθ .
(A.15)
Using [13, Sec. 2.6], we write a lower bound for the transversal quadratic form as follows∫ δ
0
|∂tv|2(1− h1/2t)2dt− |v|2
∣∣∣
t=0
>
(− 1− 2h1/2 − h+ o(h)) ∫ δ
0
|v|2(1− h1/2t)2dt .
As for the tangential quadratic form, we bound it from below using the effective eigenvalue
λm(b) as follows∫ pi
0
(
h
(1− h1/2t)2 |∂θv|
2 +
h
(1− h1/2t)2
∣∣∣( m
sin θ
− b(1− h
1/2t)2
2
)
v
∣∣∣2) sin θ dθ
>
(
h+ o(h)
)
λm(b)
∫ pi
0
|v|2 sin θ dθ .
Inserting the two foregoing lower bounds into (A.15), minimizing over m ∈ Z, we get the
lower bound part in Theorem A.4.
As for the upper bound part in Theorem A.4, we use the trial state v defined in the spherical
coordinates as follows (see [13, Sec. 2.6])
v˜(r, θ, ϕ) =
√
2
(
1 +
((1− r)2
8h
− 1
4
))
eh
−1/2(r−1)χ
(
h−ρ(1− r))f(θ) ,
where χ is a cut-off function. The function f ∈ Dm \ {0} is arbitrary. We compute qbh(v)
introduced in (A.9). We first minimize over f , then over m, and get the desired upper bound.
3D MAGNETIC ROBIN LAPLACIAN 35
0 2 4 6 8 10
0
1
2
3
4
5
6
Figure 1. The eigenvalues λm(b) plotted as functions of b. The graph indicates
a non-diamagnetic effect: the function b 7→ infm∈Z λm(b) is not monotonic.
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