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Abstract 
W e  describe the method in which a visually guided 
swing motion for a 16DOF two-armed bipedal robot 
is  ac uired by applying GA (genetic algorithm) to a 
NN Jeural network) controller. The evolutionary ap- 
proach to the acquisition of various motions for robots 
has been successfully used by many researchers, but 
most studies have been carried out only through com- 
puter simulations. In this research, we adopt a real 
robot with a complicated body used in a noisy envi- 
ronment. The evolutionary processes are examined 
an a virtual world constructed on a CRS-CS6400 par- 
allel computer which simulates such factors as swing 
dynamics, visual processes, noise reduction processes, 
and timelags in a control system. It took about 2 hours 
for an artificial evolution to create a successful indi- 
vidual after 50 generations from an  initial population 
of 200 unsuccessful genes. Using the NN decoded from 
the most successful individual of the last generatation, a 
real two-armed bipedal robot that could swing success- 
fully was obtained. 
1 Introduction 
Creatures have acquired basic abilities to  survive 
through long evolutionary processes. Moreover, they 
can overcome unknown situations, and perform new 
tasks by using learning abilities given by nature. Their 
flexible information processing abilities and close re- 
lationship between sensors and actions are results of 
these evolution or learning abilities. So, we think that 
it is very meaningful to realize such a mechanism on 
mechanical systems such as robots. 
GA (Genetic Algorithm) [l] is a powerful tool to 
apply this mechanism to engineering systems. In GA, 
problems are coded into genes, and a population of 
virtual creatures axe evolved based on genetic or evo- 
lutionary laws, which results in the progress of system 
performance. So far, many researchers applied GA 
to motion acquisition problems for robots or virtual 
creatures. Koza applied GP (Genetic Programming) 
to  automatic acquisition of subsum tion architecture 
to  perform wall-following behavior ?2]. Sims studied 
on co-evolution of motion controller and morphology 
of rirtual creatures [3]. 
However, most of these researches give only the re- 
sults of simulations on a computer without consider- 
ing the possibility to ap ly them to real robots. Some 
valuable researches [4,5f which attempted application 
to real robots also assumes noise-less environment, 
simple robot bodies and simple sensors as in computer 
simulations. 
This paper describes the methodology to apply evo- 
lutionary approaches based on GA to the motion ac- 
quisition problem which treats a real robot with a 
complicated body and a noisy environment by taking 
the case of visually guided swing motion by vision- 
equipped two-armed bipedal robot [6].  This method 
consists of four elements; (1) construction of a real- 
world-oriented virtual environment in a computer, 
which simulates dynamics, 3D geometric models, vi- 
sual processings, noise reduction processes and control 
systems, (2) evolutionary simulation, which evolves 
NN (Neural Network) controller to fit the objective 
behavior based on GA in the virtual environment, (3) 
transplantation of it on a real robot and (4) execution 
of the task. 
In section 2, we describe the methodology of motion 
acquisition for a real robot by using GA and EN. The 
following sections describe its applications to  visually 
guided swing motion by two-armed bipedal robot and 
its results. And in the last. we describe consideration 
and future work. 
2 Motion Acquisition Methodology for 
a Real Robot Based on GA and NN 
The methodology of motion acquisition based on 
evolutionary approach is divided into some classes ac- 
cording to the choice of what to  evolve: tuning of con- 
trol arameters, evolving CS (Classifier Systems) [7], 
G P  b], evolving NN 141, etc. However, we think that 
evolving NY is the most promising way when we as- 
sume execution of the task on a real robot for some 
reasons: 
e S?; is robust to a noise present in interactions 
between robots and environment. 
The primitive components manipulated by the 
evolutionary process should be at the lowest level 
possible in order to avoid undecidable choices 
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made by the human designer. Synaptic weights 
and thresholds satisfy this demand. 
When we execute the learning processes in a vir- 
tual environment and transplant their result on 
a real robot, it is thought that the gaps between 
the real world and a virtual world will be comple- 
mented by NN's generalizing abilities. 
To evolve NN controller by GA, it is the most gen- 
eral way to select NN's synaptic weight as each gene. 
One individual corresponds to one gene, that is, one 
N" controller. Robot attempts given tasks using each 
N" controller, then each individual gets fitness accord- 
ing to the performance level of the task, which results 
in the progress of the task performance of the whole 
population. When the fitness reaches a satisfactory 
level, the robot can accomplish the objective task by 
decoding the gene of the best individual into NN and 
then applying it as a controller to  a real robot. 
The selection where the evolutionary process should 
be examined is also significant; the problem of simu- 
la,tion versus physical approaches. In the former case, 
evolutionary simulation is executed in the virtual en- 
vironment constructed on a computer, then the re- 
sult acquired there is transplanted on a real robot. 
In the latter case, it is executed on a real robot di- 
rectly. So far, most researchers have avoided the for- 
mer approach because of the difficulty of construction 
of physical models and the gap between the real world 
and a virtual world [4,8]. 
However, we think that, in the evolutionary ap- 
proach, the latter approach is better for the following 
reasons. 
GA requires many trials to evaluate fitness func- 
tions of each individual. Executing them on a 
real robot is not desirable in terms of the phys- 
ical durability of a robot body and the learning 
time required. On the other hand, a virtual en- 
vironment is free from these problems and makes 
it possible to  accelerate the learning process with 
the progress of computer architectures and com- 
puting algorithms. 
Currently, sensors required to  evaluate the perfor- 
mance of the task are very poor in both accuracy 
and variety, which makes it very difficult to ex- 
ecute learning processes on a real robot in most 
cases. On the other hand, virtual environment 
gives any physical amounts. 
However, even if the simulation technology pro- 
gressed dramatically, it  would be impossible to entirely 
bridge the gap between real world and a virtual world. 
So, techniques to complement the gap is significant. 
The most likely element which generates these gaps is 
the irregular noise of the real world. The robustness 
and generalizing ability of NN will be effective against 
this problem as mentioned above. Besides this, it will 
be good to insert filters for noise reduction into the 
sensors in both real and virtual world, which artifi- 
cidly gets rid of the gap due to  noise. 
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Figure 1: Two-armed bipedal robot 
The following sections describe the example of ap- 
plying the methodology mentioned in this section to 
the motion acquisition problem of visually guided 
swing motion of a two-armed bipedal robot. 
3 Visually Guided Swing Motion by 
Two-Armed Bipedal Robot 
3.1 Two-Armed Bipedal Robot 
Fig.1 shows the appearance and the mechanism of 
a two-armed bipedal robot. It has 16DOF actuators, 
2.5[kg] weights, 0.4[m] height and a TV camera as its 
head. Actuators consist of servo modules for a radio 
control model. 
The system to drive the robot is constructed based 
on Remote Brain approach [9], which separates a robot 
body and its brain, and connect both with wireless 
protocols. Actuators on robot bodies are controlled 
by wireless signals transmitted from a brain computer 
remotely. The camera images transmitted from the 
UHF transmitter in the camera are received by the 
brain computer, and ra idly processed by parallel im- 
age processing units [lOfwith multi processors. In this 
research, we use a transputer network directly con- 
nected to the image processing system to exclude as 
much time lags in the system as possible. 
3.2 Visually Guided Swing Motion 
The objective of visually guided swing motion is to 
increase the amplitude of a swing by skillfully chang- 
ing the robot's center of gravity in the direction of the 
radius of the swing according to the dynamic change 
of its environment recognized through the high speed 
vision described above. In this research, we assume 
the following things. 
The robot sittin on a swing whose rotation ra- 
dius is about l.[4 changes its center of gravity by 
an up-down-motion of its legs; by driving actua- 
tors of knee joints. So, joint angles of other joints 
are fixed. 
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Figure 2: Structure of virtual world 
The robot uses optical flow as the only visual in- 
That is, the task given t o  the robot is to excite the 
swing by making the best use of optical flow as sensor 
information and knee joints as controllable amount. 
3.3 Visual Processing 
In this research, we use a optical flow algorithm 
using correlation operation based on MAE (Mean Ab- 
solute Error) method [lo]. However, when the visual 
sensor is loaded on a robot body as in this research, 
the visual sensor information contains many noises be- 
cause the oscillation due to robot's motions directly 
causes the oscillation of the image. It is not desirable 
to use it as it  is in terms of noise reduction. And this 
also causes the gap between the real world and a vir- 
tual world. For this reason, we use the %ow vectors 
passed through a low pass filter as the visual informa- 
tion for a swing motion. The filter is two dimensional 
on-line butterworth filter whose cut-off frequency is 
fixed to  1.2 [Hz], which was determined by a rough 
estimate of swing frequency. 
formation. 
4 Construction of a Virtual World 
Because the learning results are used on a real 
robot finally, a virtual world €or learning must be con- 
structed considering the match with the real world. 
In the first step, we divided the real world into sev- 
eral constructs; environment, control system and vi- 
sion system. Second, we implemented each construct 
as one object on a computer; virtual environment, vir- 
tual control system and virtual vision system, respec- 
tively (Fig.2). Moreover, a virtual environment is di- 
vided into objects of dynamics model and 3D geomet- 
ric model. This method makes it possible to develop a 
simulated world at each object level, and makes it easy 
to  check the correspondence between the real world 
and a virtual world. They are implemented on eu- 
slisp [ll], which is object oriented lisp with 3D geo- 
metric modeler. The following sections describes each 
construct. 
4.1 Virtual Environment 
4.1.1 3D Geometric Model 
3D geometric models are a group of objects which de- 
scribe the physical properties of each body; weight, 
scale, position, rotation matrix, etc. They consist of 
the objects of a robot, a swing and a wall before it 
 
Figure 3: 3D geometric model 
(Fig.3). The wall is used to  simulate the visual pro- 
cessing as mentioned later. These objects consist of 
further low level solid primitives. 
4.1.2 Dynamics Model 
We model the system, which consists of the robot and 
a swing, as a physical pendulum whose inertia momen- 
tum changes as time passes. Let I an inertia momen- 
tum of the whole system around the axis of a swing, O 
swing angle and N rotational momenrum. The motion 
equation becomes 
"+ d t  
Quantumize (1) and solve it about O(t + h): 
N(t)h2  + -  
I ( t  + h) 
where h is a time step, As all the term in the right side 
of (2) is known at time t ,  you can positively calculate 
the swing angle at time t + h by using it. I ( t )  and 
N ( t )  are calculated as follows. 
(3) 
N ( t )  = - mbglbsinOb (4) 
bEbodies 
where b is a body included in robot's geometric model, 
bodies are a whole set of b. And mb, lb and Ob are the 
mass, the distance of b from the axis of a swing and the 
swing angle of b, respectively. I ( t  + h) is calculated by 
applying (3) to the posture of robot a t  the next time 
step. 
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Figure 4: Virtual optical flow 
Optimize * W2 I : weiaht between i and i 
Figure 5: Given structure of NN and its genotype 
4.2 Virtual Control System 
A virtual control system simulates the functions of 
the real control system which interprets control com- 
mands from brain programs into the wireless signals. 
In the real control system, there is a time lag of about 
O.OG[sec]. The virtual one simulates it by using a FIFO 
buffer of fixed length. 
4.3 Virtual Vision System 
A virtual vision system simulates visual processing 
algorithms, filters for noise reduction and time lags in 
the real vision system. 
The simulation of a visual processing uses a wall 
set in front of a robot. For example, the algorithm 
to simulate optical flow used in this research is listed 
below (Fig.4). 
1. 
2. 
3. 
4. 
5. 
Low Fitness 
Figure 6: Genetic operations 
Like the case of the control system, there is a time 
lag of about 0.099[sec] in the real vision system. The 
virtual vision system simulates it by using a FIFO 
buffer of fixed length. 
5 Acquisition of Swing Motion Based 
on GA and NN 
As a brain structure, we use a layered NN con- 
troller, which regulates the mapping from sensory in- 
formation (optical flow) to the control amount of an 
actuator (knee joint angle (Fig.5). Through evolving 
it to fit swing motion by c! A, the robot acquires visu- 
ally swing motion. In this research, the structure of 
NN is fixed, and synaptic weights and thresholds are 
optimized by GA. 
NN controller consists of four layers, which has 
2,4,4 and 1 neurons respectively. GA optimizes all 
the synaptic weights and thresholds, which are real 
numbers of [-2.0 2.0. Two neurons in the input layer 
(dv,/dt). After it is linearly mapped onto the driving 
range of knee joint angle, the output from the output 
layer is passed through limiter of angular velocity, and 
is used as objective joint angle a t  the next time step. 
The limiter removes radical changes of joint angles. 
5.1 Execution of Evolutionary Simulation 
By optimizing synaptic weights and thresholds of 
NN controller mentioned above according to the pro- 
cedures of evolutionary simulation below, the robot 
are y-factor (uY)  of B ow vector and its time derivative 
calculate that point p on the which is Seen 
at (x, y) on the Screen coordinates of the camera 
of the robot. 
acquires a controller for swing motion. This evolution- 
ary simulation is examined in the virtual environment 
described in section 4. 
put the time of a virtual world 0.033[sec] (video 
rate) ahead. 
calculate the position (x’,y’) of P seen in the 
screen coordinates. 
the flow vector v = (U=,  uY)  is given by U, = x‘ - 
pass U,, vy through Butterworth filters, respec- 
tively. 
x,uy = y’ - y. 
Determination of genotype We have determined 
genotype as the sequence of synaptic weights and 
thresholds of each neuron in order of the numbers 
as shown in Fig.5, where w ; j  is a synaptic weight 
from neuron i to neuron j, and fli is a threshold 
of neuron i. 
Determination of Initial population In the first 
step, the value of each gene is randomly initial- 
ized with a real number of [-2 21. And the number 
of population is set to 200. 
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Figure 7: Acceleration of evolution 
Evaluation of Fitness of Each Individual 
We made the robot swing for 1 cycle with the 
initial amplitude of 0.34 [rad] in the virtual envi- 
ronment and let the fitness be the increase of the 
height of the center of gravity of the robot during 
the attempt. That is, fitness = zf - .zi , where 
.zf and zi are heights of the center gravity of the 
robot in the final and initial state respectively. 
Execution of Genetic Operations Genetic opera- 
tions consists of 4 steps as shown in Fig.6; (1) 
select constant rate (s-rate) of the whole popu- 
lation of lower fitness, (2) generate new individu- 
als through universal crossover operation between 
individuals of upper fitness, (3) mutate them at 
the probability of m-rate and (4) compensate the 
lack in (1) for new individuals of (2) and (3). In 
this case, we used the value of s-rate= 0.4 and 
m-rate= 0.02. And mutation operator randomly 
changes genes by real numbers of [-2 21. 
Termination Test When the number of alternation 
of generations reaches 50, evolutionary simulation 
is terminated. 
This evolutionary simulation was done on a CRS- 
SC6400 parallel computer. It consists of one master 
process and plural slave processes (Fig.7(A)). These 
processes repeat the following procedures. 
Master process requests evaluation of some indi- 
viduals to each slave process. 
Receiving them, slave processes execute swing tri- 
als, calculate fitness of each individual and send 
the results to  the master process. 
Master process gathers all the results, execute ge- 
netic operations and generate new generation. 
Using this algorithm, the evolution is accelerated al- 
most in proportion to the number of slave processes 
(Fig.7(B)). It took only about 2 hours to examine the 
evolutionary simulation above. 
6 Results 
Fig.8 (A) shows the transition of fitness in the evo- 
lutionary simulation. The maximum of fitness in- 
creases with the generation goes, and reaches equilib- 
rium state around 50th generation. Fig.8 (B) shows 
the transition of amplitude of a swing when the robot 
in the virtual world swings using NN controller de- 
coded from the best individual in the last generation. 
.. 
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E 
0.17 
0.00 
2-0.17 
3-0.34 
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" .  
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(A) Transition of Fitness (B) Transition of Amplitude 
Figure 8: Results of learning 
Figure 9: Swing motion by two-armed bipedal robot 
The growth of amplitude tells us that the learning in 
the virtual environment has succeeded. 
Then we made the real robot swing using the NN 
controller transplanted on it. In this case, the ampli- 
tude of a swing grew gradually, and reached equilib- 
rium state, too. Fig.9 shows the swing motion by the 
real robot. The robot has acquired the swing motion 
that swings up its legs not only when the swing goes 
ahead but also when the swing goes back, which is 
different from a swing motion by human. 
It is generally known that a swing can be excited 
most effectively when the phase relationship between 
swing angle 0 and position I of center of gravity in 
the direction of swing radius is as in Fig.10 (A) 1121. 
Fig.10 (B) shows the phase relation between 0 and I 
of swing motion using evolved result. Both cases are 
alike, which tells us that the swing motion acquired 
by the robot is theoretically effective. 
2948 
Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on April 07,2010 at 04:10:52 EDT from IEEE Xplore.  Restrictions apply. 
I" 
0.855 
0.850 
0.854 
0.840 
0.835 
I ........ 5 ;  I s.. I : : 
(B) Learned Phase (A) Desirable Phase 
Figure 10: Comparison between desirable phase and 
learned phase 
7 Conclusion and Future Works 
I[n this paper, we described the methodology to  ap- 
ply evolutionary approaches based on GA, which had 
tended to work on simulation only, to the motion ac- 
quisition problems which assumes a real robot with 
a complicated body and noisy environment. And as 
such an example, we took the case of visually guided 
swing motion by vision-equipped two-armed bipedal 
robot. 
It is thought that the result that  NN controllers 
acquired in the virtual world also worked well on a 
real robot is due to (1) real-world-oriented simulation 
environment, which simulates not only dynamics, 3d 
geometric model and visual processing but also trivial 
elements such as noise reduction processes (filters) and 
time lags in the system and (2) generalizing abihty of 
NN itself. And artificially inserted filters played sig- 
nificant part of complements between real world and 
virtual world. 
On the other hand, it can't be denied that there is 
still unthought elements such as dynamics of a robot 
itself, air resistance and frictions, and that they cause 
the functional deterioration with a shift from a virtual 
world to the real world. To realize higher performance 
of the task on the real robot, it is necessary to take 
them into physical model as much as possible. An- 
other approach to complement the gap is to execute 
learning process on the real robot after genetic acqui- 
sition of controller in the virtual world. It is meaning- 
ful in terms of realizing adaptability of the robot to 
variant environment. Since it is very difficult to gener- 
ally realize such a learning mechanism for the reason 
described in section 2, this paper treated only evolu- 
tionary processes in the virtual environment. However 
we're going to  work on these problems in future. 
Although the virtual environment constructed in 
this paper was only for swing motion, it is possible to 
acquire various skills by constructing other environ- 
ment models. It's becoming possible to  simulate v u -  
iouo physical phenomena with high generality mainly 
in the field of computer graphics. By utilizing these 
dynamics model to virtual environment, it will be pos- 
sible to acquire motion skills of more extensive classes. 
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