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It is widely believed that the stationary properties after a quantum quench in integrable systems
can be described by a generalized Gibbs ensemble (GGE), even if all the analytical evidence is
based on free theories in which the pre- and post-quench modes are linearly related. In contrast, we
consider the experimentally relevant quench of the one-dimensional Bose gas from zero to infinite
interaction, in which the relation between modes is nonlinear, and consequently Wick’s theorem does
not hold. We provide exact analytical results for the time evolution of the dynamical density-density
correlation function at any time after the quench and we prove that its stationary value is described
by a GGE in which Wick’s theorem is restored.
PACS numbers:
Recent experiments on trapped ultra-cold atomic
gases1–8 allowed for the realization and the experimental
study of (essentially) unitary non-equilibrium evolution
on long time scales. Among the non-equilibrium situa-
tions, the one that attracted most of the attention is
the global quantum quench, in which the initial state
is the ground-state of a translationally invariant Hamil-
tonian differing from the one governing the evolution by
an experimentally tunable parameter such as a magnetic
field9. A key question is whether the system reaches a
stationary state, and if it does, how to characterize its
physical properties at late times without solving the non-
equilibrium dynamics. It is commonly believed that lo-
cal observables generally attain a stationary value and,
depending on the Hamiltonian governing the time evolu-
tion, their behavior either can be described by a thermal
distribution or by a GGE10, for non-integrable and in-
tegrable Hamiltonians, respectively (see however11–15 for
some criticism). Many numerical investigations seem to
confirm this scenario10,16–26, but due to their intrinsic
limitations (such as finite size and finite time effects) ex-
act analytic calculations are playing a central role. How-
ever, while solving the non-equilibrium dynamics of non-
integrable models is clearly impossible, even the analytic
study of integrable interacting systems in the thermody-
namic limit (TDL) is still beyond our present capabili-
ties, despite several attempts in this direction27–36. For
these reasons, analytic calculations have concentrated on
two main aspects. On the one hand, many studies con-
sidered the exact dynamics of models in which both the
pre- and post-quench Hamiltonian can be mapped to free
particles37–49. On the other hand, a series of more re-
cent investigations50–55 attempt to construct the GGE
for truly interacting post-quench Hamiltonians starting
from particular initial states, allowing for numerical or
experimental checks of GGE predictions.
However, all the previous exact analytic studies of the
full time-dependence after a quench and the GGE not
only considered free theories, but also the case in which
the pre- and post-quench modes are related by a linear
transformation37–48, most often a Bogoliubov one (see,
however, Ref. 49). In this Letter, we provide the first
example in which the GGE works even for a non-linear
transformation between modes realized in one of the most
interesting experimental situations: the quench from zero
to infinite interaction in a one-dimensional Bose gas.
This quench has been studied in the past29,53,56, but
until now resisted any analytical computation. Apart
from the direct interest, our results will also be a bench-
mark for the novel numerically exact methods based on
integrability27,32–35.
The model. We consider the Lieb–Liniger model, a one-
dimensional Bose gas with pairwise delta interaction on
a ring of circumference L with periodic boundary condi-
tions (PBC), i.e. with Hamiltonian57
H =
∫ L
0
dx
[
∂xφˆ
†(x)∂xφˆ(x) + c φˆ†(x)φˆ†(x)φˆ(x)φˆ(x)
]
, (1)
where φˆ(x) is a canonical boson field, c the coupling con-
stant and we set ~ = 2m = 1.
We prepare the many-body system in the N -particle
ground state of the free boson Hamiltonian given by Eq.
(1) with c = 0. Writing φˆ(x) = 1√
L
∑
q e
iqxξˆq where q =
2pim/L with m integer, the ground state is |ψ0(N)〉 =
1√
N !
ξˆN0 |0〉. We are interested in the TDL, when N,L →
∞ with the particle density n = N/L fixed. At time t = 0,
we suddenly turn on an infinitely strong interaction, and
the evolution is governed by the Hamiltonian (1) with c =
∞. It is convenient to rewrite the Hamiltonian in terms
of hard-core boson operators, Φˆ, Φˆ†, obeying the effective
Pauli principle induced by the infinite repulsion58. The
constraint that there cannot be two particles at the same
point in space is implemented by the algebraic relations
[Φˆ(x)]2 = [Φˆ†(x)]2 = 0 , {Φˆ(x), Φˆ†(x)} = 1 , (2)
together with the usual bosonic commutation for x 6= y,
[Φˆ(x), Φˆ(y)] = [Φˆ(x), Φˆ†(y)] = 0. The Hamiltonian be-
comes H =
∫
dx ∂xΦˆ
†∂x(x)Φˆ(x), and the commutation
relations encode the interactions seemingly absent from
the quadratic Hamiltonian. The non-linear relation be-
tween the pre- and post-quench boson operator can be
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FIG. 1: Equal-time density-density correlation function 〈ρˆ(0, t)ρˆ(x, t)〉. (a) As a function of the distance, we report the correlation
for several different times. Eq. (9) (solid line) is compared with the numerical results of Ref. 29 (points) showing an excellent
agreement before the form-factor truncation and finite-size effects become important. (b) The same as in (a) for larger time.
(c) 〈ρˆ(0, t)ρˆ(x, t)〉 for a few fixed x as a function of time in logarithmic scale. Notice the highly oscillatory (and telescopic in x)
behavior for very short time that is due to the presence of very high energy modes in the initial state. After reaching a global
maximum, the correlation monotonically reaches the GGE value (the large time plateau).
written as Φˆ(†)(x) = Pxφˆ(†)(x)Px, with Px = |0〉〈0|x +
|1〉〈1|x being the local projector on the truncated Hilbert
space with at most one boson in x. Strictly speaking
our initial state does not belong to the restricted Hilbert
space with no local multiple occupation, but in appendix
A we show how this problem can be circumvented.
The Jordan–Wigner (JW) transformation Ψˆ(x) =
exp
{
ipi
∫ x
0
dzΦˆ†(z)Φˆ(z)
}
Φˆ(x) maps the hard-core boson
Hamiltonian onto the free fermionic one58
H =
∫
dx ∂xΨˆ
†(x) ∂xΨˆ(x) , (3)
diagonalized by the modes ηˆk and ηˆ
†
k (with k = 2pim/L,
m integer or half-integer depending on the parity of N):
H =
∞∑
k=−∞
k2ηˆ†kηˆk, ηˆk =
∫ L
0
dx
e−ikx√
L
Ψˆ(x) . (4)
Summary of the results. Because of the integrability
of the final Hamiltonian (1), it is expected that the re-
duced density matrix of any finite interval (in the sense
described in Refs. 39–41) is described by the GGE10
ρGGE = Z
−1e−
∑
λiIˆi , (5)
where {Iˆi} is a complete set of local integrals of motion
and the Lagrange multipliers λi are fixed by the condi-
tions 〈ψ0|Iˆi|ψ0〉 = Tr[ρGGE Iˆi]. This GGE has been ex-
plicitly constructed for arbitrary final c53. In the hard-
core limit, the final Hamiltonian has a simpler infinite
set of conserved charges, formed by the fermionic mode
occupations, nˆ(k). The local conserved charges can be
expressed as linear combinations of the nˆ(k)47,48,59, so
the GGE’s built from nˆ(k) and {Iˆi} are equivalent.
As a first result, we find that the time-independent
value of the fermionic mode occupation is63
n(k) ≡ 〈nˆ(k)〉 = 4n
2
k2 + 4n2
. (6)
Clearly also its Fourier transform, the fermionic two-
point correlation function 〈Ψˆ†(x)Ψˆ(y)〉, is time indepen-
dent This is not true for the bosonic two-point func-
tion 〈φˆ†(x)φˆ(y)〉 because it contains an infinite string
of fermionic operators and the fermionic multi-point
functions do not factorize into two-point functions. In
other words, Wick’s theorem does not hold and it is re-
stored only for infinite time, i.e. in the GGE. In this
case, the bosonic correlation equals the fermionic one,
〈φˆ†(x)φˆ(y)〉GGE = ne−2n|x−y| (see also Ref. 53). We em-
phasize that n(k) is the only ingredient needed for the
construction of the GGE and, via Wick’s theorem, it al-
lows for the calculation of any correlation function of lo-
cal operators, showing that the GGE indeed captures the
complete stationary behavior. We stress that, as an im-
portant difference53 from the local integral of motions Iˆi,
the mode occupations n(k) are finite in our continuum
theory, so no regularization is necessary.
More complicated and interesting is the calculation
of the (dynamical) density-density correlation function
〈ρˆ(x1, t1)ρˆ(x2, t2)〉 with ρˆ(x, t) ≡ Ψˆ†(x, t)Ψˆ(x, t) (the
fermionic density coincides with the hard-core boson den-
sity and the difference between the latter and the true
bosonic density vanishes in the TDL, see App. A).
We determine the full time-dependence of the dynam-
ical correlation that in the TDL takes the form
〈ρˆ(x1, t1)ρˆ(x2, t2)〉 = n2 + F0(∆x,∆t)F1(∆x,∆t)
− |F1(∆x,∆t)|2 + |F2(∆x, t1 + t2)|2 , (7)
3where ∆x = x2 − x1, ∆t = t2 − t1, and
F0(x, t) =
∫
dk
2pi
e−ikx+ik
2t =
1 + sgn(t)i
2
√
2pi|t| e
−i x24t , (8)
F1(x, t) =
∫
dk
2pi
eikx−ik
2tn(k) ,
F2(x, t) =
1
2n
∫
dk
2pi
eikx+ik
2tkn(k) .
For x1 = x2 we have F2(0, t) = 0 because the integrand is
an odd function of k, thus the auto-correlation function
does not depend on the time after the quench. This is
exactly what was observed in the numerical calculation
of Ref. 29, but remained without explanation until now.
In the GGE, being diagonal in nˆ(k), the correlation
function is given by Eq. (7) without the last term, so it
coincides with the t→∞ limit. This shows that the GGE
correctly captures the dynamical correlation function in
the large time limit for any ∆x,∆t. Given that the auto-
correlation does not depend on time, the GGE result in
this case turns out to be exact at any finite time.
The equal-time density-density correlator is included
as a special case for t1 = t2 = t, for which we obtain
〈ρˆ(x1, t)ρˆ(x2, t)〉 = n2 + ne−2n|x1−x2|δ(x1 − x2)
− n2e−4n|x1−x2| + |F2(∆x, 2t)|2 . (9)
This result is shown and discussed in Fig. 1, while the dy-
namical correlation function is reported in Fig. 2. Some
qualitative features of these figures resemble the 3D re-
sults in Bogoliubov approximation60.
For large time we can define the dynamical structure
factor as the double Fourier transform of the connected
density-density correlation in ∆x and ∆t. A straightfor-
ward calculation leads to
S(q, ω) =
8n2(q2 + ω)2|q|
[(4nq)2 + (q2 − ω)2][(4nq)2 + (q2 + ω)2] .
(10)
This expression satisfies the f -sum rule
∫
dωS(q, ω)ω =
2pinq2, providing a non-trivial test for our results.
Fermionic occupation numbers. We calculate 〈nˆ(k)〉
in the initial state through its Fourier transform
〈Ψˆ†(x)Ψˆ(y)〉. We rewrite the fermionic operators in terms
of the hard-core boson using the inverse of the JW map-
ping. The two-point function takes the form
〈Ψˆ†(x)Ψˆ(y)〉 =
∞∑
j=0
(−2)j
j!
∫ y
x
dz1 · · ·
∫ y
x
dzj
〈Φˆ†(x)Φˆ†(z1) · · · Φˆ†(zj)Φˆ(zj) · · · Φˆ(z1)Φˆ(y)〉 , (11)
where the factor (−2)j results from normal ordering.
We proceed by treating the hard-core boson fields as
they were canonical bosonic fields. The validity of this
approach is fully analyzed and is derived from a com-
plete rigorous lattice calculation in A. Using ξˆq|ψ0(N)〉 =
δq0
√
N |ψ0(N − 1)〉, one obtains
〈φˆ†(x)φˆ†(z1) · · · φˆ†(zj)φˆ(zj) · · · φˆ(z1)φˆ(y)〉 =
1
Lj+1
〈N |(ξˆ†0)j+1(ξˆ0)j+1|N〉 =
1
Lj+1
N !
(N − j − 1)! . (12)
Finally, integrating over z1, . . . , zj , we have
〈Ψˆ†(x)Ψˆ(y)〉 = N
L
∞∑
j=0
[−2|x− y|/L]j
j!
(N − 1)!
(N − j − 1)!
= n
(
1− 2n|x− y|
N
)N−1
N→∞−−−−→ ne−2n|x−y| . (13)
The momentum distribution function is obtained by
Fourier transformation leading to Eq. (6)
The dynamical density-density correlation function is
〈ρˆ(x1, t1)ρˆ(x2, t2)〉 = 1
L2
∑
k1,k2,k3,k4
e−i(k1−k2)x1−i(k3−k4)x2
ei(k
2
1−k22)t1ei(k
2
3−k24)t2〈ψ0|ηˆ†k1 ηˆk2 ηˆ
†
k3
ηˆk4 |ψ0〉 , (14)
and so we need to evaluate the initial fermionic four-point
correlation
〈ψ0|ηˆ†k1 ηˆk2 ηˆ
†
k3
ηˆk4 |ψ0〉 =
1
L2
∫ L
0
dz1dz2dz3dz4 (15)
ei(k1z1−k2z2+k3z3−k4z4)〈ψ0|Ψˆ†(z1)Ψˆ(z2)Ψˆ†(z3)Ψˆ(z4)|ψ0〉.
The four-point function 〈ψ0|Ψˆ†(z1)Ψˆ(z2)Ψˆ†(z3)Ψˆ(z4)|ψ0〉
can be calculated analogously to the two-point function.
Let us first consider the case z1 < z2 < z3 < z4, with two
JW strings, one between z1 and z2 and one between z3
and z4. Operators belonging to different strings commute
so it is easy to normal order them. The expectation value
is then
〈Ψˆ†(z1)Ψˆ(z2)Ψˆ†(z3)Ψˆ(z4)〉 = n2e−2n(z4−z3+z2−z1). (16)
If z1 < z2 < z3 < z4 does not hold, but the zi are
all distinct, one needs to reorder the operators. In other
words, we break up the domain of the four-dimensional
integral in Eq. (15) into regions defined by the order of
zi. In each of these regions zP1 < zP2 < zP3 < zP4 ,
where P is one of the 24 permutations of the numbers
{1, 2, 3, 4}. While reordering the operators, we pick up
signs due to their fermionic nature. There are also ex-
tra minus signs coming from commuting the operators
and the JW strings. For each permutation the result
is σP n2e−2n(zP4−zP3+zP2−zP1 ), where σP is the overall
sign in the permutation P. Finally, one needs to deal
with the cases when two or more of the four operators
are at the same point, which leads to a contact term
δ(z2 − z3)ne−2n|z4−z1|. In summary, the four-point func-
tion is given by
〈Ψˆ†(z1)Ψˆ(z2)Ψˆ†(z3)Ψˆ(z4)〉 = δ(z2 − z3)ne−2n|z4−z1|
+
∑
P
θ(zP)σP n2e−2n(zP4−zP3+zP2−zP1 ) , (17)
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FIG. 2: Large time dynamical density-density correlation function 〈ρˆ(0, t)ρˆ(x, t+ ∆t)〉. (a) Subtracted correlation (i.e.
〈ρˆ(0, t)ρˆ(x, t+ ∆t)〉 − nF0(x,∆t) to avoid the divergence at x = ∆t = 0) as function of ∆t for x = 0 and nx = 2. The
autocorrelation (x = 0) does not depend on the elapsed time t, so the plot is valid for any t > 0. The real part agrees perfectly
with the numerical data in Ref. 29, but the imaginary part does not because of a different subtraction. (b) Full correlation as
function of x for n2∆t = 0.01 and n2∆t = 0.05.
where θ(zP) = θ(zP4 − zP3)θ(zP3 − zP2)θ(zP2 − zP1).
For the momentum space four-point function (15),
we need to evaluate the four-dimensional integral over
z1, . . . , z4. The integral of the first term gives
1
L2
∫ L
0
d4z δ(z23)ne
−2n|z14| = δk2,k3δk1,k4
4n2
4n2 + k21
, (18)
where zij = zi − zj . The sum over permutation leads
to the sum of 24 spatially ordered integrals. The first
permutation gives
IP1 =
n2
L2
∫
P1
d4z ei[k1z1−k2z2+k3z3−k4z4]e−2n(z43−z21)
=
n2
2
δk1,k2δk3,k4
(ik1 + 2n)(ik3 + 2n)
+ . . . , (19)
where
∫
P1 d
4z =
∫
0<z1<z2<z3<z4<L
d4z, and the ellipses
stand for terms subleading in L. The integral of a per-
mutation on the variables zj can be translated to a per-
mutation in the momentum variables kj , and we finally
obtain
〈ψ0|ηˆ†k1 ηˆk2 ηˆ
†
k3
ηˆk4 |ψ0〉 = n(k1)δk2,k3δk1,k4
+ (δk1,k2δk3,k4 − δk2,k3δk1,k4)n(k1)n(k3)
+ δk1,−k3δk2,−k4
k1k2
4n2
n(k1)n(k2) . (20)
The result coincides with the correlation in a state sat-
isfying 〈ηˆ†kηˆl〉 = δk,ln(k), apart from the last term show-
ing that the initial state is a superposition of free-
fermion states consisting of pairs of particles with op-
posite momenta29,61.
Taking the limit L→∞, the momentum sums become
integrals and the final result is Eq. (7). In this equation,
the first term, n2, comes from δk1,k2 in Eq. (20), the sec-
ond comes from the contact term proportional to δk2,k3
while the third term from the δk2,k3 in the second line of
Eq. (20). The only term depending on t1, the time after
the quench, is the fourth one which originates from the
anomalous δk1,−k3 contribution in Eq. (20).
Conclusions. We provided analytic results for the dy-
namical density-density correlation in a one-dimensional
Bose gas after a quench from free to hard-core bosons,
which agree with previous numerical investigations29. Al-
though this is a quench between two free theories, the pre-
and post-quench mode-operators are not linearly related
and so the multipoint correlations in momentum space
do not factorize in terms of two-point ones, preventing us
from the use of standard techniques. The factorization is
recovered only for infinite time when, it turns out, the
GGE completely describes the system. Conversely, for fi-
nite times, the multipoint correlations of the modes must
be calculated explicitly making very laborious the deter-
mination of the time-dependence of other correlations,
such as the bosonic two-point function, which, contrarily
to other cases in the literature, cannot be expressed as a
Fredholm minor.
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Appendix A: Lattice formulation of the BEC to TG
quench
1. Setup on the lattice
Let us consider a system of N bosons hopping on a
one-dimensional lattice composed of M sites, with lattice
spacing δ. As in the main text, we want to describe the
quench from free bosons to hard-core ones. The initial
state is then the BEC:
|BEC〉N = 1√
MNN !
(
M∑
i=1
b†i
)N
|0〉 , (A1)
where the b
(†)
i are canonical boson operators and |0〉 =∏
⊗i |0〉i with |n〉i being the n-boson state at site i.
Let us introduce hard-core boson operators ai that sat-
isfy the algebra
[ai, aj ] = [a
†
i , a
†
j ] = [ai, a
†
j ] = 0 i 6= j , (A2)
a2i = a
†2
i = 0 , {ai, a†i} = 1 . (A3)
The relation between the canonical and hard-core boson
operators, quite obviously, is
ai = PibiPi , a
†
i = Pib
†
iPi , (A4)
where Pi = |0〉〈0|i+ |1〉〈1|i is the on-site projector on the
truncated Hilbert space.
We can map hard-core bosons to free fermions through
the Jordan–Wigner transformation
ai = e
−ipi∑j<i c†jcjci = ∏
j<i
(1− 2c†jcj) ci , (A5a)
ci = e
ipi
∑
j<i a
†
jajai =
∏
j<i
(1− 2a†jaj) ai . (A5b)
The lattice thermodynamic limit is obtained as N,M →
∞ keeping the filling fraction ν = N/M constant. How-
ever here we will be also interested in the continuum limit
in finite systems, i.e. we let the lattice spacing δ → 0, the
number of sites M → ∞ while physical length L is kept
constant L = Mδ. The continuum TDL can be now taken
as N,L → ∞, with the gas density n = N/L constant.
We shall see that the order of these two limits, while it
could be important in general, does not matter for the
observables we are interested in. Finally, to have a fully
defined continuum limit, we need the following relations
between lattice operators and continuum ones
bm =
√
δ φˆ(mδ) , am =
√
δ Φˆ(mδ) , cm =
√
δ Ψˆ(mδ) .
(A6)
2. Fermionic momentum distribution
The real space correlation function of cj operators
reads (for k < l)
N 〈BEC|c†kcl|BEC〉N =
N〈BEC|a†k
l−1∏
j=k
(1− 2a†jaj) al|BEC〉N =
N〈BEC|a†k
∑
r=0
(−2)r
∑
k<n1<n2<...nr<l
a†n1an1 . . . a
†
nranral|BEC〉N ,
(A7)
where we used the fact that due to the hardcore condition
the product effectively runs from j = k + 1. Each term
in the sum has the form
N 〈BEC|a†k(a†n1an1 . . . a†nranr )al|BEC〉N . (A8)
In order to calculate this expectation value let us start by
expanding the term
(∑M
i=1 b
†
i
)N
in the BEC state (A1)
|BEC〉N = 1√
MNN !
∑
i1,...,iM
(
N
i1, . . . , iM
)
b†i11 . . . b
†iM
M |0〉,
(A9)
where the sum runs over all sets of non-negative integers
{i1, . . . , iM} such that their sum
∑
j ij = N . The string
of a operators can be replaced by a string of canonical b
operators if we insert the projectors Pi. Starting from the
right we have al = PlblPl. The rightmost Pl projects out
all terms in the multinomial expansion that have more
than one particle at site l. However, if there is no particle
at site l, the bl operator annihilates the state, thus we find
that il = 1 in order to have a non-zero result. The second
Pl can be dropped because now there is no particle at
site l. Moving to the next operator, we similarly find that
inr = 1 must hold and a
†
nranr simply takes the eigenvalue
1. Continuing all the way to the left we find
a†k(a
†
n1an1 . . . a
†
nranr )al|BEC〉N =
1√
MNN !
∑
{i1,...,iM}′
(
N
i1, . . . , ik = 0, . . . , in1 = 1, . . . , il = 1, . . . , iM
)
b†i11 . . . b
†iM
M |0〉 , (A10)
6where {i1, . . . , iM}′ = {i1, . . . , iM}\{ik, in1 , . . . , inr , il}
and all b†nj and b
†
k come with power one, while there is
no b†l .
Now we have to take the scalar product with the BEC
bra state. Clearly, the only non-zero contributions come
from the products of monomials of the bra and the ket
state in which the powers of b operators match perfectly.
Using 〈0|bni b†ni |0〉 = n! this leaves us with
N 〈BEC|a†k(a†n1an1 . . . a†nranr )al|BEC〉N =
1
MNN !
∑
{i¯1,...,¯iM−r−2}
(
N !
i¯1! · · · i¯M−r−2!
)2
i¯1! · · · i¯M−r−2! ,
(A11)
where {¯i1, . . . , i¯M−r−2} = {i1, . . . , iM}′ by relabelling.
Note that
∑M−r−2
j=1 i¯j = N − r − 1. So, rewriting the
previous formula as
N 〈BEC|a†k(a†n1an1 . . . a†nranr )al|BEC〉N =
1
MN
N(N −1) · · · (N − r)
∑
{i¯1,...,¯iM−r−2}
(N − r − 1)!
i¯1! · · · i¯M−r−2! ,
(A12)
we can use the expression for the sum of multinomial
coefficients and we arrive at
N 〈BEC|a†k(a†n1an1 . . . a†nranr )al|BEC〉N =
1
MN
N(N − 1) · · · (N − r) · (M − r − 2)N−r−1 =
N
M
N − 1
M
· · · N − r
M
·
(
1− r + 2
M
)N−r−1
. (A13)
Note that the case of N 〈BEC|a†l al|BEC〉N is a bit dif-
ferent. The only condition we get is il = 1, so by the
previous logic we obtain
N 〈BEC|a†l al|BEC〉N =
1
MN
N
∑
{i¯1,...,¯iM−1}
(N − 1)!
i¯1! · · · i¯M−1! =
N
MN
(M − 1)N−1 = ν
(
1− 1
M
)N−1
≈ νe−ν , (A14)
where in the last step we took the thermodynamic limit
on the lattice. Note that 〈a†l al〉 6= ν, which is the man-
ifestation of the fact that the operator a†l al is not the
physical particle density operator, but it is only on the
restricted Hilbert space, while the BEC state lies out-
side of this subspace. However, in the continuum limit,
ν = nδ → 0, the difference vanishes.
Going back to the case of general N and M we can
calculate now the fermonic correlation function. We take
the continuum limit before the thermodynamic one. In
this case the maximal length of the string is N − 1, be-
cause the string contains number operators at different
sites and it acts on a N − 1 particle state. So we have
N 〈BEC|c†kcl|BEC〉N =
N−1∑
r=0
(−2)r
(
l − k − 1
r
)
N
M
N − 1
M
· · · N − r
M
·
(
1− r + 2
M
)N−r−1
= δ · n
(
1− 2
(
N−1
1
)
N
(nx) + 4
(
N−1
2
)
N2
(nx)2 − 8
(
N−1
3
)
N3
(nx)3 + 16
(
N−1
4
)
N4
(nx)4 + . . .
)
, (A15)
where we evaluated the sum explicitly with various finite
N and fixed continuum densities n = N/L. The pattern
is quite clear, and in the thermodynamic limit N → ∞
we obtain
N 〈BEC|c†kcl|BEC〉N −→ δ · ne−2n(x−y) . (A16)
One gets the same result by taking first the thermody-
namic limit on the lattice keeping ν fixed, and taking the
continuum limit ν → 0 as the last step.
Clearly, if l < k nothing changes in the calculation, ex-
cept that the distance between the two points (the length
of the string) is given by k − l − 1. So the final result,
irrespective of the order in which the continuum and ther-
modynamic limits are taken, is
〈BEC|Ψˆ†(x)Ψˆ(y)|BEC〉 = ne−2n|x−y| , (A17)
which coincides with the result found directly in the con-
tinuum limit in the main text.
73. Projected initial state
We show that the same result is obtained in the contin-
uum limit if instead of applying the local projectors to the
operators, one projects out the multiply occupied states
from the BEC superposition at the start. So we apply a
global projector P = P1 ⊗ P2 · · ·PM to the initial state
which eliminates all terms from the expansion of the BEC
that contain multiple occupancies. What is left is a com-
pletely symmetric state of the form
∑M
j1,...,jN=1
b†j1 · · · b†jN
where jk 6= jl.
Eq. (A11) holds also in this case, since obtaining it
we only fixed occupancies on some of the sites based on
the operators appearing in the correlation function. The
difference is that we now restrict the sum over ij such
that each ij is at most one. The problem is now to count
how many ways we can put N − r − 1 factors 1 on the
remaining M−r−2 sites. The answer is clearly (M−r−2N−r−1),
so
N 〈BEC|a†k(a†n1an1 . . . a†nranr )al|BEC〉N =
1
MN
N !
(M − r − 2)!
(N − r − 1)!(M −N − 1)!
=
N
M
N − 1
M
· · · N − r
M
·
(
1− r + 2
M
)
· · ·
(
1− N
M
)
.
(A18)
This is different from the result of the local projector
approach, Eq. (A13), but the difference vanishes in the
continuum limit when ν = N/M → 0. This shows that in
the continuum limit the initial BEC state behaves as if it
belonged to the hard-core Hilbert space.
4. Fermionic real-space four-point function in the
initial state
In the calculation of the dynamical density-density cor-
relation function the main ingredient is the real-space
fermionic four-point function. Here we compute the cor-
responding four-point function on the lattice using the
same technique as for the two-point function. Let us start
with
N 〈BEC|c†kclc†mcj |BEC〉N , (A19)
where the operators are at different sites in the spatial
order k < l < m < j. Rewriting it in terms of hard-core
boson operators one gets
N 〈BEC|c†kclc†mcj |BEC〉N = N 〈BEC|a†k
l−1∏
p=k
(1− 2a†pap) ala†m
m−1∏
q=l
(1− 2a†qaq) aj |BEC〉N =
=
∑
r=0
(−2)r
∑
s=0
(−2)s N 〈BEC|a†k
∑
k<n1<...nr<l
a†n1an1 . . . a
†
nranrala
†
m
∑
m<m1<...ms<j
a†m1am1 . . . a
†
msamsaj |BEC〉N .
(A20)
Like before, we used the hard-core condition forcing all
operators to be different in each monomial. Now it is just
a matter of counting operators and particles. From the
expansions of both bra and ket BEC states we must again
pick the same term, in which there must be particles only
at r + s + 2 sites labelled by n1, . . . , nr, l,m1, . . . ,ms, j,
while there must be no particle at sites k,m. Thus we
have to distribute N − (r + s + 2) particles over the re-
maining M − (r + s+ 4) sites. This gives
N 〈BEC|c†kclc†mcj |BEC〉N =
=
∑
r=0
(−2)r
∑
s=0
(−2)s
(
l − k − 1
r
)(
j −m− 1
s
)
N
M
N − 1
M
· · · N − (r + s+ 1)
M
·
(
1− r + s+ 4
M
)N−(r+s+2)
. (A21)
The double sum runs over {r, s} such that r ≤ l − k −
1, s ≤ j − m − 1 and r + s ≤ N − 2. However, these
constraints are imposed automatically! The first two are
8ensured by the binomial coefficients, and the third one
by the product of fractions: if r + s ≥ N − 1 there will
be a term with numerator exactly zero. Thus one can set
the upper limits formally to ∞. In the continuum limit,
as δ → 0, we find
N 〈BEC|c†kclc†mcj |BEC〉N =
(δ · n)2
((
N−1
1
)
N
− 4
(
N−1
2
)
N2
n(x+ y) + 12
(
N−1
3
)
N3
n2(x+ y)2 − 32
(
N−1
4
)
N4
n3(x+ y)3 + . . .
)
, (A22)
where x = (l − k)δ and y = (j −m)δ, i.e. the distances
between the operators in the two pairs in the continuum
limit. Finally, in the thermodynamic limit N → ∞, the
four-point function becomes
N 〈BEC|c†kclc†mcj |BEC〉N → δ2 · n2e−2n(x+y) . (A23)
If the four operators are not in the order k < l <
m < j, but they are still at different sites, we permute
them so that they are spatially ordered. Since they are
fermionic operators, we pick up a sign corresponding to
the order of the permutation. Note that the final order of
the two creation and the two annihilation operators may
be different from the original one. Because they are now
spatially ordered, we put a string between the first two
and the last two. However, if any of the strings starts at
an annihilation operator one has to include in the string
product also the first term (i.e. the one p = k below,
which was previously discarded), obtaining
ckc
(†)
l = ak
l−1∏
p=k
(1− 2a†pap) a(†)l = ak(1− 2a†kak)
l−1∏
p=j+1
(1− 2a†pap) a(†)l = −ak
l−1∏
p=k+1
(1− 2a†pap) a(†)l , (A24)
where we used the hard-core boson algebra. Now the
product is taken over sites between the two operators,
like before, but there is an extra minus sign. Apart from
this sign, the expression is identical to what we had before
because, although the order of the creation/annihilation
operators at the edges is different, we are free to rearrange
them due to the bosonic commutation of the a-operators
at different sites. The same is true for a four-point func-
tion of the form c†kc
†
mcjcl, for example: after accounting
for the minus sign coming from the second pair cjcl, we
are free to rearrange the two creation and two annihila-
tion operators outside the strings, restoring the former
situation.
So, the recipe to compute 〈c†kclc†mcj〉 is the following.
First one should rearrange the operators according to
their spatial order, keeping track of the fermionic mi-
nus signs. Then one has to multiply by (−1)ω where
ω = 0, 1, or 2 is the number of strings starting at an
annihilation operator (i.e., the number of annihilation
operators at position 1 and 3 in the new order). Then
in the continuum and thermodynamic limit, apart from
the signs, we have n2e−2n(x+y) with x and y being the
distances between the first two and the second two oper-
ators, respectively.
Finally, we have to consider the cases when two or
more operators are at the same site. It turns out that
these are continuously connected to the result above as
the coordinates approach each other, except when l→ m
(z2 → z3). In this case there is a diverging contribution
coming from the commutation relation used to normal
order the operators. For example,
δ−2N 〈BEC|c†kclc†l cj |BEC〉N =
− δ−2N 〈BEC|c†kc†l clcj |BEC〉N + δ−2N 〈BEC|c†kcj |BEC〉N
= −n2e−2n|x| + δ−1ne−2n|x| , (A25)
where |x| = |(k − j)δ|. No new behavior appears when
three or four operators are at the same site or when the
four operators are distributed on two sites: these can be
obtained as the limits of the formula above. In the con-
tinuum limit this contact term gives rise to a δ(z2 − z3)
contribution.
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