Upon the initiation of highly active antiretroviral therapy (HAART) for the treatment of HIV infection, the level of viral RNA in the blood rapidly decays in at least two distinct phases (12, 28), according to the death rates of cells that were already infected before treatment began. First-phase decay occurs during the first 7 to 10 days of treatment and has a half-life of 0.9 to 1.6 days (6, 28, 29) , reflecting the death rate of productively infected CD4 ϩ T cells. The slower second phase occurs over a period of weeks and exhibits a half-life of approximately 14 days (28), corresponding to the turnover rate of long-lived infected cells. Second-phase sources of virus are believed to include cells of the monocyte/macrophage lineage and may also include infected resting CD4 ϩ T cells carrying unintegrated DNA (preintegration latent cells), follicular dendritic cells harboring intact virions, infected CD4 ϩ T cells that are not cleared by the host immune response, and an as-yet-unidentified cell type (4, 12, 17, 28, 30 ). An extremely slow third phase of decay is detectable by more sensitive assays and has a half-life estimated to range from months to years (7, 11). The viremia in this phase is believed to result from the reactivation of latently infected CD4 ϩ T cells (11, 40) or low-level ongoing replication (8, 14, 32), or both (35).
Upon the initiation of highly active antiretroviral therapy (HAART) for the treatment of HIV infection, the level of viral RNA in the blood rapidly decays in at least two distinct phases (12, 28) , according to the death rates of cells that were already infected before treatment began. First-phase decay occurs during the first 7 to 10 days of treatment and has a half-life of 0.9 to 1.6 days (6, 28, 29) , reflecting the death rate of productively infected CD4 ϩ T cells. The slower second phase occurs over a period of weeks and exhibits a half-life of approximately 14 days (28) , corresponding to the turnover rate of long-lived infected cells. Second-phase sources of virus are believed to include cells of the monocyte/macrophage lineage and may also include infected resting CD4 ϩ T cells carrying unintegrated DNA (preintegration latent cells), follicular dendritic cells harboring intact virions, infected CD4 ϩ T cells that are not cleared by the host immune response, and an as-yet-unidentified cell type (4, 12, 17, 28, 30 ). An extremely slow third phase of decay is detectable by more sensitive assays and has a half-life estimated to range from months to years (7, 11) . The viremia in this phase is believed to result from the reactivation of latently infected CD4 ϩ T cells (11, 40) or low-level ongoing replication (8, 14, 32) , or both (35) .
Recent clinical trials with the first clinically approved HIV-1 integrase (IN) inhibitor, raltegravir (RAL), have yielded promising results. The phase II Merck protocol 004 part II trial (22, 23) and the phase III STARTMRK trial (20) compared the activity of RAL to that of the nonnucleoside reverse transcriptase inhibitor (NNRTI) efavirenz (EFV), each as part of standard combination therapy in drug-naïve HIV-1-infected individuals. While both drugs showed equal efficacy for the long-term suppression of the viral load, the limit of detection was reached more rapidly with RAL. This has been attributed to levels of virus production from second-phase sources that were 70% lower with RAL-based treatment than with EFV-based treatment (26) .
Several hypotheses may explain these unique viral load decay dynamics. They include differences in the time until drug bioavailability, differences in drug potency, a role for cells latently infected preintegration, the greater penetration of certain drugs into sanctuary sites, the stage of viral replication targeted, and the IN inhibitor-induced accumulation of unintegrated viral DNA (15, 23, 26, 33, 34) . On the basis of the mathematical modeling of viral load decay, it has been proposed that the clinical observations can be explained by the effect of RAL on cells latently infected preintegration (26) . These models also suggest that differences in drug potency might play a minor role but are inconsistent with a role for sanctuary sites (26) . The mathematical models of viral load decay prepared by others suggest that the stage of viral replication targeted by RAL versus that targeted by EFV can explain the clinical trial results but are inconsistent with roles for cells latently infected preintegration, differences in drug potency or the time until bioavailability, or sanctuary sites (33, 34) . Furthermore, the latter models involving cells latently infected preintegration used parameters based on the experimentally determined kinetics of reverse transcription, integration, and preintegration complex decay during infection of resting CD4 ϩ T cells (19, 31, 45) and strongly argue that the action of RAL in this cell type cannot account for the clinical trial observations (34) . This is in contrast to the parameter choices concerning cells latently infected preintegration used previously (26) , which are in conflict with the known properties of this viral reservoir. Others have suggested that the greater decay observed with RAL could be a result of the gene expression from or the apoptosis triggered by unintegrated DNA that accumulates following the use of an IN inhibitor (15) . However, these effects would occur in cells that are unable to produce virus (since productive infection has been blocked by the IN inhibitor) and therefore would not be expected to contribute to the viral load, although the possibility that these effects play a role in superinfected cells cannot be excluded. Given that the outputs of certain mathematical models of viral load decay (33, 34) have closely approximated the clinical trial results, it seems probable that the stage of viral replication targeted by RAL versus that targeted by EFV may help to explain the viral load decay dynamics observed.
The mathematical model of stage-dependent inhibition of viral replication is detailed elsewhere (33, 34) but can be summarized as follows. Large numbers of virions are produced only by cells that were infected prior to the start of treatment (since the majority of active viral replication is immediately blocked following the initiation of HAART [10, 37] ), and virus production from these cells lasts until their death, implying that the viral load decays according to the death of previously infected cells. Two factors that affect the decay of viremia can differ depending on the stage of viral replication targeted by a drug and the cell type in which the drug is acting. These factors are (i) the death rates of the virus-producing cells and (ii) the time of transition from early-to late-stage-infected (i.e., virusproducing) cells. This model predicts that the most rapid decay of virus production should result from the use of drugs targeting the latest stages of viral replication. This concept can also be presented in terms of the number of cells available to a given drug when treatment begins. At the time of drug addition, drugs that act at a later stage of replication, such as integration or proteolytic processing, will have more available target cells in which to prevent viral replication than drugs that act earlier, such as at entry or reverse transcription. This is because some viruses will have completed the earlier but not the later stages of replication during ongoing infection, such that a later-stage inhibitor can block most or all of these viruses, while the earlier-stage inhibitor cannot be effective beyond the early stage of replication that it targets. Importantly, this model applies to infection of any cell type, including those responsible for either first-phase decay (productively infected CD4 ϩ T cells) or second-phase decay (e.g., macrophages) and can be used to analyze either phase individually or both phases together. Since productively infected CD4 ϩ T cells are rapidly cleared (by cytopathic effect or CD8 ϩ -mediated killing) but long-lived infected cells such as macrophages can produce virus over the remainder of their lifetimes, the influence of the stage effect on viremia should have a greater duration in the second phase. While this hypothesis is supported by mathematical modeling, it has not been examined in vitro. 
MATERIALS AND METHODS
Cells and viruses. PM1 cells (21) and SupT1 cells (38) were obtained through the NIH AIDS Research and Reference Reagent Program. PM1 and SupT1 cells were maintained in RPMI 1640 medium (Invitrogen), and 293T cells were maintained in Dulbecco modified Eagle medium (Invitrogen), each of which was supplemented with 10% fetal bovine serum, 1% L-glutamine, and 1% penicillinstreptomycin. The viral constructs pNL4-3 (1), pNL4-3(AD8) (13) , and pNL4-3-deltaE-EGFP (where EGFP is enhanced green fluorescent protein) (44) (courtesy of R. Siliciano) were obtained through the NIH AIDS Research and Reference Reagent Program. pVPack-VSV-G (Stratagene), which encodes the vesicular stomatitis virus (VSV) envelope glycoprotein, was used to produce VSVg-pseudotyped NL4-3-deltaE-EGFP. The envelope sequence of pNL4-3(AD8) (GenBank accession number AF004394) was cloned into pcDNA3.1 (Invitrogen) and was used to produce AD8env-pseudotyped NL4-3-deltaE-EGFP. All transfections were performed in 293T cells with Lipofectamine 2000 (Invitrogen). Forty-eight hours after transfection, the viruses were treated with 100 U/ml DNase I (Invitrogen) in the presence of 10 mM MgCl 2 (added) for 1 h at 37°C to digest contaminating plasmid DNA, prior to filtration through a 0.2-m-pore-size filter and storage at Ϫ80°C. ) were infected with 18 ng p24 NL4-3 in T-25 flasks in 10 ml RPMI 1640 medium by adding virus and gently mixing the components without washing off the virus. Four days later, duplicate flasks of infected cells were pooled and the cells were seeded into 96-well plates at 190 l per well. Uninfected cells were similarly grown to the same density before they were seeded into 96-well plates. Twenty-four hours after seeding of the plates, 10 l of drug was added to replicate wells (to concentrations that could block virus replication by close to 100%, as determined in preliminary experiments in which the cells were pretreated with drug 1 h prior to infection). At 24 h following addition of drug, supernatants were collected to quantify the p24 antigen level by enzymelinked immunosorbent assay (ELISA) or to quantify the viral RNA load by quantitative reverse transcriptase PCR (qRT-PCR). At no point were the cells split or was the virus washed from the wells. The final drug concentrations were as follows: T-20, 250 nM; AMD3100 and DRV, 1 M; FTC and NVP, 10 M; TDF, 100 M; EFV, RAL, MK-2048, and EVG, 500 nM; and LPV, 5 M. When they were used in combinations, each drug was used at the same concentration indicated above.
Single-round infections and flow cytometry. PM1 cells were infected with 576 ng p24 AD8env-pseudotyped NL4-3-deltaE-EGFP per 10 6 cells, and SupT1 cells were infected with 12 ng p24 VSVg-pseudotyped NL4-3-deltaE-EGFP per 10 6 cells, each by spinoculation for 2 h at 1,200 ϫ g at 25°C, as described previously (27) . Pseudotyped viruses were used to ensure that all viral DNA quantified by quantitative PCR (qPCR) was derived from a single round of replication. The start of spinoculation denotes the start of infection. For determination of the viral replication kinetics by qPCR, infected PM1 cells were used. Cells were washed three times with RPMI 1640 medium immediately following spinoculation to remove unbound virus and were resuspended in RPMI 1640 medium. The cells were collected at various times postinfection (p.i.) and stored at Ϫ80°C. Mock infections with heat-inactivated virus were carried out to quantify any residual plasmid DNA from transfection. For flow cytometry-based experiments, both infected PM1 cells and infected SupT1 cells were used (in separate experiments). Drug addition time courses were performed by addition of individual drugs to different wells of infected cells at different times. For drug addition at time zero (immediately prior to the start of spinoculation), RAL, MK-2048, EFV, or NVP was individually added at a concentration that was Ն99.5% the inhibitory concentration (as determined in preliminary experiments), while the remaining wells contained RPMI 1640 medium only. Spinoculation was then performed as described above. The cells were washed three times with RPMI 1640 medium immediately, following spinoculation to remove unbound virus, and were then resuspended in RPMI 1640 medium with drug (time zero wells) or without drug (all other wells). For other drug addition time points, RAL, MK-2048, EFV, or NVP was added to individual wells. At 48 h p.i., the cells were fixed in 1% paraformaldehyde for 20 min. Flow cytometry was performed with a FACSCalibur instrument (Becton Dickinson) by gating for live cells and quantifying the number of cells positive for the expression of the virally encoded green fluorescent protein (GFP), and the data were analyzed with CellQuest Pro software.
qRT-PCR for viral RNA and qPCR for viral DNA. (i) Viral RNA. Viral RNA was extracted from the supernatants of infected cells by using a QIAamp viral RNA minikit (Qiagen). RT-PCR was performed with a Superscript III Platinum one-step qRT-PCR kit (Invitrogen) on a Corbett Rotor-Gene 6000 thermocycler. Dually labeled probes for this and all reactions described below were obtained from Biosearch Technologies (Novato, CA). The cycling conditions were 50°C for 15 min, 95°C for 8 min, and 45 cycles at 95°C for 15 s and 60°C for 30 s. The primers and probe used were primer total F, primer total R, and total probe (42) . Reactions carried out in the absence of reverse transcriptase (Platinum Taq only) confirmed the absence of contaminating DNA. The samples were quantified against cloned standards.
(ii) Early and late reverse transcripts and 2-LTR circles. Cellular DNA was extracted with a DNeasy blood and tissue kit (Qiagen). PCR was performed with Platinum qPCR SuperMix-UDG (Invitrogen) on a Corbett Rotor-Gene 6000 thermocycler. The samples were normalized for their beta-globin contents and quantified against cloned standards that were diluted with DNA from uninfected cells. The cycling conditions were 50°C for 2 min, 95°C for 1 min, and 45 cycles at 95°C for 3 s and 60°C for 30 s, with 65 ng template being used per reaction mixture. The primers and probes used for the early reverse transcripts were primers ERT2F and ERT2R (25) and probe ERT (5Ј-6-carboxyfluorescein [FAM]-ACTAGAGATCCCTCAGACCCTTTT-BHQ1-3Ј. For the late reverse transcripts, primer total F, primer total R, and total probe were used (42). For 2-long terminal repeat (2-LTR) circles, primer circle F, primer circle R, and circle probe were used (42) . For beta-globin, primer BetaGlo-F (5Ј-GGTACG GCTGTCATCACTTAGAC-3Ј), primer BetaGlo-R (5-AACGGCAGACTTCT CCTCAG-3Ј), and the BetaGlo-probe (5Ј-FAM-CTCACCCTGTGGAGCCAC ACC-BHQ1-3Ј) were used.
(iii) Integrated DNA. DNA was extracted and normalized as described above. A previously described Alu-gag PCR (43) was used with the following modifications. The first-round reaction was performed with undiluted samples (65 ng template) and 1:10 dilutions of each sample (6.5 ng template diluted with uninfected DNA, 65 ng DNA total) in the presence of 2 mM MgCl 2 and 200 M deoxynucleoside triphosphates (dNTPs). Nine microliters of the resulting firstround product was used as the template for the second round of the nested reaction in the presence of 5 mM MgCl 2 (final concentration, including the carryover from first round) and 200 M dNTPs was added; only the wild-type probe was used (43) . The second-round cycling conditions were as described above for the 2-LTR circles. To generate a standard curve for the relative quantification of integrated DNA, the Alu-gag PCR was first performed with a dilution series of DNA from infected PM1 cells (diluted with DNA from uninfected cells).
Statistical analyses. Unpaired two-tailed t tests were used to test for statistically significant differences between each treatment group and the no-drug control group (see Fig. 2 ) and for differences between the amounts of p24 or viral RNA measured (see Fig. 4 ). One-way analysis of variance (ANOVA) was used to test for statistically significant differences within treatment groups (see Fig. 3 ). When such differences were found (P Ͻ 0.05), Dunnett's multiple-comparison test was used to test for statistically significant differences between the activity of the treatment with a single drug and the activity of a drug combination. All statistical analyses were performed with GraphPad Prism (version 4.0) software.
RESULTS

Establishment of a cell culture model of stage-dependent inhibition of HIV-1 replication.
To test the concept of stagedependent inhibition of virus replication in vitro, we established a cell culture model of ongoing infection using the PM1 cell line (Fig. 1A) . Initial experiments were performed to determine the growth and infection conditions that would meet two criteria: (i) infection would be ongoing for several days, without the washing off of newly produced virus, to ensure the simultaneous presence of viruses at various stages of replication; and (ii) the levels of virus production would be sufficient for quantification while remaining low enough after several days of infection to avoid excessive cytopathic effects. Thus, infection of PM1 cells with NL4-3 was allowed to proceed for 5 days prior to the addition of different drugs, and the supernatants were collected 24 h after drug addition. Since the drug concentrations used were such that close to 100% inhibition of replication could be achieved by any drug alone, any virus release between days 5 and 6 should result only from cells in which virus replication by day 5 (the time of drug addition) had progressed beyond the stage of replication targeted by the particular drug that had been used. In our system, most virus production (in the absence of drug) occurred between days 5 and 6 (Fig. 1B) . Therefore, the amount of virus present on day 6 (24 h after drug addition) can be used to determine the stage-dependent effect that different inhibitors might have on virus production. Since high drug levels were present at the time of sample collection, we could not use either reverse transcriptase or infectivity assays to measure virus production. Similarly, measurement of viral RNA levels would be impractical since the viral RNA can still be produced in the presence of protease (PR) inhibitors. Therefore, we assayed for the presence of processed, extracellular p24 antigen as a measurement of virus production. 
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Later-acting drugs inhibit virus production to a greater extent than earlier-acting drugs when they are added during ongoing infection. We investigated four different stages of viral replication, i.e., entry, reverse transcription, integration, and proteolytic processing, using two or more drugs that act at each of these stages (Table 1) . Drugs were added individually after 5 days of infection, and the amount of p24 antigen present at day 6 was determined. The results presented in Fig. 2 show that the drugs that target the latest steps of the viral replication cycle (i.e., PR inhibitors) inhibited virus production to a greater extent than the drugs that act at earlier stages (i.e., entry inhibitors), although the NNRTIs EFV and NVP inhibited virus production at least as well as the other RT and IN inhibitors that were employed. The greater inhibition by EFV can likely be attributed to previously reported pharmacological slope parameters (36) , as discussed below.
The latest-acting drug in a combination largely determines the level of inhibition of viral replication when it is added during ongoing infection. We next looked at the effects of drug combinations to determine whether, as predicted (33), the latest-acting drug in a combination would dictate the level of inhibition of viral replication. In the same manner as that used for the individual drugs, dual-or triple-drug combinations were added to cells that had been infected for 5 days (Table 1) . Dual-drug combinations were selected such that each pair of different-stage inhibitors would be employed, while triple-drug combinations were selected by taking into account both the findings of the clinical trials comparing RAL and EFV (20, 22, 23) and the current first-line treatment recommendations in the United States (16) . The results presented in Fig. 3 show that the addition of an earlier-acting drug to a later-acting drug resulted in levels of inhibition similar to that obtained by using the later-acting drug alone. One-way ANOVA showed that when an RT or PR inhibitor was the latest-acting drug in a combination, there was no statistically significant difference in the amount of viral inhibition compared to that achieved by the use of the RT or PR inhibitor alone. However, one-way ANOVA showed that there was a statistically significant difference (P ϭ 0.021) in the responses within the group when an IN inhibitor was the latest-acting drug. A subsequent Dunnett's multiple-comparison test (a posttest used after an ANOVA that looks for differences between control and treatment groups, which, in this case, are the differences between the use of RAL alone and in a combination as the latest-acting drug) showed that the addition of EFV as an earlier-acting drug resulted in greater inhibition (P Ͻ 0.05) than the use of RAL alone, which is consistent with the results reported in Fig. 2 and which is likely attributable to pharmacological slope parameters, as discussed below. In contrast, there were no significant differences in inhibition between that achieved when other earlier-acting drugs were added to RAL and that achieved by the use of RAL alone.
Measurement of viral RNA masks the antiviral activity achieved by PR inhibitors following drug addition but not that achieved by other drug classes. The model of stage-dependent inhibition of viral replication predicts that drugs acting the latest in the viral replication cycle will result in the greatest level of decay of viremia (33) , and our results are consistent with that prediction (Fig. 2 and 3) . However, clinical trials with RAL showed more rapid drops in viral load than had previously been shown for other drugs, including PR inhibitors, which act at a later stage of replication than IN inhibitors. We therefore wished to determine whether this apparent discrep- 
The drug names, abbreviations, and concentrations used are given in Materials and Methods.
FIG. 2. Stage-dependent inhibition of HIV-1 replication by individual drugs.
Infection of PM1 cells with NL4-3 and drug treatments were carried out as described in the legend to Fig. 1 . For each of four stages of viral replication, two or more drugs were individually added during ongoing replication at 5 days after infection. p24 measurements were performed with samples collected 6 days after infection (1 day after drug addition). Each data point represents, for any given drug, the average of the means of three independent experiments, each of which was performed in duplicate or triplicate wells, relative to the results for the no-drug controls. Horizontal lines represent the averages of the means of all drugs targeting that stage of replication. Unpaired two-tailed t tests were used to test for statistically significant differences between the no-drug controls and each treatment group. For no drug versus entry inhibitors, P ϭ 0.0061; for no drug versus RT inhibitors, P ϭ 0.0059; for no drug versus IN inhibitors, P ϭ 0.0021; for no drug versus PR inhibitors, P Ͻ 0.0001. ancy might be due to measurement of the viral load as a marker of drug efficacy, as opposed to measurement of a viral product whose production is blocked by PR inhibitors (such as processed p24). In experiments similar to those whose results are presented in Fig. 1 to 3 , all drugs listed in Table 1 were added individually to acutely infected PM1 cells at 5 days p.i., and the levels of p24 and viral RNA in supernatants collected at 24 h after drug addition were determined. The results presented in Fig. 4 show that the measurements of p24 or viral RNA were comparable in tests with all drugs acting prior to proteolytic processing. Conversely, the use of PR inhibitors led to very low levels of processed p24 compared to the levels for the no-drug controls, although the levels of viral RNA present after the use of PR inhibitors were significantly higher than those for the other drugs used.
Stage-dependent inhibition during single-round infection. To complement the results presented above, we also wished to study a pseudovirus capable of only a single round of infection. This would allow us to determine whether stage effects might occur in a more tightly controlled system, in which the levels of inhibition might be correlated to the stage of viral replication that was under way at the time of drug addition.
First, qPCR was used to determine the replication kinetics of a GFP-encoding NL4-3-based pseudovirus following the synchronous infection of PM1 cells. The early and late reverse transcription products, 2-LTR circles, and integrated DNA were quantified (Fig. 5A and B) ; and from those quantities we determined the time points for drug addition in further experiments. Next, we added the RT inhibitor EFV or NVP or the IN inhibitor RAL or MK-2048 at defined time points after infection of PM1 cells by the same virus. The percentage of GFP-positive cells was measured by flow cytometry at 48 h p.i. (Fig. 5C ). Our data show that over time the use of IN inhibitors   FIG. 3 . Stage-dependent inhibition of HIV-1 replication by drug combinations. Infection of PM1 cells with NL4-3 and drug treatments were carried out as described in the legend to Fig. 1 . Individual drugs or drug combinations were added during ongoing replication at 5 days after infection. p24 measurements were performed with samples collected 6 days after infection (1 day after drug addition). Drug combinations are grouped according to the drug that acts the latest in the viral replication cycle (for example, the combination of an IN inhibitor and an entry inhibitor is in the IN inhibitor group, while the combination of an IN inhibitor and a PR inhibitor is in the PR inhibitor group). Data are expressed as the means Ϯ standard errors of the means of one experiment performed in triplicate and are representative of the results of three independent experiments. For each of the three latest-acting drug combination groups (RT, IN, or PR inhibitors), one-way ANOVA was used to test for statistically significant differences in p24 levels within each group. When one-way ANOVA indicated that P was Ͻ0.05, which was observed only for the IN inhibitor (RAL) group, Dunnett's multiple-comparison test was performed. This was used to test for statistically significant differences between the single drug (RAL) and all combinations in which RAL was the latest-acting drug used to identify whether the activity of any combination(s) differed significantly from that of the RAL-only treatment. n.s., not significant; ‫,ء‬ P Ͻ 0.05.
FIG. 4.
Comparison of p24 and viral RNA levels as markers for the antiviral activities of drugs acting at different stages of HIV-1 replication. Infection of PM1 cells with NL4-3 and drug treatments were carried out as described in the legend to Fig. 1 . For each of four different stages of viral replication, two or more drugs were individually added during ongoing replication at 5 days after infection (all drugs listed in Table 1 were used individually). Measurements of p24 (by ELISA) or viral RNA (by qRT-PCR) levels were performed with samples collected 6 days after infection (1 day after drug addition). Each bar represents the mean inhibition of virus production relative to that for the no-drug controls for all drugs acting at a particular stage of replication (Table 1) ; average values for each drug were calculated from the means of three independent experiments, each of which was performed in replicate wells. Error bars represent standard errors of the means. Unpaired two-tailed t tests were used to test for statistically significant differences between measurements of p24 or viral RNA as an indicator of inhibition of virus replication for each class of drug. n.s., not significant; ‫,ءءء‬ P Ͻ 0.0001. consistently resulted in the inhibition of viral replication at levels equal to or greater than those achieved with RT inhibitors when they were added at discrete time points following single-round infection. Similar results were obtained when these experiments were repeated with SupT1 cells (data not shown).
DISCUSSION
The continuous evolution of drug-resistant variants of HIV-1 and HIV-2, combined with the adverse effects and the toxicity associated with many available drugs, necessitates the ongoing development of novel antiretrovirals with nonoverlapping resistance profiles and improved tolerance. RAL represents a major step forward in this regard since it is the first in a new class of drugs, has fewer reported adverse effects than EFV (22, 23) , and appears to have achieved better initial results as part of first-line combination therapy than one of the most successful regimens currently available. The most plausible explanation reported in the literature to help interpret the unique viral load decay dynamics observed with RAL comes from mathematical modeling of the stage-dependent inhibition of viral replication (33, 34) .
In the present study, we wished to establish a cell culture model of stage-dependent inhibition of viral replication that would provide in vitro evidence to support or counter the predictions made by mathematical modeling of the stage effect. Since this model applies to both first-and second-phase sources of virus and can be used to analyze either phase of decay separately but since the cells responsible for secondphase virus production remain to be conclusively identified (4, 17, 34) , we decided to use a cell line that represents a firstphase source of virus production. Additionally, we reasoned that if our data provided evidence for stage-dependent inhibition in a first-phase source such as T cells, this would add strength to the application of this concept to additional (second-phase) sources.
We first described a cell culture model of ongoing infection in which drug is added after several days of infection, such that viruses at various stages of replication are represented simultaneously (Fig. 1) . The infection conditions in this model permit the detection of p24 levels at 1 day after drug addition to determine whether stage effects might occur in vitro. When drugs targeting one of four different stages of viral replication were added individually to infected cells, we observed that the levels of inhibition achieved were, in general, strongly influenced by the stage of viral replication targeted (Fig. 2) . We next showed that the latest-acting drug in a combination largely determined the extent of inhibition achieved, since the addition of one or more earlier-acting drugs to a later-acting drug generally resulted in little additional effect (Fig. 3) .
We then showed that measurement of viral RNA rather than another marker of virus production (i.e., processed p24) masks the antiviral activity that is achieved by PR inhibitors but not by inhibitors of other stages of viral replication following drug addition. (Fig. 4) . This is an expected result, since viral RNA is still produced in the presence of PR inhibitors and likely explains the apparent discrepancy between the greater antiviral effect that late-acting drugs are predicted to have (33) and clinical observations that the use of RAL achieves a decay in the level of viremia more rapid than that which had been observed with all other drugs. Finally, we performed infections with viruses capable of only a single round of replication; in those experiments, we had already determined the kinetics of reverse transcription and integration. Levels of inhibition by the later-acting drugs equal to or greater than the levels of inhibition by earlier-acting drugs were observed when drugs were added at any time point up to the time that the latest stage of replication targeted was mostly complete (Fig. 5) . Taken together, our data represent the first in vitro evidence that the stage of viral replication targeted by a class of drug during ongoing infection contributes to the level of viral inhibition initially achieved by that drug.
It is notable that EFV achieved a greater level of inhibition than other RT or IN inhibitors in our ongoing-infection experiments but not in the single-round-infection experiments, a deviation from the overall trend of the stage-dependent inhibition of viral replication. This highlights the fact that additional factors, including pharmacological differences between individual drugs, likely also contribute to the levels of viral inhibition that are achieved. The results achieved with EFV in particular may be attributable to its reported ability to achieve very high levels of inhibition at each round of viral replication, as illustrated by pharmacological parameters related to the slope of a drug's dose-response curve (36) . Our experiments were designed to determine whether or not stage effects occur in general when the activities of drugs that target different stages of replication are compared and not to make direct comparisons of the activities of any two drugs. Furthermore, our data show that stage-dependent inhibition contributes to the level of viral inhibition achieved by a drug or drug combination following drug addition but that the stage at which a drug acts is not the sole determinant of its antiviral activity.
A limitation of our work is also that infections were performed by using a representative first-phase but not a secondphase cell type. Although the mathematical model can be used to analyze stage-dependent inhibition in first-or second-phase cell types separately (33) , additional in vitro data obtained with a second-phase cell type, potentially a monocyte-derived macrophage culture, would prove valuable. A potential factor that might have affected our determination of the stage-dependent antiviral activity of entry inhibitors is that the direct cell-to-cell transfer of virus occurs with a much greater efficiency than cell-free infection in both cell lines and in vivo. Data as to whether direct cell-to-cell transfer might shield viral particles from the effects of entry inhibitors are inconclusive (24) .
How exactly can stage-dependent inhibition account for the unique aspects of second-phase decay that were observed clinically with RAL? Notably, the rate of viral load decay during the second phase was observed to be the same with both EFV and RAL, but the level of viral RNA at the start of the second phase was 70% lower with RAL (26) . It can be assumed that virus in this phase is produced by cells of the monocyte/macrophage lineage (2, 5, 34 ) that were infected before treatment began. Since infected macrophages appear to be resistant to immune-mediated clearance and die at the same rate, regardless of infection status, the rate of viral load decay in the second phase would not be expected to differ, no matter which drugs are used. The lower viral load at the start of the second phase with RAL is likely a result of the delayed kinetics of reverse transcription and integration during infection of monocytes and macrophages (3, 9, 18, 39, 41) . The relatively long lag time between these two processes (up to 5 days in monocytes [3] ) may give RAL a greater number of target cells in which to act compared to that for EFV when treatment begins. Thus, the additional viral load present at the start of the second phase with EFV but not RAL may arise from long-lived infected cells whose viruses had completed reverse transcription but not integration at the time that treatment began.
