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ON THE CAUCHY PROBLEM FOR A COUPLED SYSTEM OF KDV
EQUATIONS: CRITICAL CASE
M. PANTHEE AND M. SCIALOM
Abstract. We investigate some well-posedness issues for the initial value problem as-
sociated to the system ut + ∂
3
xu+ ∂x(u
2v3) = 0,
vt + ∂3xv + ∂x(u
3v2) = 0,
for given data in low order Sobolev spaces Hs(R) ×Hs(R). We prove local and global
well-posedness results utilizing the sharp smoothing estimates associated to the linear
problem combined with the contraction mapping principle. For data with small Sobolev
norm we obtain global solution whenever s ≥ 0 by using global smoothing estimates. In
particular, for data satisfying δ < ‖(u0, v0)‖L2×L2 < ‖(S, S)‖L2×L2 , where S is solitary
wave solution, we get global solution whenever s > 3/4. To prove this last result,
we apply the splitting argument introduced by Bourgain [5] and further simplified by
Fonseca, Linares and Ponce [6, 7].
1. Introduction
Let us consider the initial value problem (IVP)
ut + ∂
3
xu+ ∂x(u
pvp+1) = 0,
vt + ∂
3
xv + ∂x(u
p+1vp) = 0, x, t ∈ R, p ∈ Z+
u(x, 0) = u0(x), v(x, 0) = v0(x),
(1.1)
where u = u(x, t), v = v(x, t) are real valued functions.
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This system contains a pair of Korteweg-de Vries (KdV) equations coupled through
nonlinear terms and is a special case of a general class of nonlinear evolution equations
considered in [1]. The following quantities are conserved by the flow of (1.1):∫
R
u dx,
∫
R
v dx, (1.2)
1
2
∫
R
(u2 + v2) dx (1.3)
and
1
2
∫
R
(
u2x + v
2
x −
2
p+ 1
up+1vp+1
)
dx. (1.4)
This model has been extensively studied in recent years. Alarcon, Angulo and Mon-
tenegro [2] considered the IVP (1.1) and proved local and global well-posedness results
for given data (u0, v0) ∈ Hs(R)×Hs(R), s ≥ 1. To get global results they used the above
conserved quantities satisfied by the flow of (1.1) along with some size restriction on the
given data depending on the values of p. They also studied the existence and nonlinear
stability of the solitary wave solution to this model from the point of view of the abstract
theory of Grillakis, Shatah and Strauss [9]. In [2] the solitary wave solution to the system
(1.1) were shown to be orbitally stable for p < 2 and unstable for p > 2. To obtain the
instability result they followed a method established by Bona, Souganidis and Strauss [4]
in the KdV context.
Some particular cases of the IVP (1.1) have also been a matter of interest in recent
literature. When p = 1, the system (1.1) reduces to a coupled system of modified KdV
(mKdV) equations. In this case, Montenegro [17] obtained local well-posedness for data
(u0, v0) ∈ Hs(R) × Hs(R), s ≥ 1/4 and global well-posedness for s ≥ 1, which is in
accordance with the single mKdV equation. Recently, in [18] this result was improved
by showing that the local solution can be extended to any time interval [0, T ] whenever
s > 4/9. To obtain this global result, the frequency splitting technique introduced by
Bourgain [5] and further simplified by Fonseca, Linares and Ponce [6] has been used.
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When p = 2, the IVP (1.1) turns out to be a coupled system of critical KdV equations,
i.e., 
ut + ∂
3
xu+ ∂x(u
2v3) = 0,
vt + ∂
3
xv + ∂x(u
3v2) = 0, x, t ∈ R, p ∈ Z+
u(x, 0) = u0(x), v(x, 0) = v0(x).
(1.5)
We say the system (1.5) (i.e., (1.1) with p = 2) is critical because we have global
solutions in H1(R) × H1(R) for all data when p < 2 and global solutions only for small
data (i.e., data small in H1×H1-norm) when p > 2. Also, the solitary wave solutions are
orbitally stable for p < 2 and unstable for p > 2. This feature for p = 2 resembles that of
the critical generalized KdV equation
ut + uxxx + (u
k)x = 0,
with k = 5. So, naming the system (1.5) critical seems well justified.
In the case of the critical KdV equation, the size restriction on the initial data needed
to obtain global solutions in H1(R) is ‖u0‖L2 < ‖S‖L2 , where S is the solitary wave
solution to the critical KdV equation. Merle in [16] proved that there exists u0 ∈ H1,
with ‖u0‖L2 > ‖S‖L2 , such that the corresponding solution to the critical KdV equation
blows-up in finite time. We do not know whether we can have a result of blow-up solution
in the case of system (1.5) with initial data u0 6= v0.
Recently, exploiting the criticality of the system (1.5), Hakkaev and Kirchev in [10]
studied the stability of the solitary wave solution. The authors in [10] used the ideas and
techniques introduced by Angulo, Bona, Linares and Scialom in [3] to obtain analogous
results to that for the critical KdV equation.
In this work we are interested in addressing some questions related to the well-posedness
of the IVP (1.5) for given data in low regularity Sobolev spaces Hs(R) × Hs(R). We
will improve the well-posedness results obtained by Alarcon, Angulo and Montenegro in
[2]. Our notion of well-posedness includes existence, uniqueness, persistence property and
continuous dependence of the solution upon the data. If the local solution can be extended
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to any time interval, we say the IVP (1.5) is globally well-posed. If any one condition in
the definition of well-posedness fails we say that the IVP is ill-posed.
Our results for the system (1.5) are in the same spirit to that of the critical KdV
equation obtained by Kenig, Ponce and Vega in [14]. They proved that the IVP associated
to the critical KdV equation is globally well-posed for small data in Hs(R), s ≥ 0. To
obtain this result, they used the sharp version of the smoothing effects of Kato type
(see [11]) satisfied by the group associated to the linear problem, combined with the
contraction mapping principle. Before stating the main results, let us define notation
that will be used throughout this work.
Notation : We use fˆ to denote the Fourier transform of f and is defined as,
fˆ(ξ) =
1
(2pi)1/2
∫
R
e−ixξf(x) dx
of f . The L2-based Sobolev space of order s will be denoted by Hs with norm
‖f‖Hs =
(∫
R
(1 + ξ2)s|fˆ(ξ)|2 dξ
)1/2
.
We denote by Xs = Hs(R)×Hs(R) and X = L2(R)×L2(R). The Riesz potential of order
−s is denoted by Dsx = (−∂2x)s/2. For f : R× [0, T ]→ R we define the mixed LpxLqT -norm
by
‖f‖LpxLqT =
(∫
R
(∫ T
0
|f(x, t)|q dt
)p/q
dx
)1/p
,
with usual modifications when p =∞. We replace T by t if [0, T ] is the whole real line R.
Also we define ‖(f, g)‖LpxLqT = ‖f‖LpxLqT + ‖g‖LpxLqT . We use the letter c to denote various
constants whose exact values are immaterial and which may vary from one line to the
next.
Now, we are in position to state the main results of this work. Our first result is
concerned with L2-well-posedness,
Theorem 1.1. Let (u0, v0) ∈ L2(R) × L2(R). Then there exists δ > 0 such that for
‖(u0, v0)‖L2×L2 < δ, the IVP (1.5) admits a unique solution (u, v) satisfying
(u, v) ∈ C(R : L2(R)× L2(R)), (1.6)
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‖∂xu‖L∞x L2t <∞, ‖∂xv‖L∞x L2t <∞, (1.7)
‖u‖L5xL10t <∞, ‖v‖L5xL10t <∞. (1.8)
Moreover, the map (u˜0, v˜0) 7→ (u˜, v˜) from {(u0, v0) ∈ L2(R)×L2(R) : ‖(u0, v0)‖L2×L2 < δ}
into the class defined by (1.6) to (1.8) is Lipschitz.
The second result deals with the Hs-well-posedness, where s > 0.
Theorem 1.2. Let (u0, v0) ∈ Hs(R) × Hs(R), s > 0. There exists δ > 0 such that for
‖(u0, v0)‖Hs×Hs < δ, the IVP (1.5) admits a unique solution (u, v) satisfying
(u, v) ∈ C(R : Hs(R)×Hs(R)), (1.9)
‖∂xu‖L∞x L2t <∞, ‖∂xv‖L∞x L2t <∞, (1.10)
‖Dsx∂xu‖L∞x L2t <∞, ‖Dsx∂xv‖L∞x L2t <∞, (1.11)
‖u‖L5xL10t <∞, ‖v‖L5xL10t <∞, (1.12)
‖Dsxu‖L5xL10t <∞, ‖Dsxv‖L5xL10t <∞. (1.13)
Moreover, the map (u˜0, v˜0) 7→ (u˜, v˜) from {(u0, v0) ∈ Hs(R)×Hs(R) : ‖(u0, v0)‖Hs×Hs <
δ} into the class defined by (1.9) to (1.13) is Lipschitz.
The previous theorems give global solutions to the IVP (1.5) for data with smallHs×Hs
norm. The following theorem asserts well-posedness for the IVP (1.5) for arbitrary data
in Hs × Hs, but in this case we only have local solutions whose proven existence time
depends on the data.
Theorem 1.3. Let (u0, v0) ∈ L2(R)×L2(R). There exist T = T (u0, v0) > 0 and a unique
strong solution (u, v) to the IVP (1.5) satisfying
(u, v) ∈ C([−T, T ] : L2(R)× L2(R)), (1.14)
‖∂xu‖L∞x L2T <∞, ‖∂xv‖L∞x L2T <∞, (1.15)
‖u‖L5xL10T <∞, ‖v‖L5xL10T <∞. (1.16)
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Moreover, for any T ′ ∈ (0, T ), there exists a neighborhood V of (u0, v0) in L2(R)×L2(R)
such that the map (u˜0, v˜0) 7→ (u˜, v˜) from V into the class defined by (1.14) to (1.16) with
T ′ in place of T is Lipschitz.
If (u0, v0) ∈ Hs(R)×Hs(R), s > 0, then the previous result extends to the class
(u, v) ∈ C([−T, T ] : Hs(R)×Hs(R)),
‖Dsx∂xu‖L∞x L2T <∞, ‖Dsx∂xv‖L∞x L2T <∞,
in the above time interval [−T, T ].
For s > 0 existence time for solutions can be shown to depends only on the Hs × Hs
norm of the data. More precisely, we have the following result.
Theorem 1.4. Suppose (u0, v0) ∈ Hs(R) × Hs(R), s > 0. Then there exist T =
T (‖u0‖s,2, ‖v0‖s,2) > 0 and a unique solution (u, v) to the IVP (1.5) satisfying
(u, v) ∈ C([−T, T ] : Hs(R)×Hs(R)), (1.17)
‖∂xu‖L∞x L2T <∞, ‖∂xv‖L∞x L2T <∞, (1.18)
‖u‖L5xL10T <∞, ‖v‖L5xL10T <∞, (1.19)
‖Dsxu‖L5xL10T + ‖D
s/3
t u‖L5xL10T <∞, ‖Dsxv‖L5xL10T + ‖D
s/3
t v‖L5xL10T <∞, (1.20)
‖Dsx∂xu‖L∞x L2T+ ‖D
s/3
t ∂xu‖L∞x L2T<∞, ‖Dsx∂xv‖L∞x L2T+ ‖D
s/3
t ∂xv‖L∞x L2T<∞.(1.21)
Moreover, for any T ′ ∈ (0, T ), there exists a neighborhood V of (u0, v0) in Hs(R)×Hs(R)
such that the map (u˜0, v˜0) 7→ (u˜, v˜) from V into the class defined by (1.17) to (1.21) with
T ′ in place of T is Lipschitz.
Our next interest is to extend the local solution obtained in Theorem 1.4. Note that,
for given data (u0, v0) ∈ L2(R)× L2(R) with ‖(u0, v0)‖L2×L2 < δ, we have from Theorem
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1.1, a global solution to the IVP (1.5). In [20], Weinstein proved the following Gagliardo-
Nirenberg type inequality for u ∈ H1(R),
1
3
∫
u6 ≤ 1
(
∫
S2)2
(∫
u2
)2 ∫
u2x, (1.22)
where S is the solitary wave solution for (1.5).
Now, using (1.22), the conserved quantities mentioned earlier and the fact that∫
u3v3 ≤ 1
2
(∫
u6 + v6
)
,
one can obtain an a priori estimate for ‖(u, v)‖H1×H1 provided
‖(u0, v0)‖L2×L2 < ‖(S, S)‖L2×L2 . (1.23)
This a priori estimate yields global well-posedness for the IVP (1.5) for initial data in
H1(R)×H1(R) satisfying (1.23). This situation is similar to the one we discussed above
for a single critical KdV equation. Hence, a natural goal is to obtain global solutions for
data in Hs(R) ×Hs(R), s > 0 satisfying δ < ‖(u0, v0)‖L2×L2 < ‖(S, S)‖L2×L2 . A partial
result in this direction is our next theorem.
Theorem 1.5. Let (u0, v0) ∈ Hs(R)×Hs(R), where s > 34 . Suppose that ‖(u0, v0)‖L2×L2 <
‖(S, S)‖L2×L2. Then the unique solution to the IVP (1.5) given by Theorem 1.4 can be
extended to any interval of time [0, T ].
Using Duhamel’s principle, we prove these theorems by considering the associated in-
tegral equation associated to the IVP (1.5), i.e,u(t) = U(t)u0 −
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′
v(t) = U(t)v0 −
∫ t
0
U(t− t′)∂x(u3v2)(t′) dt′.
(1.24)
So, our interest will be to solve (1.24). We use the contraction mapping principle in
appropriate metric spaces to prove Theorems 1.1 - 1.4. While, to prove the global well-
posedness result of Theorem 1.5, we use the frequency splitting argument introduced by
Bourgain in [5].
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This paper is organized as follows. In Section 2 we record some preliminary estimates
associated to the linear problem and other relevant results. In Section 3 we give a proof of
the local well-posedness results and global well-posedness results for small data. Finally,
a proof of the global well-posedness result for data not so small will be given in Section 4.
2. Preliminary estimates
In this section we give some linear estimates associated to the IVP (1.5). These esti-
mates are not new and can be found in the literature. Consequently, we just sketch the
idea of the proof and mention the references where they can be found. Let U(t) be the
group generated by the operator ∂3x. First, let us state the smoothing effects.
Lemma 2.1. If u0 ∈ L2(R), then
‖∂xU(t)u0‖L∞x L2t ≤ c‖u0‖L2 . (2.1)
If g ∈ L1xL2t , then for any T > 0
sup
[−T,T ]
‖∂x
∫ ∞
−∞
U(t− t′)g(·, t′) dt′‖L2x ≤ c‖g‖L1xL2t . (2.2)
Proof. For the proof of the homogeneous smoothing effect (2.1), see Section 4 in [13] (see
also [14]). Inequality (2.2) follows from the dual version of the smoothing effect (2.1). 
Following is the double smoothing effect that obtains for solutions to the non-homogeneous
linear problem ut + ∂
3
xu = f,
u(x, 0) = 0.
(2.3)
Lemma 2.2. If f ∈ L1xL2t then
‖∂2x
∫ t
0
U(t− t′)f(·, t′) dt′‖L∞x L2t ≤ c‖f‖L1xL2t . (2.4)
Proof. See [12, 14]. 
Now we give the maximal function estimates.
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Lemma 2.3. If u0 ∈ H1/4, then
‖U(t)u0‖L4xL∞T ≤ c‖D1/4x u0‖L2 . (2.5)
If u0 ∈ Hs, s > 3/4 and 0 < T < 1 then
‖U(t)u0‖L2xL∞T ≤ c‖u0‖Hs . (2.6)
Proof. The proof of the estimates (2.5) and (2.6) can be found in [12] and [15]. 
Some more estimates.
Lemma 2.4. If u0 ∈ L2(R), then
‖U(t)u0‖L5xL10t ≤ c‖u0‖L2 . (2.7)
If g ∈ L5/4x L10/9t
‖
∫ t
0
U(t− t′)g(·, t′) dt′‖L5xL10t ≤ c‖g‖L5/4x L10/9t . (2.8)
Proof. The estimates of this theorem can be found in [14]. The estimate (2.7) follows by
interpolating (2.1) and (2.6). The estimate (2.8) follows by using interpolation in BMO
spaces, see [14]. 
The proof of the following result, that is the chain rule for fractional derivatives, can
be found in [14].
Lemma 2.5. Let α ∈ (0, 1). Let p, p1, p2, q, q2 ∈ (1,∞), q1 ∈ (1,∞] be such that 1p =
1
p1
+ 1
p2
, 1
q
= 1
q1
+ 1
q2
. Then
‖DαxF (f)‖LpxLqT ≤ c‖F ′(f)‖Lp1x Lq1T ‖D
α
xf‖Lp2x Lq2T . (2.9)
Following is the Leibniz’s rule for fractional derivatives whose proof is also given in [14].
Lemma 2.6. Let α ∈ (0, 1), α1, α2 ∈ [0, α], α1 + α2 = α. Let p, p1, p2, q, q1, q2 ∈ (1,∞)
be such that 1
p
= 1
p1
+ 1
p2
, 1
q
= 1
q1
+ 1
q2
. Then
‖Dαx (fg)− fDαxg − gDαxf‖LpxLqT ≤ c‖Dα1x f‖Lp1x Lq1T ‖D
α2
x g‖Lp2x Lq2T (2.10)
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Moreover, for α1 = 0 the value q1 =∞ is allowed.
The next lemma is a Sobolev type inequality, known as Gagliardo-Nirenberg inequality,
whose proof is given in [8].
Lemma 2.7. Let q, r be any numbers satisfying 1 ≤ q, r ≤ ∞ and let j,m be any integers
satisfying 0 ≤ j < m. If f ∈ Cm0 (Rn), then
‖Djf‖Lp ≤ c‖Dmf‖θLr‖f‖1−θLq , (2.11)
where
1
p
=
j
n
+ θ
(1
r
− m
n
)
+ (1− θ)1
q
,
for all θ in the interval j
m
≤ θ ≤ 1, and c depends only on n,m, j, q, r, θ.
Let us record the following result which plays crucial role in our argument to prove
Theorem 1.3.
Lemma 2.8. Let u0 ∈ L2(R). Then for any  > 0, there exist T = T (u0; ) > 0 and
δ = δ(u0; ) such that if ‖u0 − u˜0‖L2 < δ, then
‖∂xU(t)u˜0‖L∞x L2T <  (2.12)
and
‖U(t)u˜0‖L5xL10T < . (2.13)
Proof. We give details to obtain the estimate (2.12), the proof of (2.13) is similar. Using
the linear estimate (2.1), if one takes δ < /2c, to show (2.12) it is enough to prove that
‖∂xU(t)u0‖L∞x L2T <

2
. (2.14)
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Let us take w0 ∈ S(R) such that ‖u0 − w0‖L2 < /4c. Now, using the estimate (2.1),
Sobolev inequality and group property we get,
‖∂xU(t)u0‖L∞x L2T ≤ ‖∂xU(t)(u0 − w0)‖L∞x L2T + ‖∂xU(t)w0‖L∞x L2T
≤ c‖u0 − w0‖L2x + cT 1/2‖U(t)∂xw0‖L∞x L∞T
≤ 
4
+ cT 1/2‖w0‖2,2.
(2.15)
Now choose T small enough such that cT 1/2‖w0‖2,2 < /4 to obtain (2.12). 
In sequel, we record an inequality which is crucial in the proof of Theorems 1.4 and 1.5
and can be found in [14]. We have,
‖f‖L5xL10T ≤ cT 1/p‖f‖L5xLqT ≤ cT s/3‖D
s/3
t f‖L5xL10T ,
1
p
+
1
q
=
1
10
, q = q(s) ∈ (10,∞),
(2.16)
where the first inequality follows from the Ho¨lder’s inequality and the second follows from
the Gagliardo-Nirenberg inequality (2.11). Note that, we can get inequality (2.16) even
for functions that are defined only in the interval [−T, T ]. In this case one needs to extend
them to the real line with zero values outside this interval to be able to define Fourier
transform and hence fractional derivative in the time variable.
Before leaving this section we give some identities that will be useful in the proof of
Theorem 1.4.
Lemma 2.9. The following identities hold
D
s/3
t U(t)u0 = cD
s
xU(t)u0 (2.17)
and
D
s/3
t
∫ ∞
−∞
U(t− t′)g(t′) dt′ = cDsx
∫ ∞
−∞
U(t− t′)g(t′) dt′. (2.18)
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Proof. The proof of the identities (2.17) and (2.18) follows easily by using a simple obser-
vation
U(t)u0 = c
∫ ∞
−∞
ei(tξ
3+xξ)uˆ0(ξ) dξ
= c
∫ ∞
−∞
eitηeixη
1/3 uˆ0(η
1/3)
η2/3
dη.
(2.19)

3. Proof of the local results and global results for small data
Proof of Theorem 1.1: We will prove this theorem following the argument in [14]. Let us
define a metric space,
X = {(u, v) ∈ C(R : X(R)) : |||(u, v)||| <∞},
where
|||(u, v)||| = max{|||u|||, |||v|||},
with
|||f ||| = ‖f‖L∞t L2x + ‖∂xf‖L∞x L2t + ‖f‖L5xL10t . (3.1)
Let Xa = {(u, v) ∈ X : |||(u, v)||| < a} be a ball in X.
Now, we define the following application,Φu0 [u, v](t) := U(t)u0 −
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′
Ψv0 [u, v](t) := U(t)v0 −
∫ t
0
U(t− t′)∂x(u3v2)(t′) dt′.
(3.2)
We show that, for some a > 0 and δ > 0, the application Φ× Ψ maps Xa into Xa and is
a contraction.
Exploiting the symmetry of the system, we will only estimate the first component Φ.
The estimates for the second component Ψ are similar.
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Using the linear estimate (2.2) and Ho¨lder’s inequality we obtain,
‖Φ‖L2x ≤ ‖U(t)u0‖L2x + ‖
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L2x
≤ c‖u0‖L2x + c‖u2v3‖L1xL2t
≤ c‖u0‖L2x + c‖u‖2L5xL10t ‖v‖
3
L5xL
10
t
≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5.
(3.3)
Therefore,
‖Φ‖L∞t L2x ≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5. (3.4)
Similarly, using (2.1), (2.4) and Ho¨lder’s inequality, we get
‖∂xΦ‖L∞x L2t ≤ ‖∂xU(t)u0‖L∞x L2t + ‖∂x
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L∞x L2t
≤ c‖u0‖L2x + c‖u2v3‖L1xL2t
≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5.
(3.5)
Finally, the use of (2.7), (2.8) and Ho¨lder’s inequality yields,
‖Φ‖L5xL10t ≤ ‖U(t)u0‖L5xL10t + ‖
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L5xL10t
≤ c‖u0‖L2x + c‖∂x(u2v3)‖L5/4x L10/9t
≤ c‖u0‖L2x + c‖u2v2∂xv‖L5/4x L10/9t + c‖uv
3∂xu‖L5/4x L10/9t
≤ c‖u0‖L2x + c‖u‖2L5xL10t ‖v‖
2
L5xL
10
t
‖∂xv‖L∞x L2t + c‖u‖L5xL10t ‖v‖3L5xL10t ‖∂xu‖L∞x L2t
≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5.
(3.6)
From (3.4), (3.5) and (3.6) we obtain,
|||Φ||| ≤ c‖(u0, v0)‖L2×L2 + c|||(u, v)|||5. (3.7)
In an analogous manner we can get,
|||Ψ||| ≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5. (3.8)
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Hence, for (u, v) ∈ Xa,
|||(Φ,Ψ)||| ≤ c‖(u0, v0)‖L2x×L2x + c|||(u, v)|||5 ≤ cδ + ca5. (3.9)
Let us choose δ such that c(10cδ)4 ≤ 1/2 and a ∈ (2cδ, 3cδ). With these choices we get
from (3.9),
|||(Φ,Ψ)||| ≤ a
2
+
a
2
.
Therefore, Φ×Ψ maps Xa into Xa.
Now, we move to show that Φ×Ψ is a contraction. For this, let (u, v), (u1, v1) ∈ Xa.
Using the argument employed to obtain (3.4), we get,
‖∂x(Φ[u, v]−Φ[u1, v1])‖L∞x L2t =
= ‖∂x
∫ t
0
U(t− t′)∂x(u2v3 − u21v31)(t′) dt′‖L∞x L2t
≤ c‖u2v3 − u21v31‖L1xL2t
≤ c‖v3u(u− u1)‖L1xL2t + c‖v3u1(u− u1)‖L1xL2t + c‖u21v2(v − v1)‖L1xL2t
+ c‖u21vu1(v − v1)‖L1xL2t + c‖u21v21(v − v1)‖L1xL2t
≤ c|||(u, v)|||4|||u− u1|||+ c|||(u1, v1)|||2|||(u, v)|||2|||v − v1|||
+ c|||(u, v)|||3|||(u1, v1)||||||u− u1|||+ c|||(u1, v1)|||3|||(u, v)||||||v − v1|||
+ c|||(u1, v1)|||4|||v − v1|||
≤ 5ca4|||(u− u1, v − v1)|||.
(3.10)
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Similarly, with the argument used in (3.6), one gets
‖Φ[u, v]− Φ[u1, v1])‖L5xL10x =
= ‖
∫ t
0
U(t− t′)∂x(u2v3 − u21v31)(t′) dt′‖L5tL10x
≤ c‖∂x(u2v3 − u21v31)‖L5/4x L10/9t
≤ c{‖uv2∂xv(u− u1)‖L5/4x L10/9t + ‖u1v
2∂xv(u− u1)‖L5/4x L10/9t + ‖u
2
1v∂xv(v − v1)‖L5/4x L10/9t
+ ‖u21v1∂xv(v − v1)‖L5/4x L10/9t + ‖u
2
1v
2
1∂x(v − v1)‖L5/4x L10/9t + ‖v
3∂xu(u− u1)‖L5/4x L10/9t
+ ‖u1v2∂xu(v − v1)‖L5/4x L10/9t + ‖u1vv1∂xu(v − v1)‖L5/4x L10/9t
+ ‖u1∂xuv21(v − v1)‖L5/4x L10/9t + ‖u1v
3
1∂x(u− u1)‖L5/4x L10/9t }
=: c(A1 + · · ·+ A10).
(3.11)
One can get estimates for A1, · · · , A10 using Ho¨lder’s inequality. For the sake of clarity
let us present estimates for A1, A3 and A7, the rest are analogous.
A1 ≤ c‖u‖L5xL10t ‖v2‖L5/2x L5t ‖∂xv‖L∞x L2t ‖u− u1‖L5xL10t ≤ c|||(u, v)|||
4|||u− u1|||. (3.12)
A3 ≤ c‖u21‖L5/2x L5t ‖v‖L5xL10t ‖∂xv‖L∞x L2t ‖v− v1‖L5xL10t ≤ c|||(u1, v1)|||
2|||(u, v)|||2|||v− v1|||. (3.13)
A7 ≤ c‖u1‖L5xL10t ‖v2‖L5/2x L5t ‖∂xu‖L∞x L2t ‖v− v1‖L5xL10t ≤ c|||(u1, v1)||||||(u, v)|||
3|||v− v1|||. (3.14)
Now, inserting estimates for A1, · · · , A10 in (3.11) we get
‖Φ[u, v]− Φ[u1, v1])‖L5xL10x ≤ 10ca4|||(u− u1, v − v1)|||. (3.15)
Also, using the arguments employed to get estimates (3.5) and (3.10), it is easy to
obtain
‖Φ[u, v]− Φ[u1, v1])‖L∞t L2x ≤ 5ca4|||(u− u1, v − v1)|||. (3.16)
With an analogous argument we can obtain the similar estimates for Ψ too.
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Combining all these estimates and the choice c(10cδ)4 ≤ 1/2 we get
|||(Φ[u, v]− Φ[u1, v1],Ψ[u, v]−Ψ[u1, v1])||| ≤ 1/2|||(u− u1, v − v1)|||. (3.17)
Hence (Φ,Ψ) : Xa → Xa is a contraction. The rest of the proof follows a standard
argument. 
Now, we provide proof for the second result.
Proof of Theorem 1.2. As in the proof of the previous theorem, let us consider a ball
Xsa = {(u, v) ∈ C(R : Xs(R)) : |||(u, v)|||s < a},
in the complete metric space
Xs = {(u, v) ∈ C(R : Xs(R)) : |||(u, v)|||s <∞},
where
|||(u, v)|||s = max{|||u|||s, |||v|||s},
with
|||f |||s = ‖Dsxf‖L∞t L2x + ‖∂xf‖L∞x L2t + ‖Dsx∂xf‖L∞x L2t + ‖f‖L5xL10t + ‖Dsxf‖L5xL10t . (3.18)
Now our aim is to show that, for some a > 0 and δ > 0, the application Φ×Ψ defined
by (3.2) maps Xsa into X
s
a and is a contraction.
Here also, using symmetry of the system we will only estimate the first component Φ.
The estimates for the norms ‖∂xΦ‖L∞x L2t and ‖Φ‖L5xL10t are already obtained in (3.5) and
(3.6) respectively. Now, using the linear estimates established in Section 2 along with
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Leibniz rule and chain rule for fractional derivatives we obtain
‖DsxΦ‖L2x ≤ ‖DsxU(t)u0‖L2x + ‖Dsx
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L2x
≤ c‖u0‖Hs + c‖Dsx(u2v3)‖L1xL2t
≤ c‖u0‖Hs + c‖Dsx(u2v3)−Dsx(u2)v3 − u2Dsx(v3)‖L1xL2t
+ c‖Dsx(u2)v3‖L1xL2t + c‖u2Dsx(v3)‖L1xL2t
≤ c‖u0‖Hs + c‖Dsx(u2)‖L5/2x L5t ‖v
3‖
L
5/3
x L
10/3
t
+ c‖u2‖
L
5/2
x L
5
t
‖Dsx(v3)‖L5/3x L10/3t
≤ c‖u0‖Hs + c‖u‖L5xL10t ‖Dsxu‖L5xL10t ‖v‖3L5xL10t + c‖u‖
2
L5xL
10
t
‖Dsxv‖L5xL10t ‖v‖2L5xL10t
≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s.
(3.19)
Therefore
‖DsxΦ‖L∞t L2x ≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s. (3.20)
Similarly,
‖Dsx∂xΦ‖L∞x L2t ≤ ‖Dsx∂xU(t)u0‖L∞x L2t + ‖Dsx∂x
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L∞x L2t
≤ c‖Dsxu0‖L2x + c‖∂2x
∫ t
0
U(t− t′)Dsx(u2v3)(t′) dt′‖L∞x L2t
≤ c‖u0‖Hs + c‖Dsx(u2v3)‖L1xL2t
≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s,
(3.21)
and
‖DsxΦ‖L5xL10t ≤ ‖DsxU(t)u0‖L5xL10t + ‖Dsx
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L5xL10t
≤ c‖Dsxu0‖L2x + c‖Dsx∂x(u2v3)‖L5/4x L10/9t
≤ c‖u0‖Hs + c‖Dsx(u2∂xv3‖L5/4x L10/9t + c‖D
s
x(∂x(u
2)v3)∂xu‖L5/4x L10/9t
≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s.
(3.22)
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Therefore, combining (3.5), (3.6) and (3.20) – (3.22) we obtain,
|||Φ|||s ≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s. (3.23)
In an analogous manner it is easy to get,
|||Ψ|||s ≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s. (3.24)
Hence, for (u, v) ∈ Xsa,
|||(Φ,Ψ)|||s ≤ c‖(u0, v0)‖Hs×Hs + c|||(u, v)|||5s ≤ cδ + ca5. (3.25)
Let us choose δ such that c(10cδ)4 ≤ 1/2 and a ∈ (2cδ, 3cδ). With these choices we get
from (3.25),
|||(Φ,Ψ)|||s ≤ a
2
+
a
2
.
Therefore, Φ×Ψ maps Xsa into Xsa.
With the similar argument, one can prove that Φ×Ψ is a contraction. The rest of the
proof follows standard argument. 
Remark 3.1. In the Theorems 1.1 and 1.2 we obtained the global solution to the IVP
(1.5) for given data with Hs × Hs norm less than δ. It would be interesting to find the
exact value of δ. As a motivation for this, there is a similar result for the single critical
KdV equation in the work of Angulo, Bona, Linares and Scialom in [3].
Proof of Theorem 1.3. First, let us prove the theorem for given data in L2(R) × L2(R).
Now define a complete metric space XT , in which we are going to find solution to the IVP
(1.5), by
XT = {(u, v) ∈ C([−T, T ] : X(R)) : |||(u, v)||| <∞},
where
|||(u, v)||| = max{|||u|||, |||v|||},
with
|||u||| = ‖u− U(t)u0‖L∞T L2x + ‖∂xu‖L∞x L2T + ‖u‖L5xL10T (3.26)
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and similar for v. Also, define a ball
XTa = {(u, v) ∈ XT : |||(u, v)||| < a}.
We show that for some a > 0, Φ × Ψ defined by (3.2) maps XTa into XTa and is a
contraction.
Now, using linear estimates and Lemma 2.8 we get,
‖Φ− U(t)u0‖L∞T L2x ≤ ‖
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L∞T L2x
≤ c‖u2v3‖L1xL2T ≤ c‖u‖2L5xL10T ‖v‖
3
L5xL
10
T
≤ c|||(u, v)|||5,
(3.27)
‖∂xΦ‖L∞x L2T ≤ ‖∂xU(t)u0‖L∞x L2T + ‖∂x
∫ t
0
U(t− t′)∂x(u2v3)(t′) dt′‖L∞x L2T
≤ c+ c‖u2v3‖L1xL2T
≤ c+ c|||(u, v)|||5
(3.28)
and similarly,
‖Φ‖L5xL10T ≤ c+ c|||(u, v)|||5. (3.29)
In an analogous manner we can obtain similar estimates for Ψ too.
Combining all these estimates we obtain for (u, v) ∈ XTa ,
|||(Φ,Ψ)||| ≤ c+ c|||(u, v)|||5 ≤ c+ ca5. (3.30)
If we choose  and a in such a way that c+ ca4 < a, we get (Φ,Ψ) ∈ XTa .
For (u, v), (u1, v1) ∈ XTa , a similar argument leads to
|||(Φ[u, v]− Φ[u1, v1],Ψ[u, v]−Ψ[u1, v1])||| ≤ 10ca4|||(u− u1, v − v1)|||. (3.31)
Thus, for 10ca4 < 1/2, Φ×Ψ is a contraction on XTa .
Note that, if we choose  > 0 such that c(10c)4 < 1/2 and a ∈ (2c, 3c) then the both
conditions c + ca4 < a and 10ca4 < 1/2 are satisfied. A standard argument completes
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the rest of the proof in this case. The general case is similar, since as in the Proof of
Theorem 1.2, the estimates in the involved norms appear linearly after interpolation. 
Proof of Theorem 1.4. Following the procedure employed in the proof of the previous
theorems, let us consider a ball
XTa = {(u, v) ∈ C([−T, T ] : Xs(R)) : |||(u, v)|||s < a},
in a complete metric space, in which we are going to find solution to the IVP (1.5)
XT = {(u, v) ∈ C([−T, T ] : Xs(R)) : |||(u, v)|||s <∞},
where
|||(u, v)|||s = max{|||u|||s, |||v|||s},
with
|||f |||s = ‖Dssf‖L∞T L2x + ‖∂xf‖L∞x L2T + ‖Dsx∂xf‖L∞x L2T + ‖f‖L5xL10T + ‖Dsxf‖L5xL10T
+ ‖Ds/3t f‖L5xL10T + ‖D
s/3
t ∂xf‖L∞x L2T .
(3.32)
Our aim is to show that, for some a > 0 and T > 0, the application Φ× Ψ defined by
(3.2) maps XTa into X
T
a and is a contraction.
As earlier, we will estimate only the first component Φ. Using the linear estimates
established in section 2, Leibniz rule and chain rule for fractional derivatives along with
the estimate (2.16) we obtain
‖DsxΦ‖L2x ≤ c‖u0‖Hs + c‖u‖L5xL10T ‖Dsxu‖L5xL10T ‖v‖3L5xL10T + c‖u‖
2
L5xL
10
T
‖Dsxv‖L5xL10T ‖v‖2L5xL10T
≤ c‖u0‖Hs + cT s/3‖Ds/3t u‖L5xL10T ‖Dsxu‖L5xL10T T s‖D
s/3
t v‖3L5xL10T
+ cT 2s/3‖Ds/3t u‖2L5xL10T ‖D
s
xv‖L5xL10T T 2s/3‖D
s/3
t v‖2L5xL10T
≤ c‖u0‖Hs + cT 4s/3|||u|||2s|||v|||3s + cT 4s/3|||u|||2s|||v|||3s
≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s.
Therefore,
‖DsxΦ‖L∞T L2x ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.33)
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Similarly,
‖∂xΦ‖L∞x L2T ≤ c‖u0‖Hs + c‖u‖2L5xL10T ‖v‖
3
L5xL
10
T
≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s,
(3.34)
and
‖Dsx∂xΦ‖L∞x L2T ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.35)
Finally,
‖Φ‖L5xL10T ≤ c‖u0‖Hs + c‖u‖2L5xL10T ‖v‖
2
L5xL
10
T
‖∂xv‖L∞x L2T + c‖u‖L5xL10T ‖v‖3L5xL10T ‖∂xu‖L∞x L2T
≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s,
(3.36)
and
‖DsxΦ‖L5xL10T ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.37)
Now, using (2.17), (2.18) and the argument employed to get estimates for other norms
we can get,
‖Ds/3t Φ‖L5xL10T ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s (3.38)
and
‖Ds/3t ∂xΦ‖L∞x L2T ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.39)
From (3.33) to (3.39) we obtain,
|||Φ|||s ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.40)
In an analogous manner one can easily get,
|||Ψ|||s ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s. (3.41)
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Hence, for (u, v) ∈ XTa ,
|||(Φ,Ψ)|||s ≤ c‖(u0, v0)‖Hs×Hs + cT 4s/3|||(u, v)|||5s ≤ cδ + ca5. (3.42)
Let us choose a = 2c‖(u0, v0)‖Hs×Hs and T such that cT 4s/3a4 < 1/2. With these
choices we get from (3.42),
|||(Φ,Ψ)|||s ≤ a
2
+
a
2
.
Therefore, Φ×Ψ maps XTa into XTa .
With the similar argument, one can prove that Φ×Ψ is a contraction. The rest of the
proof follows standard argument. 
Remark 3.2. From the choice of a and T in the proof of Theorem 1.4 it is clear that the
local existence time is given by
T ≤ c‖(u0, v0)‖−3/sHs×Hs . (3.43)
4. Proof of the global result with data not so small
As mentioned in the introduction, we use the frequency splitting argument of Bourgain.
In particular, we closely follow the scheme in [7]. We decompose the given data (u0, v0) ∈
Xs, s < 1 to low and high frequency terms as,u0(x) = (χ{|ξ|≤N}û0(ξ))
∨(x) + (χ{|ξ|>N}û0(ξ))∨(x) := φ1(x) + φ2(x)
v0(x) = (χ{|ξ|≤N}v̂0(ξ))∨(x) + (χ{|ξ|>N}v̂0(ξ))∨(x) := ψ1(x) + ψ2(x),
(4.1)
where N  1 arbitrary but fixed for now, whose exact value will be selected later.
Then we have, (φ1, ψ1) ∈ Xβ, 0 < β ≤ 1 and (φ2, ψ2) ∈ Xρ, 0 < ρ ≤ s < 1 with
‖(φ1, ψ1)‖Xβ . Nβ−s . N1−s, ‖(φ1, ψ1)‖X < ‖(S, S)‖X , (4.2)
and
‖(φ2, ψ2)‖Xρ . Nρ−s, 0 < ρ ≤ s < 1. (4.3)
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We evolve (φ1, ψ1) according to the IVP
u1t + u1xxx + (u
2
1v
3
1)x = 0
v1t + v2xxx + (u
3
1v
2
1)x = 0
u1(x, 0) = φ1(x), v1(x, 0) = ψ1(x),
(4.4)
which is the same as the IVP (1.5). We evolve (φ2, ψ2) according to the difference equation
u2t + u2xxx + ((u1 + u2)
2(v1 + v2)
3)x − (u21v31)x = 0
v2t + v2xxx + ((u1 + u2)
3(v1 + v
2
2))x − (u31v21)x = 0
u2(x, 0) = φ2(x), v2(x, 0) = ψ2(x),
(4.5)
with coefficients depending on the solution (u1, v1) to the IVP (4.4). It is clear that
u = u1 + u2 and v = v1 + v2 solve the IVP (1.5). For simplicity, let us write (4.5) as
u2t + u2xxx + ∂xF = 0
v2t + v2xxx + ∂xG = 0
u2(x, 0) = φ2(x), v2(x, 0) = ψ2(x),
(4.6)
where
F =3u21v
2
1v2 + 3u
2
1v1v
2
2 + u
2
1v
3
2 + 2u1u2v
3
1 + 6u1u2v
2
1v2 + 6u1u2v1v
2
2
+ 2u1u2v
3
2 + u
2
2v
3
1 + 3u
2
2v
2
1v2 + 3u
2
2v1v
2
2 + u
2
2v
3
2,
(4.7)
and
G =2u31v1v2 + u
3
1v
2
2 + 3u
2
1u2v
2
1 + 6u
2
1u2v1v2 + 3u
2
1u2v
2
2 + 3u1u
2
2v
2
1
+ 6u1u
2
2v1v2 + 3u1u
2
2v
2
2 + u
3
2v
2
1 + 2u
3
2v1v2 + u
3
2v
2
2.
(4.8)
Note that from Theorem 1.4 we have the existence result for the IVP (4.4). To get the
existence result for the IVP (4.6) we need the following theorem.
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Theorem 4.1. Suppose the initial data (φ1, ψ1) of the IVP (4.4) satisfy‖(φ1, ψ1)‖X ≤ c‖(φ1, ψ1)‖X1 ≤ cN1−s. (4.9)
Then for the existence time T ∼ c‖(φ1, ψ1)‖−3X1 ∼ cN−3(1−s) obtained in Theorem 1.4
(i) The solution (u1, v1) to the IVP (4.4) satisfies,
sup
t
‖(u1(t), v1(t))‖X1 = sup
t
[‖u1(t)‖H1 + ‖v1(t)‖H1 ] ≤ cN1−s. (4.10)
(ii) Moreover, for any β ∈ (0, 1), the solution (u1, v1) to the IVP (4.4) satisfies,
|||(u1, v1)|||β ∼ N (1−s)β, (4.11)
where |||(u1, v1)|||β = max{|||u1|||β, |||v1|||β} and |||f |||β as in (3.32).
Proof. The proof of (4.10) follows by using the conservation laws combined with the
Gagliardo-Nirenberg inequality. The estimate (4.11) can be obtained by using the hy-
pothesis (4.9) and the local well-posedness result. 
The following theorem provides the local existence result for the IVP (4.6) whose exis-
tence time coincides with that of (u1, v1).
Theorem 4.2. Let (φ2, ψ2) ∈ Xs, s > 0 and (u1, v1) be the unique solution given by
Theorem 1.4 satisfying the conditions of Theorem 4.1. Then there exists a unique solution
(u2, v2) to the IVP (4.6) in the same interval of existence of (u1, v1), [0, T ] such that,
(u2, v2) ∈ C([−T, T ] : Hs(R)×Hs(R)), (4.12)
‖∂xu2‖L∞x L2T <∞, ‖∂xv2‖L∞x L2T <∞, (4.13)
‖u2‖L5xL10T <∞, ‖v2‖L5xL10T <∞, (4.14)
‖Dsxu2‖L5xL10T + ‖D
s/3
t u2‖L5xL10T <∞, ‖Dsxv2‖L5xL10T + ‖D
s/3
t v2‖L5xL10T <∞, (4.15)
‖Dsx∂xu2‖L∞x L2T+ ‖D
s/3
t ∂xu2‖L∞x L2T<∞, ‖Dsx∂xv2‖L∞x L2T+ ‖D
s/3
t ∂xv2‖L∞x L2T<∞.(4.16)
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Proof. The proof of this theorem follows the same argument used to prove Theorem 1.4.
As earlier, we consider the equivalent integral equation associated to the IVP (4.6),u2(t) = U(t)φ2 −
∫ t
0
U(t− t′)∂xF (t′) dt′
v2(t) = U(t)ψ2 −
∫ t
0
U(t− t′)∂xG(t′) dt′,
(4.17)
where F and G are defined in (4.7) and (4.8) respectively.
Let us define a ball
XTa = {(u2, v2) ∈ C([0, T ] : Xs(R)) : |||(u2, v2)|||s < a},
in a complete metric space
XT = {(u2, v2) ∈ C([0, T ] : Xs(R)) : |||(u2, v2)|||s <∞},
where
|||(u2, v2)|||s = max{|||u2|||s, |||v2|||s},
with |||f |||s as in (3.32).
Finally, we define,Φφ2 [u2, v2] = U(t)φ2 −
∫ t
0
U(t− t′)∂xF (t′) dt′
Ψψ2 [u2, v2] = U(t)ψ2 −
∫ t
0
U(t− t′)∂xG(t′) dt′.
(4.18)
and show that, for some a > 0 and T > 0, the application Φ × Ψ maps XTa into XTa and
is a contraction. As in the previous cases we can estimate each component separately.
Using the estimate (2.2) we obtain
‖DsxΦ‖L2x ≤ ‖φ‖s + c‖∂x
∫ T
0
U(t− t′)DsxF (t′)‖L2x ≤ ‖DsxF‖L1xL2T . (4.19)
Now, considering the term 3u21v
2
1v2 in F and using Ho¨lder’s inequality, Leibniz rule and
chain rule for fractional derivatives along with the estimate (2.16) we get
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‖Dsx(3u21v21v2)‖L1xL2T ≤ c‖Dsx(u21v21)v2‖L1xL2T + c‖u21v21‖L 54x L 52T
‖Dsxv2‖L5xL10T
≤ c‖Dsx(u21v21)‖
L
5
4
x L
5
2
T
‖v2‖L5xL10T + c‖u1v1‖2L 52x L5T
‖Dsxv2‖L5xL10T
≤ c[‖Dsx(u21)v21‖
L
5
4
x L
5
2
T
+ ‖u21‖
L
5
2
x L
5
T
‖Dsxv21‖
L
5
2
x L
5
T
]‖v2‖L5xL10T
+ ‖u1‖2L5xL10T ‖v1‖
2
L5xL
10
T
‖Dsxv2‖L5xL10T
≤ c[‖Dsx(u21)‖
L
5
2
x L
5
T
‖v21‖
L
5
2
x L
5
T
+ ‖u1‖2L5xL10T ‖D
s
xv1‖L5xL10T ‖v1‖L5xL10T
]‖v2‖L5xL10T
+ ‖u1‖2L5xL10T ‖v1‖
2
L5xL
10
T
‖Dsxv2‖L5xL10T
≤ c[‖Dsxu1‖L5xL10T ‖u1‖L5xL10T ‖v1‖2L5xL10T + ‖u1‖2L5xL10T ‖Dsxv1‖L5xL10T ‖v1‖L5xL10T ]‖v2‖L5xL10T
+ ‖u1‖2L5xL10T ‖v1‖
2
L5xL
10
T
‖Dsxv2‖L5xL10T
≤ cT 4s/3[‖Dsxu1‖L5xL10T ‖Ds/3t u1‖L5xL10T ‖Ds/3t v1‖2L5xL10T
+ ‖Ds/3t u1‖2L5xL10T ‖D
s
xv1‖L5xL10T ‖D
s/3
t v1‖L5xL10T
]‖Ds/3t v2‖L5xL10T
+ cT 4s/3‖Ds/3t u1‖2L5xL10T ‖D
s/3
t v1‖2L5xL10T ‖D
s
xv2‖L5xL10T
≤ cT 4s/3|||(u1, v1)|||4s|||(u2, v2)|||s.
We can obtain similar estimates for the other terms in F too and get from (4.19)
‖DsxΦ‖L2x ≤ c‖φ2‖s + cT 4s/3
{|||(u1, v1)|||4s + |||(u1, v1)|||3s|||(u2, v2)|||s + |||(u1, v1)|||2s|||(u2, v2)|||2s
+ |||(u1, v1)|||s|||(u2, v2)|||3s + |||(u2, v2)|||4s
}|||(u2, v2)|||s
≤ c‖φ2‖s + cT 4s/3
{|||(u1, v1)|||4s1 + |||(u1, v1)|||3s1 |||(u2, v2)|||s + |||(u1, v1)|||2s1 |||(u2, v2)|||2s
+ |||(u1, v1)|||s1|||(u2, v2)|||3s + |||(u2, v2)|||4s
}|||(u2, v2)|||s.
(4.20)
With the analogous argument, we can get estimates similar to (4.20) for the other
norms involved in the definition of ||| · |||s and obtain
|||Φ|||s ≤ ‖φ2‖Hs + cT 4s/3f
(|||(u1, v1)|||1, |||(u2, v2)|||s)|||(u2, v2)|||s, (4.21)
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where f is an appropriate polynomial in its arguments.
Also, one can derive similar estimates for |||Ψ|||s and combine those with (4.21) to have
|||(Φ,Ψ)|||s ≤ ‖(φ2, ψ2)‖Hs×Hs + cT 4s/3f
(|||(u1, v1)|||1, |||(u2, v2)|||s)|||(u2, v2)|||s. (4.22)
Now, choosing a = max{‖(φ1, ψ1)‖X1 , ‖(φ2, ψ2)‖Xs} ( which is ‖(φ1, ψ1)‖X1) and choos-
ing T as in Theorem 4.1 we get cT 4s/3a4 < 1/2. Since, f
(|||(u1, v1)|||1, |||(u2, v2)|||s) ≤ ca4,
Φ×Ψ maps the ball XTa into XTa .
We can prove that the mapping Φ×Ψ is a contraction with a similar argument. This
concludes the proof of the theorem. 
The following proposition provides the L2 norm estimates for the solution (u2, v2).
Proposition 4.3. Define |||(u2, v2)|||0 = max{|||u2|||0, |||v2|||0} where,
|||f |||0 = ‖f‖L∞T L2x + ‖∂xf‖L∞x L2T + ‖f‖L5xL10T .
Let (u1, v1) and (u2, v2) be solutions to the IVPs (4.4) and (4.6) with (φ1, ψ1) ∈ X1
and (φ2, ψ2) ∈ Xs respectively satisfying ‖(φ1, ψ1)‖X1 ∼ N1−s and ‖(φ2, ψ2)‖X ∼ N−s,
0 < s < 1. Then
|||(u2, v2)|||0 ∼ N−s. (4.23)
Proof. The proof follows by using the equivalent integral equation (4.17), the linear esti-
mates and the choice of T in Theorem 4.2. So, we omit the details. 
The following Proposition gives the estimates for the X1 and X norms of the inhomo-
geneous part of the evolution of the high frequency part.
Proposition 4.4. Let F and G be given by (4.7) and (4.8) with (u1, v1) and (u2, v2)
solutions to the IVPs (4.4) and (4.6) respectively. Define,
(z1(t), z2(t)) =
(
−
∫ t
0
U(t− t′)∂xF (t′) dt′, −
∫ t
0
U(t− t′)∂xG(t′) dt′
)
. (4.24)
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Let (φ1, ψ1) and (φ2, ψ2) satisfy the hypothesis of Proposition 4.3. If 0 < s < 1, then
sup
t∈[0,T ]
‖(z1(t), z2(t))‖X1 ≤ cN1−2s (4.25)
and
‖(z1(t), z2(t))‖X ≤ cN−s. (4.26)
Proof. We apply the estimate (2.2) to get
‖∂xz1‖L2 = ‖∂x
∫ t
0
U(t− t′)∂xF (t′) dt′‖L2 ≤ c‖∂xF‖L1xL2T . (4.27)
As in the proof of the Theorem 4.2, we consider the term u21v
2
1v2 and use argument as in
[7] together with the choice of T and estimates in Theorem 4.1 and Proposition 4.3 to get
‖∂x(u21v21v2)‖L1xL2T ≤ ‖u21v21v2x‖L1xL2T + ‖u21v1v1xv2‖L1xL2T + ‖u1u1xv21v2‖L1xL2T
≤ c‖u1‖2L4xL∞T ‖v1‖
2
L4xL
∞
T
‖v2x‖L∞x L2T + c‖u1‖2L5xL10T ‖v1‖L5xL10T ‖v1x‖L5xL10T ‖v2‖L5xL10T
+ c‖u1‖L5xL10T ‖u1x‖L5xL10T ‖v1‖2L5xL10T ‖v2‖L5xL10T
≤ c‖u1‖2L4xL∞T ‖v1‖
2
L4xL
∞
T
‖v2x‖L∞x L2T + cT‖D
1/3
t u1‖2L5xL10T ‖D
1/3
t v1‖L5xL10T ‖v1x‖L5xL10T ‖v2‖L5xL10T
+ cT‖D1/3t u1‖L5xL10T ‖u1x‖L5xL10T ‖D
1/3
t v1‖2L5xL10T ‖v2‖L5xL10T
≤ c|||(u1, v1)|||41
4
|||(u2, v2)|||0 + cT |||(u1, v1)|||41|||(u2, v2)|||0
≤ c|||(u1, v1)|||1|||(u2, v2)|||0 + cT |||(u1, v1)|||41|||(u2, v2)|||0
≤ cN1−sN−s + cN−3(1−s)N4(1−s)N−s
≤ cN1−2s.
(4.28)
We can obtain similar estimates for the other terms in F too.
Using an analogous argument we can get,
‖z1‖L2x ≤ cN−s.
Finally, we can also obtain similar estimates for z2 and that concludes the proof. 
Now, we are in position to provide proof of the global well-posedness result.
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Proof of Theorem 1.5. Let (u0, v0) ∈ Xs(R), 0 < s < 1 such that ‖(u0, v0)‖X < ‖(S, S)‖X .
Also, consider N  1 be arbitrary but fixed to be determined later. Let us decompose
the initial data as in (4.1) to u0(x) = φ1(x) + φ2(x),v0(x) = ψ1(x) + ψ2(x). (4.29)
Then we have, ‖(φ1, ψ1)‖Xβ ≤ cN
β(1−s), 0 < β ≤ 1
‖(φ1, ψ1)‖X < ‖(S, S)‖X .
(4.30)
‖(φ2, ψ2)‖Xρ ≤ cNρ−s, 0 < ρ ≤ s < 1. (4.31)
Consider the IVP (4.4) with initial data (φ1, ψ1) ∈ X1. From Theorem 1.4 there exists
T satisfying
T ≤ c‖(φ1, ψ1)‖−3X1 ∼ N−3(1−s), (4.32)
such that the IVP (4.4) has a unique solution (u1, v1) in the interval [0, T ]. Moreover,
from (4.10) we have
sup
t∈[0,T ]
‖(u1(t), v1(t))‖X1 ≤ cN1−s. (4.33)
Now, we consider the IVP (4.6) with initial data (φ2, ψ2). In Theorem 4.2 we found
that the IVP (4.6) has a unique solution (u2, v2) defined in the same interval of existence
of the solution (u1, v1), [0, T ] and is given by (1.24), i.e.u2(t) = U(t)φ2 + z1(t)v2(t) = U(t)ψ2 + z2(t). (4.34)
where z1(t) and z2(t) are given by (4.24).
As mentioned earlier, u = u1 + u2 and v = v1 + v2 solve the IVP (1.5) in the time
interval [0, T ].
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Given T˜ > 0 arbitrary, we are interested in extending the solution (u, v) of the IVP
(1.5) to the interval [0, T˜ ]. For this, we iterate the above process in each interval of size
T unless covering the whole interval. Now, at the time t = T we have,u(T ) = u1(T ) + U(T )φ2 + z1(T )v(T ) = v1(T ) + U(T )ψ2 + z2(T ). (4.35)
Now we decompose (u(T ), v(T )) as,u(T ) = u˜1(T ) + u˜2(T )v(T ) = v˜1(T ) + v˜2(T ), (4.36)
where, u˜1(T ) = u1(T ) + z1(T ), u˜2(T ) = U(T )φ2v˜1(T ) = v1(T ) + z2(T ), v˜2(T ) = U(T )ψ2, (4.37)
and evolve (u˜1(T ), v˜1(T )) and (u˜2(T ), v˜2(T )) according to the IVPs (4.4) and (4.6) re-
spectively. Using previous procedure, to get solution to the IVP (1.5) in [T, 2T ] we must
guarantee that (u˜1(T ), v˜1(T )) and (u˜2(T ), v˜2(T )) satisfy the respective conditions (4.30)
and (4.31).
Since U(t) is unitary in Hρ, (u˜2(T ), v˜2(T )) satisfies the same growth condition as that
of (φ2, ψ2), i.e, (u˜2(T ), v˜2(T )) ∈ Xρ and
‖(u˜2(T ), v˜2(T ))‖Xρ = ‖(φ2, ψ2)‖Xρ ≤ cNρ−s, ρ ≤ s.
Now, let us check how is the growth of the X1-norm and the X-norm of (u˜1(T ), v˜1(T )).
Using the estimate (4.33) and Proposition 4.4 we get
‖(u˜1(T ), v˜1(T ))‖X1 ≤ ‖(u1(T ), v1(T ))‖X1 + ‖(z1(T ), z2(T ))‖X1
≤ cN1−s + cN1−2s.
(4.38)
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On the other hand, using (4.35) and the conservation law (1.3) we obtain,
‖(u˜1(T ), v˜1(T ))‖X ≤ ‖(u(T ), v(T ))− (U(T )φ2, U(T )ψ2)‖X
≤ ‖(u(T ), v(T ))‖X + ‖(φ2, ψ2)‖X
≤ ‖(u0, v0)‖X +N−s.
(4.39)
Therefore, choosingN sufficiently large enough, we obtain ‖(u˜1(T ), v˜1(T ))‖X < ‖(S, S)‖X .
Hence, the conditions (4.30) and (4.31) are satisfied for the first iteration.
To cover the interval [0, T˜ ] we must iterate the above process T˜ /T times. As seen earlier,
in each iteration, there will be a contribution of ‖(z1, z2)‖X1 and ‖(z1, z2)‖X . From (4.38)
we see that the total contribution of ‖(z1, z2)‖X1 to cover [0, T˜ ] is, (T˜ /T )N1−2s.
Thus the X1-norm of (z1, z2) will grow uniformly as N
1−s on the interval [0, T˜ ] if we
have,
T˜
T
N1−2s < cN1−s. (4.40)
Now, using T ∼ N−3(1−s) from (4.32) we see that (4.40) is equivalent to,
T˜N3−4s < c. (4.41)
Therefore, to guarantee (4.40) we must choose N = N(T˜ ) large, satisfying
N(T˜ ) = T˜
1
4s−3 ,
with 4s− 3 > 0, i.e. s > 3/4.
Let us show, with this choice theX-norm is also controlled by ‖(S, S)‖X . We know from
(4.39) that, in each step there is a contribution of N−s. Therefore, the total contribution
to cover the interval [0, T˜ ] is (T˜ /T )N−s. Now, with the choice of N we get,
T˜
T
N−s ≤ cT˜N3(1−s)N−s ≤ c,
and we are done as in [7].
Hence, we conclude that the IVP (1.5) has global solution whenever s > 3/4. 
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