We study the long-time behavior of solutions of the k-Hessian evolution equation ut = S k (D 2 u), posed on a bounded domain of the n-dimensional space with homogeneous boundary conditions. To this end, we construct a separable solution and we show that the long-time behavior of u is precisely described by this special solution. Further, we initiate the study of that dynamic phenomenon on the entire space, providing a new class of explicit and radially symmetric self-similar solutions that we call k-Barenblatt solutions. These solutions present some common properties as those of well-known Barenblatt solutions for the porous media equation and the p-Laplacian equation. It is known that self-similar solutions are important in describing the intermediate asymptotic behavior of general solutions.
Introduction
Let n ∈ N, n ≥ 2, and let k be an integer 1 ≤ k ≤ n. Let Ω ⊂ R n be a bounded, strictly (k − 1)-convex domain with boundary ∂Ω ∈ C 2 , and u(t, x), t ∈ [0, ∞), x ∈ Ω, a solution of the initial boundary value problem
u(t, x) is k-admissible for each t ≥ 0, u(t, x) = 0 on [0, ∞) × ∂Ω,
where
is the Hessian matrix of u and S k (D 2 u) denotes the k-Hessian operator of u.
Our central interest in this paper is to study the long-time asymptotic behavior of classical solutions u(t, x) of Problem (1) with k > 1, and to derive estimates involving u(t, x) and a special solution of separate variables. In particular, sharp estimates for the rate at which u(t, x) → 0 as t → ∞ in terms of this solution are given. To this end, we construct a solution of the form u(t, x) = T (t)θ(x), where T (t) ∈ C ∞ [0, ∞) and the profile θ(x) belongs to a suitable class of functions that ensure ellipticity of S k (D 2 u). Using Hessian Sobolev inequalities and the comparison principle for elliptic equations, we show that the sup Ω |θ(x)| admits an estimate depending only on n, k and Ω. An interesting geometric property arises when Ω is a ball, where (1 + t)
1/(k−1) u(t, x) asymptotically approaches a rotationally symmetric state.
In order to stating our assumptions and results more precisely, we will briefly discuss the main features of k-Hessian operators beginning with its definition. For a twice-differentiable function u defined on a domain Ω ⊂ R n , the k-Hessian operator (k = 1, ..., n) is defined by the formula
where Λ = Λ(D 2 u) := (λ 1 , ..., λ n ), the λ's are the eigenvalues of D 2 u and σ k is the k-th elementary symmetric function. Equivalently, S k (D 2 u) is the sum of the k-th principal minors of the Hessian matrix. See, e.g., [24, 25] . These operators form an important class of nonlinear second order operators that contains, as the most relevant examples, the Laplace operator S 1 (D 2 u) = ∆u and the Monge-Ampère operator S n (D 2 u) = det D 2 u. They are fully nonlinear when k > 1. The study of k-Hessian equations has many applications in geometry, optimization theory and in other related fields. See [25] . There exists a large literature about existence, regularity and qualitative properties of solutions for the k-Hessian equations, starting with the seminal work [3] . See e.g. [4, 12, 13, 14, 21, 22] and the references therein.
We point out that the k-Hessian operators are of divergence form, k-homogeneous and also invariant under rotations. Further, they are not elliptic in general. Thus, in order to ensure ellipticity of S k (D 2 u), one should look for solutions u in the class
The functions in Φ k (Ω) are called k-admissible (or uniformly k-convex) on Ω. Note that n-admissible functions are convex in the usual sense. The space of k-admissible functions is strictly larger than the space of convex functions for 1 ≤ k ≤ n − 1 (see [3] for the proof). Denote by Φ k 0 (Ω) the set of functions in Φ k (Ω) that vanish on the boundary ∂Ω. Observe that the functions in Φ k 0 (Ω) are subharmonic and, by the maximum principle, negative on Ω. See, e.g., [24] . The k-Hessian operator defined on Φ k 0 (Ω) imposes certain restrictions on the geometry of Ω. More precisely, those domains Ω whose boundary ∂Ω satisfies the inequality σ j (κ 1 , ..., κ n−1 ) > 0 for each j = 1, ..., k, where κ 1 , ..., κ n−1 denote the principal curvatures of ∂Ω relative to the interior normal, are called strictly k-convex (or uniformly k-convex). A typical example of a domain Ω for which the above inequality holds is a ball. Notice that uniformly (n − 1)-convex domains are strictly convex in the classical sense. For more details we refer the interested reader to [25] .
An interesting case where (1) arises with k = n, Ω a bounded strictly convex domain in R n , n ≥ 2, with smooth boundary ∂Ω and u(t, x) is strictly convex (downward) for each t ≥ 0, is in the study of evolution problems for nonparametric surfaces with speed depending on curvature [18] . By first searching for solutions of separate variables, u(t, x) = ϕ(t)ψ(x), the author in [18] shows that the function ψ should satisfy the Monge-Ampère equation
where ψ is strictly convex and negative on Ω. The solution found from separation of variables is then used to describe the asymptotic behavior of solutions of a more general problem involving the Gauss curvature, which exhibits several intriguing geometric properties. In the present paper we show that the ideas in [18] can be used to study Problem (1) with k > 1. In fact, we extend some results of [18] to the whole class of fully nonlinear k-Hessian operators, i.e., the cases for 2 ≤ k ≤ n.
In particular, we have the estimate
which holds for solutions of Problem (1) . Here the function θ(x) is the unique negative solution of the stationary problem
We point out that the proof of the existence of ψ in (2) was the most lengthy portion of [18] , on the contrary, here, the proof of the existence and uniqueness of θ in (3) can be deduce directly from Theorem 5.9 of [12] . Concerning stationary problems, as far as we known, the first approach to study the class of k-Hessian operators using global bifurcation was done in [12] . Recently [5] , an eigenvalue problem for k-Hessian equations was studied. Results on existence, non-existence, uniqueness and multiplicity of radially symmetric admissible solutions were also determined by the bifurcation method.
Concerning stationary problems, as far as we know, the first approach for studying the class of k-Hessian operators using global bifurcation was done in [12] . Recently, an eigenvalue problem for k-Hessian equations was discussed in [5] . Results on the existence, non-existence, uniqueness and multiplicity of radially symmetric admissible solutions were also determined by the bifurcation method in [5] .
We should also mention [11] , where some distinctions between the classical and the contemporary theory of second-order fully nonlinear parabolic and elliptic partial differential equations are established. New algebraic and geometric structures are investigated based on notions from the algebra of symmetric matrices and differential geometry. Among others, new results on the asymptotic behavior of the m-Hessian evolution operators acting on bounded domains are established. Such operators are defined by
is the mth-order trace of the Hessian matrix of u. See [11] for the precise statements on these results.
The last part of this paper is devoted to the study of self-similar solutions of a k-Hessian evolution equation posed in R n . This study is a first step towards understanding important properties of the underlying equations which can be captured by these special solutions. We point out that there is a vast literature concerning evolution equations that generalize the standard heat equation. This literature addresses among others, the p-Laplacian equation, the porous medium equation and the space-fractional porous medium equation. See e.g. [2, 6, 7, 8, 9, 10, 15, 17, 19, 23] . However, relatively little is known in the case of fully nonlinear parabolic equations on the entire space, which includes different parabolic analogues of the k-Hessian equation. A work in that direction was carried out in [1] . There, the authors studied the long-time asymptotics of solutions of the uniformly parabolic equation
where F is a positively homogeneous operator, subject to the initial condition u(x, 0) = g(x), and where the function g does not change sign and has a proper decay at infinity. Although the operator F is not assumed to be rotationally invariant, as the k-Hessian is, it is assumed to be positively homogeneous of order one, i.e., F (ηM ) = ηF (M ) for all n × n real symmetric matrices M and
The basic existence, uniqueness and other properties of the self-similar profiles of (4) were established in [1] , without any explicit expressions for them.
Concerning exact solutions of some nonlinear diffusion equations, in [16] new closed-form similarity solutions of N -dimensional radially symmetric equations were given, which are generalizations of the classical Barenblatt solutions. In [10] , the authors study an explicit equivalence between radially symmetric solutions for two basic nonlinear degenerate diffusion equations, namely, the porous medium equation and the p-Laplacian equation. In particular, they derive the existence of new self-similar solutions for the evolution p-Laplacian equation. In [9] several one-parameter families of explicit self-similar solutions were constructed for the porous medium equations with fractional operators.
Notice that the equation in (1) for negative solutions is equivalent to equation
for positive solutions, by the k-homogeneity of the k-Hessian operator. When k > 1 in (5), we have found an explicit family of positive self-similar solutions on R n with compact support in space for every fixed time. As these solutions have apparently not been mentioned in the literature, we describe them now:
where (·) + denotes the positive part, C > 0 is an arbitrary constant, and α, β and γ have precise values, namely
Note that this family, whose elements we call k-Barenblatt solutions, is well defined for the full range of k-Hessian operators with k > 1. Moreover, these solutions are similar to those known for the porous medium equation and the p-Laplacian equation as well. See, e.g., [10] and the references therein. We also note that the relation between the similarity exponents α and β, α = nβ, is an a priori condition that reflects the mass conservation of these special solutions.
The paper is organized as follows. Section 2 is devoted to stating our main results, namely Theorem 2.1, Theorem 2.2 and Theorem 2.3, which are proven in Section 3. Finally, in Section 4 we derive the family of self-similar solutions given in (6) and we present some of its properties.
Main results
Firstly, we claim that any solution of Problem (1) is global, that is, is defined at all times. Indeed, it follows from (1) that, for each x ∈ Ω, u(t, x) is a nondecreasing function of t. Then, u(t, x) ≥ u(t 1 , x) for t ≥ t 1 . In particular, 0 ≥ u(t, x) ≥ u(0, x). Consequently, from the dichotomy between global existence and finite time blow-up we conclude that u(t, x) is global.
Secondly, we search for separable solutions of Problem (1) of the form
vanishes on ∂Ω and must be k-admissible, either −θ or θ is k-admissible, depending on the sign of T (0). More precisely, either T (0) < 0 and −θ is k-admissible or T (0) > 0 and θ < 0 and k-admissible. Using the k-homogeneity of the k-Hessian operator, both cases are equivalent and we always assume below that we are dealing with the latter case. Inserting (7) into the equation in (1), and taking into account that S k (D 2 θ) > 0 on Ω, we obtain
Hence,
The case λ = 0 is uninteresting since it leads to the trivial solution. In fact, in this case T (t) = const and it follows from (1) that either S k (D 2 θ) ≡ 0 or T (t) ≡ 0. In the former case an easy argument shows that θ ≡ 0 and, thus, in either case u(t, x) ≡ 0. In the following we consider only the case λ < 0 and establish the existence of separable solutions of (1) by proving the following result.
Theorem 2.1. Let Ω be a bounded strictly (k − 1)-convex domain with boundary ∂Ω ∈ C 2 . Then problem (1) admits a separable solution of the form
where θ is the unique solution in Φ k 0 (Ω) of the nonlinear problem
(10)
Our main result is the following.
Theorem 2.2. Let u(t, x) be a solution of the problem
Then, for all t ≥ 0, sup
where C is a positive constant depending on the dimension n, Ω, and u(0, x). Further, estimate (13) is the best possible.
Theorem 2.2 has the following interesting geometric consequence.
Theorem 2.3. Suppose that the domain Ω is a ball in R n and u is a solution of (12). Then:
In others words, u(t, x) asymptotically becomes radially symmetric regardless of its initial shape.
Proofs of the main results
Proof of Theorem 2.1. The existence and the uniqueness of solutions to Problem (10) follows by taking p = 1 and δ = −λ = 1/(k − 1) in Theorem 5.9 of [12] . The fact that u s (t, (1) is checked by direct substitution. Next we prove that θ L ∞ (Ω) = sup Ω |θ(x)| can be estimated by a constant depending only on the dimension n, k and the domain Ω. To this end, for
1/(k+1) defines a norm on the set Φ k 0 (Ω) (see Theorem 5.1 in [24] ). Furthermore, Hessian Sobolev inequalities involving this norm have been established (see Theorem 5.2 in [24] and Theorem 5.1 in [25] ). We will use these inequalities to estimate the L ∞ norm of θ.
We consider three cases according to the different values of k, 2 ≤ k ≤ n. a) Case n/2 < k ≤ n. By Theorem 5.1-(iii) of [25] , we have
where C depends only on n, k, and diam(Ω).
Since θ satisfies (10), we have
Combining (15) and (14), we obtain
which is equivalent to
, where C depends only on n, k, and diam(Ω).
On the other hand, let e(x) be the unique negative solution of
and define w = c e, where c = θ
By the comparison principle for elliptic equations, we conclude that θ ≥ w = c e on Ω. Hence
b) Case 2 ≤ k < n/2. To obtain a bound on the L ∞ norm of θ, we apply a result on uniform estimates for k-admissible solutions of k-Hessian equations as follows. Set ψ ≡ 1 and p = n/k in Theorem 2.1 of [4] . Then the solution e of (16) satisfies e L ∞ (Ω) ≤ C(vol(Ω)) 1/n , where C is a constant depending only on n, k, and the volume vol(Ω). Combining the last two inequalities that involve the functions θ and e, we obtain
where C is a constant depending only on n, k, and the volume vol(Ω). c) Case k = n/2, n even (n = 2). The same estimate on the solution of (16) holds, but in this case the constant C depends on diam(Ω) (see the comments that follow the proof of Theorem 2.1 in [4] ). Thus, choosing ψ and p as above, we obtain the estimate
, where C is a constant depending only on n and the diameter diam(Ω).
The following proof of formula (11) is the same as that in [18] for the case k = n. In the most general case under consideration, only the k-homogeneity of S k (D 2 u) is required. Letũ s (t, x) = T (t)θ(x) be a separable solution of (1) with T in C ∞ [0, ∞) andθ k-admissible and in Φ k 0 (Ω). Then T is given by (8) andθ satisfies (10) for someλ < 0. Letc be a positive constant (to be chosen later) and
Thenθ 1 satisfies (10) and, because of the uniqueness of the solution of (10),θ 1 agrees with θ. Put c =c
. Then, using (8),
. Formula (11) now follows as well.
Remark 3.1. We claim that, when Ω is a ball, the semi-explicit bounds on the sup Ω |θ(x)| of θ obtained in Theorem 2.1 can be given in closed-form. To see this, we need to write the k-Hessian operator in radial form, in which case the equation in (3) takes the one-variable form
Here r = |x|, ′ = d/dr and c n,k is defined by c n,k = n k /n. To prove the claim, let Ω = B be a ball of radius R > 0 and let N = sup B |Dθ|. Then we have |θ| ≤ N d where d = dist (x, ∂B). Since θ satisfies (10), we have
Now from Theorem 2.3, θ is radially symmetric and by (18) convex in the radial direction r. Hence their gradient attains its maximum on the boundary r = R of B. Consequently,
where ω n is the volume of unit ball in R n . Therefore, from the last two inequalities, we conclude that
Note that, for k = n, this bound agrees with that given in [18] when the domain Ω there is also a ball. Further, the estimate (19) can be improved using (17) and the fact that (16) has the unique solution
Proof of Theorem 2.2. We point out that the proof given here is basically the same proof given in [18] in the case k = n, mutatis mutandis. More interestingly in our context, we can prove the same theorem for k-admissible solutions and strictly (k − 1)-convex domains in the full range 2 ≤ k ≤ n.
Here some technical and classical results from the theory are needed, but the underlying ideas are essentially the same. Let u(t, x) be a solution of (12) . The asymptotic behavior of u(t, x) will be determined by constructing sub-and supersolutions with the use of separable solutions (which act as barriers for solutions of (1)) as in Theorem 2.1.
, where we choose T (0) so that T (0)θ(x) ≤ u(0, x). Further, we put u(t, x) = T (t)θ(x), where θ satisfies (10) . Then u(t, x) is a separable solution of the equation
For each τ ∈ [0, 1], the function u τ (t, x) = τ u(t, x) + (1 − τ )u(t, x) is a k-admissible function since linear combinations of k-admissible functions with non-negative coefficients are also k-admissible. See [20, Lemma 2.3] . Further, for each fixed t and x in Ω, we have
(see e.g. [25] ) on any subset of (0, Λ] × Ω for any Λ < ∞, that is, L is elliptic. Now we rewrite (20) asũ
Note also thatũ (0,
We consider now the differential equality (20) with the initial and boundary conditions (22) for t ≤ Λ with any Λ < ∞. It follows from the classical maximum principle thatũ(t,
A separable supersolution u(t, x) is obtained as follows. Let
, where T (0) is such that T (0)θ(x) ≥ u(0, x), with θ satisfying (10) . Put u(t, x) = T (t)θ(x). The function u satisfies the equation
. Applying the maximum principle and taking into account the inequality T (0)θ(x) ≥ u(0, x), we conclude that u(t, x) ≤ u(t, x) in [0, ∞) × Ω. From this we obtain
As in [18] , it is convenient to consider the function F (s, t) :
.
The function (1 + t)/(s + t) is nonincreasing in t when s ≤ 1 and nondecreasing when s ≥ 1. Therefore for all t ≥ 0 when s ≤ 1
and, when s ≥ 1,
On the other hand, from the construction of T (0) it is clear that we can assume that T (0) ≥ 1.
Similarly, in deriving (24) we may assume that T (0) ≤ 1. Then
Combining (23) and (24), we obtain for all t ≥ 0 and x ∈ Ω that
Let C = max{C 1 , C 2 } sup Ω |θ|. Then (25) implies (13). Proof of Theorem 2.3. Consider the function Θ(x) = θ(U x), where U is an arbitrary rotation. Then, recalling that the k-Hessian operator is invariant under rotations of coordinates, we have
and Θ(x) = 0 on ∂Ω. It is also easy to see that Θ is k-admissible. Therefore, Θ(x) = θ(U x) is a solution of (10) . But the solution of (10) is unique. Hence, θ(x) = θ(|x|). Combining this statement with the assertion (13) in Theorem 2.2, the proof is complete. 
We will see in the next section that this is not the case for the family of self-similar solutions given in (6) when Ω = R n .
k-Barenblatt solutions
In this section we will derive the compactly supported family of mass conserving k-Barenblatt solutions given in (6) for the equation
Thus, we are looking for a positive solution of the above evolution equation with constant mass in R n , that is
Due to the homogeneity of (26), we will actually look for a self-similar solution u to (26) of the form:
for some profile θ and the exponents α and β to be determined. Inserting (28) into the left-hand side of (26), we have
Inserting (28) into the right-hand side of (26) (omitting the scalar factor) we have
Then, from the condition α(k − 1) + 2kβ = 1 (self-similarity condition), we get the following profile equation
We also have from (27)
(it is assumed that θ ∈ L 1 (R n )), which yields nβ − α = 0 (mass-preserving condition). Solving the relations between the similarity exponents α and β we obtain α = 
with the symmetry condition θ ′ (0) = 0. From this and the equality α = nβ, the equation (30) can be integrated once (fortunately) and then simplified as βθ(r) = (−1) k c n,k r −k (θ ′ (r)) k , r > 0; θ ′ (0) = 0.
We observe that, when k = 1 in (31), an explicit integration shows that θ(r) = Ce and where Γ(·) is the Gamma-function.
We have the following properties of the self-similar solutions given in (6):
• supp U C (t, ·) ⊆ B 0, t
• Finite propagation speed.
• Mass conservation.
• lim t→0 + U C (t, x) = M δ 0 (x), where δ 0 (x) is Dirac's delta function concentrated at 0.
• Everywhere, except on the degeneracy surface [0, ∞) × |x| = t
, it is classical (and infinitely differentiable).
