Abstract. Coalgebra offers a unified theory of state based systems, including infinite streams, labelled transition systems and deterministic automata. In this paper, we use the coalgebraic view on systems to derive, in a uniform way, abstract procedures for checking behavioural equivalence in coalgebras, which perform (a combination of) minimization and determinization. First, we show that for coalgebras in categories equipped with factorization structures, there exists an abstract procedure for equivalence checking. Then, we consider coalgebras in categories without suitable factorization structures: under certain conditions, it is possible to apply the above procedure after transforming coalgebras with reflections. This transformation can be thought of as some kind of determinization. We will apply our theory to the following examples: conditional transition systems and (non-deterministic) automata.
Introduction
Finite automata are one of the most basic structures in computer science. One particularly interesting problem is that of minimization: given a (non-)deterministic finite automaton is there an equivalent one which has a minimal number of states?
Given a regular language L, minimal deterministic automata (DA) can be thought of as the canonical acceptors of the given language L. A minimal automaton is universal, in the sense that given any automaton which recognizes the same language (and where all states are reachable) there is a unique mapping into the minimal one. Similar notions exist for other kinds of transition systems such as Mealy machines or labelled transition systems. However, in many interesting cases, such as for non-deterministic automata (NDA) or for weighted automata, what it means to be a minimal system is not yet clear. Typically, for NDA one first determinizes the automaton and then minimizes it, since for DA minimization algorithms are well-known ( [16] ).
It is the main aim of this paper to find a general notion of canonicity for a large class of transition systems, in a uniform manner. This encompasses two things: (i) casting the automata and the intended equivalence in a general framework; and (ii) using the general framework to devise algorithms to minimize (and determinize) the automata, yielding a canonical representative. To study all the types of automata mentioned above (and more) in a uniform setting, we use coalgebras.
For a functor F : C → C, on a category C, an F -coalgebra is a pair (X, α), where X is an object of C representing the "state space" of the system and α : X → F X is a morphism of C defining the "transitions" of the states. For instance, given an input alphabet A, DAs are coalgebras for the functor 2 × (−)
A : Set → Set and NDAs are coalgebras for the functor A × (−) + 1: Rel → Rel, where Set is the category of sets and functions and Rel the category of sets and relations.
The strength of the coalgebraic approach lies in the fact that many important notions, such as behavioural equivalence, are uniquely determined by the type of the system. Under mild conditions, functors F have a final coalgebra (unique up to isomorphism) into which every F -coalgebra can be mapped via a unique homomorphism. The final coalgebra can be viewed as the universe of all possible behaviours: the unique homomorphism into the final coalgebra maps every state of a coalgebra to its behaviour. This provides a general notion of behavioural equivalence: two states are equivalent iff they are mapped to the same element of the final coalgebra. In the case of DAs, the final coalgebra is P(A * ) (the set of all languages over input alphabet A) and the unique homomorphism is a function mapping each state to the language that it accepts. In the case of NDAs, as shown in [13] , the final coalgebra is A * (the set of all finite words over A) and the unique homomorphism is a relation linking each state with all the words that it accepts. In both cases, the induced behavioural equivalence is language equivalence. The base category chosen to model the system plays an important role in the obtained equivalence. For instance, NDAs can alternatively be modelled as coalgebras for the functor 2 × P(−)
A : Set → Set, where P is the powerset functor, but then the induced behavioural equivalence is bisimilarity (which is finer than language equivalence).
For a functor F on Set, the image of an F -coalgebra under the unique morphism is its minimal representative (with respect to the induced behavioural equivalence) that, in the finite case, can be computed via ordinary partition refinement algorithms. For functors on categories not equipped with proper image factorization structures (such as Rel, for instance) the situation is less clear-cut. This observation instantiates to the well-known fact that for every DA there exists an equivalent minimal automaton, while for NDAs the uniqueness of minimal automata is not guaranteed.
It is our aim to, on the one hand, offer a procedure to perform ordinary partition refinement for categories with suitable factorization structures (such as Set, wherein DAs are modelled), yielding the minimization of a coalgebra. On the other hand, we want to offer an alternative procedure for categories without proper factorization structures: we describe a general setting for determinizations and show how to obtain a single algorithm that does determinization and minimization simultaneously. It is worth to note that the latter approach holds for functors for which a final coalgebra does not exist.
Our work was motivated by several examples, considering coalgebras in various underlying categories. In this paper, we take one example in Set and two examples in K (T ), the Kleisli category for a monad T . More precisely, we consider DAs in Set, NDAs in Rel, which is K (P) where P is the powerset monad, and conditional transition systems in K (T ) where T is the input monad. For DAs, we recover the usual Hopcroft minimization algorithm [16] . Instantiation to NDAs gives us (a part of) Brzozowski's algorithm [7] : the obtained automata coincide withátomata, that are a new kind of "canonical" NDAs recently introduced in [8] .
Conditional Transition Systems (CTS).
To better illustrate our work, we employ transition systems labelled with conditions that have similarly been studied in [14, 10] . Consider the transition system (1) below where transitions are decorated with conditions a,ā, where intuitivelyā stands for "not a". Labelled transitions are either present or absent, depending on whether a orā hold. Unlabelled transitions are always present (they can be thought of as two transitions labelled a andā).
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The environment can make one choice, which can not be changed later: it decides whether to take either a orā. Regardless of the specific choice of the environment, the two states 1 and 6 in (1) above will be bisimilar. If a holds then the systems above would be instantiated to the left half of transition system (2) above. Instead if a does not hold then we obtain the right half. In both cases, the instances of the states 1 and 6 are bisimilar. This shows that one possible way to solve the question whether two states are always bisimilar consists in enumerating all conditions and to create suitably many instantiations of the transition system. Then the resulting transition system can be minimized with respect to bisimilarity. This is analogous to the steps of determinization and minimization for NDAs. Indeed, the base category of coalgebras of CTSs, as Rel for NDAs, has no suitable factorization structures. In order to minimize (both NDAs and CTSs), coalgebras should be transformed via reflections that, in the case of NDAs means determinizing, while for CTS, means instantiating CTSs for all the conditions.
In this work, we will study both constructions in a general setting and also show how they can be combined into a single algorithm. For CTSs this mean that we will provide an algorithm that checks if two states are bisimilar under all the possible conditions, without performing all the possible instantiations. Now, what would be a canonical representative of the systems above? In other words, is there a system into which CTS (1) can be mapped? In the example above, it is relatively easy to see that that system would be the transition system consisting of states x, y, z in (3) below. One would map both 1 and 6 to x, 7 to y, 4, 5, 9 and 10 to z. What about 2 and 3? We want to map 2 to y whenever a holds and to z whenever a holds, dually for 3. In order to do that we need to work in a category where we can represent such conditional maps. As we will show in the sequel, by modelling CTS as coalgebras in a Kleisli category this will be possible. The full mapping is represented below.
?>=< 89:; 1 An extended version of this paper [2] contains all the proofs, further details and examples. In particular, there we instantiate our theory to the case of linear weighted automata [6] .
Background Material on Coalgebras
We assume some prior knowledge of category theory (categories, functors, monads, limits and adjunctions). Definitions can be found in [3] . However, to establish some notation, we recall some basic definitions. We denote by Ord the class of all ordinals. Let Set be the category of sets and functions. Sets (and other objects) are denoted by capital letters X, Y, . . . and functions (and other morphisms) by lower case f, g, . . . , α, β, . . . We write ∅ for the empty set, 1 for the singleton set, typically written as 1 = {•}, and 2 for the two elements set 2 = {0, 1}. The collection of all subsets of a set X is denoted by P(X) and the collection of functions from a set X to a set Y is denoted by Y X . We write g • f for function composition, when defined. The product of two sets X, Y is written as X × Y , while the coproduct, or disjoint union, as X + Y . These operations, defined on sets, can analogously be defined on functions, yielding (bi-)functors. A category C is called concrete if a faithful functor U : C → Set is given.
Definition 2.1 (Coalgebra). Given an endofunctor
If C is concrete we can define behavioural equivalence. Given an F -coalgebra (X, α) and x, y ∈ U X, we say that x and y are behaviourally equivalent, written x ≈ y, if and only if there exist an F -coalgebra (Z, γ) and a homomorphism f : (X, α) → (Z, γ) such that U f (x) = U f (y). If a final Fcoalgebra exists, we have a simpler characterization of behavioural equivalence:
Example 2.2. (DA) A deterministic automaton over the alphabet A is a pair (X, α), where X is a set of states and α : X → 2 × X A is a function that to each state x associates a pair α(x) = o x , t x , where o x , the output value, determines if a state x is final (o x = 1) or not (o x = 0); and t x , the transition function, returns for each a ∈ A the next state. DAs are coalgebras for the functor F X = 2 × X A on Set. The final coalgebra for this functor is (P(A * ), ω) where P(A * ) is the set of languages over
where ε L determines whether or not the empty word is in the language (ε L = 1 or ε L = 0, resp.) and, for each input letter a,
From any DA (X, α), there is a unique homomorphism beh X into P(A * ) which assigns to each state its behaviour (that is, the language that the state recognizes). Two states are behaviourally equivalent iff they accept the same language.
Take A = {a, b} and consider the DAs on the right. We call the topmost (X, α) where X = {x, y, z} and α : X → 2×X
A maps x to the As an example of a coalgebra homomorphism, take the function e : X → Z mapping x, z to 3 and y to.
2
Non-deterministic automata (NDA) can be described as coalgebras for the functor 2 × P(−) A (on Set): to each input in A, we assign a set of possible successors states. Unfortunately, the resulting behavioural equivalence is not language equivalence (as for DAs), but bisimilarity (i.e., it only identifies states having the same branching structure). In [21, 13] , it is shown that in order to retrieve language equivalence for NDAs, one should consider coalgebras in a Kleisli category. In what follows, we introduce Kleisli categories, in which we model NDAs and CTSs as coalgebras. While objects in a Kleisli category are sets, morphisms are generalized functions that incorporate side effects, such as non-determinism, specified by a monad (see [3, 13, 18] ).
Definition 2.3 (Kleisli Category). Let (T : Set → Set, η, μ) (or simply T ) be a monad on Set. Its Kleisli category K (T ) has sets as objects and a morphism
In the following we will employ overloading and use the same letter to both denote a morphism in K (T ) and the corresponding function in Set. Furthermore, note that Set can be seen as a (non-full) subcategory of
To define coalgebras over Kleisli categories we need the notion of lifting of a functor, which we define here directly, but could otherwise be specified via a distributive law (for details see [13, 19] ): a functor F : K (T ) → K (T ) is called a lifting of F : Set → Set whenever it coincides with F on Set, seen as a subcategory of K (T ).
Since F and F coincide on objects, F -coalgebras in K (T ) are of the form X → T F X, where intuitively the functor F describes the explicit branching, i.e. choices which are visible to the observer, and the monad T the implicit branching, i.e. sideeffects, which are there but cannot be observed directly. In this way, the implicit branching is part of the underlying category and is also present in the morphism from any coalgebra into the final coalgebra. As in functional programming languages such as Haskell, the idea is to "hide" computational effects underneath a monad and to separate them from the (functional) behaviour as much as possible.
Example 2.4. (NDA) Consider the powerset monad T X = P(X).
The Kleisli category K (P) coincides with the category Rel of sets and relations. As an example of a lifting, take F X = A × X + 1 in Set (with 1 = {•}). The functor F lifts to F in Rel as follows: for any f :
Non-deterministic automata over the input alphabet A can be regarded as coalgebras in Rel for the functor F . A coalgebra α : X → F X is a function α : X → P(A×X +1), which assigns to each state x ∈ X a set which contains • if x is final and a, y for all transitions x a − → y. For instance, the automaton on the right is the coalgebra (X, α), where X = {1, 2, 3} and α : X → P({a, b}×X +{•})
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In [13] , it is shown that the final F -coalgebra (in Rel) is the set A * of words. For an NDA (X, α), the unique coalgebra homomorphism beh X into A * is the relation that links every state in X with all the words in A * that it accepts.
Example 2.5. (CTS)
We shortly discuss how to specify the example from the introduction in a Kleisli category. All the details can be found in [2] . We use the input monad T X = X A , where A is a set of conditions or inputs (for the example of the introduction A = {a,ā}).
). Note that a morphism f : X → Y in the Kleisli category over the input monad is a function f : X → Y A . For instance, the dashed arrows in the introduction describe a morphism in K (T ): state 2 is mapped to y if condition a holds and to z ifā holds.
We will use the countable powerset functor F X = P c (X) as endofunctor, which is lifted to K (T ) as follows: a morphism f :
The entire coalgebra α is represented by the matrix on the right.
A can be seen as a coalgebra for the functor
A in Set, which yields ordinary A-labelled transition systems. However, the resulting behavioural equivalence (that is, ordinary bisimilarity) would be inadequate for our intuition, since it would distinguish the states 1 and 6. In [2] , we prove that behavioural equivalence of F -coalgebras coincides with the expected one.
Minimization via (E, M)-Factorizations
We now introduce the notion of minimization of a coalgebra and its iterative construction that generalizes the minimization of transition systems via partition refinement. This notion is parametrized by two classes E and M of morphisms that form a factorization structure for the considered category C. 
In any category with an (E, M)-factorization structure, the classes E, M are closed under composition and factorizations of morphisms are unique up to iso (see [3] ). For Set we always consider below the factorization structure (E, M) with E = epimorphims (surjections) and M = monomorphisms (injections); for the category Set op we take the corresponding structure (M, E), i.e., where the epic part consists of functions that in Set are monomorphisms, analogously with E. Morphisms from E are drawn using double-headed arrows A B, whereas morphisms from M are depicted using arrows of the form A B. Whenever the endofunctor F preserves M-morphisms, which we assume in the following, the factorization structure can be straightforwardly lifted to coalgebra homomorphisms (see [17] ).
Assumption 3.2.
We assume that C is a complete category with a right (E, M)-factorization structure and C is E-cowellpowered, i. e., every object X only has a set of Equotients (i.e., E-morphisms with domain X up to isomorphism of the codomains). We also assume that F : C → C is a functor preserving M, i. e., if m ∈ M then F m ∈ M.
Definition 3.3 (Minimization).
The minimization of a coalgebra α : X → F X is the greatest E-quotient coalgebra. More precisely, the minimization is a coalgebra (Z, γ) with a homomorphism e : (X, α) (Z, γ) with e ∈ E such that for any other coalgebra homomorphism e : (X, α) (Y, β) with e ∈ E there exists a (necessarily) unique
(1) Since C is E-cowellpowered and E consists of epimorphisms, the Equotient coalgebras of a coalgebra (X, α) form a pre-ordered set: a quotient coalgebra e : (X, α) (Y , β ) is larger than e : (X, α) (Y, β) iff there exists a coalgebra
by the properties of factorization systems. Thus, the minimization is simply the greatest element in the pre-order of E-quotient coalgebras of (X, α).
(2) While in Set the minimization is also determined by the strict minimality of the number of states, this is not necessarily true for other categories (see Example 4.10).
(3) We often speak about (Z, γ) (without explicitly referring to the morphism e) or even just the object Z as the minimization of the given coalgebra. Theorem 3.8 will show that under Assumption 3.2 the minimization always exists, even when there is no final coalgebra. When the final coalgebra exists, minimization is the quotient of the unique morphism. 
Note that whenever the concretization functor U : C → Set maps M-morphisms to injections, x, y ∈ U X are behaviourally equivalent (x ≈ y) iff U e(x) = U e(y).

Example 3.6 (DA, Minimal Automata). Recall that DAs are coalgebras for the functor F X = 2 × X
A on Set (Example 2.2). In this case, minimization corresponds to the well known minimization of deterministic automata. For instance, the minimization of the top automaton (X, α) in Example 2.2 yields the automaton (Z, γ) (on the bottom).
We now describe a construction that -given a coalgebra (X, α) -obtains the minimization γ without going via the final coalgebra. This closely resembles the partition refinement algorithm for minimizing deterministic automata or for computing bisimilarity. Whenever the construction below becomes stationary, we obtain the minimization. In many examples the constructed sequence might even become stationary after finitely many steps. The construction is reminiscent of the construction (in the dual setting) of the initial algebra by Adámek [1] , for the coalgebraic version see Worrel [24] and Adámek and Koubek [4] . As in those papers, our construction works for ordinals beyond ω. Hereafter 1 denotes the final object of C. More precisely, there exists an ordinal i such that E i carries a coalgebra structure ε :
Construction 3.7 Recall the final chain W : Ord → C given by
W 0 = 1, W i+1 = F W i , W j = lim i<j W j (j a limit ordinal.)
This is the unique chain, up to natural isomorphism, whose connecting morphisms w i,j fulfil (a) w i+1,j+1 = F w i,j and (b) for limit ordinals they form a limit cone. As we do not assume that F has a final coalgebra, the chain W need not converge. Every coalgebra α : X → F X defines a unique canonical cone (α
is the minimization; for details see the proof of Theorem 3.8 in the extended version of this paper [2] . By the above theorem, minimizations always exist even when there is no final coalgebra. Worrell [24] shows that for a finitary functor F : Set → Set, the final chain W i converges at the final coalgebra in ω + ω iterations. The chain E i , instead, converges at the minimization in ω iterations.
Theorem 3.9. Let F : Set → Set be a finitary functor. Then for every F -coalgebra (X, α), its minimization is E ω .
In our examples, we will use the following construction which is closer to the standard minimization algorithm and to any reasonable implementation of Construction 3.7.
Theorem 3.10. The chain (E i ) i∈Ord of Construction 3.7 can also be defined as follows: (a) Factor the unique morphism d
(c) For a limit ordinal j, form a limit of the preceding chain (E i ) i<j , obtainingÊ j and e j : X →Ê j as mediating morphism. Factorê j into e j : X E j and n j : E j Ê j .
By instantiating the above construction to the case of DAs, we obtain the standard minimization algorithm by Hopcroft [16] .
Determinization via Reflections
For several categories there are no suitable factorization structures. This can for instance be observed in Rel, wherein we model non-deterministic automata as coalgebras. It is known that minimization of non-deterministic automata is not unique. The usual procedure is to first construct the corresponding deterministic automaton (via the powerset construction), which is then minimized in a second step. In this section, we will give a general framework for determinization-like constructions in the form of reflections, which can also be applied to other settings, such as conditional transition systems. For non-deterministic automata we will obtain an automaton which is "backward-deterministic", i.e., for every state and each letter there is exactly one predecessor. Then we will show how reflections can be combined with the minimization.
Definition 4.1 (Reflective Subcategory).
Let S be a subcategory of C. Let X be an object of C. An S-reflection for X is a morphism η X : X → X , where X is an Sobject, such that for every other morphism f : X → Y with Y in S there exists a unique
is called a reflective subcategory of C whenever each C-object has an S-reflection.
This definition is equivalent to saying that the functor embedding S into C has a left adjoint L : C → S called reflector. The morphisms η X form the unit of this adjunction.
In our examples in K (T ), the unit η of the reflection will not coincide with the natural transformation η of the monad T . It is well-known that for a monad T : Set → Set the category Set is coreflective in K (T ), whereas here we need a reflective subcategory. 
The reflection η X : X → P(X) relates an element x ∈ X with X ⊆ X if and only if x ∈ X .
(CTS) For K (T ) where T is the input monad, we have the following situation: since every function f : X → Y A corresponds to a function f : A × X → Y by currying, the category K (T ) is isomorphic to the co-Kleisli category over the comonad V X = A × X on Set. Hence, Set is both reflective and coreflective in K (T ). The reflection is the Kleisli morphism η X : X → A × X with η X (x)(a) = a, x . The reflector L coincides with V on objects and takes the product of the state set X with the label set A. More concretely, for a morphism f : ) . Let S be a reflective subcategory of a category C and let L : C → S be the reflector. Assume that S is preserved by the endofunctor F . Then, given a coalgebra α : X → F X in C we reflect it into S, obtaining a coalgebra α : LX → F LX by the following construction:
Definition 4.3 (Reflection of Coalgebras
X α G G ηX F X ηFX F ηX A A LX Lα G G α R R LF X ζX G G F LX
Note that the existence of a unique morphism ζ X is guaranteed by Definition 4.3, since F preserves S and hence F LX is an object of S.
Whenever C is a concrete category (with concretization functor U ) and x, y ∈ U X it holds that x ≈ y iff U η X (x) ≈ U η Y (y). Hence two states in U X are behaviourally equivalent if and only if this holds for their images in the reflected coalgebra.
That the above construction indeed gives a reflection of coalgebras for F is a special instance of a known result (see for instance Hermida and Jacobs [15] , Corollary 2.15).
Proposition 4.4. Let S be a reflective subcategory of C, which is preserved by the endofunctor F . The category of F -coalgebras in S is a reflective subcategory of the category of F -coalgebras in C.
A limit in a reflective subcategory S is also a limit in C. Hence, if the final coalgebra exists in the subcategory S, it is also the final coalgebra in C. In particular, whenever S is complete, the chain (W i ) (Construction 3.7) in S will coincide with the chain in C.
Example 4.5. (NDA) We will first study the effect of a reflection on a non-deterministic automaton, for which we use the reflective subcategory Set op of Rel (see Example 4.2). The effect of the reflection on coalgebras is a powerset automaton which is however "backwards-deterministic": more specifically, given a coalgebra α : X → A × X + 1 in Rel, the reflected coalgebra α : P(X) → A × P(X) + 1 is a relation which lives in Set op and, when seen as a function, maps a, X with X ⊆ X to ?>=< 89:; @ @ a y y {x ∈ X | ∃x ∈ X : a, x ∈ α(x)} (the set of a-predecessors of X ) and • to {x ∈ X | • ∈ α(x)} (the set of final states, the unique final state of the new automaton). For instance, the reflection of the NDA (X, α) in Example 2.4 is the above backwardsdeterministic automaton. Note that the above automaton has a single final state (consisting of the set of final states of the original automaton) and every state has a unique predecessor for each alphabet letter. Hence, it can be seen as a function α : A×Y +1 → Y (i.e., an algebra for the functor F Y = A × Y + 1). Note that Set is not a reflective subcategory of Rel -it is instead coreflective -and hence both categories have different final coalgebras. However for the reflective subcategory Set op , we have exactly the same final coalgebra as for Rel, which, as shown in [13] , is the initial algebra in Set.
(CTS) Now we come back to the Kleisli category K (T ) over the input monad T (see Example 2.5) and coalgebras with endofunctor P c . As discussed in Example 4.2, Set is a reflective subcategory of K (T ). On coalgebras reflection has the following effect: given a coalgebra α : X → P c (X) in K (T ) we obtain a reflected coalgebra α :
That is, we generate the disjoint union of |A| different transition systems, each of which describes the behaviour for some a ∈ A. For instance, the reflection of CTS (1) (formally introduced in Example 2.5, see also the introduction) is CTS (2) from the introduction.
We now consider other forms of factorizations that do not conform to Definition 3.1. (CTS) For Set, the reflective subcategory of K (T ), where T is the input monad, we use the classical factorization structure with surjective and injective functions. Given a morphism f :
A with f m (y)(a) = y for all a ∈ A, i.e., f m is simply an injection without side-effects. Note that
Note that pseudo-factorizations enjoy the diagonalization property as in Definition 3.1 whenever g is a morphism of S. However pseudo-factors are not necessarily closed under composition with the isos of C. Assumption 4.8. We assume that S is a reflective subcategory of C. We also assume that an endofunctor F of C is given preserving S. And S and F fulfil Assumption 3.2. Note that we do not have to require here that C is complete. As it is clear from the proof of Theorem 4.9 (see the extended version of this paper [2] ) Construction 3.7 and the construction in Theorem 3.10 can be straightforwardly adapted to pseudo-factorizations instead of factorizations: The quotients E i and the chain e j,i of connecting morphisms obtained in variants (i)-(iv) are identical and live in the subcategory S. Since S is reflective in C we obtain the same results when taking the limit in C or in S, respectively. Variant (iii) allows to tightly integrate minimization with a determinization-like construction, i.e., to do both simultaneously instead of sequentially. For practical purposes it is usually the most efficient solution, since it avoids building the final chain of Construction 3.7 and the reflected coalgebra of Definition 4.3 which both usually involve significant combinatorial explosion.
Example 4.10. (NDA) Theorem 4.9 suggests two ways to build the minimization of an NDA (and thus checking the equivalence of its states). We first apply Construction (iv) to the NDA (X, α) in Example 2.4 and then we illustrate Construction (iii). Recall that the reflection of (X, α) into Set op is (P(X), α ) in Example 4.5. By applying Construction 3.7 (with the factorization structure of Set op ), we remove from (P(X), α ) the states that are not related to ?>=< 89:; 123 any word in the final coalgebra or, in other words, those states from which there is no path to the final state. Intuitively, we perform a backwards breadth-first search and the factorizations make sure that unreachable states are discarded. The resulting automaton is illustrated above. Construction (iii) can be understood as an efficient implementation of Construction (iv): we do not build the entire (P(X), α ), but we construct directly the above automaton by iteratively adding states and transitions. We start with state 3, then we add 23 and ∅ and finally we add 123. All the details are shown in [2] .
The minimized NDA can be thought of as a canonical representative of its equivalence class. The quest for canonical NDAs (also referred to as "universal") started in the seventies and, recently, an interesting kind of canonical NDAs (calledátomata) has been proposed in [8] . In [2] , we show that our minimized NDAs coincide withátomata of [8] . This provides a universal property that uniquely characterizesátomata (up to isomorphism), namely theátomaton of a regular language is the minimization of any NDA accepting the language.
It is worth noting that the automaton obtained above is precisely the automaton in the third step of the well-known Brzozowski algorithm for minimization of nondeterministic automata [7] , which, in a nutshell, works as follows: 1) given an NDA reverse it, by reversing all arrows and exchanging final and initial states; 2) determinize it, using the subset construction, and remove unreachable states; 3) reverse it again; 4) determinize it, using the subset construction, and remove unreachable states. In our example, we are doing steps 1)-3) but without the explicit reversal. Our automata do not have initial states, but steps 1)-3) are independent on the specific choice of initial states, because of the two reversals.
Example 4.11. (CTS)
Recall the coalgebraic description of CTS given in Example 2.5: the base category is K (T ), where T is the input monad and F = P c is the countable powerset functor. CTS (1) of the introduction is the coalgebra α : X → P c (X) represented by the table in Example 2.5.
We describe the algorithm in Theorem 4.9(iii) with the pseudo-factorization of Example 4.7 (Construction (iv) only consists in the standard minimization of the reflected coalgebra α , that is CTS (2) of the introduction). We start by taking the unique morphism d 0 : X → 1 into the final object of K (T ), that is 1 = {•}. At the iteration i, we obtain e i via the pseudo-factorization of d i = n i •e i , and then we build d i+1 = F e i •α. The iterations of the algorithm are shown in the following tables below. 
The algorithm reaches a fixed-point at iteration 3, since there is an iso ι :
It is easy to see that the above transition system is isomorphic to the one from the introduction having states x, y, z. Moreover, the coalgebra morphism e 3 : (X, α)
, illustrated in the table above, corresponds to the dashed arrow of the introduction, where 2 is mapped to {∅} (= y) if a holds, and to ∅ (= z) ifā holds.
Conclusion, Related and Future Work
In this work, we have introduced a notion of minimization, which encompasses several concepts of "canonical" systems in the literature, and abstract procedures to compute it. Our approach only relies on (pseudo-)factorization structures and it is completely independent of the base category and of the endofunctor F . Together with appropriate reflections, this allows to compute minimizations of interesting types of systems that, for the purpose of minimization, cannot be regarded as coalgebras over Set, such as non-deterministic automata and conditional transition systems. For non-deterministic automata, which we model as coalgebras in Rel following [13] , the result of the proposed algorithm coincides with the one of the third step of Brzozowski's algorithm [7] . The resulting automata are not minimal in the number of states (it is well-known that there exists no unique minimal non-deterministic automata), but they correspond toátomata, recently introduced in [8] .
The example of conditional transition systems is completely original, but it has been motivated by the work in [14, 10] , which introduces notions of bisimilarity depending on conditions (which are fixed once and for all). The setting of [10] is closer to ours, but no algorithm is given there. Our algorithm can be made more efficient by considering CTSs where conditions are boolean expressions. We already have a prototype implementation performing the fixed-point iteration based on binary decision diagrams. Moreover, our coalgebraic model of CTSs provides a notion of quantitative bisimulations that can be seen as a behavioural (pseudo-)metric. We plan to study how our approach can be integrated to define and compute behavioural metrics.
As related work, we should also mention that the notion of minimization generalizes simple [22] and minimal [12] coalgebras in the case where the base category is Set with epi-mono factorizations. Moreover, several previous studies (e.g. [17, 9, 23] ) have pointed out the relationship between the construction of the final coalgebra (via the final chain [24, 4] ) and the minimization algorithm. For instance, in case of regular categories the chain of quotients e i : X E i (Construction 3.7) corresponds to the chain K i X × X of their kernel pairs, which is precisely the relation refinement sequence of Staton [23, Section 5.1]. However, none of these works employed reflections for determinization-like constructions, that is exactly what allows us to minimize coalgebras in categories not equipped with a proper factorization structure, such as non-deterministic automata and conditional transition systems.
In future work we will study general conditions ensuring finite convergence: it is immediate to see that for any functor on Set with epi-mono factorizations, the sequence E i of a finite coalgebra converges in a finite number of iterations. However, discovering general conditions encompassing all the examples of this paper seems to be non-trivial.
Preliminary research suggests that by integrating our approach with well-pointed coalgebras [5] , we might obtain an explicit account of initial states. Indeed, given the reachable part of a pointed coalgebra for a set functor (which is defined through the canonical graph of Gumm [11] ), the result of its minimization is a well-pointed coalgebra, i. e., a pointed coalgebra with no proper subcoalgebra and no proper quotient.
In addition we plan to study how our work is related to [20] , which also recovers Brzozowski's algorithm in an abstract categorical setting.
