A class of integral equations is investigated, particular examples of which occur in the consideration of certain three-and four-part mixed boundary-value problems in applied mathematics. A constructive method is given for reformulating the integral equations as Fredholm integral equations of the second kind and three examples are examined in detail to illustrate the general methods developed in the paper. 0 1985 Academic Press, Inc.
INTRODUCTION
In a previous paper [ 1 ] we have examined a class of Fredholm integral equations of the first kind which arise in the study of some dual and triple integral and series equations occurring in several types of mixed boundaryvalue problems in applied mathematics. In that paper we gave a constructive method for reformulating the integral equations as Fredholm integral equations of the second kind from which the solutions of the original equations can be determined.
In this paper we extend the discussion to another class of integral equations of the type = h(x), y<x<6, (1.2) where b < y and the kernel function can take either of the forms ax, Y) = ux, y: co, 0 = min(x, y), (1.3) 392
AHNERANDLOWNDES
The precise definitions of L,(x, y: a) and M;(x, 1%: 6) will be given in Sections 2 and 3, respectively, where it is shown that the problem of determining the solution functions f',(y) and fi( 11) in terms of the known functions g(x) and h(x) can be reduced to that of solving a Fredholm integral equation of the second kind.
To illustrate the general methods three specific examples are then considered. In Section 4 a set of quadruple series equations involving Jacobi polynomials is investigated and using the algorithm developed in Section 2, it is readily shown that the solution of the equations can be found from the solution of a Fredholm integral equation of the second kind. Section 5 is devoted to the solution of some quadruple integral equations involving modified Bessel functions by means of the algorithm described in Section 3. As a check on the methods it is shown that limiting cases of our solutions are identical with those found by Lowndes [2, 3] for the solutions of some analogous sets of triple series and triple integral equations.
In the final section of the paper we discuss the solution of some triple integral equations that arise in certain diffraction problems. This set of equations will be seen to be complementary to the triple integral equations investigated in [ 11; but they are not amenable to solution by the method described in that paper.
INTEGRAL EQUATIONS WITH THE KERNEL L,(x,y:O)
We shall first of all consider the problem of determining the solution functions f,(x) and fi(x) of the integral equations = h(x), h<x<c, (2.2) where a < 6, IT = min(x, y), g(x) and h(x) are prescribed functions and in general the kernel function has the form
In the above definition 4(t) is a given nonzero function and the functions p,(t, x), i= 1,2, are the known kernels of the following integral operators
4) 06y<x<66c, x which are assumed to have unique inverses denoted by (P,(y, x)) -' and (P*(x, 6)) ~ ', respectively.
The integral equations (2.1) and (2.2) can be written as
On inverting the orders of integration in these equations and using the definitions (2.3) and (2.4), we find that they assume the operational forms
where we have written F,(x) = mx, Q)fi(X), F*(x) = fY(X~ c).f2z(x). (2.9) Applying the inverse operators (P,(O, x)))' and (P,(b, x))-' to Eqs. (2.7) and (2.8), respectively, we get
where G(x) and H(x) are the known functions
(2.12)
On eliminating F,(x) between Eqs. (2.10) and (2.11) we find that F2(x) satisfies the equation which after some obvious simplification reduces to
where
is known. Using the definitions (2.9) we can write
and from Eqs. (2.14) and (2.17) we find that F2(x) satisfies the operational integral equation On taking /l = d, a = 3, = max(x, y) in definition (3.3) and substituting the resulting expression for MA(x, y: d) in Eqs. (3.1) and (3.2) we find, after inverting the orders of the integrations, that the integral equations take on the operational forms
where we have written
Applying the operator (P:(x, d))-' to Eq. (3.5) we see that U,(x) and ur(x) are related through the equation where the free term
is a known function.
(3.12)
Once U,(x) has been found from this equation the solution function U,(X) can be obtained from Eq. (3.7). The function U,(x) then follows from Eq. (3.9) and finally the solution function uz(x) can be determined from Eq. (3.8).
THE SOLUTION OF SOME QUADRUPLE SERIES EQUATIONS
To illustrate an application of the algorithm developed in Section 2 we shall now investigate the solution of a set of quadruple series equations involving Jacobi polynomials.
We consider the problem of determining the coefficients A,, it = 0, 1, 2,..., which satisfy the quadruple series equations (QSE) "
where O<a<b<c<l, cr+l>p>v, O<v<l, g,(x) and prescribed functions, where 6,,, is the Kronecker-delta and
From [2] we have the result that The above integral equations can be seen to be a special case of the general equations discussed in Section 2. On comparing Eqs. (2.1), (2.2), and (2.3) with Eqs. (4.14), (4.15), and (4.9), respectively, we see that we must take g(
Associated with the kernel functions pr =p2 we can, following Eqs. where O< y <x < 6, which, by the assumption that 0~ v < 1, have the inverses
Using the above results and the general solution given in Section 2 we can now write down the solutions of Eqs. (4.14) and (4.15) and hence obtain the solution of the QSE.
The solution coefficients A,, n = 0, 1, 2,..., of the QSE are given in terms of the functionsf,(x) andf,(x) by Eq. where &t)=t"-"+I(1 -t)Gp"--l and the free term X(x) is the known function sin vrc 5
Once the function F,(x) has been determined from Eq. (4.22), f2(x) can be found from Eq. (4.19); F,(x) is then obtained from Eq. (4.20) andf,(x) calculated from Eq. (4.18). Finally knowing fi(x) and f2(x) the solution coefficients A, which satisfy the QSE can be determined using Eq. (4.13).
It is of interest to note that in the limiting case when c -+ 1 the QSE reduce to the triple series equations of the second kind solved by Lowndes [2] and the above solution (with c = 1) is then identical with his solution. 
THE SOLUTION OF SOME QUADRUPLE INTEGRAL EQUATIONS
A set of quadruple integral equations which occur in the solution of some mixed boundary-value problems involving the wave equation is as follows is the solution function to be determined, g,(x) and h,(x) are prescribed functions and K,(px), Re(p)>O, is the modified Bessel (Macdonald) function. These equations will be seen to be an extension of the triple integral equations solved in a previous paper c31.
Two relevant results which we shall require are given in [3] and will be stated below for easy reference.
The Kontorovich-Lebedev transform of the function f(v), 0 < y < co, is defined by (5.5) with the inversion formula m=~joz t sinh(nt) F(t) K,,(py) At. (5.14)
The above equations are a special case of the integral equations investigated in Section 3 and using the general solution given there we can find the solution functions U,(X) and u2(y) in the following way.
In the definition (5.9) of the kernel Mj')(x, y: co) we see that $(f)=e-*p",p, =p2= (t-X)-("+(1/2)) and the associated Abel-type integral operators are As a check on the method we see that as c + cc the QIE reduce to the triple integral equations considered in [3] and the above solution, apart from a difference in notation, becomes identical with the solution given in that paper.
THE SOLUTION OF SOME TRIPLE INTEGRAL EQUATIONS
In this final section of the paper we examine a set of triple integral equations which occur in some three-part mixed boundary-value problems in diffraction theory.
We consider the problem of finding the function A(t) which satisfies the triple integral equations (TIE) [4] and are different from the set of triple integral equations discussed in [ 11.
As a first step in solving the TIE we introduce two functions fi(x) and f2(x) defined by the equations Associated with the kernel functions ~,(t, .u), i= 1, 2, we can define the integral operators We are now in a position to use the general results of Section 2 to write down the solution functionsf,(x) andf,(x) of the pair of integral equations (6.7) and (6.8).
Using Eqs. 2(x) = I&P, B-P: h, x)CW) -ZAP -$9 P -B: 0, a) W)l, (6.32) are all known functions. When the functions fi(x) and f*(x) have been determined from Eqs. (6.26) to (6.32) the solution function A(t) of the TIE then follows from Eq. (6.6).
If we make h 4 co the TIE reduce to the dual integral equations solved in [1] and in this case the above solution can be shown to reduce to the solution in agreement with the one given in that paper.
