The evolution problem for a quantum particle confined in a 1D box and interacting with one fixed point through a time dependent point interaction is considered. Under suitable assumptions of regularity for the time profile of the Hamiltonian, we prove the existence of strict solutions to the corresponding Schrödinger equation. The result is used to discuss the stability and the steady-state local controllability of the wavefunction when the strenght of the interaction is used as a control parameter.
Introduction
We consider the evolution problem for a quantum particle confined in a 1D bounded domain and interacting with one fixed point through a delta shaped potential whose strength varies in time. The Hamiltonian associated to this class of potentials, denoted in the following with H α(t) , is defined in terms of a time dependent parameter, α(t), which describes the time profile of the interaction. Under suitable regularity assumptions, we study the dynamical system defined by H α(t) , its stability properties and the local controllability of the dynamics when α is used as a control function.
General conditions for the solution to the quantum evolution equation related to non autonomous Hamiltonians, H(t), have been long time investigated (e.g. in [20] , [18] and [12] ). When the operator's domain D(H(t)) depends on time (as in the case of time dependent point interactions), the Cauchy problem
was explicitely considered in [15] by Kisyński using coercivity and C 2 loc -regularity of t → H(t). A similar assumption, α ∈ C 2 loc (t 0 , +∞) in the above notation, is used in the works of Yafaev [21] , [22] and [23] (with M. Sayapova) to prove the existence of a strongly differentiable time propagator for the scattering problem with time dependent delta interactions in R 3 . Such a condition, however, can be relaxed by exploiting the explicit character of point interactions. The dynamics associated to this class of operators, indeed, is essentially described by the evolution of a finite dimensional variable related to the values taken by the regular part of the state in the interaction points (e.g. in [4] , [11] , [2] ). This leads to simplified evolution equations allowing rather explicit estimates under Fourier transform. Using this approach, the quantum evolution problem for a 1D time dependent delta interaction has been considered in [14] . In particular, it D Ω + V (x) + u(t)W (x), where ∆ D Ω is the Dirichlet Laplacian in the bounded domain Ω ⊂ R m , while u is used as a control function. The particular setting: m = 1, V = 0 and W (x) = x, corresponding to a quantum particle confined in a 1D box and moving under the action of a time dependent uniform eletric field, has been considered in [6] . The exact controllability of the quantum state was proved, in this case, in H 7 -neighbourhoods of the steady states by using u ∈ L 2 (0, T ) controls with T > T m > 0 (actually a simpler version of this proof holding for all T > 0 is given in [8] ). For the same system, the exact controllability between neighbourhoods of any couple of eigenstates is discussed in [7] . In the more general setting, with V, W ∈ C ∞ Ω , R and m being any space dimension, differents approximate controllability results in L 2 have been presented in [10] and [16] . An example concerned with singular pointwise potentials is presented in [1] , where point interaction Hamiltonians are used to construct a general scheme allowing to steer the system between the eigenstates of a drift operator H 0 (the 1D Dirichlet Laplacian). The idea is to introduce adiabatic perturbations of the spectrum of H 0 producing eigenvalues intersection, while controlling the state's evolution through the adiabatic theorem. The result is the approximate state to state controllability in infinite time. The particular case of 1D point interactions is also related to control problems on quantum graphs where these Hamiltonians naturally arise.
In Section 4, the nonlinear map α → ψ T , associating to the function α the solution at time T of (2), is considered for a fixed initial state ψ 0 ∈ D(H α(0) ). This can be regarded as a control system where the control parameter is α and the target state is ψ T . Using the regularity properties of the time propagator, we show that:
. Then, the local controllability relies on the surjectivity of the corresponding linearized map according to an inverse function argument. This point is considered in Section 4.2 where a general condition for the solution of the linearized control problem is given in (98)-(99) and proposition 16. When ψ 0 coincides with an even eigenstate of the Diriclet Laplacian, this scheme provides with a result of local steady state controllability in finite time.
The Model
Point interactions form a particular class of singular perturbations of the Laplacian supported by finite set of points. In R d , d ≤ 3, these Hamiltonians have been rigorously defined using the theory of selfadjoint extensions of symmetric operators (e.g. in [4] ). The definition easily extends to the case of bounded regions by taking into account the Dirichlet conditions on the boundary for the functions in the operator's domain (e.g. in [9] ). In what follows we consider a delta perturbation of the Dirichlet Laplacian, centered in the origin of the interval I = [−π, π]. In terms of quadratic forms, this family of Hamiltonians acts on H 1 0 (I) as
where ∆ D I is the Dirichlet Laplacian on the interval, δ is the Dirac distribution centered in the origin, while α is a real parameter. The operator's domain D(H α ) extends to all those vectors ψ ∈ L 2 (I), such that: Fix x ′ ∈ I; whenever z does not belong to the spectrum of ∆ to those vectors ψ ∈ D(H * 0 ) fulfilling the selfadjoint boundary conditions (e.g. in [5] and [18] )
The following proposition is a rephrasing of the result in [4] in the bounded domain case.
and denote with H α the family of selfadjoint extensions of H 0 associated to the boundary condition (12) . The following representation holds:
Moreover, for z ∈ C\R, ϕ ∈ L 2 (I), the resolvent (H α + z) −1 writes as:
Remark 2 Although the representation: ψ = φ λ + qG λ 0 (·, 0) may change with different choices of λ, the operator H α depends only on the value of the parameter α related to the interaction's strength.
Next we assign α as a function of time and consider the non autonomous system defined by
The mild solutions are
where e 
where the scalar product in L 2 is defined according to:
v. This relation suggests to replace the distributional part at the r.h.s. of (17) with
The essential informations about the dynamics described in (19) - (20) are contained in the auxiliary variable q, usually referred to as the charge of the particle (e.g. in [4] ). In what follows, the solution of the above problem is considered under suitable regularity assumptions for α. The equivalence with the original Cauchy problem (16) is further addressed. Finally, the dependence of this solution from α, considered as a control parameter, is investigated. Our result is exposed in the following theorem.
) and let ψ T (ψ 0 , α), q(t, ψ 0 , α) respectively denote the solution at time T and the charge as functions of the intial state and of the parameter α. The following properties hold.
1) The system (19) - (20) admits an unique solution ψ t ∈ C(0, T ;
in the sense of Fréchet. Moreover, the 'regular part' of the solution at time T , defined by:
The proof is developed in the Propositions 9, 12, 14 and in the Theorem 17 of sections 3 and 4.
Notation: The Sobolev spaces are denoted with H ν or H ν 0 in the case of Dirichlet boundary conditions. The notation ' ' is to be intended as '≤ C' where C is a suitable positive constant.
The existence of the dynamics
In what follows the existence of solutions to (16) is discussed under the assumption: α ∈ H 1 (0, T ). Our strategy consists in using the mild approach described by (19) - (20) . It articulates in two steps: First we prove that (20) admits an unique solution in H 1 (0, T ), for any finite time T and any α ∈ H 1 (0, T ). This result is then used to obtain estimates for the solution of (16).
The charge equation
Let consider the linear map U
Remark 4 Depending on the value of T , some of the functions e −iλ k t may belongs to the standard basis e iωnt ; ω = 2π T n∈Z of the space L 2 (0, T ). In particular, for:
The (22) will be often used as an auxiliary condition in the forthcoming analysis.
Lemma 5 Let H T denotes the Hilbert subspace
equipped with the H 1 -norm. The map U (21) is bounded in H T with the estimate
Proof. We use the standard basis
the vectors e iωnt write as
Assume that T fulfills the condition (22) and, consequently, e −iλ k t forms a subset of e iωnt ; ω = 2π T n∈Z . This choice allows to avoid small divisors, while it does not imply any loss of generality. With this assumption, the above expression writes as
and the expansion
follows, q n denoting the n-th Fourier coefficient of q (in particular:
).
Let S = n ∈ Z : ωn / ∈ {−λ k } k∈D ; we have
This allows to write
where Π S is the projector over the subspace spanned by e iωnt n∈S
. Using (25) and the above relation, the Fourier expansion of U q writes as
Consider the contributions to U q: i) The norm of the first term at the r.h.s. of (26) is bounded by
ii) For the second term, one has
iii) The remaining term is a superposition of L 2 -functions:
Its n-th Fourier coefficient is formally expressed by:
To study the sum at the r.h.s, the relation
arising from (8) and (9), is used. According to (7) and (30), it follows
This leads to
Consider the map T : f n → f n k∈D i λ k +ωn in ℓ 2 (S). Using (32), T can be identified with the limit of the sequence of finite rank maps:
operator norm. Thus, it defines a compact operator in ℓ 2 (S) (e.g. in Theorem VI.12, [19] ), and we get n∈S k∈D
k∈D n∈S
The estimates (27), (28) and (34) yield
This can be obviously extended to any finite timeT ∈ (0, +∞) by fixing NT ∈ N such that: 8πNT ≥T and setting T = 8πNT in (22) . Next, consider q ∈ H T . An integration by part of (21) gives
Due to the asymptotic behaviour of the coefficients
and
In the next Lemma we give an iteration scheme for the solution of charge-like equations.
has a unique solution in H 1 (0, T ) allowing the estimate
where P(·) is a suitable positive polynomial.
Proof. Since Lemma 5 provides with an estimate of U f in the H T -norm, we introduce the variable w(t) = v(t) − v(0). In this setting, our problem writes as
Next, the regularity of R(t) is considered. Using the definition of U , and the explicit expansion
R(t) writes as
where the last term at the r.h.s. is
Recalling that H 1 (0, T ) is an algebra w.r.t. the product, the above relation and f, ϕ ∈ H 1 (0, T ) imply: R ∈ H 1 (0, T ). Taking into account the initial condition R(0) = 0 (following from the definition of the rescaled variable and the operator U in (42)), we get: R ∈ H T (see (23)).
Next consider the term ϕ i π U w in (42). For w ∈ H T and ϕ ∈ H 1 (0, T ), the Lemma 5 yields
for any t ∈ [0, T ] and for a suitable C > 0. To construct a global solution, we notice that, for fixed T, C > 0, ϕ ∈ H 1 (0, T ), there exist δ > 0 and a finite set {t j } N j=1 , t 0 = 0 and t j > t j−1 , fulfilling the conditions
with c δ < 1, depending on δ. According to (46) and (48) 
The definition:
This can be extended to larger times by the following iteration scheme:
with the source term R j+1 depending at each step on the past solution 1 [0,tj ] q. From this definition, it follows: R j+1 (t j ) = 0, while an integration by part gives
(53) where (44) have been taken into account. If v ∈ H 1 (0, t j ), all the contributions at the r.h.s. of (53) are H 1 (0, T ) and R j+1 ∈ H tj+1−tj . Then, the contractivity property of the operator, expressed by (51), implies the existence of an unique solution w j+1 ∈ H tj+1−tj with the bound
Starting from (49), an induction argument based on the itarated use of (54) leads to
where P(·) is a positive polynomial. A first application of this Lemma gives an H 1 -bound for the solutions to the charge equation. i) The equation (20) admits an unique solution q ∈ H 1 (0, T ) such that
where P (·) is a positive polynomial, C λ,φ λ 0 is a positive constant depending on λ ∈ C\R and φ λ 0 . ii) For a fixed ψ 0 ∈ D(H α(0) ), the map α → q is locally Lipschitzian in H 1 (0, T ).
Proof. i) With the notation introduced in (21), the charge equation is
Using the decomposition:
, holding for λ ∈ C\R (we refer to Proposition 1), this equation rephrases as follows
Consider e 
and consider the corresponding solutions to (57) q andq. The initial values depends on α andα through the conditions
while the difference u = q −q solves the equation
From the previous point, we have: e 
Solution of the evolution problem
Next we consider the system (19)-(20) with
Due to the result of Lemma 6, the equation (20) has a unique solution q ∈ H 1 (0, T ). This can be used to show that the corresponding evolution, defined by (19) ; from the definition of the operator's domain (see (13) ), any ψ ∈ D(H α(t) ) can be represented as the sum of a 'regular' part plus a Green's function
with q fulfilling (20) . In the mild sense, the evolution of the regular part is
Next we consider the operator
Proof. Let q t = 1 (0,t) q and N T be the smallest integer such that: 8πN T ≥ T . By definition (see (22) ), e −iλ k s k∈N forms a subset of the standard basis in L 2 (0, 8πN T ). The Fourier coefficients of q t along these frequencies are
and the inequality
holds. It follows
For q ∈ H 1 (0, T ), an integration by part gives
while, using the relation:
For the first term at the r.h.s. of (74), the asymptotic behaviour of the coefficients λ 1 2 k = k 2 and the assumption: q ∈ H 1 (0, T ) implies:
) . For the remaining term, we proceed as before: let q 
It follows
The above estimates lead us to
Proof. The proof articulates in two steps. We first consider the conditions
. Then we discuss the equivalence of the system (19)- (20) with the initial problem. Proof. 1) Using the notation introduced in (68), the solution ψ t of (19)- (20) writes as
with q ∈ H 1 (0, T ) solving the charge equation (20) . For w(t) = q(t) − q(0), ψ t writes as
Due to the regularity of φ λ 0 , one has:
: an integration by part gives
Using the estimate (72) in Lemma 8, this relation gives:
and an explicit computation lead to
It follows:
2) The regular part of ψ t writes as
Using once more the decomposition:
and w(t) = q(t) − q(0), we get
The regularity of φ F (1, t) , Q(t) is
For the remaining term, F (w, t) − w(t)G λ 0 (·, 0), it has already been noticed that F (w, t) is continuously embedded into H 1 0 (I); the same holds for
0 (I) and w is continuous. Moreover, a direct computation of the Fourier coefficients of
from which it follows
Then, the estimate (72) in Lemma 8 yield:
0 (I) ; this, together with the boundary condition −q(t) = α(t)ψ t (0) (arising from the equation (20)), assures that ψ t ∈ D(H α(t) ) at each t.
Next we discuss the last point of the Proposition. The continuity in time of the map ψ t and (19) allow to write: ψ(·, t = 0) = ψ 0 . According to (79)-(81), the derivative i∂ t ψ t is
On the other hand, from definition (14) one has
Making use of (83)- (85) and (87), this writes as
Combining the above relations, it follows
i d dt ψ t − H α(t) ψ(x, t) = 0 in L 2 (I).
Stability and local controllability
The evolution problem (16) defines a map Γ(α, ψ 0 ) associating to the coupling parameter, α, and the initial state, ψ 0 , the solution at time T . According to the notation introduced in (21) and (68), it writes as
The local controllability in time T of the dynamics described by (16) , when α is considered as a control parameter, is connected with the following question: for ψ 0 ∈ D(H α(0) ), does α exists such that Γ(α, ψ 0 ) = ψ T for arbitrary ψ T in a neighbourhood of ψ 0 ? In what follows, we fix the initial state ψ 0 and discuss the regularity of the map α → Γ(α, ψ 0 ). Hence, this control problem will be considered in the local setting where ψ 0 concides with a steady state of the Dirichlet Laplacian and α is small in H 
is continuous.
Proof. The continuity of V has been discussed in Lemma 6. Next we consider the differential map
. Due to Theorem 10, it is enough to prove that
Then, the
and the continuous dependence from α follows from Lemma 6 and proceeding as in Corollary 7.
Moreover, the regular part of the solution at time T , Γ(α) − V (α)(T )G λ 0 , considered as a function of α, is of class
Proof. The continuity of Γ(α) follows directly from the continuity of the map α → V (α) and the estimate (77) in Lemma 8. Next consider the differential map Γ ′ :
Our aim is to prove that Γ ′ is continuous in the operator norm. Due to the Theorem 10, it is enough to prove that α → d
The linearized map
Next we discuss the surjectivity of the linearized map d This also implies that the state at the initial and finial times possesses only regular part. Thus, Proposition 12 become:
It is whorthwhile to notice that, when ψ 0 is given by a linear superposition of eigenstates of odd kind (i.e. ψ k = sin k 2 x, k even), the source term in (91), e it∆ ψ 0 (0), is null at each t, and the charge, V (α) in the above notation, is identically zero. In these conditions, the particle does not 'feel' the interaction and the evolution is simply determined by the free propagator e 
This choice also implies that Γ takes values in W, as can be cheked by its explicit formula. Due to Proposition 14, one has:
Let ψ T ∈ W be a target state for the linear transformation (98)-(99). We address the following question:
w.r.t. the variable ρ. Denoting with c k the Fourier coefficients of ψ T in the basis {ψ k } k∈D , the above equation is equivalent to
This is a trigonometric moment problem; the existence of solutions is established by K. Beauchard and C. Laurent in [8] for arbitrary values of T > 0 according to the following result.
Theorem 15 Let T > 0 and {ω k } k∈N0 , with N 0 = N∪ {0}, be an increasing sequence of [0, +∞) such that ω 0 = 0 and lim
Proof. The proof rephrases the one given in Corollary 1 of [8] , where the authors discuss the existence in L 2 ((0, T ) , R) under the particular condition: c ∈ ℓ 2 (N 0 , C), c 0 ∈ R. For sake of completeness we give a sketch of it.
Let define: ω −n = −ω n for n ∈ N 0 . According to the result of [13] (referred as Theorem 1 in [8] ), the family e . This condition is equivalent to the existence of an isomorphism J (we refer to Proposition 20 in [8] ):
To any choice ofc there corresponds an unique solution to (102) defined by J −1 (c). When the λ k coincide with the frequencies of the standard basis (101) can be also interpreted as a constraint over the Fourier coefficients of the function ρ. In this case, it is possible to give a solution of the problem respecting Dirichlet boundary conditions. These remarks are summarized in the following proposition.
Proposition 16
The following properties hold: 1) For {c k } ∈ ℓ 2 (D) and T > 0, (101) admits infinitely many solutions ρ ∈ L 2 (0, T ).
2) Let T ≥ 8π. For any ψ T ∈ W, it is possible to find at least one ρ ∈ H 1 0 (0, T ) solving (100).
Proof. 1) Let ψ T = k∈D c k ψ k , and consider the corresponding moment equation (101). For k ∈ D, we set: k = 2n − 1, ω n = λ 2n−1 with n ∈ N, and ω 0 = 0; with this notation, our problem writes asc n = T 0ρ (s)e iωns ds, n ∈ N 0 (103)
According to theorem 15, (103) admits infinitely many solutionsρ ∈ L 2 (0, T ), which are determined by fixing the extensions of the families e iωns andc n,T to n ∈ Z. 2) For T = 8π, the functions e 
Since the regularity of ψ T ∈ W implies: k 2 c k ∈ ℓ 2 (D), it follows ρ ∈ H 1 0 (0, T ). For T > 8π, the target ψ T is attained by ρ such that: ρ| t∈[0,8π] = ρ 0 is a solution of (100) in H 1 0 (0, 8π) and ρ(t ≥ 8π) = 0.
In order to solve the inverse problem related to (98)-(99), we proceed as follows: for a target state ψ T ∈ W, Proposition 16 allows to determine (at least one) q ∈ H Proof. As remarked at the beginning of this section, for ψ 0 ∈ W, the map Γ is C 1 (H 1 0 (0, T ), W). Moreover, under our assumptions, d α Γ is surjective for α = 0. Then, by the Local Surjectivity Theorem (e.g. [17] ) we know that there exists an open neighbourhood V × P ⊆ H 1 0 (0, T ) × W of (0, Γ(0)) such that the restriction Γ| V : V → P is surjective. By definition, Γ(0) = e −iλkT ψk and P is a neighbourhood of ψk in W.
