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Abstract
We provide a mathematical technique leading to the construction of exact analytic solutions of the classes of
Abel’s nonlinear ordinary differential equations (ODEs) of the second kind, as well as of the restricted form of the
Abel nonlinear ODE of the first kind.
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1. Introduction
Several basic particular nonlinear ordinary differential equations (ODEs) in mathematical physics and
nonlinear mechanics are reduced to equivalent equations of the classes of Abel’s nonlinear ODEs of
the second kind by means of various admissible functional transformations. There also exist admissible
functional transformations [1,2] that can reduce the general Abel equation of the second kind, as well
as the restricted form of the Abel equation of the first kind, to an Abel equation of the second kind of
the normal form yyx − y = f (x), where f is an arbitrary function. This last equation does not admit
exact analytic solution in terms of known (tabulated) functions, since only special cases (depending on
the form of the function f (x)) can be solved in parametric form [1–3].
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This paper deals with the possibility of construction of exact analytic solutions of the above mentioned
Abel nonlinear ODE of the second kind of the normal form. Our goal is the development of a
mathematical technique leading to exact analytic solutions concerning the prescribed equation. Thus,
exact solutions for the complete Abel equation of the second kind and the restricted form of the Abel
equation of the first kind can also be constructed. In Part II, that follows, we prove that the above
mentioned construction can be applied to extract exact analytic solutions for the classes of Emden-
Fowler’s nonlinear ODEs, as well as of other unsolvable second-order nonlinear ODEs in mathematical
physics and nonlinear mechanics.
2. Some results of the class of Abel’s equations
Before we address the issue of the construction of exact analytic solutions of the Abel ODE of the
second kind of the normal form, we will mention briefly some results of the class of these equations. The
general form of the Abel equation of the second kind is
[g1(x)u + g0(x)]ux = f2(x)u2 + f1(x)u + f0(x). (1)
Here the notation ux = du/dx , ux x = d2u/dx2, . . . is used for the total derivatives.
It is well-known that there exist admissible functional transformations [1, pp. 26–27], [2, pp. 46; 50]
that can reduce (1) to the normal form
yyX − y = f (X). (2)
In addition, it is also well-known that the substitution u(x) = 1/y(x) transforms the restricted form of
the Abel equation of the first kind
ux = f3u3 + f2u2 + f1u (3)
to Eq. (2).
The solution of (2) can generally be obtained parametrically by differentiation or through the use
of integration factors [1, p. 27], [3, pp. 32–35; 45–48]. We must underline here that for f (X) arbitrary,
Eq. (2), and thus Eqs. (1) and (3), are unsolvable in terms of known (tabulated) functions. Special cases of
restricted forms for (2), (1) and (3), that admit exact parametric solutions, are tabulated in [2, pp. 29–55].
In 1933 G. Julia [2, p. 27; type (b)] introduced a functional relation between the variable coefficients
of Eq. (1) that can lead to the exact general solution of this equation. Thus, if the coefficients of (1) satisfy
the functional relation
g0(2 f2 + g1x ) = g1( f1 + g0x ), g1 = 0, (4)
then Eq. (1) admits the general solution
g1u2 + 2g0u
g1 J
= 2
∫ f0
g1 J
dx + C, (5)
where C is an integration constant and J the integrating factor J (x) = exp(∫ 2 f2g1 dx).
In what follows, using as guideline the Julia construction, we shall provide an analytic solution of the
Abel equation of the second kind of the normal form (2) for f (X) arbitrary. This means that the general
Abel equation of the second kind (1), as well as the restricted form of the Abel equation of the first kind
(3), admit exact analytic solutions too.
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3. Exact analytic solutions of the Abel equation of the second kind of the normal form
We now consider the Abel nonlinear ODE of the second kind of the normal form
yyx − y = F(x), (6)
in which y and F are sufficiently differentiable functions in the subinterval [x1, x2]. Our study is to try to
construct exact analytic solutions of (6) in the above mentioned subinterval. We introduce the functional
transformation
y(x) = f1(x)n(ξ), ξ = ξ(x) (7)
and we reduce Eq. (6) to the form
f 21 ξx nnξ + f1 f1x n2 − f1n = F(x), (8)
where f1(x), ξ(x) and n(ξ) are to be determined. Introducing a new differentiable function g(x) one
rewrites (8) as
( f 21 ξx n + g)nξ − 2F = (− f 21 ξxn + g)nξ − 2 f1 f1x n2 + 2 f1n,
which can split into the following two Abel equations:
( f 21 ξx n + g)nξ = G(x) + 2F(x), (9)
(− f 21 ξxn + g)nξ − 2 f1 f1x n2 + 2 f1n = G(x), (10)
where G(x) is a fifth new differentiable function. Note that both g(x) and G(x) are also to be determined.
We apply the Julia construction developed in the previous section on both Abel’s equations (9) and
(10) and we extract, after suitable integrations and taking simultaneously ξ(x) = x , the following
results:
g = f 21 ξ(x) = f 21 , f1 =
x + 2λ
2
(x = −2λ), (11a)
n2 + 2n − 8
∫ G + 2F
(x + 2λ)2 dx = 0, (11b)
n2 − 2n + 8
(x + 2λ)4
∫
(x + 2λ)2G dx = 0, (11c)
where λ is an integration constant. Note that only the subsidiary function G(x), as well as n(x), are now
to be determined.
Supposing, without loss of generality, real roots of the quadratic equations (11b) and (11c), and solving
them for n by equating simultaneously the results, we obtain the unique relation√
ω2 − M = ω√1 + N − 2ω, (12)
in which
ω = (x + 2λ)2 = (2 f1)2, M = 8
∫
ω Gdx, N = 8
∫ G
ω
dx + 16
∫
F
ω
dx . (13)
Finally, squaring and differentiating (13) we deduce
6ωωx + Mx + 2(1 + N)ωωx + ω2Nx − 8
√
1 + Nωωx − 2ω2 Nx√1 + N = 0. (14)
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Introducing Mx and Nx by way of (13) into the last relation we define the following cubic equation for
(1 + N)1/2:
(1 + N)3/2 − 4(1 + N) +
[
3 + 4(G + F)
x + 2λ
]
(1 + N)1/2 − 4 G + 2F
x + 2λ = 0. (15)
The classical substitution
(1 + N)1/2 = N + 4
3
(16)
reduces (15) to the Cardan form
N 3 + pN + q = 0, (17)
where
p = −a
2
3
+ b, q = 2
(a
3
)3 − ab
3
+ c, a = −4, b = 3 + 4(G + F)
x + 2λ ,
c = −4(G + 2F)
x + 2λ . (18)
It is well-known that the solution of the cubic equations (17) can be expressed in exact analytic form,
depending on the sign of the discriminant
Q =
( p
3
)3 + (q
2
)2
. (19)
Thus, the real roots of (17) are the following:
Case a: Q < 0 (p < 0)
N 1 = 2
√
− p
3
cos
α
3
, N 2 = −2
√
− p
3
cos
α − π
3
, N 3 = −2
√
− p
3
cos
α + π
3
;
cos α = − q
2
√
− ( p3 )3
, 0 < α < π. (20)
Case b: Q > 0
N = 3
√
−q
2
+√Q + 3√−q
2
−√Q. (21)
Case c: Q = 0
N 1 = 2 3
√
−q
2
, N 2 = N 3 = − 3
√
−q
2
. (22)
The real roots of the cubic equation (15) for all the above cases are found by the formula (16).
From now on, by the third of (13) together with the substitution (16) we obtain
N(x) = 8
∫ G
ω
dx + 16
∫
F
ω
dx =
[
N (x) + 4
3
]2
− 1, (23)
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while combining (12) together with (11c), we extract√
1 + 8
∫ G + 2F
ω
dx = 2 + (n − 1), (24)
which, because of (23), performs the following solution for n(x) in terms of the unknown function G(x):
n = N (x) + 1
3
= [N(x) + 1]1/2 − 1. (25)
Summarizing, we provide the following results:
n(x) = N (x) + 1
3
= √1 + N(x) − 1, N(x) = 8 ∫ G + 2F
(x + 2λ)2 dx =
[
N (x) + 4
3
]2
− 1,
M(x)
ω2
= 8
(x + 2λ)4
∫
(x + 2λ)2G(x)dx =
[
N (x) + 1
3
][
5
3
− N (x)
]
;
N (x) = as in Eqs. (20)–(22) in terms of G(x).
(26)
It is easy now to show that the already constructed solution n(x) given in (25) verifies all the transformed
Abel equations (8)–(10), if and only if the derivative N x of the function N (x) is given by the
differentiation of the second of Eqs. (26). In other words, the set
n(x) = N (x) + 1
3
, N x = 4(G + 2F)
(x + 2λ)2 [N (x) + 43] (27)
verifies all the above mentioned Abel equations. Indeed, introducing (27) together with the expression
(11a) into the Abel equations above, one always extracts the cubic equation (15) (or equivalently (17))
which is identically equal to zero. For example, introducing (27) into Eq. (10) we obtain(√
1 + N − 2
) 2(G + 2F)
x + 2λ =−
(√
1 + N − 1
)2 √
1 + N
+ 2
(√
1 + N − 1
)√
1 + N − 2G
x + 2λ,
that coincides with the cubic equation (15).
Since to a similar result one leads for the original Abel equation (6), we can write the solution of (6)
in terms of the unknown subsidiary function G(x) as follows:
y(x) = 1
2
(x + 2λ)
[
N (x) + 1
3
]
,
N (x) = as in Eqs. (20)–(22).
(28)
In determining the subsidiary function G(x) we refer to the solution (25) together with the Abel
equation (9) (or (10)), or equivalently with the following system of equations resulting from the
combination of them:
( f1 f1x n2 − f1n − F)(n + 1) + n(G + 2F) = 0, (29)
nx = f1xf1 n
2 − 1f1 n +
F + G
f 21
. (30)
The first of these equations, by way of the first of (27), results in the cubic equation (17) (or (15)). The
same holds true for the Riccati equation (30) if the set of Eqs. (27) will be used.
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By the functional transformation
n(x) − 1 = N (x) − 2
3
= H(ξ), ξ = ln |x + 2λ| (31)
we reduce the Riccati equation (30) to the normal form
H ξ = H2 − [1 − 4(G + F)e−ξ ], (32)
which, evidently, because of the above results, admits a particular solution given by the set of equations
H(ξ) = N (ξ) − 2
3
, N ξ = 4(G + 2F)N (ξ) + 43
e−ξ . (33)
It is well-known [2, p. 2] that, if Eqs. (33) constitute a particular solution of (32), then the general solution
is given by the formulae
H G(ξ) = N (ξ) − 23 + A(ξ ); A(ξ ) =
ϕ(ξ)
C − ∫ ξ0 ϕ(ξ)dξ ;
ϕ(ξ) = exp
{
2
∫ ξ
0
[
N (ξ) − 2
3
]
dξ
}
, N ξ = 4(G + 2F)N (ξ) + 43
e−ξ
(34)
where C is an integration constant. For verification, inserting the two first of (34) into Eq. (32) we obtain
N ξ −
(
N − 2
3
)2
+ 1 − 4(G + F)e−ξ = −Aξ + A2 + 2
(
N − 2
3
)
A. (35)
Using the expression for N ξ given in Eqs. (34) one observes that the left-hand side of this equation results
in the cubic equation (17) (or (15)), while its right-hand side is a Bernoulli for A(ξ ) equation, the general
solution of which is given by the second of Eqs. (34). Furthermore, the same set of Eqs. (34) must be the
solution of the general Abel equation (8), which in (ξ , H)-coordinates can be written as
(H + 1)H ξ = −H2 + 1 + 4Fe−ξ . (36)
Inserting (34) into (36) and manipulating accordingly by using simultaneously substitutions (34) and
(16), we extract the following (different from Eq. (15)) cubic equation:
2(1 + N)3/2 + (3A − 4)(1 + N) + (A2 − 4A)(1 + N)1/2 + 4(G + 2F)
x + 2λ = 0. (37)
Both cubic equations (15) and (37) are sufficient for the elimination of N(x) and the evaluation of the
subsidiary function G(x) in terms of the second member F(x) of the original Abel equation (6), a fact
that also ensures the construction of the general solution of this Abel equation. But since Eq. (37) is a
strongly nonlinear integral equation, this construction seems to be in general impossible.
However, for the elimination of the subsidiary function G(x) and thus the construction of an exact
analytic solution of the original Abel equation (6), one defines a functional relation by the following
procedure. We ask for a solution of the Riccati equation (32) such that
lim
ξ→+∞ H G(ξ) = limξ→+∞
[
N (ξ) − 2
3
]
, lim
ξ→−∞
H G(ξ) = lim
ξ→−∞
[
N (ξ) − 2
3
]
. (38)
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By means of (34) the above assertions ensure the equation∫ +∞
−∞
ϕξ dξ = 0. (39)
It is also well-known [4, p. 406, type 3.722.8] that ∫ +∞−∞ cos(αξ)β−ξ = +π sin(αβ), α > 0.
Setting α = 1 and β = 0, the above integral becomes∫ +∞
−∞
cos ξ
−ξ dξ = 0. (40)
Combination of (39) and (40) results in
ϕξ =
cos ξ
−ξ ⇒ ϕ(ξ) = −
∫ +∞
ξ
cos ξ
ξ
dξ = ci(ξ) = C + ln ξ +
∫ ξ
0
cos t − 1
t
dt,
ci(ξ) = C + ln ξ +
∞∑
v=1
(−1)v ξ
2v
(2v)(2v)! ,
(41)
where C is the Euler constant (C = 0.5772156649015325. . .) and ci(ξ) the cosine integral
[4, p. 928, 823].
By the above solution we extract the equation
2
∫ ξ
0
(
N − 2
3
)
dξ = ln |ci(ξ)|,
and consequently the expression
N − 2
3
= −1
2
cos ξ
ξci(ξ)
= F(ξ). (42)
Thus, the first of Eqs. (34) becomes
H (ξ) = −1
2
cos ξ
ξci(ξ)
+ ci(ξ)
C − ∫ ci(ξ)dξ
obeying the assertion (40), since limξ→∞ H(ξ) = 0. But, in order for the function N − 2/3 = F(ξ)
defined in (42) to be a solution of the Riccati equation (32), and thus of the original Abel equation (6),
the fourth of Eqs. (34) must be also valid, that is
N ξ = 4(G + 2F)e
−ξ
N + 4/3 = Fξ =
1
2
ci(ξ)(ξ sin ξ + cos ξ) + cos2 ξ
[ξci(ξ)]3 . (43)
The above results complete the solution of the Abel equation (6). Summarizing, this solution is given as
follows:
y(x) = 1
2
(x + 2λ)
[
N (x) + 1
3
]
, (44)
where N (x) are the real roots (Eqs. (20)–(22)) of the following cubic equation:
N 3(ξ) + p N (ξ) + q = 0, (45)
162 D.E. Panayotounakos / Applied Mathematics Letters 18 (2005) 155–162
in which
ξ = ln |x + 2λ|;

p = −a
2
3
+ b, q = 2
(a
3
)3 − ab
3
+ c;
a = −4, b = 3 + 4(G + F)e−ξ , c = −4(G + 2F)e−ξ ;
G(ξ) = 1
16
[(ξ sin ξ + cos ξ) A(ξ) + cos2 ξ ](4ξ A(ξ) + cos ξ)
[ξ A(ξ)]3
e−ξ − 2F(ξ),

A(ξ) = ci(ξ) = the cosine integral = C + ln ξ +
∞∑
v=1
(−1)v ξ
2v
(2v)(2v)! ;
λ = integration constant;
F = F(ξ) = any second member of the original Abel equation (6).
(46)
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