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Abstract. We study the influence of geometric and dynamical anisotropies on the development of flow
harmonics and, simultaneously, on the second- and third-order oscillations of femtoscopy radii. The analysis
is done within the Monte Carlo event generator HYDJET++, which was extended to dynamical triangular
deformations. It is shown that the merely geometric anisotropy provides the results which anticorrelate
with the experimental observations of either v2 (or v3) or second-order (or third-order) oscillations of the
femtoscopy radii. Decays of resonances significantly increase the emitting areas but do not change the
phases of the radii oscillations. In contrast to the spatial deformations, the dynamical anisotropy alone
provides the correct qualitative description of the flow and the femtoscopy observables simultaneously.
However, one needs both types of the anisotropy to match quantitatively the experimental data.
PACS. 25.75.-q, 25.75.Ld, 24.10.Nz
1 Introduction
Search for the signals of a new state of matter, quark-gluon
plasma (QGP), is one of the main goals of experiments on
heavy-ion collisions at (ultra)relativistic energies at mod-
ern colliders RHIC and LHC and at coming soon facilities
FAIR and NICA. The QGP is formed during the short
highly non-equilibrium stage, when two relativistic nuclei
smash each other and produce a hot expanding fireball.
The quark-gluon plasma in the fireball quickly relaxes to
thermodynamic equilibrium. Since the plasma is not be-
lieved anymore to be a weakly interacting gas of quarks
and gluons but rather considered to be a strongly inter-
acting liquid [1], its further evolution is treated within
the framework of relativistic hydrodynamics [2,3]. Fire-
ball expansion leads to a decrease of the temperature,
and at a certain moment it reaches the temperature of
quark-hadron phase transition. The QGP hadronizes, but
the fireball continues to expand until the thermal contact
between the particles is lost. This is the stage of ther-
mal freeze-out. After the decays of resonances, individual
hadrons will hit various detectors. The main problem for
both theoreticians and experimentalists is to search for
the QGP fingerprints on the reconstructed particle yields
and energy spectra.
Anisotropic collective flow of hadrons in non-central
heavy-ion collisions appears to be one of the few signals ex-
tremely sensitive to even a small amount of created quark-
a e-mail: larissa.bravina@fys.uio.no
gluon plasma. The flow is analyzed in terms of Fourier se-
ries expansion of particle distribution in azimuthal plane
[4,5]
dN
dφ
∝ 1 + 2
∞∑
n=1
vn cos [n(φ− ΨEP,n)] . (1)
Here φ is the azimuthal angle between the particle trans-
verse momentum and the participant event plane, and
ΨEP,n denotes the azimuth of the event plane of n-th flow
component, respectively. The Fourier coefficients vn rep-
resent the flow harmonics,
vn = 〈〈cos [n(φ− ΨEP,n)]〉〉 . (2)
The averaging in Eq. (2) is performed over all particles in
a single event and over all events. The first coefficients are
dubbed directed, v1, elliptic, v2, triangular, v3, quadran-
gular, v4, flow, and so forth. The reason of the anisotropic
flow development in the system is the translation of the
spatial anisotropies εn of the overlapping zone into the
momentum anisotropies vn of final hadronic distribution.
Recall that because of the initial state fluctuations the
spatial anisotropies occur even in very central nuclear col-
lisions. Also, momentum anisotropy may arise due to the
non-isotropic azimuthal dependence of the transverse ve-
locity of expanding fireball which leads to the adjustment
of the collective flow gradients in various directions. To
distinguish between the two sources of particle momen-
tum anisotropy we will call it geometric and dynamical
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anisotropy, respectively. These anisotropies should affect
the two-particle femtoscopy correlations used to restore
the size and the shape of the emitting source.
Generally, the femtoscopy correlations [6,7,8] are mea-
sured as a function of pair relative momentum four vector
q. An invariant form of this momentum difference com-
monly used in the one dimensional correlation analysis is
qinv =
√
q2
0
− |q|2, and the correlation function (CF) is
represented by a single-Gaussian
CFsingle(qinv) = 1 + λ exp
(−R2invq2inv) , (3)
where the parameters Rinv and λ indicate the size of the
emitting source and the correlation strength, respectively.
Note that Rinv in Eq.(3) is defined in the pair rest frame
(PRF).
The more advanced technique is the 3-dimensional cor-
relation analysis. Here the momentum and directional de-
pendence of the correlation function can be used to get
information about the shape of the emission region and
the duration of the emission in order to reveal the de-
tails of the production dynamics [8,9,10]. In such a 3D
analysis the correlation functions are studied in terms of
the out, side and longitudinal components of the relative
momentum vector q = {qout, qside, qlong} [11,12]. Here
the longitudinal component of the vector q is parallel to
the beam axis. The orthogonal transverse components,
qout and qside, are oriented in such a way that the di-
rection of qout is parallel to the pair transverse velocity,
and {qout, qside, qlong} ≡ {qo, qs, ql} is a right-handed sys-
tem. The corresponding widths of the CF are commonly
parametrised in terms of the Gaussian correlation radii
Ro, Rs, Rl and their cross terms
CF (q, Φ) − 1 =
λ exp
[−R2o(Φ)q2o −R2s (Φ)q2s −R2l (Φ)q2l (4)
−R2o,s(Φ)qoqs −R2o,l(Φ)qoql −R2s,l(Φ)qsql
]
,
where Φ ≡ φpair is the azimuthal angle of the pair three-
momentum with respect to the reaction plane z-x deter-
mined by the longitudinal direction and the direction of
the impact parameter vector. This 3D analysis is per-
formed in the so-called longitudinal comoving system (LC-
MS), in which the pair momentum along the beam axis is
zero. In the boost-invariant case, the transverse-longitu-
dinal cross terms out , long and side, long vanish in the
LCMS frame, whereas the out , side cross term can be
present.
The analysis is usually carried out for different collision
centralities; and avarage transverse momentum of the pair
ranges kT = (pT,1 + pT,2)/2. A more differential femto-
scopic analysis is performed in bins of∆φn = φpair−ΨEP,n
defined in the range (0, pi), where ΨEP,n is the n-th order
event-plane angle.
In the Gaussian approximation, the radii in the Eq.(4)
are related to space-time variances via the set of equations
[13]:
R2s =
〈x˜2〉+ 〈y˜2〉
2
− 〈x˜
2〉 − 〈y˜2〉
2
cos(2Φ)− 〈x˜y˜〉 sin(2Φ) ,
R2o =
〈x˜2〉+ 〈y˜2〉
2
+
〈x˜2〉 − 〈y˜2〉
2
cos(2Φ) + 〈x˜y˜〉 sin(2Φ)
− 2βT
[〈t˜x˜〉 cos(Φ) + 〈t˜y˜〉 sin(Φ)] + β2T 〈t˜2〉 , (5)
R2l = 〈z˜2〉 − 2βl〈t˜z˜〉+ β2l 〈t˜2〉 ,
R2o,s = 〈x˜y˜〉 cos(2Φ)− 1/2(〈x˜2〉 − 〈y˜2〉) sin(2Φ)
+ βT
[〈t˜x˜〉 sin(Φ)− 〈t˜y˜〉 cos(Φ)] .
Here βl = kz/k
0, βT = kT/k
0, and Φ = φpair , respectively.
The space-time coordinates x˜µ are defined relative to the
effective source center 〈xµ〉 as x˜µ = xµ − 〈xµ〉. The aver-
ages are taken with the source emission function S(t,x, k)
[13]
〈f(t,x)〉 =
∫
d4xf(t,x)S(t,x, k)∫
d4xS(t,x, k)
. (6)
The sensitivity of femtoscopy correlations alone, and
together with directed, elliptic or triangular flow, to the
source anisotropy was studied in many papers, see, e.g.,
[13,14,15,16,17,18,19,20] and references therein. For the
analysis the authors have employed an ideal hydrodynamic
model, a toy Gaussian-source model, the Buda-Lund model
[21], and the blast-wave model [22]. The study of second-
order (i.e., with respect to reaction plane of elliptic flow)
and third-order (with respect to the reaction plane of tri-
angular flow) harmonic oscillations of the femtoscopy radii
has shown that geometric anisotropy seems to determine
the second-order radii oscillations [15], whereas the third-
order oscillations are dominated by the triangular flow
anisotropy [18]. The possibility of disentangling of geo-
metric and dynamical anisotropies by means of the simul-
taneous analysis of the flow harmonics and femtoscopy
observables becomes a very popular topic nowadays.
In our analysis of disentangling between the both ani-
sotropies we apply the HYDJET++model [23,24,25] which
relies on parametrisation of the freeze-out state similar to
the Buda-Lund model and the Cracow model THERMI-
NATOR [26]. The major difference between the models is
that HYDJET++ treats also hard processes in addition to
parametrised hydrodynamics. Since the model allows one
to switch on/off both dynamical and geometric anisotropy
parameters independently, in the present paper we inves-
tigate the separate influence of each factor on elliptic v2
and triangular v3 flow and, simultaneously, on the radii
Rside, Rout, Rlong of the fireball. The model employs a
very extensive table of resonances with more than 360
baryons, mesons, and their antistates. Therefore, it would
be very tempting to examine the influence of resonance
decays on the oscillations of the femtoscopic radii.
The paper is organized as follows. Description of HY-
DJET++ is given in Sec. 2. Special attention is paid to
parameters responsible for formation of geometric and dy-
namical second-order and third-order anisotropies of the
fireball. Section 3 presents the results concerning the influ-
ence of key anisotropy parameters of the model on both
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the flow harmonics and the femtoscopy radii simultane-
ously. Conclusions are drawn in Sec. 4.
2 HYDrodynamics with JETs (HYDJET++)
HYDJET++ is a model of relativistic heavy ion collisions
which incorporates two independent components: the soft
hydro-type state and the hard state resulting from the
medium-modified multi-parton fragmentation. The details
of the model and corresponding simulation procedure can
be found in the HYDJET++ manual [23]. Its input pa-
rameters have been tuned to reproduce the experimental
LHC data on various physical observables [24,25] mea-
sured in Pb+Pb collisions at center-of-mass energy 2.76
TeV per nucleon pair, namely, centrality and pseudora-
pidity dependence of inclusive charged particle multiplic-
ity, transverse momentum spectra and pi±pi± correlation
radii in central Pb+Pb collisions, momentum and cen-
trality dependencies of elliptic and higher-order harmonic
coefficients. The main features of the model valuable for
the current studies are briefly listed below.
The soft component represents the hadronic state gen-
erated on the chemical and thermal freeze-out hypersur-
faces obtained from the parametrisation of relativistic hy-
drodynamics with preset freeze-out conditions (the adapted
event generator FAST MC [27,28]). It is supposed that a
hydrodynamic expansion of the fireball ends by a sudden
system breakup (“freeze-out”) at given temperature T .
The scenario with different chemical and thermal freeze-
outs is implemented in HYDJET++. It means that par-
ticle number ratios are fixed at chemical freeze-out tem-
perature T ch, while the effective thermal volume Veff and
hadron momentum spectra being computed at thermal
freeze-out temperature T th ≤ T ch.
The direction and strength of the elliptic flow in the
model are governed by two parameters. The spatial aniso-
tropy ε2(b) represents the elliptic modulation of the final
freeze-out hypersurface at a given impact parameter b,
whereas the momentum anisotropy δ2(b) deals with the
modulation of flow velocity profile. The transverse radius
of the fireball reads
Rell(b, φ) = Rf(b)
√
1− ε2
2
(b)√
1 + ε2(b) cos 2φ
, (7)
where
Rf(b) = R0
√
1− ε2(b) . (8)
In the last equation R0 denotes the freeze-out transverse
radius in case of absolutely central collision with b = 0.
Then, the spatial anisotropy is transformed into the mo-
mentum anisotropy at the freeze-out, because each of the
fluid cells is carrying a certain momentum. Dynamical
anisotropy implies that the azimuthal angle of the fluid
cell velocity, φcell, does not coincide with the azimuthal
angle φ, but rather correlates with it [28] via the nonlin-
ear function containing the anisotropy parameter δ2(b)
tanφcell
tanφ
=
√
1− δ2(b)
1 + δ2(b)
. (9)
As was mentioned in [28], in case of δ2 6= 0 even the spheri-
cally symmetric source can mimic the spatially contracted
one. Both δ2(b) and ε2(b) can be treated independently for
each centrality, or may be related to each other through
the dependence of the elliptic flow coefficient v2(ε, δ2) ob-
tained in the hydrodynamical approach [13]:
v2(ε2, δ2) ∝ 2(δ2 − ε2)
(1− δ2
2
)(1 − ε2
2
)
. (10)
To extend the model for triangular flow we have to
introduce another parameter, ε3(b), which is responsible
for the spatial triangularity of the fireball. The altered
radius of the freeze-out hypersurface in azimuthal plane
reads
R(b, φ) = Rell(b)[1 + ε3(b) cos [3(φ− ΨEP,3)]] . (11)
The experimental data indicate that elliptic flow does not
correlate with triangular flow. Therefore, the event plane
of the triangular flow, ΨEP,3, is randomly oriented with
respect to the plane ΨEP,2, which is fixed to zero in the
model, thus providing the independent generation of ellip-
tic and triangular flow. Triangular dynamical anisotropy
can be introduced, for instance, via the parametrisation
of maximal transverse flow rapidity [23]
ρmaxu (b) = ρ
max
u (0) {1 + ρ3(b) cos [3(φ− ΨEP,3)] + . . .} ,
(12)
where u is the 4-velocity of the fluid cell. In this case we are
getting the triangular modulation of the velocity profile on
the whole freeze-out hypersurface by introducing the new
anisotropy parameter, ρ3(b). Again, this parameter can
be treated independently for each centrality, or can be ex-
pressed through the initial ellipticity ε0(b) = b/2RA, with
RA being the radius of colliding nuclei. The particular role
of each of the anisotropy parameters, ε2, δ2, ε3, and ρ3, in
the formation of the flow harmonics and femtoscopy cor-
relations is clarified in Sec. 3.
The approach for the hard component is based on
the PYQUEN jet quenching model [29] modifying the
nucleon-nucleon collisions generated with PYTHIA 6.4 ev-
ent generator [30]. The radiative partonic energy loss is
computed within BDMPS model [31,32,33], whereas the
collisional energy loss due to elastic scatterings and the
dominant contribution to the differential scattering cross
section being calculated in the high-momentum transfer
limit [34,35,36]. The effect of nuclear shadowing on par-
ton distribution functions is taken into account for hard
component using the impact parameter dependent para-
metrization [37] obtained in the framework of Glauber-
Gribov theory.
To study the femtoscopy momentum correlations, it is
necessary to specify a space-time structure of a hadron
emission source. The treatment of the coordinate infor-
mation for particles from soft component and for low mo-
mentum jet particles (with pT < 1 GeV/c) in the model
is similar: such particles are emitted from the fireball of
radius Rf at mean proper time τf with the emission du-
ration ∆τf . Similar to any Bjorken-like model with cylin-
drical parametrisation, HYDJET++ transforms the az-
imuthal anisotropy of the freeze-out hypersurface into the
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azimuthal anisotropy of the particle momentum distribu-
tion proportionally to a term (p sinhYT/T
th) cos (φ− ϕ)
[23], arising in scalar product of 4-vectors of particle mo-
mentum and flow velocity of the fluid element. Here φ
and ϕ are the azimuthal angles of the fluid element and
of the particle, respectively, and YT is the transverse flow
rapidity. Four-coordinates of high momentum jet particles
(with pT > 1 GeV/c) are coded in a bit different way [24],
but this aspect of the model is out of the current paper
scope and does not affect our present consideration.
Further details of the HYDJET++model can be found
elsewhere [23,24,25]. The model was successfully applied
for the description of various signals in ultra-relativistic
heavy ion collisions, including elliptic [38,39] and trian-
gular flow [40,41], higher flow harmonics up to hexagonal
flow [25,42,43], azimuthal dihadron correlations (ridge)
[44], event-by-event fluctuations of the flow harmonics [45],
and flow of mesons with open and hidden charm [46].
3 Influence of dynamical and geometric
anisotropies on flow and femtoscopy
observables
We consider Pb+Pb collisions at
√
s = 2.76 TeV. HY-
DJET++ describes the differential elliptic and triangu-
lar flow quite well, as one can see in Fig. 1(a,b) where
both flow harmonics, calculated for events with central-
ity σ/σgeo = 20− 30%, are compared with the CMS data
[47]. Recall, that the model employs ideal hydrodynam-
ics, therefore, the falloff of both v2(pT) and v3(pT) af-
ter a certain transverse momentum about 2.5-3 GeV/c
is due to the jet influence. Jets themselves do not carry
anisotropic flow apart from the small anisotropy caused by
the jet quenching. Therefore, when hadrons produced in
hard processes begin to dominate the particle spectrum at
pT ≥ 3 GeV/c, the magnitudes of both harmonics, v2(pT)
and v3(pT), drop.
Figure 2 shows the correlation radii Rout, Rside, and
Rlong of charged pion pairs as functions of the pair trans-
verse momentum kT with |η| < 0.8 in 5% of most central
lead-lead collisions at
√
s
NN
= 2.76 TeV. The results of the
HYDJET++ simulation are plotted onto the ALICE data
[48]. One can see that the model reproduces the measured
kT-dependencies of the correlation radii Rout and Rlong
very well, and overestimates by about 8% the correspond-
ing distribution for Rlong.
To describe both flow harmonics and femtoscopy ob-
servables simultaneously the whole set of parameters re-
sponsible for geometric and dynamical anisotropy was ap-
plied. Now, for the sake of clarity, we start with investi-
gation of individual influence of geometric and dynamical
deformations on elliptic flow and related to it second-order
femtoscopy radii oscillations. Recall briefly the observed
main tendencies in the elliptic flow development and fem-
toscopy radii distributions with respect to the event plane
ΨEP,2 [49]. Differential elliptic flow of charged particles,
vch2 (pT) is positive, R
2
side has a dip at ∆φ2 = φpair −
ΨEP,2 ≃ pi/2, whereas R2out demonstrates quite distinct
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Fig. 1. (a) Elliptic flow vs. pT of charged hadrons at
|η| < 0.8 in Pb+Pb collisions at √s = 2.76 TeV with cen-
trality 20−25%. Solid circles and solid squares are v2{2} and
v2{LY Z} from CMS [47], open circles and histogram are
v2{EP} and v2(ΨEP,2) for HYDJET++ events, respectively.
(b) The same as (a) but for the triangular flow v3(pT).
maximum there. In contrast, distribution R2long(∆φ2) ap-
pears to be rather flat.
The triangular flow is excluded in HYDJET++ by set-
ting both triangularity parameters, ε3 and ρ3, to zero.
Then, we consider isotropic expansion model in which the
direction of the flow vector of a fluid cell coincides with
its velocity vector. In this particular case δ2 = 0 and the
only parameter causing the elliptic anisotropy of particle
spectra is ε2. Figure 3 displays the azimuth distributions
of the three radii squared together with differential elliptic
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Fig. 2. pi±pi± correlation radii as functions of pion pair trans-
verse momentum kT in 5% of most central PbPb collisions at√
s
NN
= 2.76 TeV. Solid curves show the HYDJET++ calcu-
lations, full circles denote the ALICE data [48].
flow v2(pT) for calculations with ε2 = 0.3 and ε2 = −0.3
of Pb+Pb collisions at centrality 20% ≤ σ/σgeo ≤ 30%. 1
We see that for ε2 = 0.3 the radii squared reproduce
qualitatively the trends observed experimentally, whereas
the differential elliptic flow is negative at pT ≤ 5 GeV/c.
The latter result is obviously wrong. On the other hand,
one can get positive v2(pT) distribution by switching to
negative value ε2 = −0.3, but in this case the azimuthal
oscillations of R2side and R
2
out are out-of-phase, as depicted
in Fig. 3. Decays of resonances increase all three radii but
do not shift the phases of radii oscillations. Therefore, bare
geometric anisotropy of the fireball cannot describe the
true behavior of both elliptic flow and femtoscopic radii
simultaneously.
If, in contrast, we will allow for only dynamical elliptic
anisotropy in the system by setting ε2 = 0 and δ2 = ±0.3,
the picture will be drastically changed, as presented in
Fig. 4. Positive value of δ2 provides positive pT-differential
elliptic flow, as well as local minimum of R2side accompa-
nied by local maximum of R2out at ∆φ2 ≈ pi/2, respec-
tively. Similar to the case with pure spatial anisotropy,
the positions of extrema in radii oscillations are insensi-
tive to the decays of resonances, although the magnitudes
of the oscillations are increased. Calculations with neg-
ative value of δ2 result in a completely wrong behavior,
namely, in negative elliptic flow and pi/2-shift of the oscil-
lation phase for the femtoscopy radii.
Oscillations of the femtoscopic radii squaredR2out, R
2
side,
and R2long of charged pion pairs with respect to the tri-
angular flow plane ΨEP,3 in Pb+Pb collisions at
√
s =
2.76 TeV were studied by ALICE Collaboration in [50].
Several centralities from 10−20% to 40−50% were exam-
ined, and the general tendencies appeared to be as fol-
lows. In the interval 0 ≤ ∆φ3 ≤ 2, ∆φ3 = φpair −
ΨEP,3, both, R
2
side and R
2
out, have maxima at pi/3, whereas
the distribution R2long(∆φ3) is more flat, although the
1 From here the choice of the anisotropy parameters in the
model is arbitrary in order to demonstrate qualitative features
of the distributions. The statistics of generated events varies
between 1.5 and 2 million Pb+Pb collisions with centrality
σ/σgeo = 20− 30%.
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Fig. 3. The azimuthal dependence of (a) R2side, (b) R
2
out,
(c) R2long as a function of ∆φ2 = φpair − ΨEP,2 for the cen-
trality 20–30% and kT range 0.2–2.0 GeV/c, and (d) the az-
imuthal asymmetry coefficient v2 versus pT. Calculations were
performed with the HYDJET++ model using the sets of pa-
rameters ε2=0.3, δ2=0, ε3=0, ρ3=0 for directly produced par-
ticles (solid triangles) and for all particles after the resonance
decays (solid circles); and ε2 = −0.3, δ2=0, ε3=0, ρ3=0 for all
particles (open circles). Lines are drawn to guide the eye.
possible oscillations are not ruled out. It is interesting
to note, that the signs and positions of the extrema in
R2µ(∆φ2), µ = out, side, distributions in Pb+Pb at LHC
energy exactly match those in Au+Au collisions at RHIC
(
√
s = 200 GeV) [51]. The oscillations of R2µ in the tri-
angular flow plane are more curious. Here R2out reaches
maximum at ∆φ3 = pi/3 in heavy-ion collisions at both
RHIC and LHC energy. Distribution R2side(∆φ3), however,
demonstrates maximum at ∆φ3 = pi/3 at LHC energy
[50], and minimum at RHIC energy [51].
Let us investigate the oscillations of femtoscopic radii
in geometry dominated scenario, where only the third har-
monic of anisotropic flow is present. This means that we
set to zero ε2, δ2, and ρ3, and employ ε3 6= 0 as the
only parameter responsible for the triangular flow gener-
ation. Two opposite cases, ε3 = −0.3 and ε3 = 0.3, are
presented in Fig. 5. For negative value of the spatial trian-
gularity, R2side has a distinct minimum at ∆φ3 ≃ 0.75 rad
and smeared maximum at ∆φ3 ≃ 1.75 rad, R2out has
a maximum at ∆φ3 ≃ 1.3 rad, R2long is almost inde-
pendent on ∆φ3, and the positive differential triangu-
lar flow v3(pT) increases with rising transverse momen-
tum. For positive spatial triangularity, the behaviour of
R2µ and v3(pT) is completely opposite: R
2
side has maximum
at ∆φ3 ≈ 0.75 rad and minimum at ∆φ3 ≈ 1.75 rad,
R2out reaches minimum at ∆φ3 ≈ 1.3 rad, the distribu-
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Fig. 4. The same as Fig. 3 but with ε2 = 0, δ2 = 0.3 for
particle spectra before (solid triangles) and after (solid circles)
the resonance decays; and ε2 = 0, δ2 = −0.3 for all particles
(open circles).
tion R2long(∆φ3) is flat within the error bars. Negative
for all transverse momenta v3(pT) drops with increasing
pT. Again, decays of resonances increase the femtoscopic
radii and magnitudes of their oscillations. However, the
positions of extrema of the R2µ(∆φ3), µ = out, side, long
spectra of directly produced hadrons stay put. Therefore,
neither of two scenarios, (i) with positive or (ii) with neg-
ative ε3, is fully consistent qualitatively with the experi-
mentally observed signals.
In the scenario with dynamical triangular anisotropy
domination, one sets ε2 = ε3 = δ2 = 0, and ρ3 6= 0. Again,
ρ3 can be positive, e.g. ρ3 = 0.3, and negative, ρ3 = −0.3.
Calculations with both sets of parameters are shown in
Fig. 6. For positive value of ρ3 the experimentally ob-
served behaviour of femtoscopic radii and triangular flow
is quantitatively reproduced. Namely, both R2out and R
2
side
have not very distinct maxima at ∆φ3 ≃ pi/3, and differ-
ential triangular flow v3(pT) is positive. R
2
long oscillates
slightly, but linear fit within the error bars is still possi-
ble. The phases of the oscillations are not shifted after the
decays of resonances.
For the case with negative value of the ρ3 all three
femtoscopic radii squared, R2µ(∆φ3), µ = out, side, long,
demonstrate the out-of-phase behaviour, compared to the
case with positive ρ3, see Fig. 6. Differential triangular
flow is also negative. The dynamical anisotropy alone,
however, cannot reproduce the magnitudes of the oscil-
lations. Therefore, the final signal appears as a superposi-
tion of dynamical anisotropy and geometrical anisotropy.
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Fig. 5. The azimuthal dependence of (a) R2side, (b) R
2
out,
(c) R2long as a function of ∆φ3 = φpair − ΨEP,3 for the cen-
trality 20–30% and kT range 0.2–2.0 GeV/c, and (d) the az-
imuthal asymmetry coefficient v3 versus pT. Calculations were
performed with the HYDJET++ model using the sets of pa-
rameters ε2=0, δ2=0, ε3=0.3, ρ3=0 for directly produced par-
ticles (solid triangles) and for all particles after the resonance
decays (solid circles); and ε2=0, δ2=0, ε3 = −0.3, ρ3=0 for all
particles (open circles). Lines are drawn to guide the eye.
The femtoscopy analysis allows us to probe the emis-
sion zones, also known as “‘homogeneity lengths”, rather
than the sizes of the whole source [9]. To study the size
and shape of the particle sources in HYDJET++, we plot
in Figs. 7÷10 the transverse plane emission densities of
pions, radiated directly from the freeze-out hypersurface
(left columns), and of all pions, produced both at the
freeze-out hypersurface and from the resonance decays
(right columns). Figure 7 corresponds to the presence of
only geometric ellipticity, ε2 = 0.5, while other dynamic
and spatial sources of the system ellipticity and triangu-
larity are absent, i.e. δ2 = ε3 = ρ3 = 0. Other figures
illustrate the cases with δ2 = −0.3 and ε2 = ε3 = ρ3 = 0
(Fig. 8), with ε3 = 0.3 and ε2 = δ2 = ρ3 = 0 (Fig. 9), and
with ρ3 = 0.5 and ε2 = δ2 = ε3 = 0 (Fig. 10), respectively.
Three angular areas of the pion emission are considered for
each of the anisotropies. For the bare elliptic anisotropy
we opted for (i) 0 < φ ≤ pi/4, (ii) pi/4 < φ ≤ pi/2, and (iii)
pi/2 < φ ≤ 3pi/4, shown in Fig. 7 and Fig. 8, whereas for
the triangular anisotropy the choice is (i) 0 < φ ≤ pi/6,
(ii) pi/3 < φ ≤ pi/2, and (iii) 2pi/3 < φ ≤ 5pi/6, dis-
played in Fig. 9 and Fig. 10. Let us compare first emission
functions corresponding to geometric and dynamical ellip-
tic anisotropies, presented in Fig. 7 and Fig. 8. One can
see that the same-density contours of pion emission are
much smoother for dynamical anisotropy compared to the
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Fig. 6. The same as Fig. 5 but with ε3 = 0, ρ3 = 0.3 for
particle spectra before (solid triangles) and after (solid circles)
the resonance decays; and ε3 = 0, ρ3 = −0.3 for all particles
(open circles).
spatial one. Also, the spatial anisotropy provides stronger
difference between the emitting zones at three different
angles in contrast to the dynamical anisotropy. This cir-
cumstance explains the stronger angular dependence of
R2out(∆φ2) and R
2
side(∆φ2) for geometric anisotropy seen
in Fig. 3. Similar difference between the spatial and dy-
namical anisotropy was also found recently in the Buda-
Lund model in [20]. Pions coming from the decays of res-
onances enlarge the emission areas and make the density
contours smoother, as seen in right windows of both Fig. 7
and Fig. 8.
The pion emission functions for the systems with only
geometric or only dynamical triangularity, depicted in Fig. 9
and in Fig. 10, respectively, reveal similar tendencies. First
of all, the spatial triangularity produces much stronger
difference for the emitting areas in three azimuthal direc-
tions compared to the dynamical triangularity. Then, as
in the elliptic anisotropy case, decays of resonances lead
to rounding of the pion density contours. The triangular
profile of the outher area of transverse pion emission be-
comes quite distinct after the resonance decays. All four
systems shown in Figs. 7÷10 demonstrate a clear angular
dependence of the homogeneity regions discussed, e.g., in
[13,52] in addition to that given by the set of Eqs.(5). It
is worth noting also that the non-Gaussian shapes of the
homogeneity regions make complicated restoration of the
shape and size of the source by the standard femtoscopic
analysis.
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Fig. 7. (Color online) Pion emission function before (left
column) and after (right column) decays of resonances in the
transverse plane of HYDJET++ simulated Pb+Pb collisions
at
√
s = 2.76 TeV with centrality 20–30%. Only spatial ellip-
tic anisotropy with ε2 = 0.5 is considered, while the remain-
ing anisotropy parameters δ2, ε3, and ρ3 are taken to be zero.
Shaded contours are identical for each column and indicate the
density of emitted pions. Contour lines show the densities of pi-
ons emitted at angles 0 < φ ≤ pi/4 (upper row), pi/4 < φ ≤ pi/2
(middle row), and pi/2 < φ ≤ 3pi/4 (bottom row), respectively.
4 Conclusions
Second- and third-order oscillations of the femtoscopic
radii R2side, R
2
out, and R
2
long in Pb+Pb collisions at
√
s =
2.76 TeV were studied within the HYDJET++ model to-
gether with the differential elliptic and triangular flow.
For each type of the flow harmonics the model assumes
two parameters. One of them is responsible for spatial,
or geometric, deformation of the freeze-out hypersurface,
whereas the other parameter is accountable for the dy-
namical flow anisotropy, respectively. By switching on and
off of these key parameters one can investigate the influ-
ence of separated spatial and dynamical anisotropy effects
on the flow harmonics and on the femtoscopic radii. Our
study indicates that merely geometric anisotropy cannot
reproduce simultaneously the correct phase of the second-
and third-order oscillations of the femtoscopic radii and
the corresponding differential flow harmonics. Dynamical
flow anisotropy, in contrast, provides correct qualitative
description of both pT-dependence of the flow harmonics
and the phases of the femtoscopic radii oscillations.
The spatial anisotropy, however, reveals stronger dif-
ference between the emitting zones of pions, radiated at
different angles. This leads to stronger azimuthal oscilla-
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Fig. 8. (Color online) The same as Fig. 7 but for calculations
with non-zero dynamical elliptic anisotropy, δ2 = −0.3, while
other anisotropy parameters are equal to zero, {ε2, ε3, ρ3} = 0.
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Fig. 9. (Color online) The same as Fig. 7 but for calculations
with non-zero geometric triangular anisotropy, ε3 = 0.3, while
other anisotropy parameters are equal to zero, {ε2, δ2, ρ3} = 0.
Contour lines show the densities of pions emitted at angles
0 < φ ≤ pi/6 (upper row), pi/3 < φ ≤ pi/2 (middle row), and
2pi/3 < φ ≤ 5pi/6 (bottom row), respectively.
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Fig. 10. (Color online) The same as Fig. 7 but for calculations
with non-zero dynamical triangular anisotropy, ρ3 = 0.5, while
other anisotropy parameters are taken to be zero, {ε2, δ2, ε3} =
0.
tions of femtoscopic radii in case with spatial ellipticity
or triangularity compared to the case with the dynami-
cal ones. Our findings are in line with the results of other
models [18,20]. Decays of resonances provide significant
increase of the emitting areas in the both planes of elliptic
and triangular flow. Also, the resonance decays make the
radii oscillations more pronounced, but they do not change
the phases of the oscillations. For the quantitative descrip-
tion of the flow and the femtoscopy observables one has
to use the full set of geometric and dynamical anisotropy
parameters.
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