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The University of Illinois has developed the IlliniSat-2 CubeSat bus, a generic scalable and 
modular design, utilizing commercially available off the shelf (COTS) parts. The Attitude 
Determination and Control System (ADCS) of the bus is purely magnetic, relying on 
magnetometers for determination and magnetorquers for actuation. The pure magnetic ADCS is 
favorable because of its low power, volume and mass contributions to the satellite’ platform, but 
this comes at the cost of weak system controllability and observability, and no flight heritage. To 
improve system reliability for operation in space, CubeSim, a hardware in the loop (HIL) 
simulation suite has been developed. The basic CubeSim setup consists of a tri-axial square 
Helmholtz cage (HC3), a dynamic power supply (PS), and a software package simulating the 
satellite’s attitude dynamics.  
This thesis is split into three parts, the first section discusses the different methods for 
calibrating the PS and the HC3 to generate desired magnetic fields, and HIL simulation results for 
traditional determination and control algorithms, using lab grade sensors. Next, using the 
calibrated basic CubeSim setup, calibration of flight sensors and HIL results are shown. 
The second part of the thesis discusses the hardware and software augmentation to the basic 
CubeSim for higher fidelity ADCS simulations, and the calibration of inertial sensors, necessary 
for increasing the observability of the ADCS.  
Finally, the third section discusses the trajectory generation for the underactuated pure magnetic 
ADCS, named as the “Navigation controller”, used to generate reference trajectories for the ADCS 
that is finite horizon optimal. The trajectory is obtained using two independent techniques, and the 
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CHAPTER 1: INTRODUCTION 
CubeSats were developed with the objective to provide easier access to small scale, simple 
space experiments. Over time, the experiments have evolved in complexity and CubeSats have 
shown promise in flying, high risk-high gain missions with short development times. With this in 
view, the University of Illinois at Urbana Champaign, has developed a generic modular scalable 
CubeSat bus called the IlliniSat-2.  
The IlliniSat-2 bus follows the CubeSat standards and is scalable from a 1U to 6U form factor 
[1]. This design is meant to be general purpose, capable of usage on multiple missions and 
payloads. The platform occupies 0.75U, for Attitude Determination and Control System (ADCS), 
command and data handling, communication systems and battery systems. These systems allow 
for a broad range of missions, including both scientific missions (Earth observing and in-situ 
sensing) as well as technology demonstrations (e.g. micro-thrusters, small deployable solar sails, 
flight testing of newly developed satellite components, etc.).  
The IIliniSat-2 bus utilizes magnetic-field based ADCS, with both tasks relying on the Earth’s 
magnetic field. A more capable Attitude Control Systems (ACS) can be implemented on the 
IlliniSat-2 bus; however, this is done at the expense of payload volume. The choice of a pure 
magnetic ADCS allows an inexpensive, low volume, mass and power system, at the cost of system 
limitations on controllability, since a pure magnetic ACS can never torque in the direction of the 
local magnetic field (explained in greater detail in section 6.3.1.4). The main design challenge is 
creating a reliable ADCS using low-cost, using Commercial Off The Shelf (COTS) components, 
and algorithms which can account for the under actuation of the system, to achieve the attitude 
pointing requirements (Section 1.4). To improve the reliability and validate different control 
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algorithms that compensate for the underactuated system, for all future missions an extensive and 
high-fidelity Hardware-In-the-Loop (HIL) test setup, called CubeSim, has been developed. 
CubeSim can simulate realistic dynamic space environments for validation of the pure magnetic 
ADCS. The presented work analyzes and develops several aspects of the IlliniSat-2’s ADCS and 
CubeSim. 
1.1 Contribution of work 
This study presents the following hardware and algorithmic improvements made to the existing 
CubeSim setup and to the satellite ADCS: 
• Development of an HIL test setup for validation of the IlliniSat-2 ADCS (Figure 1.1). 
o Chapter 2, Chapter 3, Chapter 3  
• Validation of the ADCS. 
o Chapter 2, Chapter 3 
• Optimization of the ADCS. 
o Chapter 5 
Figure 1.1 Hardware-in-Loop Attitude Determination and Control 
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• Development of an efficient attitude control algorithm for magnetic torqueing control. 
o Chapter 6 
• Comparison of optimal trajectories for magnetic torqueing control using different 
optimization techniques. 
o Chapter 7 
1.2 Structure of thesis 
This study will first introduce the IlliniSat-2 bus and the sub-systems involved, discussing the 
Magnetic only ADCS, along with a quick summary of the future flights which will use the IlliniSat-
2 bus (Chapter 1). Chapter 2 discusses the prior CubeSim setup (referred to as the “basic CubeSim” 
in this study); HIL validation of the pure magnetic ADCS is also presented. Chapter 3 discusses 
the software changes to CubeSim, which allow for high fidelity simulations. This includes a 
comparison of calibration methods for the Tri-Axial Helmholtz Cage (HC3), and different 
mathematical models. Chapter 4 explains modifications to CubeSim setup which allow for the HIL 
tests for an attitude determination system that is both magnetic and inertial, and the impact of the 
changes on the calibration performed in the first task are discussed. Chapter 5 discusses tuning of 
the ADCS parameters to have an optimal controller that minimizes the power consumption and 
maximizes the battery charge level. Chapter 6, is an attempt to generate optimal control trajectories 
for the satellite foe the underactuated pure magnetic ACS, three different methods are presented 
and compared.  




Table 1.1: Naming Convention for different configurations of CubeSim 
Basic CubeSim 
Consisting of a 3-axis square Helmholtz cage, custom power 
supply and the basic CubeSim software package 
Hardware Augmented 
CubeSim 
Consisting of all components of the Basic CubeSim, along with 
a spherical air bearing with a wireless data communication setup 
Enhanced CubeSim 
Consisting of the setup of whether the Basic CubeSim or the 
Hardware Augmented CubeSim, but with better calibrated 
magnetic field production and higher fidelity magnetic models 
Table 1.1 summarizes the naming convention foe CubeSim used in the rest of the study, and 
the differences between each setup. 
1.3 Flight missions for IlliniSat-2 Bus 
The generic design of the IlliniSat-2 bus, currently has 5 science missions lined up, shown in 
Figure 1.2. 
The Lower Atmosphere/Ionosphere Coupling Experiment (LAICE) CubeSat mission will study 
the interaction of atmospheric gravity waves generated by weather systems in the lower 
atmosphere with the mesosphere, lower thermosphere, and ionosphere (MLTI)[1]. The LAICE 
satellite is built around a 6U Illinisat-2 bus [2]. The objective of LAICE is to provide a cost-
effective approach to measuring these low altitude in-situ parameters. The target deployment 
altitude is approximately 400km altitude. The satellite will be deployed from a CubeSat deployer 
mounted to the Kibo module of the ISS, in 2017. Upon deployment, the satellite may be subjected 
to deployment induced angular tip-off rates. These rates are relatively small with a maximum 
expected tip-off rate of 5°/sec for a 6U satellite such as LAICE[3]. 
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The CubeSail mission utilizes the 3U iIlliniSat-2 bus. The CubeSail mission utilize the ADCS 
to deploy 20 𝑚2 of aluminized Mylar film (the Sail) in low Earth orbit. The objective of this 
mission is to demonstrate orbital maneuvers by using the solar radiation pressure on the sail. The 
onboard ADCS will be responsible in orienting the Sail to inject or remove energy for the 
maneuvers. This will be launched on the Electron launch vehicle by Rocket Labs, in 2017. 
CAPSat, SpaceICE and SASSI^2, are missions (funded by the Undergraduate Student 
Instrument Project (USIP) program) using the IlliniSat-2 Bus, all three satellites utilize the 3U 
form factor, and have the pure magnetic ACS. All three missions have won launch opportunities 
from the NASA’s Educational Launch of Nanosatellites initiative (ELaNa [2]) program, with 
launches for CAPSat and SpaceICE in 2018. 
1.4 IlliniSat-2 Attitude Determination and Control System (ADCS) 
 The ADCS is a mission critical system that is responsible for meeting pointing requirements 
for all missions, stated in the previous section. To achieve these requirements, the baseline 
magnetic attitude control system has a pointing knowledge requirement of 2∘ , and a pointing 
accuracy requirement of 5∘ . This requirement is consistent across all IlliniSat-2 bus sizes and 
geometries. The Attitude Determination System (ADS) consists of three systems, namely: 
magnetometers, coarse sun sensors, and rate gyros. The attitude determination and control 
Figure 1.2 CubeSat missions developed on the IlliniSat-2 bus,  set to fly in 2017-2018. 
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algorithms are performed onboard on the satellite’s Command and Data Handling (C&DH) 
system. The algorithms use a custom object-oriented library for managing attitude transformations 
in a frame/format independent manner. 
1.4.1 Sensors  
The satellite is equipped with 3-axis magnetometers to measure the magnetic field surrounding 
the satellite. While only one magnetometer is necessary for determination, several will be used for 
redundancy. At the time of publication, the HMC1053 magnetometer is used as the flight 
magnetometer sensor. In addition, a sun sensor is used to detect direction of the sun with respect 
to the satellite body. A MEMS gyroscope is incorporated to measure the spin rate of the satellite. 
All sensors communicate with the satellite’s C&DH system via a serial communication protocol 
[3].The relative position of the sensors can be seen in Figure 1.3 for a generic 3U setup. 
Figure 1.3 . Exploded view of a 3U IlliniSat-2 bus showing position of Torque Coils (TC), magnetometers (MM), gyroscopes 








The satellite is outfitted with up-to six three-axis Honeywell HMC1053 magnetometers[4]. 
Each magnetometer is installed on an individual board with its own dedicated 16-bit analogue-to-
digital converter (ADC) and microprocessor to interface with the C&DH system using a serial 
connection (see Figure 1.4). When queried by the C&DH system, the magnetometer board 
measures the field strength of each axis sequentially (X-Y-Z). Each axis takes 5µs to measure; as 
such, the values are considered to be instantaneous in relation to the typical rotation rates of the 
satellite. 
These inexpensive sensors are relatively imprecise when compared to scientific sensors; 
however, a calibration and registration algorithm is performed to improve the accuracy as well as 
determine the rotation from the sensor axes to the satellite body frame. Using the calibration 
algorithm, the accuracy can be improved to within 0.2% of full resolution, or approximately 0.5° 
of pointing of the true magnetic field, discussed in section 3.1.3 and references[5]–[7]. 
The magnetometer boards are mounted on the interior face of the spacecraft solar panels (up to 
two per panel), as seen in Figure 1.3. Whilst only a single three-axis sensor is required for 
Figure 1.4 Flight HMC1053 Magnetometer Board. 
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determination, multiple magnetometers will be used, and a sensor fusion algorithm will be 
implemented to improve the magnetic field measurement accuracy in the presence of system 
electromagnetic interference. 
1.4.1.2 Sun Sensors 
Each solar panel has a small photoresistor mounted to its outer face, on the connection tab for 
each solar cell chain, as seen in Figure 1.5. Assuming unobstructed light from the sun and a 
constant solar luminance, the measured intensity from the photoresistor can be correlated to the 
incident angle (𝛼) to the sun by Equation (1.1). By using several photoresistors, it is possible to 
determine the pose of the spacecraft with respect to the sun. The sensor is also used by other 
systems (such as payloads) to determine whether or not payloads should be shutdown to avoid 
oversaturation of sensors. 
𝐼𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = 𝐼𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡sin(α) (1.1) 
As the photosensors are only mounted to the solar panel faces (and not the +z or –z faces), the 
satellite will only be able to determine the orientation of the satellite to two angles at best. While 
Figure 1.5. Sun sensors on the connection tabs for the solar cell chains 
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the magnitude of the third angle can be assumed based on the missing luminal intensity, it will be 
impossible for the spacecraft to resolve the sign of the angle. Due to variations in incident intensity 
(either due to variations in solar intensity or the addition of albedo off other bodies such as the 
Earth or Moon), this magnitude of the third component is also less reliable. The lack of ability to 
resolve the third component makes deterministic determination methods less effective, but does 
lend itself well to augmenting an Extended Kalman Filter (EKF) determination algorithm if 
necessary[8]. 
 In practice, the coarse sun sensing ability is used to validate attitude determination system 
performance in ground analysis. 
1.4.1.3 Rate Gyros 
For rate measurements, a MicroElectroMechanical Systems (MEMS) gyro is installed on a 
dedicated board communicating over the same serial communication interface as the 
magnetometers. MEMS gyros are subject to drift, which causes the baseline value to deviate from 
zero[9]. As such, the reference needs to be calibrated against an external reference. For this 
Figure 1.6. Flight MPU6050 board for the IlliniSat-2 bus ADCS 
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purpose, a MEMS gyro is typically paired with an accelerometer[9]. The combined system of gyro 
and accelerometer is typically referred to as an Inertial Measurement Unit (IMU). Many COTS 
gyro and accelerometers exists. The challenge in selecting a COTS component for the LAICE 
satellite is the difference in required sensitivity from typical commercial applications. The most 
common use for these components is in handheld devices. Handheld devices are subject to much 
greater linear and angular acceleration and therefore measure over much larger ranges (typically 
250°/s and greater full range for angular rate and 10g or greater for linear acceleration). The 
±250°/s full range is far greater than the anticipated 5°/s maximum tipoff rate. MEMS rate gyros 
specifically for space applications are commercially available, yet only improve the resolution by 
a factor of two for an order of magnitude greater cost[10]. The alternative, however, are non-COTS 
solutions such as mechanical gyros or ring-laser gyros which, albeit far more precise, are 
dramatically more expensive.  
The LAICE satellite uses an MPU-6050 Motion Processing Unit, seen in Figure 1.6. This sensor 
has 3-axis MEMS gyroscope, a 3-axis accelerometer, and a digital motion processor[11]. The 
sensors, have a 250°/sec full range with 16bit resolution, providing measurements on the scale of 
131 bits/°/sec (or approximately 0.0076°/sec); however, the reliability of the least significant bits 
(LSB) degrades due to power supply noise and system vibration. In practice, the resolution is more 
reliably on the order of 0.1°/s. If the noise is assumed to be zero-mean Gaussian, it is possible to 
filter the rate information based on the system dynamics[12]. For the purposes of simulation, the 
gyro is simulated using the attitude rate state with zero-mean, Gaussian noise. The value is also 
clipped to simulate the digital nature of the device (whereby a value less than the 0.0076°/sec rate 
would be interpreted as zero). 
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1.4.2 Actuators  
A set of custom magnetic torqueing coils are mounted onto the interior faces of the satellite’s 
solar panels. The coils generate a magnetic moment which in turn produces a torque when acting 
upon the ambient magnetic field. The magnetic torqueing coils are driven by a pulse-width 
modulation circuit based on a digital set-point relayed to the magnetic torqueing coil’s controller 
by the C&DH system. The circuit is bi-directional allowing for magnetic moments to be driven in 
the normal or anti-normal direction.  
1.4.2.1 Magnetic Torqueing Coils 
To generate the required magnetic moment, LAICE uses three orthogonally-mounted magnetic 
torqueing coils embedded into circuit boards with a dedicated ADC and microprocessor for 
command handling (see Figure 1.7). A magnetic torqueing coil generates a magnetic moment by 
passing a current through multiple aligned loops of wire. In the presence of an external magnetic 
field, the magnetic moment generates a torque according to the cross-product of the magnetic 
Figure 1.7. Magnetic Torqueing Coil Board [13]. 
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moment and the magnetic field. The coils are capable of producing a magnetic moment of 0.2744 
Nm/T at peak[13]. Given an on-orbit maximum magnetic field of 4.90 ∗ 10−5 Tesla, this results 
in a maximum torque of 1.35 ∗ 10−5  Nm if the magnetic moment and magnetic field are 
orthogonal. The output of each coil is controllable in 128 evenly spaced steps and the direction of 
the output is controllable. The current driving the coils can be regulated to within 0.1%. The 
generated magnetic moment is estimated based on the coil geometry. To verify the generated 
magnetic moment, a spin table test will be conducted prior to launch. 
1.4.3 Mathematical Models and Algorithms  
On-board mathematical models serve as the reference for the satellite ADCS. The following 
models are implemented for the Illinisat-2 ADCS:  
1.4.3.1 Simplified perturbations models (SGP4) 
Since the satellite has limited computational infrastructure, complex orbit propagators like 
HPOP will not be used.  Instead, the satellite will use an Simplified perturbations models (SGP4) 
orbit propagator, which has demonstrated sufficient accuracy for CubeSat applications [14]. This 
model uses Two Line Elements (TLE), which describe orbital parameters, and the current time to 
estimate the orbital position in the Earth-Centered Inertial (ECI) frame. The satellite TLE will be 
updated daily using either updated predictions from tracking services, or from higher-fidelity 
propagations conducted on the ground.  
1.4.3.2 International Geomagnetic Reference Field (IGRF)  
The International Geomagnetic Reference Field (IGRF) is a standard mathematical description 
of the Earth's main magnetic field and its secular variation [15]. IGRF was introduced by the 
International Association of Geomagnetism and Aeronomy (IAGA) in 1968 in response to the 
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demand for a standard spherical harmonic representation of the Earth's main field. The model is 
updated at 5-years intervals, with the latest being the 12th generation. CubeSim utilizes the IGRF 
model to estimate the local magnetic field in the ECI frame for the given orbital position.  
1.4.3.3 Sun Model  
A simple two body model of the Earth and Sun is used to calculate the Sun vector in the ECI 
frame. The reference Sun vector – when used in concert with the magnetic field vector – can be 
used to perform deterministic determination of the spacecraft attitude (such as with the TRIAD 
algorithm [16]).  
1.4.3.4 Attitude Determination and Control Algorithms 
Historically, IlliniSat-2 developed the controller first, using an LQR derivative form, and more 
recently refined the attitude determination side, using intended satellite on-board hardware, as well 
as an optimized Kalman filter to reduce the noise on the signals. This is a classic example of a 
sequential optimization approach to a system design, explored in Chapter 5.  
Determination Algorithms  
The satellite can use one of multiple attitude determination algorithms. Several algorithms have 
been implemented, including: magnetic-only Extended Kalman Filters (EKF) [17] [4], Recursive 
Quaternion Estimation (ReQuest) [5], as well as TRIAD. For this initial demonstration, TRIAD is 
implemented for simplicity using simulated sun sensors and real magnetometers. TRIAD was 
extensively used for spacecraft attitude determination, well before the advent of sophisticated 
method such as the Wahba's problem [18] and its several optimal solutions. While it is not the state 
of the art, TRIAD requires only small amount of computational power, making it suitable for basic 
baseline IlliniSat-2 test. Using the sensors measurement and the reference data from the above 
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models, the TRIAD algorithm obtains the relative orientation between the ECI and Body frame 
(i.e. the attitude of the satellite).   
Control Algorithms 
Similarly, several attitude control algorithms have been implemented, namely:  
Ḃ control - The ?̇? controller[19]–[22] uses the change in the magnetic field experienced by the 
satellite to calculate a magnetic moment (µ) needed to generate a torque to oppose the apparent 
motion causing the change in magnetic field.  
Quaternion Rate Feedback (QRF) – QRF controller is a form of PID controller. The feedback 
law for QRF is stated as  
?⃗⃗? 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 = −𝜅𝑞 𝑒 − 𝛾?⃗? 𝑒 (1.2) 
where ?⃗⃗? 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 is the desired applied torque vector, ?⃗? 𝑒 is the angular velocity error in the inertial 
frame, and 𝑞 𝑒  is the quaternion error[23]. 𝜅  and 𝛾 are positive scalar values. Quaternion error 







𝑞4𝑐 𝑞3𝑐 −𝑞2𝑐 −𝑞1𝑐
−𝑞3𝑐 𝑞4𝑐 𝑞1𝑐 −𝑞2𝑐
𝑞2𝑐 −𝑞1𝑐 𝑞4𝑐 −𝑞3𝑐







The QRF controller is discussed in greater detail in Chapter 5. 
Navigation Controller –  The Navigation controller is a control trajectory generation technique 
that makes optimal attitude trajectories keeping in mind the under-actuation of the system. The 
methods discussed in Chapter 6, provide a long time horizon state feedback control strategy for 
the control trajectory. 
15 
 
1.4.4 Physical Arrangement of ADCS Components 
The ADCS sensors and actuators are principally located on the inside face of the solar panels 
(see Figure 1.8 and Figure 1.9). The sole exception is the z-axis magnetic torque coil which is 
located in the service stack. The photodiodes are placed at the base of each panel (at the right 
extremum of the solar panel in Figure 1.8). The magnetic torque coils are placed centrally on the 
panels – aligned with the principal axes of the spacecraft’s body (see Figure 1.9). The 
magnetometer is placed as far from the torque coil and science payloads as possible to avoid 
Electro-Magnetic Interference (EMI) effects. Even at this distance, the magnetometers will 
become saturated when the torque coils are active. As a result, the magnetometers will only be 
used for sensing when the coils are inactive and will be degaussed between measurements. Five 
such panels will be mounted on the spacecraft (2 on the +x and –x, and one on the +y face). 
 
Figure 1.8. Outward facing side of single solar panel. 
Figure 1.9 Inward facing side of solar panel with ADCS sensors and actuators 
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CHAPTER 2: CUBESIM 
To achieve the pointing requirements from the ADCS, discussed in Section 1.4, multiple 
attitude determination and control algorithms may be implemented. The ADCS algorithms and 
hardware for the IlliniSat-2 bus are validated using a hardware-in-the-loop (HIL) testing suite, 
called CubeSim.  
CubeSim, is a collection of hardware and software elements which used in concert can simulate 
the magnetic fields a satellite would experience in orbit [6]. CubeSim consists of a tri-axial 
Helmholtz cage driven by a custom power supply, the software propagates the satellite’s orbit and 
attitude state and the corresponding Earth’s magnetic field is output to the Helmholtz cage to be 
detected by a magnetometer. The satellite’s attitude determination software estimates the 
spacecraft attitude from magnetic field measurements from the magnetometer as well as other 
sensors simulated in software. The satellite’s attitude control program outputs a commanded torque 
to the control system which is used as an input to CubeSim. CubeSim then propagates the satellite’s 
state and orbit again. This chapter describes the setup of CubeSim and demonstrates testing of 
different magnetic attitude determination and control strategies using CubeSim.   
To meet the IlliniSat-2’s attitude requirements and provide the desired robust method for 
ground testing of the ADCS, CubeSim was designed to the following requirements:  
• Have a test volume of 40x40x40cm to test satellites up to 6U.  
• Ability to cancel ambient magnetic field in test volume and superimpose arbitrarily 
oriented magnetic field of strength at least a great as Earth magnetic field at ground level.  




• Ability to simultaneously test of both attitude determination and attitude control of the 
satellite. 
2.1 System description  
As shown in Figure 2.1, CubeSim consists of a Tri-Axial Helmholtz cage driven by a three-
channel power supply. The magnetic field generated by CubeSim is based on a known orbital 
position and an initial attitude and attitude rate. Magnetic reference models are used to determine 
the correct magnetic field, whilst the attitude is used to rotate the magnetic field into the body 
frame of the satellite. The satellite, which remains stationary at the center of the cage, is only aware 
of the orbital position. As such, the satellite’s magnetometers can sense the magnetic field as if it 
were in orbit (other sensors, such as sun sensors or gyros may be simulated). The satellite, based 
on its determined attitude, will produce a torque signal according to its control algorithms. This 
control signal is intercepted by CubeSim, which uses the commanded control to propagate the 
attitude state thus restarting the simulation loop.  
Figure 2.1.  Schematic of CubeSim Operation and Data Flows 
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In the following section, each component of the system will be described as well as how 
information is transferred between system components.  
2.1.1 Tri-Axial Helmholtz Cage (HC3)  
The HC3 [24]–[26], consists of three pairs of electromagnetic coils, used to simultaneously 
cancel the ambient magnetic field present throughout the testing environment and superimpose the 
apparent magnetic field a CubeSat would experience on orbit. The three pairs of coils are mutually 
orthogonal, allowing the current in each set of coils to be controlled independently. The cage can 
produce a roughly uniform magnetic field in any direction within the workspace volume 
(40x40x40cm) at the center of the cage, seen in Figure 2.2. The HC3 has been calibrated to produce 
a consistent and accurate magnetic field in that workspace. The main advantage of this setup is 
Figure 2.2. Helmholtz cage and work volume (cubical volume at center of cage) 
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that the satellite can remain stationary on a fixed platform, and the relative motion between the 
satellite and the local magnetic field in orbit can be simulated by dynamically changing the current 
supplied to each coil and in turn the magnetic field produced by the cage.  
2.1.2 Power Supply  
The HC3 is powered by a custom built, fast-switching, three-channel power supply. The power 
supply is controlled via serial port by the computer running the software components of CubeSim. 
A digital current set-point for each channel is commanded via the serial port and three independent 
analogue feedback circuits regulate the current output for each set of Helmholtz cage coils. The 
power supply uses one solid state relay per channel to quickly switch the direction of currents 
when needed.  
2.1.3 Magnetometer  
The present setup for CubeSim provides two options for magnetometers: a laboratory grade 
AlphaLab MR3 Magnetometer; and an HMC1053 magnetometer which will be used for flight. 
The Alpha Lab MR3 is capable to measuring the magnetic field strength in 3 orthogonal axes, 
ranging in magnitude from 0 mG to 2500 mG with accuracy of 5 significant figures (Figure 2.3). 




This allows for a very accurate measurement of the magnetic field, which is used for calibration 
of the HC3 and the actual in-flight magnetometer. After cage calibrations are performed with the 
AlphaLab Magnetometer, tests are conducted using the flight magnetometers. The HMC1053 
flight magnetometer (Figure 2.3) has 3-axis measuring capabilities with a range of 0 mG to 6000 
mG and a resolution of 120 µG.  
2.1.4 CubeSim Software  
The CubeSim software interfaces with the hardware components to simulate the satellite’s 
operation in orbit. Please refer to Figure 2.4 for the flow diagram for CubeSim.   
2.1.4.1 Orbit propagator  
An orbit propagator uses a starting TLE to simulate orbit for a certain mission. The simulator 
currently uses an SGP4 model for the orbital propagation; however, this can be replaced with more 
accurate models like HPOP. The time of the simulation is used to calculate the orbital position 
vector for the satellite in the Earth Centered Inertial (ECI) frame. This is then passed to the IGRF 
model (see below).  
Figure 2.4. CubeSim software suit 
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2.1.4.2 IGRF model 
The IGRF model is a standard mathematical description of the Earth's main magnetic field and 
its secular variation. CubeSim utilizes the IGRF model to estimate the local Magnetic field in the 
ECI frame for a given orbital position.  
2.1.4.3 Satellite State propagator 
The satellite state propagator uses the satellite state vectors, the satellite’s physical 
characteristics, and the magnetic moment (µ) that the ADCS systems is commanding to propagate 
the satellite state using an integrator based on the 7th order Range-Kutta, with an 8th order error 
check. The new satellite state (position and attitude) are passed onto the HC3 driver to produce the 
magnetic field that will be perceived by the satellite. The new satellite state vectors can also be 
used to model simulated sensors for the purpose of testing the system. This aspect will be further 
elaborated in the CubeSim software operation and validation section.  
2.1.4.4 Disturbance Torques 
For the purposes of this study, no disturbance torques are considered; however, the software 
interfaces have been defined for disturbance torques. Further, an orbital drag model has been 
developed to simulate aerodynamic torques on the satellite using CubeSim [27].  
2.1.4.5 HC3 Calibrated Driver 
The HC3 driver is the mathematical model to produce the correct magnetic field in the test 
volume. The details of the calibration process can be found in [7]. The calibration maps the three-
dimensional magnetic field components to the currents for the 3 pairs of coils. This calibration 
corrects for imperfections in the coil construction and accounts for cross-coupling effects between 
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coils. The driver also corrects for the ambient magnetic field present prior to testing based on a 
pre-test magnetometer reading.  
2.1.4.6 Power Supply Driver 
Finally, the HC3 driver communicates the current set-point via a serial communication protocol. 
The power supply driver interprets the commanded set-point, and ensures the analogue control 
circuit quickly and stably achieves the new target current. Of note, if the power supply is 
commanded to quickly change the direction of the current, the driver will first reduce the current 
to near zero, throw the relay to reverse the current, then ramp the current back up to the commanded 
set-point. This is done to ensure the circuit remains stable.  
2.2 CubeSim software operation and validation  
The flowchart seen in Figure 2.1, showing the system realization for CubeSim, illustrates how 
the components explained above are connected to perform a simulation for the ADCS. The 
modular nature of CubeSim’s implementation allows for quickly swapping any of the components 
without extensive changes in the code for simulation. This feature enables studying of different 
ADCS algorithms for the satellite (functional blocks in blue in Figure 2.1).   
The modularity also enables validation of flight software during the development phase of 
ADCS design. In this chapter the IlliniSat-2 bus and its ADCS is simulated on the same computer 
that hosts CubeSim’s software simulator. Extreme care has been taken to ensure that the satellite 
code does not have access to hidden states (namely the attitude or attitude rate) tracked by the 
CubeSim software. Subsequently, the same validation experiments can be easily performed once 
the satellite hardware is operating the flight software in the CubeSim testing environment.  
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The same interchange of simulated and hardware components can be done at the sensor level, 
as is done for the sun sensor and angular rate sensors. The sensor simulation is done using the 
satellite state vectors, which are tracked by the CubeSim state propagator as seen in Figure 2.1. As 
the data interface between the software simulator and the simulated sensors/actuators are the same 
as those for actual hardware, the system is widely applicable to across the entire prototyping 
process.   
2.2.1 ADCS Testing  
This study uses CubeSim to simulate the following two different conditions to test the ADCS: 
2.2.1.1 Attitude Determination without Control  
The satellite is simulated with arbitrary initial attitude and attitude rate. The satellite simulator 
is aware of the orbital position, but not its attitude or attitude rate. The satellite determines its 
attitude using the TRIAD method, using a real magnetometer and a simulated sun sensor. The 
control output is fixed at zero (inertial flight). This test serves as a check for both the ADCS and 
also the propagation algorithms used for CubeSim.  
2.2.1.2 Attitude Determination and Control  
This test simulates the same test parameters as outline above. Again, attitude is determined 
using the TRIAD method. The magnetic moment produced by the satellite, µ, is calculated by B-
cross control scheme. The torque calculated is applied to the satellite state propagator inside 
CubeSim, thus changing the apparent magnetic field.  
Both tests were performed according to the simulation parameters described in Table 2.1. These 
tests serve as preliminary tests for the ADCS algorithms and validation of the integrators and serial 
communications for CubeSim. 
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Table 2.1. Simulation Parameters 
Simulation Parameter Value 
Orbit ISS-Zarya (from TLE) 
Time at Simulation Start 2016-02-04 
T07:47:40+00:00 













Spacecraft Dimensions [0.10m, 0.236m, 0.365m] 
Spacecraft Weight 12.0kg  
2.2.2 Results and Discussions  
2.2.2.1 Attitude Determination (TRIAD) with No Control   
The plots in Figure 2.5 show the attitude quaternion estimated using the TRIAD method when 
no external torque was applied. The true quaternion values represent the quaternion that CubeSim 
is propagating, while the TRIAD quaternion is the estimated quaternion for the rotation from the 
ECI frame to the body frame as determined by the satellite’s determination algorithm. The 
horizontal axis represents the time for the simulation. The simulation for the TIRAD algorithm 
was performed for a duration of 160 seconds.  
 Since no torque was applied, the satellite would keep rotating and the quaternion plots below 
show an oscillatory behavior, as expected. On comparing the true and estimated quaternions, it can 
be seen that TRIAD has good convergence to the truth value despite the lesser accuracy of the 









Figure 2.6. Pointing knowledge using TRIAD estimation 
  
Using the quaternions, the pointing knowledge can be calculated, using Equation (2.1).  
𝑃𝑜𝑖𝑛𝑡𝑖𝑛𝑔 𝐸𝑟𝑟𝑜𝑟 = cos−1(𝑞𝑇𝑅𝐼𝐴𝐷(4)) − cos−1(𝑞𝑇𝑟𝑢𝑒(4)) (2.1) 
As seen in Figure 2.6, the pointing knowledge stays close to 0𝑜, all data points are below an 
error of 0.1𝑜 well within the system requirement for 1𝑜 to 5𝑜 of pointing knowledge.  
2.2.2.2 Attitude Determination (TRIAD) with Control (B-Dot)  
The second test was performed for a TRIAD based attitude determination and a ?̇? controller. 
The ?̇? controller (referred to as B-Dot in figures), as discussed above, attempts to torque the 
satellite to reduce the apparent change in magnetic field vector. The ?̇? controller serves as a good 
example to illustrate coupled attitude determination and control using CubeSim. The initial 
condition for the simulation is the same as the previous test (Table 2.1).  
The expected result for the ?̇? controller is to see the satellite’s angular momentum decrease. 
The simulation was performed for the approximately the same time as the torque-free case. Figure 
27 
 
2.7 shows the comparison of the True Quaternion and the estimated quaternion using TRIAD for 
the torque case.  
  




   
Figure 2.8. Pointing knowledge using TRIAD estimation and B-Dot control 
 Similar to the previous case, the pointing knowledge is calculated using Equation (2.1). As 
seen in Figure 2.8, the pointing knowledge is within the desired limit of 1𝑜 to 5𝑜, staying below 
0.1𝑜.   
Figure 2.9 Angular Momentum of satellite for both test cases 
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Finally, the response of the ?̇? controller is evaluated. Since the ?̇? controller generates torques 
to reduce the apparent change in magnetic field, the net angular momentum of a tumbling satellite 
is expected to monotonically reduce (except in cases of very low angular rate).  
As seen from Figure 2.9, the net angular momentum for the torque-free case stays constant. 
Since CubeSim simulates only the satellite dynamics, ignoring aerodynamic, gravitational and 
radiation pressure effects, the net angular momentum is expected to be conserved, which is 
observed. The response of the ?̇?  controller, shows the monotonically decreasing trend of the 
angular momentum of the satellite. It should be noted that the origin of the graph has been moved 
to see the variation in total Angular momentum in greater detail.   
This result confirms that CubeSim is able to model both conservative systems, as well as 
dynamically controlled systems. Further, it demonstrates that the ?̇? controller is functioning as 
intended. This is a strong validation of CubeSim’s ability to test determination and control systems 
in coupled experiments.  
The implementation of CubeSim does however make three key assumptions. The first is perfect 
knowledge of orbital position. At present, both CubeSim and the satellite propagate their attitude 
using the SGP4 propagator. Since both propagate their position from same TLE using the same 
propagator, in effect the simulated satellite has perfect knowledge of its orbital position. This could 
be remedied by using a more sophisticated high-precision orbital propagator for CubeSim, whilst 
the simulated satellite would continue to use the SGP4 propagator as will be the case for the flight 
software. The second assumption is perfect knowledge of the magnetic field. Again, since both 
CubeSim and the simulated satellite both use the same model of the magnetic field, the only errors 
introduced in determination are those resulting from sensor noise. In truth, the IGRF model is only 
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accurate to within 1% of the full-scale magnetic field 92.8% of the time [28]. As such, there is 
significant model error not currently modelled in the existing system. By modifying the IGRF 
model within CubeSim to simulate deviations from the ideal model, it would be possible to better 
validate the determination and control algorithms tested within CubeSim. Finally, the version of 
CubeSim presented assumes no disturbance torques. As stated previously, work has been 
completed to introduce aerodynamic torques to CubeSim; however, work still needs to be done to 
include (or at least quantify) solar radiation pressure torques as well as gravity gradient torques. 
2.3 Limitations 
Although there is a close match in the results, the magnetic field models used in CubeSim is 
the same as that of the IlliniSat-2 ADCS. The agreement in results could be a manifestation of 
perfect magnetic field matching. 
Also, the calibration methods in place for CubeSim in the current configuration discussed above 
only allow for an accurate magnetic field at the center of the cage. This is sufficient for component 
testing, but better calibration methods will be required to enable a higher fidelity Hardware in the 
loop test. Both concerns are addressed in Chapter 3. 
2.4 Conclusion  
This chapter explained the working the CubeSim hardware-in-the-loop simulation package for 
testing attitude determination and control system of the IlliniSat-2 bus. Testing with TRIAD and  
?̇? ̇algorithms show that CubeSim is capable of testing the attitude determination and control 
systems in a coupled experiment. While the determination and control systems testing in this paper 
represent very basic systems, the interchangeable nature of the system modules readily allow 
CubeSim to test more sophisticated control algorithms. Recommendations were made to improve 
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the ability of CubeSim to validate attitude determination and control algorithms, namely providing 
more accurate orbit propagation, better simulation of model error in the IGRF model, and the 
addition of disturbance torque models. In the future, CubeSim can be expanded to include such 
refinements as well as to test new magnetic attitude determination and control algorithms.   
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CHAPTER 3: HARDWARE AUGMENTATIONS TO CUBESIM  
While previous testing had focused on the calibration of stationary flight magnetometers, the 
calibration of the magnetic torque coils and rate-measuring gyroscopes is better performed in a 
free-moving setup. Unfortunately, the low torque generated by these coils (on the scale of few 
µN.m) complicates the utilization of some types of spin-axis test stands. With the goal to design a 
new augmentation to the system which will be as friction-free as possible, while allowing free 
rotating motion within the cage, a spherical air bearing and the wireless data logger were 
implemented to augment the existing CubeSim setup’s capabilities.  
The AlphaLab milligauss meter was utilized to measure the magnetic field impact of the new 
bearing hardware within the HC3 test volume. The results were then compared to the initial 
CubeSim magnetic field requirements provided [6]. Once the angular and magnitude deviations 
Figure 3.1. Helmholtz cage and work volume (cubical volume at center of cage) 
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were determined to be within acceptable ranges, calibration of rotating components such as rate 
gyroscopes was performed. The gyroscopes were calibrated by measuring the attitude of the 
spinning platform and confirming against the calibrated magnetometers.  
3.1 CubeSim Calibration and hardware modifications 
The calibration of the cage was performed using the AlphaLab milligauss magnetometer, for 
the test volume of the HC3 (a 40cm cube at the center of the cage), seen in Figure 3.1. The response 
of the uncalibrated HC3 was measured at a spatial resolution of 1cm for the test volume and a 
current resolution of 0.2A, from -1A to 1A for each coil energized independently.  
3.1.1 Previous Calibration Results 
As seen in Chapter 3, the calibration of the cage was performed using several techniques, initial 
calibration used a scalar polynomial mapping the response of the 3 coils to the 3 components of 
the magnetic field. This method assumes a decoupled system, in which the coils produce a 
magnetic field only in one axis. This can be a reasonable assumption for the center of the cage, 
and meets relaxed system requirements. The subsequent calibration method used a matrix which 
accounted for cross coupling between the 3 current coils by obtaining a linear matrix map between 
the current and the magnetic field at the center of the cage.  
The results from previous studies indicate that the errors from the calibrated model have been 
characterized at the center of the HC3 [7]. The calibration was accurate and within system 
requirement for the center of the test volume. While this calibration method took into account 
measurements across the entire 40 cm target work volume, the decoupling and other simplifying 
assumptions led to a field generation that was only perfectly accurate at the exact center of the 
cage, within a 1 cm cube spacing. 
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3.1.2 Updated Calibration Model 
Previous testing has focused on calibrating the ADCS with an accurate dynamic magnetic field 
at the center of the work volume. The current approach uses a high-order multivariable regression 
function to obtain a map from the magnetic field and position in the work volume to the currents 
in the 3 coils. This allows for testing of sensors in the work volume not located in the center, 
something that is an expected use case during an integrated system test, where not all the sensors 
can be located at the center of the volume. The higher order map also offers increased accuracy 
for the calibration, something that was necessary for subsequent hardware changes to CubeSim, 
for it to have comparable performance. 
A calibration function map from a ℝ6 current space to a ℝ3 magnetic field space was used for 
subsequent calibration. This was done assuming the lumped mathematical model (Helmholtz cage 
and power supply) to be a black box. A new data set was captured, focusing on the response for 
the HC3 to preset power supply inputs, with a more careful control of environmental noise sources, 
such as electrical disturbance due to appliances near the setup.  
 𝐼 𝐻𝐶3 = ∑ 𝐴𝑛. ([?⃗?  𝑟 ])
∘𝑛𝑛
𝑖=0   (3.1) 
The higher order calibration function is assumed to be of the form as shown in Equation (3.1). 
Where, 𝐴𝑛 is the matrix coefficient for the 𝑛
𝑡ℎ term, [?⃗?  𝑟 ] is the composite vector consisting of 
magnetic field and position vector,  ([?⃗?  𝑟 ]) ∘𝑛  is the Hadamard power[29] (point-wise power 
operator for a vector) for the Magnetic field and 𝐼 𝐻𝐶3 is the vector of currents flowing in the 3 coils 
of the HC3.  
A multi-variable linear regression was used to obtain the coefficients for the polynomial 
function. The mvregress function from MATLAB was used to obtain the mapping matrix and the 
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residues Equation (3.2) , where 𝛽 is matrix of regression coefficients, 𝑋𝑖  is a design matrix of 
predictor variables, 𝑦𝑖 is a vector of responses and 𝑒𝑖 is a vector of error terms, with multivariate 
normal distribution[30]. 
 𝑦𝑖 = 𝑋𝑖𝛽 + 𝑒𝑖, 𝑓𝑜𝑟 𝑖 = 1,… , 𝑛  (3.2) 
 The coefficient 𝐴0  is obtained by solving the data for a regression against a unit vector 
(Hadamard power of 0). The residues from the (𝑛 − 1)𝑡ℎ regression is used for the 𝑛𝑡ℎ regression, 
and this is repeated until the residues do not reduce between subsequent regressions. 
3.1.3 Magnetometer calibration 
A similar calibration model, as used for the HC3 calibration, was used for the magnetometer 
and gyroscope calibration, which maps from a ℝ3 value space to a ℝ3 field. The magnetometer 
was calibrated at the center of the HC3, before hardware augmentation. This allowed for a higher 
accuracy of calibration, since the introduction of new hardware in the work volume introduces 
new magnetic noise source. 
Since the magnetic field produced by the HC3 is calibrated to the 4th order polynomial basis, 
any magnetic field based calibration cannot have higher accuracy, and hence the upper limit to the 
Hadamard power for sensor calibration was set to the 4th power. 
3.1.4 Spherical Air Bearing Integration 
Previous testing has focused on calibrating the ADCS by rotating a dynamic magnetic field 
around the stationary component/satellite in order to simulate the apparent magnetic field on orbit. 
A spherical air bearing allows components to be rotated relative to the generated magnetic fields 
and enables the calibration of torque coils in coordination with motion based sensors (i.e. 
gyroscopes, accelerometers).  
36 
 
Modifications to the HC3 test platform were required to integrate the bearing platform into the 
test volume. The materials for the modification hardware were selected to minimize the impact on 
the magnetic field; this includes the use of nonferrous aluminum, brass, ABS plastic, and stainless 
steel for all mounting hardware and fasteners.  
Satellite Platform. The air bearing stand and hemispherical bearing support a sourced aluminum 
optical board and system of stainless steel counterweights (the complete assembly shown Figure 
3.2). The counterweights provide an adjustable center of mass and radius of gyration for stability 
of the device under test. Adjustable mounting brackets were designed and manufactured to secure 
a variety of component hardware as well as CubeSat form factors ranging from 1U to 6U. Each 
bracket can mount anywhere along the patterned bearing platform, with set-screws providing both 
Figure 3.2. (Left) Completed Bearing Platform in HC3 with mounted 2U CubeSat frame, (Right) Brackets with 
Norseal 500 contacts secure the CubeSat 
Figure 3.3. Hardware architecture of wireless data logger, solid lines indicate wire connections, dashed lines 
indicate the wireless connection, arrowhead indicate direction of data transfer 















fine positioning and retention force. Norseal-500 (formerly Cohrlastic-500) silicone rubber was 
sourced as a low-outgassing contact surface for use on the mounting brackets as shown in Figure 
3.2. NASA outgassing data confirms a Total Mass Loss (TML) of 0.24 and Collected Volatile 
Condensable Material (CVCM) of 0.09, permitting its use in securing flight hardware with 
minimum outgassing contamination [8].  
Low Inertia Platform. The large mass of the optical platform and stainless steel counterweights 
does not allow for testing of individual torque coils due to the large moment of inertia about the 
vertical axis. A second, low mass platform was designed, and 3D printed to enable wireless testing 
of individual torque coils. This platform, shown in Figure 3.4, secures a single torque coil, 
Raspberry Pi, XBee wireless communication module, 5 AA batteries and supporting PCB boards 
to supply the coil with 7.5 V and torque commands via the CubeSim operating software. The 
unique design provides a low center of mass for platform stability while minimizing the moment 
Figure 3.4. Torque coil test platform with supporting hardware 
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of inertia about the vertical axis. This platform enables the calibration of magnetometers in tandem 
with the flight gyroscopes and torque coils. 
Wireless Data Logger. The wireles data logger, Figure 3.3, consists of a RaspberryPi Zero 
(RPi), running a Linux distrubution, with a battery pack and a XBee transceiver pair that relays 
data to a remote PC. The PC has access the RPi through the wireless XBee commuincation and 
has access to a secure shell (SSH) running on the RPi. This allows for changes to the data logging 
code (during runtime) in the RPi, which allows realtime hardware debugging without stopping or 
changing initial conditions for a particular test. This setup also has the flexibility to be easily 
adapted for a different set of sensors/actuators if the need arises in the future.  
3.1.5 Gyroscope calibration 
The rate gyroscopes on the IlliniSat-2 bus are integrated with the torque coils, seen in Figure 
3.4. The calibration is performed using the same method as described earlier in the paper. The HIL 
test involves setting up the air bearing platform (in the configuration seen in Figure 3.2 (left)) to 
an oscillation along one axis, by physically holding one edge higher and letting the restoring torque 
produce the oscillation. The readings from a magnetometer and gyroscope are recoded. The values 
from a calibrated magnetometer are numerically differentiated and then used to obtain the 
calibration matrix using linear regression between the gyroscope and differentiated magnetometer 
values. Since the magnetometers were calibrated to the 4th order, and the gyroscopes cannot be 
more accurate than the device used to calibrate, a 4th order regression was used for the gyroscope. 
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3.2 Results and Discussion 
3.2.1 HC3 calibration 
When the multivariable regression method described above was applied, it was observed that 
the residue between the 3rd and 4th order terms was unchanged. This was the terminating criteria 
for the algorithm. The matrix elements that represent positional variation were an order of 
magnitude lower than the elements accounting for the contribution of current to the magnetic field 
produced. This can be interpreted as the magnetic field having relatively minor variations in the 
work volume, which was one of the design requirement for the HC3 [71]. 
Figure 3.5.  Linear field test commanded magnetic field (top), and (middle) angular and (bottom) magnitude error in the 
magnetic field reproduced using 4th order calibration 
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Once the calibration matrices were obtained, the calibration was tested by producing a dynamic 
magnetic field. The first test generated linear ramp functions in each coil independently, as seen 
in Figure 3.5. Subsequently a dynamic magnetic field observed by a satellite in the International 
Space Station orbit (generated using the ISS Two-Line Element), holding a constant attitude is 
simulated, this test evaluates the cross coupling effects of each current coil. The generated 
magnetic field is measured using the AlphaLab magnetometer and the 𝑙1 norm of the error between 
the generated and desired magnetic field are calculated, seen in Equation (3.3). 




Where ?⃗? 𝑑,𝑖 and ?⃗? 𝑔,𝑖 are the components of the desired and generated magnetic fields. The 𝑙1 
norm for the linear test are seen in Figure 3.5 and from the orbital field are seen in Figure 3.6. The 
higher order calibration function has better performance as compared to previous calibrations2. 
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3.2.2 Magnetometer calibration 
The magnetometer was calibrated against the linear ramp magnetic field. This calibration was 
performed before the air bearing integration. The magnetometer was kept in the center of the test 
volume and a linear magnetic field was generated with the response of the magnetometer being 
recorded. The calibration matrix was obtained from MATLAB and the results of the calibration 
were compared. (Result plots to be included after presentation at conference) 
Figure 3.6. Dynamic magnetic field as simulated from ISS orbit (top), and (middle) angular and (bottom) 
magnitude error in the magnetic field reproduced using 4th order calibration without air bearing 
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3.2.3 Effect of the air bearing integration on calibration  
The same setup was used to determine the added magnetic field noise created by the air bearing 
assembly. CubeSim was operated with the magnetometer placed in the center of the test volume 
both with and without the bearing assembly. The recorded field readings of each test were 
compared to the field commanded, with angular and magnitude variation plotted with MATLAB 
analysis, Figure 3.7. The results of testing with the bearing assembly, shown in red, indicate a 
significant amount of deviation present with the added hardware, with angular deviation peaking 
at 2.5 degrees deviation. This is 0.5 degrees higher than the initial allowable deviation provided 
but cannot be reduced unless the system has some feedback loops to correct for the spinning table. 
Figure 3.7. Comparison of l1 norm error with and without air bearing 
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A feedback loop would increase the system response time and hence is not used. The HIL tests 
with the air bearing platform will thus have magnetic field direction accuracy of 2.5 degrees. 
3.2.4 Gyroscope calibration 
The uncalibrated gyroscope results, compared to the numerically differentiate values are seen 
in Figure 3.8. The observed values for the rotation rates about the x, y, and z axis have significant 
error. Also, the error does not have the same trend for all axis. The data points from this were used 
in the mvregress function in MATLAB, and a 4th order polynomial was obtained.  
The calibration function was then applied on the data. The calibrated gyroscope data was then 
plotted against the differentiated magnetometer data, seen in Figure 3.9. It can be easily observed 
that the error after calibration is considerably lesser, and the individual axis are calibrated to agree 
Figure 3.8. Differentiated magnetometer data (above), uncalibrated magnetometer data (below) 
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to the magnetometer data. The calibration reduces the error to 10∘/𝑠𝑒𝑐 each axis, and is the limit 
for the gyroscopes used, according to its specification. 
  




CHAPTER 4: EXTENDING SOFTWARE CAPABILITIES OF 
CUBESIM 
To further improve the software capabilities of CubeSim, this chapter introduces two main 
modifications to the CubeSim software package improving simulation accuracy. The first 
modification is a set of new calibration techniques developed for CubeSim that enable robust and 
fast calibration of magnetometers. The second modification evaluates the inclusion of the 
Enhanced Magnetic Model (EMM) instead of the International Geomagnetic Reference Field 
(IGRF) model for production higher fidelity of magnetic field.  
The CubeSim software propagates the satellite’s states and the corresponding Earth magnetic 
field is output to the Helmholtz cage to be detected by a magnetometer. The new calibration 
technique is optimized to produce a more uniform magnetic field in the test region, allowing 
Figure 4.1. Helmholtz cage and work volume (cubical volume at center of cage) 
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simultaneous calibration of flight magnetometers (previously done sequentially). This is achieved 
by optimizing the HC3 current values, which minimize the deviation (defined using conventional 
metrics) in magnetic field observed in the test volume (a volume large enough for a 6U CubeSat, 
shown in Figure 4.1).   
While previous testing had focused on the calibration of stationary flight magnetometers, torque 
coil calibration was also desired, this required a dynamically moving platform. The spherical air 
bearing and the wireless data logger were hardware augmentations to the existing CubeSim setup 
to extend its capabilities[38]. A spherical air bearing was integrated to allow the rotation of flight 
hardware in reaction to the generated magnetic fields. A dynamically moving Device Under Test 
(DUT), provides another motivation for a more uniform magnetic field, since the magnetometers 
will not always be at the center of the cage. 
In previous studies, the HC3 used the IGRF model to generate its magnetic fields. As this is an 
empirical mathematical model that approximates the Earth’s geomagnetic field, there are cases 
where the IGRF disagrees with the Earth’s magnetic true field. This study improves the 
Geomagnetic model used for CubeSim, using a higher fidelity magnetic model, called the 
Enhanced Magnetic model (EMM) which models the magnetic field to greater precision, thereby 
producing more realistic magnetic environment for the HIL tests.  
4.1 HC3 Calibration 
The HC3 power supply and field strength is calibrated using an AlphaLab Milligauss Meter 
MR3, to generate accurate, uniform magnetic fields within the test volume. A multivariate 
regression based calibration model was previously formulated and verified to account for magnetic 
field produced at a desired point within the work volume. This study develops an HC3 model based 
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on the same multivariable regression method. In addition to this method, a neural net based model 
for the HC3 is also presented. Using the new multivariate regression and neural net based 
calibration an optimization is setup to produce a magnetic field in the work volume that minimizes 
the deviation of the field produced in the work volume, thereby yielding a more uniform field in 
the entire work volume. The uniform field enables simultaneous calibration of DUTs, and the 
results from both are compared.  
4.1.1 Data Collection 
The calibration of the cage was performed using the AlphaLab milligauss magnetometer, for 
the test volume of the HC3 (a 40cm cube at the center of the cage). The response of the uncalibrated 
HC3 was measured at a spatial resolution of 1cm for the test volume and a current resolution of 
0.2A, from -1A to 1A for each coil energized independently. 
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Table 4.1. All calibration methods developed for CubeSim 
Calibration method Purpose 
Scalar polynomial 
Calibration of field at the exact center 
(origin) of the work volume (defined as 
(0, 0, 0) cm). 
Scaling matrix[39] 
Calibration of field at the exact center 
of the work volume (defined as (0, 0, 0) 
cm), to a higher accuracy. 
Multivariable linear regression[38] 
Calibration of field for the entire work 
volume (range of -20 to 20cm along each 
axis), with higher accuracy. 
Optimal calibration (using multivariable 
regression based HC3 model), discussed in this 
chapter. 
Calibration method to produce 
uniform magnetic field in the whole work 
volume. 
Optimal calibration (using neural network 
based HC3 model), discussed in this chapter. 
Calibration method to produce 
uniform magnetic field in the whole work 
volume. 
 
4.1.2 Previous Calibration Results 
The calibration of the cage was performed using several techniques, a brief overview of these 
techniques can be seen in Table 4.1. The initial calibration used a scalar polynomial mapping the 
response of the 3 coils to the 3 components of the magnetic field. A subsequent calibration method 
used a matrix which accounted for cross coupling between the 3 current coils by obtaining a linear 
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matrix map between the current and the magnetic field at the center of the cage. These methods 
enabled the characterization of the field errors at the exact center (origin) of the HC3 work volume 
[7]. The calibration was accurate and within system requirement for the center of the test volume.  
Off-center magnetic fields were measured and calibrated in Reference [38], called the 
Multivariable linear regression calibration. This allowed producing magnetic fields accurately at 
any desired point in the work volume. The calibration of the whole work volume allowed testing 
several devices sequentially, producing a field with accuracy for each location at a given time. 
This method uses a high-order multivariable regression function to obtain a map from the magnetic 
field and position in the work volume to the currents in the 3 coils. The higher order map also 
offers increased accuracy for the calibration, something that was necessary for subsequent 
hardware changes to CubeSim, for it to have comparable performance. A calibration function map 
from a ℝ6 : (magnetic field and position space) to a ℝ3 : (current space) was used for calibration. 
This was done assuming the lumped mathematical model (Helmholtz cage and power supply) to 
be a black box. 
4.1.3 Novel Calibration Methods 
The new calibration method utilizes a similar mathematical model as described above, for the 
HC3. With the exception that this model is a function map from a ℝ6: (current and position space) 
to a ℝ3: (magnetic field space), which makes it the inverse problem to the one addressed in 
Reference [38]. Similar to previous method this function map assumes a lumped black box 
mathematical model for the Helmholtz cage and power supply.  
The first approach decomposes the mapping function to polynomial basis, while the second 
method trains a neural network to represent the mapping function.  This was done using the 
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MATLAB mvregress and the Neural Net Fitting tool1, respectively. The inputs and targets to both 
the mapping techniques are the same.  
4.1.3.1  Polynomial basis Function 
The multivariate calibration function is assumed to be of the form as shown in Equation (4.1). 
Where, 𝐴𝑛  is the matrix coefficient for the 𝑛
𝑡ℎ  term, 𝐼𝑟⃗⃗   is the composite vector, such that 𝐼𝑟⃗⃗  =
[𝑟1, 𝑟2, 𝑟3, 𝐼1, 𝐼2, 𝐼3], 𝐼𝑟⃗⃗  
 ∘𝑛
is the Hadamard power[29] (element-wise power operator for a vector) 
for the composite (current, position) vector and ?⃗? 𝐻𝐶3 is the vector of magnetic fields produced by 
the HC3.  
  
A multi-variable linear regression was used to obtain the coefficients for the polynomial 
function. The mvregress function from MATLAB was used to obtain the mapping matrix and the 
residues Equation (4.2), where 𝛽  is matrix of regression coefficients, 𝑋𝑖  is a design matrix of 
predictor variables, 𝑦𝑖 is a vector of responses and 𝑒𝑖 is a vector of error terms, with multivariate 
normal distribution [9]. 
 𝑦𝑖 = 𝑋𝑖𝛽 + 𝑒𝑖, 𝑓𝑜𝑟 𝑖 = 1,… , 𝑛  (4.2) 
 The matrix coefficients 𝐴𝑛(in Equation (4.1)) are solved for using the mvregress function (𝛽 in 
Equation (4.2)). The coefficient 𝐴0 is obtained by solving the data for a regression against a unit 
vector (Hadamard power of 0). The residues from the (𝑛 − 1)𝑡ℎ regression is used for the 𝑛𝑡ℎ 
regression, and this is repeated until the residues do not reduce between subsequent regressions. 
                                                 
1 https://www.mathworks.com/help/nnet/gs/fit-data-with-a-neural-network.html 
 ?⃗? 𝐻𝐶3 = ∑ 𝐴𝑛. (𝐼𝑟⃗⃗  )
∘𝑛𝑛
𝑖=0   (4.1) 
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4.1.3.2 Neural network function 
The neural network is trained using the Lavenberg-Marquardt algorithm (also known as the 
damped least mean squares method). The neural network consists of a hidden layer of 3 neurons 
(one for each component in the output), and three neurons for the output layer, as seen in Figure 
4.2. The data set is divided such that: 70% of it is used for training the network, 15% is for 
validation and the rest 15% is for testing. The inputs (composite vector) and targets (magnetic 
fields generated) are presented to the network during training, and the network is adjusted 
according to its error (output produced by network- target). Errors are used to measure network 
generalization, and to halt training when generalization stops improving.  
4.1.4 Optimizer setup 
After the realization of the two function maps, an optimizer was setup in MATLAB, using 
fmincon, to solve for the optimal currents to be fed to the system to minimize the deviation in 
magnetic field in the test volume. The deviation of the magnetic field generated is defined by 
summation of the 𝑙1 and 𝑙2 error of the magnetic field, evaluated at the center and the corners of 
the work volume. The formulas used for the 𝑙1 and the 𝑙2 norm are shown in Equation (4.3) and 
Equation (4.4). 
  
Figure 4.2. Scheme of Neural Network realized in MATLAB 
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Where ?⃗? 𝑑,𝑖  is the desired magnetic field in the test volume and ?⃗? 𝑔,𝑖  is the magnetic field 








Where 𝑖, represents the function 𝑙1 + 𝑙2 evaluated at the center and the eight vertices of the 
work volume. This optimization is performed once using the ?⃗? 𝑔 generated using the polynomial 
basis function and once using the neural network function. The currents obtained using both the 
methods are compared. 
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4.1.5 Results and Discussion 
Figure 4.4. Mean Squared Error (mean squared residue), for 4th order term (red), and 3rd order term (blue) 
Figure 4.3. Error Histogram (left) and Mean Squared Error (right) for Neural Network function 
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Polynomial basis function: The polynomial basis function is calculated until the 4th order term, 
since the residues from the regression do not decrease significantly for higher order terms. Figure 
4.4, shows the difference in the residue between the 3rd and the 4th order term. It also shows that 
at the end of the 4th order regression, the mean squared error is at the scale of 0.07. 
Neural network function: The neural net based function map is trained and obtained using the 
Neural net fit tool. As seen in Figure 4.3, the error in the function map is much smaller than that 
of the polynomial basis function, and so is the mean squared error. It should be noted that the mean 
error is lower than the sensitivity of the hardware.  









































































4.1.6 Optimized Magnetic Field  
The optimization yields a function that has the least deviation of magnetic field at the center 
and the eight vertices of the work volume. Since the magnetic field produced is an analytic function 
everywhere within the work volume it will contain an extrema or will be constant within the work 
volume (Weierstrass’ theorem). It is well known that the function is not constant inside the work 
volume. The extrema is a minima because the deviation at the center is also minimized by the 
optimization function. The system is tested by setting a desired magnetic field value of ?⃗? 𝑑 =
[1,1, −1] 𝐺𝑎𝑢𝑠𝑠. This is the maximum field strength that can be produced, and the y-axis is set to 
a negative value because the cross coupling terms will be particularly hard to account for the test 
condition. Therefore, this test serves as a worse case situation. The solution from the multivariable 
regression based optimizer yielded a current of [𝐼1, 𝐼2, 𝐼3] = [0.8244, 0.8009,−0.8144], while 
the neural network based method yielded [𝐼1, 𝐼2, 𝐼3] = [0.8249, 0.8024,−0.8163]. The current 
obtained is approximately similar to almost 3 decimal places. Practically when the HC3 is fed with 
the currents from the multivariable regression and from the neural network calibration the error in 
the magnetic field from the desired is as seen in Table 4.2. The error of the deviation of the 
magnetic field is closer to zero at the center of the cage than at the corners, this was as expected. 
It can be seen in the preliminary analysis that the Multivariable regression provides a marginally 
better solution for the points shown, but the magnetic field deviation inside the whole work volume 
should be analyzed, for this conclusion to be established. 
Also, since the center has a much lower error, sensitive equipment calibration and test will be 
performed only at the origin of the work volume. 
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4.2 Geomagnetic model 
CubeSim simulates the satellite in orbit based on a TLE, provided by the user. The SGP4 model 
is then used to obtain the satellite’s position, which is then in turn used to evaluate the magnetic 
field apparent to the magnetic field. Currently CubeSim utilizes the IGRF to calculate the observed 
magnetic fields. 
The calibration methods developed for the HC3 have ensured that the magnetic field apparent 
to the DUT is accurate to the commanded. This was seen in the Hardware in the Loop tests in 
Reference [26]. The agreement between the true attitude and the attitude determination system is 
accurate to within 3∘ of pointing knowledge. Such a close attitude determination solution could be 
because CubeSim and the satellite onboard ADCS uses the same magnetic model (IGRF). Thus to 
increase the fidelity of the HIL, the EMM magnetic field was integrated to CubeSim. The changed 
CubeSim scheme can be seen in Figure 4.5. 
The EMM is a higher fidelity magnetic model for the Earth’s magnetic field. This model 
includes effects of the Earth’s core as well as the magnetic field due to the crust. The primary 
Figure 4.5. CubeSim Scheme, blue box indicates the IGRF model replaced by the EMM. 
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contributions of the magnetic field sue to the care are for longer wavelength, while the shorter 
wavelengths are dominated by the crustal magnetic field. The geomagnetic field of the Earth are 
represented as spherical harmonic expansions of a magnetic potential. Such a model can then be 
evaluated at any desired location to provide the magnetic field vector. The standard IGRF uses a 
spherical harmonic representation to degree and order 12, resolving the magnetic field at 3000 km 
wavelength. In contrast, the EMM extends to degree and order 720, resolving magnetic anomalies 
down to 56 km wavelength (see comparison in the figure). The higher resolution of the EMM 
results in significantly improved pointing accuracy [10]. 
 
Figure 4.6. Error in magnetic field (l1 norm) between the EMM and the IGRF field for variation in altitude. 
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4.2.1 Results and Discussion 
The comparison of the IGRF and the EMM was done for two different test cases. The first 
comparison was the disagreement of the magnetic field for difference in altitude at an arbitrary 
chosen point over the Earth’s surface. The point was chosen as 0∘ 𝑁 𝑎𝑛𝑑 0∘𝐸 on the WGS84 
ellipsoid. The altitudes considered for comparison was from 200 km (lowest altitude where the 
IlliniSat-2 bus would operate) to 600km (upper limit to the IGRF model, since IGRL isn’t 
recommended to be used above 600km). The EMM is a higher fidelity magnetic model that 
includes the magnetic field due to the earth’s crust, and thus a higher disagreement is expected for 
lower altitudes. Figure 4.6, shows the expected behavior, the larger disagreement is observed at 
the lower altitude, with a monotonic decrease with increase in altitude. 
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The next comparison was at an altitude of 200km (the altitude where LAICE, a CubeSat mission 
based on the IlliniSat-2 bus performance its science objectives), with the latitude and longitude 
varying from −90∘ 𝑁 𝑎𝑛𝑑 − 180∘𝐸  to 90∘ 𝑁 𝑎𝑛𝑑 180∘𝐸 (a diagonal trajectory), on the World 
Geodetic System 1984 (WGS84) ellipsoid. This test forms just one example of the variation of 
magnetic field. Figure 4.7, shows the disagreements in the magnetic fields, these disagreements 
are larger than can be expected due to purely altitude variation. Since the HC3 is calibrated to 
produce magnetic fields to within 1% error near the center, which translates to approximately 50nT 
for realistic magnetic fields. The magnetic field produce sure to the EMM will be significantly 
different to the field produced due to the IGRF. 
Figure 4.7. Error in magnetic field (l1 norm) between the EMM and the IGRF field for a variation in longitude 




The updated CubeSim calibration and redesigned platform presented here provide an improved 
method of ADCS validation. The use of a high order calibration function has increased the 
accuracy and better compensates error generated by hardware in the test volume. The addition of 
rotating hardware to the test volume does impact magnetic field quality marginally. This potential 
for increased field deviation will be noted in future tests and calibrations of IlliniSat-2 bus 
hardware. This hardware allows for calibration of inertial based sensors and this study 
demonstrates the calibration procedure for rate gyroscopes.  
Finally, the augmented CubeSim now enables the test of assembled flight hardware, flight 
systems, and the complete IlliniSat-2 bus in a high fidelity Hardware in the Loop simulation. 
The optimized magnetic field produced using the polynomial basis function and the neural 
network based function show close agreement, near the center of the cage. This is further 
confirmed by the similar optimization values obtained by the optimization fit. At the extreme cases 
it is realized through tests that the Multivariable regression function is a better representative of 
the magnetic field generated but only marginally. 
A higher fidelity geomagnetic model was integrated into the CubeSim software package. The 
magnetic variations between the IGRF and EMM models are compared for variation in altitude 
and in along a sample trajectory in the WGS84 ellipsoid. The field variation is compared to the 
HC3 field reproduction accuracy, and is shown that using the EMM will change the magnetic field 
produced for certain cases. This would allow for a higher fidelity hardware in the loop simulation 




CHAPTER 5: ENERGY OPTIMAL ADCS DESIGN  
This chapter presents the optimization of the Attitude Determination and Control System 
(ADCS) for LAICE and CubeSail. The ADCS is divided into two separate, but interlinked 
subsystems: attitude determination and attitude control. The coupled system is limited in available 
mass and power, and must use inexpensive components. Previous work has seen these two systems 
independently optimized, but here the coupled system is optimized, to generate an optimal pointing 
method for IlliniSat-2 satellites. In these previous studies, it was assumed that there were no 
constraints on the duration or intensity of the magnetic torque utilization beyond the physical limits 
of the hardware in question. In this investigation, the energy stored in the battery and available for 
use by the ADCS will be considered.  
The motivation behind this optimization is to see of how the performance of both system 
(ADCS and Power systems) is optimized for realistic satellite power charge levels. Ensuring that 
the attitude determination and control system is well tuned for realistic charge levels, including 
maximum depth of discharge constraints and satellite charging models, is a critical step in preflight 
simulation and testing. 
To model the satellite state of charge, a power systems model is necessary. This model includes 
realistic models of the solar array and the solar intensity seen by individual solar cells, which 
depends primarily on the satellites orbit and attitude. The model of solar intensity also takes into 
consideration the satellite's time in Earth's shadow when no charging can occur. The resultant 
attitude simulations are thereby more realistic than those previously performed since the system 
only actuates when there is sufficient power to do so. As a consequence, optimization of the 
attitude control gains will better account for realistic power concerns. 
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A fundamental challenge of this optimization is that these systems are coupled. The results from 
the attitude determination system are used as an input to the control system. As the attitude control 
system operates (subject to available power), the attitude changes. Finally, as attitude changes, the 
generated power for the bus changes. Thus, the systems share resources, which add system-level 
constraints. 
This work concentrates on developing optimization algorithms that can run in real-time on 
flight hardware for the LAICE and CubeSail. The optimization is carried out in the magnetic 
attitude simulator, realized in MATLAB.  
The goals of this study are to optimize an attitude determination and control system with respect 
to minimum settling time when repositioning, with a secondary goal to minimize power usage.  
The system is subject to the constraint that it must be able to point within the given accuracy.  
5.1 Attitude Determination and Control System (ADCS) 
The IlliniSat-2 bus uses a purely magnetic ADCS, utilizing magnetometers and magnetic torque 
coils for determination and control, respectively. As discussed earlier, the modularity of the ADCS 
allows the usage of several different determination and control algorithms, but for this optimization 
study the determination system uses the TRIAD method [11] for attitude determination and an 
Extended Kalman Filter for filtering the sensor noise. The control system uses a Quaternion Rate 
Feedback [38] to compute the control torques that need to be produced to attain the desired attitude. 
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5.1.1 TRIAD and Extended Kalman Filter (EKF) 
Determining the attitude of a satellite is finding the rotation between vectors in the body-fixed 
reference frame of the satellite and the same vectors in some inertial reference frame.  
In the case of the IlliniSat-2, the body-fixed frame is oriented with +Z toward the payload end 
of the satellite (see Figure 5.1) and the +X normal to one solar panel (specially the solar panel 
covering the internal cabling trench). The inertial reference frame used herein is the Earth Centered 
Inertial frame (ECI). The ECI frame is defined with +Z being geographic North, and +X pointing 
towards the First Point of Aries (an arbitrary fixed point in the celestial sphere).  
The reference vectors are estimated using the International Geomagnetic Reference Field 
(IGRF) for the magnetic field, and a simple sun model for sun position vector. The Sun model is 
based on the relative position of the Earth and the Sun at a given time, in the ECI frame. The 
reference vectors are calculated from these models based on a propagated orbital position and time.  
Figure 5.1. Satellite Body reference frame (X, Y, Z axis shown) 
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The measurement vectors in the body-fixed frame are established by sensor packages aboard 
the satellite, namely: magnetometers and sun sensors. The magnetometers measure the magnitude 
of the Earth's magnetic field in three body-fixed axes; for the sake of convenience, these axes are 
aligned with the body-fixed reference frame. The sun sensors measure the intensity of the solar 
radiation flux in three body-fixed axes.  
To determine the rotation between frames, the transformation between two measurement 
vectors in the body-fixed frame to two corresponding reference vectors in the inertial frame is 
evaluated thus determining the rotation uniquely. This is determined using the TRIAD algorithm 
which uses the two reference vectors in the ECI frame (bm,calc
𝐼  for magnetic field vector and rm,calc
𝐼   
for sun pointing vector), and two corresponding measurement vectors in the body-fixed frame 
(bm,sensor
𝐵  and rm,sensor
𝐵 ), to determine the rotation matrix 𝐴
𝐵


































Attitude Sensor Simulator 




Although practically the measured vectors will be obtained through the body sensors, in 
simulation, the measurement vectors are evaluated as the ECI reference vectors transformed into 
the body-fixed reference frame based on the propagated attitude. In simulation, since the sensor 
data is being derived from the propagated attitude, it is necessary to add noise to test the robustness 
of the system. In order to simulate the noise, random gaussian noise which is on the order of the 
resolution of the sensor is added to the simulated measurement, which are then used by the 
determination system, as seen in Figure 5.2.  
The TRIAD method provides a noisy estimate of the satellite attitude, the noise is primarily due 
to the sensors. In the case of IlliniSat-2, Extended Kalman Filter filtering is employed to estimate 
the true attitude quaternion [4]. Relevant to the optimization however is a set of weights 𝑥𝐾𝐹 used 
to tailor the filtering. 
5.1.2 Quaternion Rate Feedback (QRF)  
The attitude control model is based on the standard Euler Equations of rotational motion [12], 
Equation (5.3). 
𝐽?̇? + 𝜔 × 𝐽𝜔 = 𝑢 (5.3) 
Where 𝐽 is the assumed inertia matrix of the satellite, while 𝜔 is the angular momentum vector, 
𝑢 is the applied control vector. This study uses the QRF control law to generate stabilizing torques, 
seen in Equation (5.4), Equation (5.5), and Equation (5.6). 
𝑢 =  −𝐾𝑞𝑒 − 𝐶𝜔 (5.4) 
Where, 𝑞𝑒 is the satellite attitude error, in a quaternion representation, and 𝐾 and 𝐶 are gains 
on the controls, and therefore some of the optimization parameters. It should be noted this is one 
of the cross-over points: the ability to determine the 𝑞𝑒 is completely dependent on the attitude 
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determination system. For the purposes of initial simulation, an artificial error will be introduced 
according to the datasheet for individual sensors that the ADS use. The choice of 𝐾 and 𝐶 vary 
based on approach, ranging from simple constants to more complex values. After some trial with 
various control formulations, the following control formulation was chosen (for primary analysis): 







Where, 𝛼, 𝛽 and the 𝑐𝑖 are all scalar constants, and are some of the primary design variables. 
Note that 𝐽 is the satellite inertia matrix, while 𝐼 is simply the identity matrix. 
5.2 Power System 
A simple model for the power system has been created and implemented for the optimization. 
Since the Solar panels are also used as the Sun sensors (as discussed in Attitude Determination 
section), the sun vector rm,sensor
𝐵  and its components represents the solar intensity seen on each 
face. A simple model of the power generated is given by Equation (5.7). 
Figure 5.3. Mask model for solar intensity used for battery power calculation 
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Wgenerated  = ηSolarCellAPanelrrSun,sensor
B  (5.7) 
Where Wgenerated is the power generated, ηSolarCell is the efficiency of a solar cell, and APanelr 
is the Area of solar panel along that axis. The rSun,sensor
B  can be set to 0 for certain conditions, this 
is a mask to make the model more realistic. One such example is a conditional mask to check if 
the satellite is in the shadow region of the Earth, as seen in Figure 5.3. Also, the solar panels are 
currently modelled without dead-zone considerations, which can be included in future studies as 
similar masking conditions. 
The battery charge level is tracked using Equation (5.8) and Equation(5.9). 





𝑊𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = 𝑉𝑇𝑄𝐼𝑇𝑄 (5.9) 
Where 𝑊𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 is the power consumed by the ADCS, 𝑉𝑇𝑄 is the terminal voltage at each coil 
and 𝐼𝑇𝑄  is the current through each coil. 𝑡𝑓  is the final time (simulation period). The current 
simulation assumes that the rest of the bus will consume significantly smaller power than the ACS 
actuators, although adding a constant or higher fidelity power consumption model can easily relax 
this assumption. 
5.3 Optimization setup 
The optimizer is setup as seen in Figure 5.4. The ADCS parameters (EKF coefficients and QRF 
parameters) are passed to the simulation environment, shown ‘x’. The system is propagated 
forward for a user determined time (orbit section). The response of the system, shown ‘R’, is sent 
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back to the optimizer where the objective function is evaluated. This process is performed 
iteratively until a local solution for the ADCS parameters are found. 
The optimization problem is solved numerically using MATLAB. The setup includes an 
objective function. The objective function for the ADCS aims to search for controllers that achieve 












Figure 5.4. Setup of Optimization in MATLAB 
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Where 𝑞𝑑𝑒𝑡,𝑒  is the summation of the absolute error in magnitude of estimated quaternion 
(contribution of determination algorithm), 𝑡𝑓  is the final time after a commanded maneuver, 
𝜔𝑐𝑡𝑟𝑙,𝑒 and 𝑞𝑐𝑡𝑟𝑙,𝑒 are the errors on angular rates and true quaternions (controller contribution), 
respectively. The 𝑤𝑞𝑑, 𝑤𝑐𝜔 , 𝑤𝑞𝑐 and 𝑤𝑐 are penalty weights. 𝐶ℎ𝑎𝑟𝑔𝑒𝐶𝑜𝑠𝑡 is a function of the 𝐶𝑙 
(charge level). The nature of the function is seen in Figure 5.5, the function is exponentially 
increasing on both sides and has a minima at 100% charge. The function is meant to constrain the 
battery charge between 50% and 100%, with preference towards the higher charge level. 
Given that the Kalman filter weights are not directly penalized, there is no constraint on their 
value. However, the Kalman filter weights allow the filter model the noise in the system and thus 
have physical meaning. The relative magnitudes of the weights were evaluated, hence the weights 
of representing the process noise were on the order of 10−1, while the measurement noise weights 
Figure 5.5. Charge Cost Function vs Charge Fraction 
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were on the order of 104. The values are lower-bounded by 0 as the gains must be positive. Thus 
we obtain the following constraints for the optimization, given by Equation (5.11), Equation 
(5.12), Equation (5.13), and Equation (5.14). 
𝑔𝑖 = −𝑥𝐾𝐹,𝑖 < 0 𝑓𝑜𝑟 𝑖 = [1…4] (5.11) 
𝑔𝑖+4 =  𝑥𝐾𝐹,𝑖 − 0.001 < 0 𝑓𝑜𝑟 𝑖 = [1…4] (5.12) 
𝑔𝑗+4 = −𝑥𝐾𝐹,𝑗 < 0 𝑓𝑜𝑟 𝑗 = [5…8] (5.13) 
𝑔𝑗+8 = 𝑥𝐾𝐹,𝑖 − 1000 < 0 𝑓𝑜𝑟 𝑖 = [5…8] 
 
(5.14) 
The quaternion feedback controller has an additional positive-definite requirement, Equation 
(5.15). 
𝑔17  = −K
−1C < 0 (5.15) 
The primary goal of the system is to point within a given accuracy, which is to say, maintain a 
final-time error on the attitude quaternion within a limit, Equation (5.16).  
𝑔18  = qef − qe
∗ < 0 (5.16) 
Where the qef subscript denotes the "final" or steady-state quaternion. 
The constraints on the power system are much more straightforward. The battery is bounded 
by its maximum capacity and the maximum discharge (50% of full capacity) that it is allowed; this 
is implemented as a contributing term in the objective instead of a constraint, for convenience of 
implementation in MATLAB.  
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5.4 Results and Discussion 
The model explained above is setup as an ‘All At Once’ (AAO) method [13], with the two 
subsystem (Determination and Control system) subject to simultaneous optimization. The main 
optimization function determines the coefficients for the ADCS for the mission. Initial attempts 
were made with small time spans (10 mins of simulated orbit propagation). Such a small time was 
chosen because of the large simulation time for the optimizer for the objective function, and obtain 
initial estimates for optimization over larger simulated time spans.  
The solutions from the results have differences in the order of magnitude, and hence a change 
of variable was applied to scale all parameters so as to make  variations along each decision 
variable similar as seen in Equation (5.17), Equation (5.18), Equation (5.19), and Equation (5.20) 
. To make the model easier for computer search algorithms, such as fmincon, the variables were 
scaled to values between 0 and 1 over the range of their bounds. This ensured that steps sizes made 
by the algorithm would be of similar magnitude across each variable.  
𝑥(1) = 10−6 ∗ 𝛼  (5.17) 
𝑥(2) =  10−4 ∗ 𝛽 (5.18) 
[𝑥(3);  𝑥(4);  𝑥(5)]  =  10−2 ∗ [𝑐1, 𝑐2, 𝑐3] (5.19) 
[𝑥(6);  𝑥(7);  𝑥(8);  𝑥(9);  𝑥(10);  𝑥(11);  𝑥(12);  𝑥(13)] = 𝑥𝐾𝐹  (5.20) 
Finer tuning of the forward integration time steps and system parameters eventually allowed 
for longer forward propagation of simulated mission (6 hours of simulated orbit propagation), for 
optimization. The system was solved for two different battery conditions, initial charge level of 
60% and 90% of full capacity. These values are chosen for the two extreme conditions of the 
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battery system. The simulations assumed an initial quaternion error of 0, but an initial rotation rate 
of 5 degrees/second (maximum target rotation rate for the IlliniSat-2 bus) about an arbitrary axis.  
This total optimization is that of a classical plant-controller problem, with local optimization 
being performed on the two problems. The results for the battery at an initial condition of 60% full 
is shown in Figure 5.6. The tuned system response shows that the initial angular rate (tumble) is 
damped to 0 in approximately 1000 secs. Once the tumble is reduced, the satellite holds its attitude 
to within system requirement (5∘ pointing accuracy). The system is tuned for different initial guess 
for ADCS parameters, and the obtained solutions are locally optimal, because the system isn’t 
convex and a simple fmincon command was used to obtain the parameters.  
The initial values and results of the optimal problem for 60% initial charge, for different initial 
conditions are shown in Table 5.1. The final obtained ADCS parameters, for initial case of 1st 
row yield performance results as seen in Figure 5.6.  
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Similar results for 90% initial charge, for different initial conditions are shown in Table 5.2. 
The final obtained ADCS parameters, for initial case of 1st row yield performance results as 
seen in Figure 5.7. Similar to the previous condition, the system successfully de-tumbles, and 
maintains pointing accuracy within 5degrees after tumbling, but taking about 10000 seconds. It is 
seen that the charge level goes above 100% to 106%, realistically the system will clamp the charge 
level to 100% and isolate the charging circuits. 
Figure 5.6. Simulation results for 6 hours in orbit with optimized ADCS with initial battery charge of 60%, (top left) 
Battery charge, (top right) Torque commended by magnetic torque coils, (bottom left) Angular velocity of satellite, and 
(bottom right) Pointing accuracy 
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Table 5.1. Results for initial battery charge at 60% full capacity 
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Table 5.2. Results for initial battery charge at 90% full capacity 
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This study demonstrates a viable way of finding an optimal ADCS system for miniature 
CubeSats that are energy optimal on both short and large time horizons. The optimizer was able to 
search the variable space to reduce the error in sensor noise, to achieve a better ADCS system than 
the one initially provided. The analysis remained bounded within the constraints, converging to a 
lower minimum in the region of the original guess.  
Figure 5.7. Simulation results for 6 hours in orbit with optimized ADCS with initial battery charge of 90%, (top left) 
Battery charge, (top right) Torque commended by magnetic torque coils, (bottom left) Angular velocity of satellite, and 
(bottom right) Pointing accuracy 
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The system results are stable and within system operation bounds, and hence practical, but the 
QRF parameters produce large torques to control the attitude. This arises because the system was 
tuned over a large range of conditions (de-tumbling mode and precise pointing.) A subsequent 
study would focus on utilizing a hybrid control to have optimal control algorithms that are more 
optimal for individual modes of operation of the ADCS. The results from this study will be further 
validated in Hardware in the Loop tests. If the system performance is validated, the results obtained 




CHAPTER 6: OPTIMAL ATTITUDE CONTROL 
TRAJECTORIES USING DYNAMIC PROGRAMMING 
This chapter discusses the techniques of finding the optimal attitude trajectories for an 
underactuated system. The optimal trajectories are calculated using a Dynamic Programming (DP) 
based method. An introduction to the DP method is presented, and then the process of 
discretization used for the DP technique is explained. Some mathematical properties for the system 
are then discussed which allows for computational speedup for finding the solutions to the optimal 
sub-problems for the DP.  
6.1 Dynamic Programming 
Dynamic programming (also known as dynamic optimization) is a method for solving a 
complex problem by breaking it down into a collection of simpler sub-problems, solving each of 
those sub-problems just once, and storing their solutions. DP simplifies a decision by breaking it 
down into a sequence of decision steps over time. This is done by defining a sequence of value 
functions, one such value function is seen in Equation (6.1). 
𝑉(𝑥) = min
𝑢𝑘





Where c(x, u) is the running cost assuming that there is no terminal cost for this discussion 
(Lagrange form), although this discussion can be applied for a generalized Bolza form as well. 
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The Bellman equation, named after its discoverer, Richard Bellman, also known as the dynamic 
programming equation (Equation (6.3)), is a necessary condition for optimality associated with the 
mathematical optimization method known as dynamic programming [31]. It writes the value of a 
decision problem at a certain point in time in terms of the payoff from some initial choices and the 
value of the remaining decision problem that results from those initial choices. This breaks a 
dynamic optimization problem into simpler subproblems, as Bellman's principle of optimality 
prescribes. 
Principle of Optimality: An optimal policy has the property that whatever the initial state and 
initial decision are, the remaining decisions must constitute an optimal policy with regard to the 
state resulting from the first decision.  
The definition of 𝑉𝑛
∗(𝑥) is the minimum value obtained in state 𝑥 at the last time 𝑛, Equation 
(6.2). The values 𝑉𝑖  at earlier times 𝑖 =  𝑛 − 1, 𝑛 −  2, … , 2, 1  can be found by working 













Figure 6.1. Example for Principle of Optimality, if a better control existed on [𝒕𝒎, 𝒕𝒉], that would have been optimal 
𝑂𝑝𝑡𝑖𝑚𝑎𝑙 𝑡𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦 𝑠𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑓𝑟𝑜𝑚 𝑥(0) 𝑎𝑡 𝑡 = 0 





The attitude trajectories can be broken into subproblems that involve finding the optimal path 
between any two discrete states. The dynamic programming equation (Bellman’s Equation) can 
then be used to solve for the optimal trajectory using these pre-calculated paths. A Bellman’s 
equation is a necessary condition for optimality associated with the mathematical optimization. 
An example of the graph obtained by solving for the optimal trajectory can be seen in Figure 
6.2. The obtained graph is populated for the value function for each node by solving the Bellman’s 
Equation. The optimal trajectory from any of the nodes to the target nodes is the greedy path with 
respect to this value function (green path in Figure 6.2). Hence, such a graph can be used a low 
cadence feedback control, such that if the system transition to the wrong node, the optimal path 





















𝑉 = 4 
𝑉 = 9 𝑉 = 0 
𝑉 = 8 
𝑉 = 8  
𝑉 = 5  
𝑉 = 9 
𝑉 = 7 
Figure 6.2 Illustration of pseudo feedback control strategy obtained by Dynamic Programming, red is greedy with 
respect to edge cost, while green is greedy with respect to the value function. 
81 
 
6.2 Equations of motion 
The equations of motion of a rigid body in the body frame is discussed for continuous and 
discrete domain. In the continuous domain this is also known as the Euler’s equations for rigid 
body dynamics. 
6.2.1 Continuous time dynamics 
Euler’s equations for rigid body dynamics for the continuous time domain are given below. The 
control torque for the magnetic only IlliniSat-2 bus is using the magnetorquers, (6.5) shows the 
implicit constraint in the torques that can be produced, because the cross product will not allow 
torqueing in the direction of the local magnetic field. 
𝐽?̇? + 𝜔 × 𝐽𝜔 = 𝑢 (6.4) 








  Where 𝐽 is the satellite inertia in the body frame (principle axis), therefore 𝐽 is a diagonal 
matrix. 𝑢 is the torque applied to the rigid body of inertia 𝐽, 𝜇 is the magnetic moment produced 
by the actuators, and 𝐵𝑏𝑜𝑑𝑦 is the local magnetic field in the body frame. 𝜔 and 𝑞 are the angular 
rate and the quaternion representing the rotation rate and the rotation from the ECI from to the 
body frame, for any time instant, and 𝑞∗  is the conjugate of 𝑞 . Equations (6.4) and (6.6), 






















The Magnetic field (𝐵𝐸𝐶𝐼) in the Earth Center Inertial (ECI) frame can be estimated using the 
International Geomagnetic Reference Field (IGRF) model [15]. The IGRF is a series of 
mathematical models of the Earth's main field and its annual rate of change (secular variation). 
The IGRF is the same model that CubeSim uses for its magnetic model approximation (see 
1.4.3)  
6.2.2 Discrete time dynamics 
The discrete time dynamics for the 𝜔 space can be found by integrating Equation (6.4) from 
the continuous time dynamics presented above; a detailed procedure of how the integration 
evaluated is presented in section 6.3.1. The Equation (6.6) for a discrete time, and discrete state 
can be represented using Equation (6.9). 
𝑞𝑛+1 = 𝜙𝑛,𝑛+1 𝑞𝑛 (6.9) 
Where, discrete state transition matrix 𝜙𝑛,𝑛+1  is, 


































































































6.2.3 Discretization of states 
The discretization for the dynamic programming method is performed in the angular velocity 
states (𝜔). The design requirement for the ADCS is to provide pointing and tracking control for 𝜔 
magnitudes upper bounded, given by Equation (6.12). Any angular velocity with larger magnitude 
is considered as “tumbling” and will use a different and simpler control strategy (?̇?  control, 
explained in Chapter 2).  
|ω| ≤ 5∘/𝑠𝑒𝑐 (6.12) 
The discretization of the angular velocity can be seen in Figure 6.3, which represents an 𝑆2 
solid sphere in ℝ3. The discretization of such a space is performed by decomposing the  𝑆2 balls 
Figure 6.3. Discretized angular velocity plot 
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as layers of 𝑆2 manifolds (referred to as shells). Each shell is sectioned using the method described 
in [32], and are rotated about the X, Y and Z axes, such that the outermost layer has revolved 𝜋 
radians along each axis.  
The density of the discretization is determined by the constraint that the attitude determination 
system can only provide pointing knowledge accurate to 2∘. This corresponds to a solid angle of 
5.8025 about the true pointing vector. To populate a sphere of solid angle 4𝜋 with points such that 
2 of them are no more than 2∘, Equation (6.13) is used. Approximately 3500 points on a sphere 
will be required to meet the criteria. The change in the magnitude of the angular velocity from an 
arbitrary point in the state space will be a sphere with radius r𝜔, as seen in Equation (6.13). Once 
this is known the number of points in the 5∘/𝑠𝑒𝑐 sphere is easy to calculate using Equation (6.16).  
 
   
r𝜔 = Δ𝜔 = Ĵ 
−1𝑢Δ𝑡 (6.13) 













Each spherical shell is then transformed using an affine transform to an ellipsoid, the affine 
transform is performed using Equation (6.17).  
𝜔ellipsoid  = Ĵ 
−1𝜔𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 (6.17) 
Ĵ = 𝐽/min (𝐽{𝑖𝑖}) (6.18) 
where min (𝐽{𝑖𝑖}) is the smallest entry in the diagonal 𝐽 matrix. 
Figure 6.4. Discretized angular velocity space, affine transformed according to Equation (6.17) 
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This transforms the angular velocity spherical shell to a corresponding inertia ellipsoid 
manifold, as seen in Figure 6.4. Any angular velocity on a given manifold has the same energy. 
One manifold will have a family of zero torque tumbling trajectories, which conserve angular 
momentum. This discretization will allow for zero torque trajectories, and will be useful in finding 
trajectories that have sections where the satellite coasts to states without torqueing. 
A comparison of the discretization of the magnetic field (𝐵𝐸𝐶𝐼) is shown in Figure 6.5. The 
graph represents a discretization with time step of 15 and 150 seconds, compared against the 
continuous time domain plot. A time step of 15 second is advisable to use, if the magnetic field is 
Figure 6.5 Discretization of magnetic field for two different cases of the attitude trajectory considered 
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being approximated to be constant for each time section. A time domain discretization of 150 
second can be approximated accurately using a linear function in the ECI. A longer time section 
also has the additional benefit of, performing fewer calculations for the final optimization problem, 
because fewer sections can be used to solve the same trajectory. 
6.3 Decomposition of problem 
The dynamic programming approach is applied on a discretized state space to find the optimal 
trajectories. These trajectories are found by decomposing the problem into two sections. First, state 
transitions are found from any two angular rates, chosen from the discretized states. This is referred 
to as optimal paths. 
6.3.1 Optimal paths 
The optimal paths are calculated between any two angular rates (𝜔𝑖 and 𝜔𝑗) states from the 
above described discretized state list, for a time horizon 𝑇. The torque (𝑢) desired to achieve the 
transit from 𝜔1 to 𝜔2 is calculated by expressing Equation (6.4) about the zero-torque trajectory, 
as explained below. 
6.3.1.1 Differential flatness 
Differential flatness (shortly flatness) theory and flatness-based control were introduced by 
Fliess et al., and since then are being developed and providing efficient solutions to advanced 
control and state estimation problems [33]. The definition of a differentially flat system is as 
follows:  
?̇?   =  𝑓 (𝑥, 𝑢), 𝑥 ∈  ℝ𝑛 , 𝑢 ∈  ℝ𝑚 (6.19) 
where 𝑓 is a smooth vector field, 𝑥 is the state vector and 𝑢 is the control vector.  This system 
is differentially flat if there exists a vector 𝑦 ∈  ℝ𝑚 in the form 
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𝑦 =  ℎ(𝑥, 𝑢, ?̇?, ?̈? … , 𝑢(𝑟) ) (6.20) 
such that,  
𝑥 =  𝜑(𝑦, ?̇?, … , 𝑦(𝑞)) (6.21) 
𝑢 =  𝛼(𝑦, ?̇?, … , 𝑦(𝑞)) (6.22) 
where ℎ, 𝜑 and 𝛼 are smooth functions, and 𝑢(𝑟)  is the 𝑟𝑡ℎ derivative of 𝑢, similarly  𝑦(𝑞) is 
the 𝑞𝑡ℎ derivative of 𝑦. This means that the new system’s description is given by the m algebraic 
variables 𝑦𝑖 ,𝑖 =  1, 2, … , 𝑚.  
In other words, the states and the inputs can be written as algebraic functions of carefully 
selected flat outputs and their derivatives. This facilitates the automated generation of trajectories 
since any smooth trajectory (with reasonably bounded derivatives) in the space of flat outputs can 
be followed by the satellite.  
The angular velocity dynamics of the rigid body (satellite) is differentially flat, this can be seen, 
if the flat outputs 𝑦, are assumed 𝜔, Equation(6.23). This selection of 𝑦, and rewriting Equation 
(6.4) in the form seen in Equation (6.24), yields the angular velocity space dynamics as 
differentially flat, from Equation (6.25) and Equation (6.26), which satisfy conditions expressed 
in Equation (6.21) and Equation (6.22). 
𝑦 = 𝜔 (6.23) 
𝑢 =  𝐼 ?̇? + 𝜔 ×  𝐼𝜔 (6.24) 
𝑢 =   𝑓(𝜔, ?̇?) =  𝑓(𝑦, ?̇?) (6.25) 
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𝑥 = 𝜔 =  𝑦 (6.26) 
6.3.1.2 Dynamics about drift solutions 
Assume 𝜔𝑛(𝑡) is the solution to Equation (6.27), with boundary condition Equation (6.28), we 





𝐼𝜔?̇? = 𝐼𝜔𝑛 × 𝜔𝑛 (6.27) 
 𝜔𝑛(0) = 𝜔1 (6.28) 
Now consider 𝜔(𝑡) , a solution to the original dynamics, Equation (6.4), with boundary 
condition given by Equation (6.29) and Equation (6.30). Additionally, we consider 𝜔(𝑡) deviates 
from 𝜔𝑛(𝑡), by a vector Δ𝜔(𝑡), Equation (6.31). Using Equation (6.31), Equation (6.28) and 
Equation (6.29), we can deduce Equation (6.32). 
𝜔(0) =  𝜔1 (6.29) 
𝜔(𝑇) =  𝜔2 (6.30) 
𝜔(𝑡) = 𝜔𝑛(𝑡) + Δ𝜔(𝑡) (6.31) 
Δ𝜔(0) = 0 (6.32) 
6.3.1.3 Torques for transition between states 
Utilizing the differential flatness of the decomposed problem determines the torque required 
for transitions between 𝜔1 and 𝜔2, without evaluating the integration for Equation (6.4).  
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To encourage the free coasting trajectories for the problem the system dynamics explained in 
Section 6.2.1 is utilized. The torque and the Δω are assumed to be polynomial functions, as seen 
in Equation (6.33) and Equation (6.34), and below are examples for two different time horizons, 
and different order for the polynomial function, but can be generalized for any order and time 
horizon. Using Equation (6.32), we can obtain Equation (6.35) 
Example 1: Time horizon (T) = 15 secs, Δω(t) is a linear function in time (Equation (6.33), 
with n=1), and the torque is assumed to be a constant function for the time horizon T (Equation 
(6.34), with m=0). The choice of n and m, align for the simulations shown in Figure 6.6, where the 
system is forward propagated using the maximum torque and the evolution of 𝜔 is close to linear. 
The objective is to find 𝑢(𝑡) for valid transfers. 
𝐼(𝜔?̇? + Δω̇ ) =  𝑢 +  𝐼(𝜔𝑛 + 𝛥𝜔) × (𝜔𝑛 + 𝛥𝜔) (6.36) 
𝐼Δω̇  = 𝑢 + 𝐼𝛥𝜔 × 𝛥𝜔 + 𝐼𝛥𝜔 × 𝜔𝑛 + 𝐼𝜔𝑛 × 𝛥𝜔 (6.37) 












,  𝑏𝑖  ∈  ℝ
3 
(6.34) 








Equation (6.38) is obtained by evaluating Equation (6.37) for 𝑡 = 0, where Δ𝜔 = 0. Hence u 
is uniquely determined by a1, to find a1, we use Equation (6.40). 




   
(6.40) 
Example 2: Time horizon (𝑇)  =  150 𝑠𝑒𝑐𝑠 (2.5 mins), 𝛥𝜔(𝑡) is a 4th order function in time 
(Equation (6.33), with n=3), and the torque is assumed to be a linear function for the time horizon 
T (Equation (6.34), with m=1). The choice of n and m, align for the simulations shown in Figure 
6.7, where the system is forward propagated using the maximum torque and the evolution of 𝜔 is 
has 2 inflection points, and thus a 4th order polynomial approximation should suffice. 




To simplify the task to find the coefficient for the polynomial functions, it is assumed that the 
parameter 𝑎1 holds the same value as obtained in the previous example (6.40). This implies an 
additional constraint on Δ𝜔 coefficients (on 𝑎2, 𝑎3 and 𝑎4), such that the second order and the 
third order components perfectly cancel each other out at the time horizon (for 𝑡 = 𝑇), as seen in 




4 = 0 (6.41) 
𝛥?̇? (𝑡) = 𝑎1 + 𝑎2 𝑡 + 2𝑎3𝑡
2 + 3𝑎4𝑡
3 (6.42) 
𝑏0 = 𝐼𝛥?̇? (0) = 𝐼𝑎1 (6.43) 




Differentiating Equation (6.4) and evaluating a 𝑡 = 0  and  𝑡 = 𝑇,  we get the following 
(Equations (6.44) and (6.45)) 
𝑏1  = 𝐼(2𝑎2) − 𝐼𝑎1 × 𝜔1 − 𝐼𝜔1 × 𝑎1 (6.44) 
𝑏1𝑇 = 𝐼(2𝑎2𝑇 + 3𝑎3𝑇
2 + 4𝑎4 𝑇
3) − 𝐾 (6.45) 
Where K is a constant given by Equation (6.46). 
𝐾 = 𝐼𝜔𝑛(𝑇) × 𝛥𝜔(𝑇) + 𝐼𝛥𝜔(𝑇) × 𝜔𝑛(𝑇) + 𝐼𝛥𝜔(𝑇) × 𝛥𝜔(𝑇) (6.46) 
 Differentiating Equation (6.4) twice, rearranging, and evaluating at 𝑡 = 0 provides us with, 
Equation (6.47). This yields the necessary 6 equations to solve for the 6 coefficients. 
𝐼(6𝑎3) = 𝐼(2𝑎2) × 𝜔1 + 𝐼(𝑎1) × 𝜔?̇?(0) + 2(𝐼𝜔?̇?(0) × 𝑎1) + 𝐼𝜔1 × (2𝑎2)
+ 2𝐼𝑎1 × 𝑎1 
(6.47) 
ωṅ(0) can be calculated using Equation (6.27), evaluated at 𝑡 = 0. 
𝜔?̇?(0) = 𝜔1̇ (6.48) 
 𝜔1̇ = 𝐼
−1(𝐼𝜔1 × 𝜔1) (6.49) 
6.3.1.4 Constraints 
The norm of the torque is then checked to be within bounds. This upper bound is set by the 
maximum torque the actuator can produce, seen in Equation (6.50). 
|𝑢(𝑡)| ≤ 4.5 ∗ 10−6 𝑁𝑚 (6.50) 
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If the torque exceeds the bound, it is considered as an unreachable state. All reachable states 
are stored as a large graph. This graph is utilized for solving the Bellman’s equation to obtain the 
optimal trajectory from any omega state to any other omega state. 
6.3.2 Optimal trajectories - Dynamic Programming (DP) 
The graph containing the transfers between reachable angular velocities are used to solve for 
the attitude trajectory problem. The graph represents all transfers possible for the chosen time step, 
for the unconstrained rigid body attitude control. The magnetic only attitude control system, is an 
underactuated system. The actuators can never produce any torque in the direction of the local 
magnetic field. Hence, some of the transitions in the graph will be invalid dependent on the current 
local magnetic field. To account for this the inner product of the torque required for the transition 
and the local magnetic field in the body reference is calculated and is constrained to be a small 
value, as seen in Equation (6.51). To check the validity of Equation (6.51) for Example 1, where 
𝑞𝑛, 𝜔𝑖𝑛 𝑞3, 𝜔𝑖3 
|𝑢| > 𝑢_𝑚𝑎𝑥 




𝑞1, 𝜔𝑖1 𝑞2, 𝜔𝑖2 
 𝑞, 𝜔𝑖 
𝑞𝑛+3, 𝜔𝑖(𝑛+3) 




|𝑢ො. 𝐵෠  | > 𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 
Infeasible paths 
Figure 6.8. A representation of the final reachable graph for a candidate angular velocity chosen from the discretization, 
all dashed allows represent infeasible trajectories for the magnetic only ACS 
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the torque and the magnetic field are considered constant for the time horizon, the check can be 
made for any time instance during the trajectory. For Example 2, where the magnetic field and the 
torques are linear functions for each time section, the validity of Equation (6.51) should be made 
both at the start and end of each time instant. 
|𝑢ො. 𝐵෠| ≤ cos−1(5∘) (6.51) 
The final pruned graph now represents all valid transitions that the system can take to reach the 
final state. Although the transitions are in the angular velocity space, the quaternion is kept in track 
by Equation (6.9). These graphs represent the reachable volume from a candidate angular velocity, 
the reachable volume can be seen in Figure 6.9. Finally, the Bellman’s equation can be applied to 
Figure 6.9. Reachability sets (seen as rectangular prisms) from angular velocity (at the center of the set), the final 
trajectory would be a connected set of such sets. The scattered blue dots represent one quarter section of the outer shell of 
the angular velocity discretization seen in Figure 6.4 
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solve for the desired attitude maneuvers, which would be a connected set of the reachable volume 
from the initial to the desired angular velocity. 
6.4 Conclusion 
The formulation of the optimal trajectory problem in the way described in this chapter makes it 
a suitable candidate for fast solutions using a Dynamic Programming algorithm on board the 
satellite. The solution of this problem has the potential of yielding feasible attitude trajectories 
along with a pseudo feedback stabilizable optimal control policy. 
The next chapter compares the trajectories obtained from the Dynamic Programming method 
against the Direct Transcription Multiple Shooting method for the same underactuated magnetic 




CHAPTER 7: COMPARISON OF ATTITUDE TRAJECTORIES  
This chapter first presents a brief description of Direct Transcription Multiple Shooting (DTMS) 
is first presented, and then the results from both DTMS and DP methods are compared for 
optimality and computational speed benefits. 
7.1 Optimal trajectories - Direct Transcription Multiple Shooting (DTMS) 
A conventional method to solve the optimal attitude trajectory problem is to utilize the method 
of direct transcription multiple shooting formulation and convert the problem to a Non-Linear 
Programming (NLP) problem, and solving the NLP using well established numerical methods for 
trajectory optimization [34].  
In direct transcription the state and control trajectories are discretized over time, and an 
augmented version of the original problem is stated over the values of the trajectories at the discrete 
points or nodes [35]. Therefore, constraints enforcing the system dynamics between nodes need to 
be included. There are many approaches to direct transcription, mainly differing in the method 
used to enforce the dynamic constraints. 
The DTMS problem is formulated in such a way such that the outputs from the DP can be 
directly compared against the results from DTMS. The time step used for the time domain 
discretization is 150 seconds, which matches the Example 2 for the DP problem. The cost function 
for the DTMS is the same as the value function used for the DP, with similar torque and directional 
constraints for each time step.  An additional constraint for the DTMS is one that enforces the 
continuity of states between each trajectory section (𝑁). 
𝑋𝑛(𝑇) = 𝑋𝑛+1(0) (7.1) 
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𝑋𝑖 = [𝑞𝑖 , 𝜔𝑖] , ∀𝑖 ∈ 𝑁 (7.2) 
7.2 DTMS vs DP 
The algorithms described above and in  Chapter 6, were used to generate attitude slew maneuvers 
in the ECI frame. The algorithms are compared for individual terms in the cost function. 
7.2.1 Cost function for the optimization problem 
The cost function is a linear sum several terms. These are summation of the following terms for 
each time section from start to the end of the time horizon: 
• Inner product of the magnetic moment with itself. 
• Norm of the exterior product between the normalized torque and the normalized local 
magnetic field in the body frame. 
• Angular velocity error 
• Quaternion error 
This is represented in Equation (7.3). 
𝐶𝑜𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =  𝛼1 ∑〈𝜇, 𝜇〉
𝑛
𝑖=0
+ 𝛼2 ∑〈𝑃, 𝑃〉
𝑛
𝑖=0







𝑃 = 𝐵෠𝑏𝑜𝑑𝑦 × ?̂? (7.4) 
The values chosen for alpha is represented in Equation (7.5), this is done to keep the reward for 
each step by each term on the same scale, the values for alpha can be arbitrarily chosen without 
loss of generality, but this would result in a different attitude trajectory. Most large trajectory 
solutions would choose alphas between the range of 0 and 1 to ensure that the dynamic program 
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has a solution, but this study explores trajectories where this assumption is not necessary since the 
time horizon never exceeds one orbit (approximately 90 mins). 
𝛼1 = 1, α3 = 1, α4 = 1 (7.5) 
α2 = −1000 (7.6) 
 
The rest of this section now discusses results for different attitude simulation examples, these 
examples use the parameters shown in Table 7.1.  
Table 7.1 Parameters used for validation tests 
Test Parameter Value 
Orbit TLE ISS Zarya Orbit 
Time elapsed between each step 150 seconds 
Satellite Inertia 
Uniformly distributed mass in a 3U form 
factor 





Table 7.2 Attitude initial conditions and desired final targets for Example 1 
Quaternion (𝑞𝑖𝑛𝑖𝑡) [0,0,0,1] 
Angular rate (𝑤𝑖𝑛𝑖𝑡) [0,0,0] 
Quaternion (𝑞𝑓𝑖𝑛𝑎𝑙) [0,0,0.7071,0.7071] 
Angular rate (𝑤𝑓𝑖𝑛𝑎𝑙) [0,0,0] 
The attitude states initialized for this example problem can be seen in Table 7.2. The same 
trajectory obtained using DP and DTMS are seen in Figure 7.1 and Figure 7.2. The comparison of 
the cost and the feasibility of the trajectory can be seen in Table 7.3, it can be seen that the 
trajectory obtained from DP is more optimal (with respect to the cost function). The trajectory also 










Figure 7.1 Attitude trajectory generated from the DP algorithm 
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obtained by the DTMS. The DTMS has a larger constraint violation of the continuity of states 
since continuity of states between time sections is not implicitly guaranteed in DTMS. Although 
the violations are significantly smaller than the sensing limits of the sensors, the DP method 
guarantees state continuity. 
Table 7.3. Performance comparison of DP vs DTMS for Example 1  
Parameter DP result DTMS result 
Number of sections 6 6 




Time (secs) 10564 28569 
 













Table 7.4 Attitude initial conditions and desired final targets for Example 2 
Quaternion (𝑞𝑖𝑛𝑖𝑡) [0,0,0,1] 
Angular rate (𝑤𝑖𝑛𝑖𝑡) [0.085,0,0] 
Quaternion (𝑞𝑓𝑖𝑛𝑎𝑙) [0,0.7071,0,0.7071] 
Angular rate (𝑤𝑓𝑖𝑛𝑎𝑙) [0,0,0.085] 
The second test involved attitude transfers with non-zero angular velocities, as seen in Table 
7.4. The comparison of the attitude trajectories can be seen in Table 7.5 the results here are again 
similar to Example 1, where the DP performs better than the DTMS algorithm. 
 
Table 7.5. Performance comparison of DP vs DTMS for Example 2  
Parameter DP result DTMS result 
Number of sections 10 10 




Time (secs) 20569 32156 
 
7.3 Conclusion 
This study demonstrates a viable way of finding an optimal ADCS system for miniature 
CubeSats that are energy optimal on both short and large time horizons. The optimizer was able to 
search the variable space for the optimal maneuvers, minimizing the magnetic moment needed to 
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perform the attitude control, to achieve a better ADCS system response. The analysis remained 
bounded within the constraints, and thereby produced feasible trajectory.  
It is also observed the DP algorithm is capable of finding more optimal attitude trajectories, 
than DTMS algorithm, for the same attitude targets. In addition, it also allows for fast recalculation 
of the trajectory in case a wrong action is taken, as long as the system does not rift too far away 
from the nominal trajectory. 
In the case that the total time horizon of the attitude is insufficient for attaining the desired 
attitude target, the DP can add time sections to the start of the trajectory without having to 
recalculate the rest of the trajectory, which would save considerable computation time in 




CHAPTER 8: CONCLUSIONS AND FUTURE WORK 
8.1 Conclusions 
The presented design for the attitude determination and control system offers a low-cost, highly 
reliable alternative to conventional attitude control system. The use of commercial off-the-shelf 
components significantly reduces the cost of the system. In order to reduce risk, extensive ground 
testing and system optimization using a novel hardware-in-loop (HIL) system was used. Further, 
both the flight and simulation software use a custom object-oriented attitude library purpose built 
for this application. The library provides a straight forward system for programmers which 
alleviates the need for maintaining multiple code bases for flight and ground simulation. 
The ADCS has been also optimized with the power system to yield long term energy optimal 
determination and control. This was achieved by tuning the EKF and QRF parameters of the 
determination and control algorithms while keeping the battery charge level in consideration.All 
simulations modeled realistic sensors and actuators with that include noise. The attitude 
determination system has been demonstrated to accurately determine the attitude and attitude rate 
even under external disturbances, large sensor noise, and control actuation. 
Subsequently, a new approach to obtain optimal attitude trajectories for the underactuated 
magnetic only system is presented and discussed. The new method utilizes Dynamic Programming 
to break the optimal trajectory to subproblems of finding the optimal paths. The problem’s optimal 
substructure allows relying on the principle of optimality to obtain the optimal trajectories. To 
obtain further computation speed up the differential flatness of the system is utilized to save time 
on evaluation the integration function for each subproblem. 
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Finally, the thesis compares the trajectories obtained by the Dynamic programming method 
with the trajectories obtained using conventional method (direct transcription multiple shooting). 
The trajectories are compared for the satisfaction of the constraint functions and the cost. 
8.2 Future work 
CubeSim has been demonstrated to work for individual component testing for the IlliniSat-2 
bus ADCS, but a full bus HIL test is something that would be a natural development from this 
effort. 
The optimal ADCS tuning was performed with the battery system in the loop. The next step 
would be to include higher fidelity models of other important IlliniSat-2 subsystems to improve 
the ADCS performance for the whole bus operation. 
Optimal Attitude trajectories obtained using the Dynamic Programing have been shown to be 
comparable and better than direct time multiple shooting for some instances. The algorithms 
implemented can be computationally faster if the parallelization of the problem is exploited on a 
parallel processing unit. The optimal paths generated can also be used for Approximate or Neuro 
dynamic programming. The Sate-action-reward-state-action (SARSA) method would be the 
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APPENDIX A: TWO-LINE ELEMENT FOR SIMULATIONS 
Two-Line Element (TLE) describing motion of LAICE Satellite in simulations. This is adapted 
from a TLE for the International Space Station (ISS-Zarya). 
1     IL-LAICE             
2     1 99999U 98067A   16028.60081312  .00014289  00000-0  
21385-3 0  9994 





 APPENDIX B: COMPUTER AIDED DESIGNS 
 













Figure B.3 CAD model of spherical air bearing platform weight 
 
