Abstract. We investigate the computational complexity for determining various properties of a finite transformation semigroup S given by generators. In particular, we show that checking whether an element of S is regular is PSPACE-complete. We give polynomial time algorithms for enumerating left/right identities, finding a left/right zero, checking nilpotence, and checking if a semigroup satisfies a fixed equation.
Introduction
Given a permutation group by generators, many of its properties, like size and membership, can be detemined in polynomial time using Sims' stabilizer chains. In contrast, the known algorithms for the corresponding problems for transformation semigroups given by generators often rely on an enumeration of the R-classes of the semigroup, which already requires exponential time [4, 7] . However, there are relatively few hardness results that would guarantee that these problems cannot be solved more efficiently. For example, the membership problem for transformation semigroups is known to be PSPACE-complete [6] , as is checking whether two elements are R-related [2] and whether a transformation semigroup is aperiodic [3] .
In this paper we investigate the computational complexity for determining various properties of a transformation semigroup S on n letters given by generators a 1 , . . . , a k . In particular we show that checking whether a specific element in S is regular is PSPACE-complete (Theorem 2.3). This is proved by encoding Kozen's PSPACE-complete automata intersection problem [6] . In contrast we show that enumerating the left and right identities of S can be done in polynomial time (Theorems 3.2 and 3.4). Furthermore, we use methods of graph theory to produce polynomial time algorithms that check whether S:
• contains a left or right zero (Theorems 4.2 and 4.6);
• is nilpotent (Theorem 4.10);
• models a fixed identity (Theorem 5.4);
• is completely regular (Theorem 5.6);
• models a fixed quasi-identity involving idempotents (Theorem 5.9);
• is a Clifford semigroup (Corollary 5.10).
Regularity
Let S be a semigroup and let s ∈ S. Recall that s is regular if there exists t ∈ S such that sts = s. An element t ∈ S such that tst = t is called a weak inverse of s. If sts = s and tst = t, then t is an inverse of s.
Define [n] := {1, . . . , n} and T n to be the transformation semigroup over the set [n] . For elements a 1 , . . . , a k ∈ T n , let a 1 , . . . , a k be the subsemigroup of T n generated by a 1 , . . . , a k . We now define the following four problems:
RegularElement
• Input: a 1 , ..., a k ∈ T n • Problem: Is there b ∈ a 1 , ..., a k such that a k ba k = a k ?
GeneralizedRegular
• Input: a 1 , ..., a k , b ∈ T n • Problem: Is there c ∈ a 1 , ..., a k such that b = bcb?
GeneralizedWeakInverse
• Input: a 1 , ..., a k , b ∈ T n • Problem: Is there c ∈ a 1 , ..., a k such that c = cbc?
GeneralizedInverse
• Input: a 1 , ..., a k , b ∈ T n • Problem: Is there c ∈ a 1 , ..., a k that is an inverse of b? We now prove that all four of these problems are PSPACE-complete. We begin by showing that RegularElement and GeneralizedWeakInverse are PSPACE-hard by adapting a proof by Christian Brandl and Hans Ulrich Simon [2] . We reduce both problems to the following problem known to be PSPACE-complete [6] .
Finite Automata Intersection (FAI)
• Input: Deterministic Finite Automata (DFA) A 1 , . . . , A k over a shared alphabet Σ, each with a unique final state.
• Problem: Is there w ∈ Σ * that sends each start state to its corresponding final state? Lemma 2.1. RegularElement and GeneralizedWeakInverse are PSPACE-hard.
Proof. Let A 1 , ..., A k be DFAs with corresponding sets of states Z 1 , ...Z k , start states s 1 , ..., s k , final states q 1 , ..., q k , and a common finite alphabet Σ = {a 1 , ..., a m }.
Z i be the disjoint union of the DFA states along with a new state, 0. Extend the action of Σ to transformations of Z by defining 0a i = 0 for each 1 ≤ i ≤ m. Define the following additional transformation:
We claim there is a word w in the intersection of the DFA languages iff h is regular in S := a 1 , ..., a m , h . Assume there is a word w accepted by each A 1 , ..., A k so that s j w = q j for each j ∈ [k]. Then we can verify that xh = xhwh for all x ∈ Z. If x is not a final state, then xhwh = 0wh = 0h = 0 = xh. If x = q j for some j ∈ [k], then q j hwh = s j wh = q j h. Now let h = hth for some transformation t ∈ S. If x = q j , then q j h = s j . So, s j = s j th. Because h sends everything to 0 except for q j and since 0s = 0 for any s ∈ S, then t must contain a word w that sends s j to q j . This is true for each j ∈ [k] so that w must be in each of the DFA languages. Thus, the reduction is complete and RegularElement is PSPACE-hard.
A similar construction reduces FAI to GeneralizedWeakInverse. Define:
We claim there is a word w accepted by each A 1 , ..., A k iff h has a weak inverse in S := a 1 , ..., a k , r . Assume w is accepted by each A 1 , ..., A k . We claim rw is a weak inverse for h; that is, xrwhrw = xrw for each x ∈ Z. If x ∈ Z j , then xrwhrw = s j whrw = q j hrw = s j rw = s j w = xrw. And clearly 0rwhrw = 0 = 0rw. Conversely, assume there is a t ∈ S satisfying tht = t. Note that s j t ∈ Z j for all j ∈ [k]. If s j t = q j , then s j tht = 0t = 0 ∈ Z j . Thus, s j t = q j . Because r can only reset states in Z j back to s j , then t must end with a word w that sends s j to q j . Then w is accepted by A 1 , . . . , A k . Thus, GeneralizedWeakInverse is PSPACE-hard.
Lemma 2.2. RegularElement, GeneralizedRegular, GeneralizedWeakInverse, and GeneralizedInverse are in PSPACE.
Proof. The non-deterministic Algorithm 1 correctly decides GeneralizedInverse. Since it only requires space to store a single transformation c in T n and compute products ca i , bcb, cbc, Algorithm 1 runs in space O(n log(n)). Hence GeneralizedInverse is in NPSPACE, which is PSPACE by Savitch's Theorem. Guess a generator a i and let c := ca i . 4: end while 5: return TRUE Straighforward adaptations of line 2 in Algorithm 1 yield non-deterministic polynomial space algorithms for RegularElement, GeneralizedRegular, and GeneralizedWeakInverse. Hence these problems are in PSPACE as well. Note that we did not define the problem of determining if an element s ∈ S has a weak inverse in S, because this is always true for any element of a finite semigroup. Let t, p ∈ N be minimal such that s t+p = s t . Let q, m ∈ N satisfy t + q + 1 = mp. Then s t+q is a weak inverse for s, since s t+q ss t+q = s t+q+mp = s t+q . A semigroup is called regular if all of its elements are regular. We can show that the complexity of determining if a semigroup given by generators is regular is in PSPACE. Note that we can nondeterministically guess an element of S and, by Theorem 2.3, verify in polynomial time that it is not regular. Thus, this problem is in co-NPSpace, which, by Savitch's Theorem, is PSPACE. It is unknown whether checking semigroup regularity is PSPACE-hard. But, later in this paper, we show that checking regularity of commutative semigroups is in P.
Left/Right Identities
An element l of a semigroup S is a left identity if la = a for all a ∈ S.
LeftIdentities
• Input: a 1 , ..., a k ∈ T n • Problem: Enumerate the left identities of a 1 , ..., a k . We will prove that LeftIdentities can be executed in polynomial time, but first, we introduce some notation. For a ∈ T n and A ⊆ T n , define
For S = a 1 , . . . , a k , note that ker(S) = ker({a 1 , . . . , a k }) and that ker(S) forms an equivalence relation on [n]. Then [n]/ ker(S) is a partition into equivalence classes, x := {y ∈ [n] : xs = ys for every s ∈ S}. We can define a natural action of S on these classes by the following homomorphism:
Lemma 3.1. Let k, n ∈ N, a 1 , . . . , a k ∈ T n , and S := a 1 , . . . , a k . Then an element l ∈ S is a left identity of S iff there is an i ∈ [k] such that a i permutes For the forward direction, let l be a left identity of S. Then xls = xs for every x ∈ [n] and every s ∈ S, meaning xl = x . Thus, l is the identity map on [n]/ ker(S). Consequently, l = ba i for some generator a i where a i is a permutation of [n]/ ker(S). As proved in the paragraph above, a i m is also the identity map on [n]/ ker(S) and thus ba i = a i m . Then the following holds for every x ∈ [n]:
Since 
Because a i is a permutation, then xa
. That is, xa An element r of a semigroup S is a right identity if ar = a for all a ∈ S.
RightIdentities
• Input: a 1 , ..., a k ∈ T n • Problem: Enumerate the right identities of a 1 , . . . , a k . Denote the image of a semigroup element s ∈ S as [n]s := {x ∈ [n] : x = ys for some y ∈ [n] and some s ∈ S} Define [n]S := s∈S [n]s. We can define a natural action of S on its image by the following homomorphism:
Let S := { s : s ∈ S}. Note that r ∈ S is a right identity of S iff r is the identity of S, since for any x ∈ [n] and any s ∈ S, xsr = xs iff xs r = xs. For the forward direction, let r be a right identity of S. Then xsr = xs for every x ∈ [n] and every s ∈ S, making r the identity map on [n]S. Then, r = a i b for some generator a i where a i is a permutation of [n]S. As proved in the paragraph above, a i m is also the identity map of [n]S and thus r = a i m . Then the following holds for every x ∈ [n]:
Therefore, r equals the idempotent power of a i . 
Transformation Graphs
In this section, we determine the complexity of various semigroup properties using graph theory. Let S be a transformation semigroup:
For a set of transformations A := {a 1 , . . . , a k } acting on a set X, define the transformation graph Γ(A, X) as having vertices X and directed edges
For S := a 1 , . . . , a k , denote the pre-image of an element x ∈ X as S −1 (x) := {y ∈ X : ys = x for some s ∈ S}.
Denote the set of fixed points of A as Fix(A, X) := {x ∈ X : xa = x for all a ∈ A}.
An element l of a semigroup S is a left zero if for all a ∈ S, la = l.
Proof. For the forward direction, assume l ∈ S is a left zero. Then certainly
Since F is precisely the points fixed by every element of S, then F ⊆ [n]s for every s ∈ S. Namely,
Conversely, assume [n] = y∈F S −1 (y) and let a ∈ S be an element such that [n]a is of minimal size. Recall that F ⊆ [n]a. Assume for contradiction there is x ∈ [n]a − F . Because [n] = y∈F S −1 (y), there is a b ∈ S such that xb ∈ F . Since b must fix everything in F , then |[n]ab| < |[n]a|, a contradiction. Therefore, [n]a = F . Because F is fixed by every element of S, then ab = a for every b ∈ S so that a is a left zero.
Theorem 4.2. LeftZero is in P.
Proof. By Lemma 4.1, we need only verify whether every point in [n] can be sent to a point in Fix(S, [n]). With this motivation, Algorithm 2 either constructs a left zero or determines that none exist. In either case, the algorithm halts in polynomial time.
Correctness: Line 1 enumerates F , the points fixed by every generator. Line 2 generates Γ ({a 1 , . . . , a k }, [n] x := xl
6:
if x ∈ F then 7:
w := FALSE 8:
if y is reachable from x in Γ({a 1 , . . . , a k }, [n]) then 10:
Let w be a product of generators {a 1 , . . . , a k } that maps x to y. , and e ∈ [2] . Define a i,e ∈ T k+2 as follows:
Let S := a 1,1 , . . . , a k,1 , a 1,2 , . . . , a k,2 . Note that, for any e 1 , . . . , e k ∈ [2], the element a 1,e1 · · · a k,e k is a left zero of S since its image is contained in {k + 1, k + 2}, which is fixed by every generator of S. For A ⊆ [k] , let e i = 1 if i ∈ A and let e i = 2 if i ∈ A. Then a 1,e1 · · · a k,e k sends i to k + 1 if i ∈ A and it sends i to k + 2 if i ∈ A. So, the 2 k subsets of [k] produce 2 k distinct left zeroes. An element r of a semigroup S is a right zero if for all a ∈ S, ar = r.
RightZero
• Input: a 1 , ..., a k ∈ T n • Problem: Does a 1 , ..., a k have a right zero?
Lemma 4.4. Let k, n ∈ N, a 1 , ..., a k ∈ T n . An element, r, is a right zero of
Proof. For the forward direction, assume r is a right zero. Note that r 2 = r. Hence, r fixes its images. Pick any x ∈ [n] and b, c ∈ S such that xb, xc ∈ [n]r. Then xb = xbr = xr = xcr = xc and thus [n] = y∈[n]r S −1 (y) is a disjoint union.
Conversely, assume S has an element, r, such that [n] = y∈[n]r S −1 (y) is disjoint. Pick any x ∈ [n] and any a ∈ S. Then x ∈ S −1 (xr) and x ∈ S −1 (xar). But since the union is disjoint, this means xr = xar. Thus, r is a right zero.
Lemma 4.5. Let k, n ∈ N and a 1 , . . . , a k ∈ T n . Then S := a 1 , ..., a k has a right zero iff for any pair x, y ∈ [n] that are in the same connected component of Γ({a 1 , . . . , a k }, [n]), there is some s ∈ S such that xs = ys. Proof. By Lemma 4.5, we need only show every pair of vertices from the same connected component can be collapsed by some semigroup element to a common image. This is equivalent to saying that, for each x, y in a connected component, there is a (z, z) ∈ [n] 2 that is reachable from (x, y) in Γ({a 1 , . . . , a k }, [n] 2 ). With this motivation, Algorithm 3 either constructs a right zero or determines that none exist. In either case, the algorithm halts in polynomial time.
Correctness: Line 1 enumerates the connected components of Γ({a 1 , . . . , a k }, [n]). Line 2 generates Γ({a 1 , . . . , a k }, [n]
2 ). Line 3 initializes the potential right zero, r, to be the identity transformation. Lines 4-18 iterate through the connected components. For each component, Lines 5-17 iterate through the distinct points in the component that the right zero needs to collapse to a single point. For each distinct pair, Lines 6-15 seek a semigroup word w that will collapse the pair to a common image. Lines 8-12 test if there is a point z in the component such that (z, z) is reachable from (xr, yr) in Γ({a 1 , . . . , a k }, [n]
2 ). If such a point is not found, the algorithm returns FALSE. Otherwise, the algorithm uses the edges in Γ({a 1 , . . . , a k }, [n] 2 ) to define a w that satisfies xrw = z = yrw. The algorithm then appends w to the end of r. If the algorithm completes without returning FALSE, then it has built an r that is a constant map on each connected component and thus a right zero by Lemma 4.4.
Running Time: Testing reachability in Line 9 is O(kn 2 ) by a depth-first search down each of the maximum kn 2 edges. The for loops on Lines 4 and 8 iterate through a maximum of n elements each while the for loop on Line 5 iterates through a maximum of n 2 elements. Thus, the entire algorithm runs in O(kn 6 ) time.
Algorithm 3
Function RightZero(a 1 , . . . , a k )
Input: a 1 , . . . , a k ∈ T n Output: a right zero of a 1 , . . . , a k if it exists; FALSE otherwise
for (x, y) ∈ V i do 6: if xr = yr then 7: w := FALSE 8:
2 ) then
10:
Let w be a product of {a 1 , . . . , a k } with (xrw, yrw) = (z, z). . Define a 1 , . . . , a 2k ∈ T 2k as follows:
Let e 1 , . . . , e k ∈ [2] and r := a e1 a 2+e2 · · · a 2k−2+e k . Note that for any x ∈ [2k] and any a i ∈ {a 1 , . . . , a 2k }, xa i r = xr. Therefore, r is a right zero. For A ⊆ [k], let e i = 1 if i ∈ A and let e i = 2 if i ∈ A. Then, {2i − 1, 2i}r = {2i − 1} if i ∈ A and {2i−1, 2i}r = {2i} if i ∈ A. So, the 2 k subsets of [k] produce 2 k distinct right zeroes.
A semigroup S has a zero, 0 ∈ S, if 0a = 0 = a0 for all a ∈ S.
Zero
• Input: a 1 , ..., a k ∈ T n • Problem: Does a 1 , ..., a k have a zero?
Theorem 4.8. Zero is in P.
Proof. Note that S has a zero iff it has a left zero l and a right zero r, in which case lr is the zero of S. Thus, by Theorems 4.2 and 4.6, we can determine if S has a zero in polynomial time.
A semigroup S that has a zero, 0 ∈ S, is called nilpotent if S d = {0} for some d ∈ N. The smallest such d is called its nilpotency degree. We define the follomwing problem and show that it is in P:
Lemma 4.9. Let k, n ∈ N and a 1 , . . . , a k ∈ T n . Then S := a 1 , . . . , a k is nilpotent iff it has a zero element, 0, and
Proof. We prove the forward direction by contraposition. Certainly, if S does not have a zero element, it is not nilpotent by definition. Now assume there is a zero element, 0, but also a cycle in Γ({a 1 , . . . , a k }, Proof. By Lemma 4.9, we need only check that S has a zero element, 0, and that
is acyclic. By Theorem 4.8, we can determine if S has a zero in polynomial time. In fact, Algorithms 2 and 3 produce left and right zeroes, which compose to be the zero of S. Then, we can generate Γ({a 1 , . . . , a k }, [n] \ [n]0) in polynomial time and perform a depth-first search to determine if it is acyclic.
Semigroup Equations
Instead of NilpotentSemigroup, we can ask if a semigroup is nilpotent of a particular degree d and this corresponds to S modeling s 1 · ...
This reformulation suggests a broader class of problems. Let {z 1 , . . . , z m } * denote the set of all words over variables z 1 , . . . , z m . Let u and v be two fixed words over z 1 , . . . , z m . For a fixed identity u ≈ v, define the following problem:
This problem is the dual of the well-known identity checking problem for a fixed semigroup S: given words u, v as input, decide whether S models u ≈ v. See [1] for background and complexity results on identity checking; in particular, examples of semigroups for which it is coNP-complete. In contrast, we will prove that Model(u ≈ v) is in P for any fixed identity u ≈ v. We first introduce some notation.
For u = z i1 · · · z ip , we call z i1 · · · z iq a prefix of u for each 1 ≤ q ≤ p. The empty word, 1, is a prefix of every word. We call W ⊆ {z 1 , . . . , z m } * closed under prefixes if for every w in W , every prefix of w is also in W . Define the following:
If W contains u and v, then clearly S satisfies u ≈ v iff f (u) = f (v) for all f ∈ E(W, S). We will use the componentwise action of S on [n] W to enumerate the elements of E(W, S) in polynomial time with respect to n and k and thus obtain a polynomial algorithm for Model(u ≈ v).
Then f is a vertex and f S are the vertices that are reachable from f in G. A standard depth-first search algorithm will enumerate f S in linear time with respect to the number of edges in the graph. [8, p. 5] . The graph G has at most n d k edges, so generating it and checking reachability is in O(n d k).
Lemma 5.2. Let W ⊆ {z 1 , . . . , z m } * be closed under prefixes and S ≤ T n . Let
Proof. By the induction assumption applied to the restriction f | W \{tzm} , we have x ∈ [n] and s 1 , . . . , s m ∈ S such that (5.5) f (w) = xw(s 1 , . . . , s m ) for all w ∈ W \ {tz m }.
We claim that s m can be replaced by a to get (5.6) f (w) = xw(s 1 , . . . , s m−1 , a) for all w ∈ W.
We prove (5.6) by induction on the number of occurrences of z m in w. If z m does not occur at all, the assertion is obvious from (5. 
if ∀wz i ∈ W : f (wz i ) = g(w) then if not gFound then
13:
Remove f from E(W, S) Proof. Let S := a 1 , ..., a k ≤ T n . By Lemma 5.5, we need only check that each s ∈ S is a permutation of its image. That is, we need to verify that for every x, y ∈ [n] and every s ∈ S, xs = ys ⇒ xs 2 = ys 2 . Define W := {1, z, z 2 } and note that W is a set of semigroup words closed under prefixes. Let S act componentwise on [n] 2 and define the following:
and |W | = 3. Now, we check if each f ∈ E(W, S) satisfies:
Note that this is the condition xs = ys ⇒ xs 2 = ys 2 for f = e((x, y), s). So, if this condition holds for every f ∈ E(W, S), then each s ∈ S permutes its images. Since E(W, S) can be enumerated in polynomial time and the above condition can be checked in constant time, then complete regularity can be determined in polynomial time. The condition we checked in CompletelyRegular, that xs = xy ⇒ xs 2 = ys 2 , suggests a new class of problems. Let u 1 , . . . , u ℓ , v 1 , . . . , v ℓ , u, v be semigroup words over variables z 1 , . . . , z m . We call u 1 ≈ v 1 , . . . , u ℓ ≈ v ℓ ⇒ u ≈ v a quasi-identity and we now concern ourselves with the complexity of determining if a semigroup satisfies a given quasi-identity. One such class of quasi-identity problems are those involving idempotents.
. Let u and v be semigroup words over variables z 1 , . . . , z m and let W be the set of prefixes of u and v. For S ≤ T n , the following are equivalent:
( Given generators a 1 , . . . , a k ∈ T n , there are poly-time algorithms to check the following properties of S = a 1 , . . . , a k :
(1) all idempotents are central in S; (2) all idempotents commute; (3) the product of any two idempotents is idempotent.
A semigroup is a Clifford semigroup if it is completely regular and its idempotents commute. Thus, Theorems 5.6 and 5.9 yield:
Corollary 5.11. Given generators a 1 , . . . , a k ∈ T n , there is a poly-time algorithm to check whether a 1 , . . . , a k is a Clifford semigroup.
