Abstract. We study the design and verification of temporal graphs that are temporally connected. We mainly consider undirected graphs of n vertices and follow the model of [12] , where each edge has an associated set of discrete availability instances (labels). A journey from vertex u to vertex v is a path from u to v where successive path edges have strictly increasing labels. A graph is temporally connected iff there is a (u, v)-journey for any pair of vertices u, v. We first give a simple polynomial-time algorithm to check whether a given temporal graph is temporally connected. We then consider the case in which a designer can freely choose availability instances for all edges and aims for temporal connectivity with a very small cost; the cost here is the total number of availability instances used. We achieve this via a simple polynomialtime procedure which derives designs of cost linear in n, and at most the optimal cost plus 2. To show this, we prove a lower bound on the cost for any undirected graph. Next, we consider the case in which a designer could only choose among a pre-specified set of availability instances. She comes to us and says "with those availability instances I deliver a temporally connected graph". Here, we first have to verify the correctness of the design. Then our aim is to decrease the cost by removing some labels without destroying temporal connectivity (redundant labels). Our main technical result is that computing the maximum number of labels that are redundant is APX-hard, i.e., there is no PTAS unless P = N P . On the other hand, a temporal design may be "minimal" i.e. all its labels may be needed for temporal connectivity. We partially characterise minimal temporal designs.
Introduction and motivation
A temporal network is a network that changes with time. A great variety of networks of today are not static and change over time. For example, social networks, wired or wireless networks may change dynamically, transport network connections may only operate at certain times, etc. Dynamic networks in general have been attracting attention over the past years [4-6, 8, 16] , exactly because they model real-life applications. In this work, following the model of [12, 14] and [1] , we consider discrete time and restrict our attention to systems in which only the connections between the participating entities may change but the entities remain unchanged. So we consider networks, the links of which are available only at certain discrete time instances, e.g. days or hours. This is a natural assumption when the dynamicity of the system is inherently discrete, e.g., in synchronous mobile distributed systems that operate in discrete rounds. Moreover, it gives a purely combinatorial flavor to the resulting models and problems.
In several such dynamic settings, maintaining connections may come at a cost; consider the transport network example above or an unstable chemical or physical structure, where energy is reguired to keep a link available. Here, we define the cost as the total number of discrete time instances at which the network links become available. We focus on design issues of temporal networks that are temporally connected; a temporal network is temporally connected if information can travel over time from any node to any other node following time-respecting paths (journeys). A path is a journey when successive edges have strictly increasing availability time instances.
If one has absolute freedom to design a small cost temporally connected temporal network on an underlying static network, i.e, choose the edge availabilities, then a reasonable design would be to select a rooted spanning tree and chose appropriate availabilities to construct time-respecting paths from the leaves to the root and then from the root back to the leaves. However, more complicated scenarios may include constraints, e.g., one might not be free to choose edge availabilities arbitrarily but instead certain availabilities might be given to her to design a temporally connected temporal network with them or a subset of them. Such scenarios may involve the need to verify that the given by the designer edge availabilities indeed define a temporally connected temporal network. In addition, a verifier of the design may try to reduce the cost of the design by removing unnecessary (redundant) edge availabilities if possible, without loosing temporal connectivity. Consider, for example, the complete graph (clique) with one time availability per edge; it is clearly temporally connected with cost n 2 , where n is the number of vertices. However, it is not straightforward if there are any redundant edge availabilities, or what kind of temporal graph such a removal procedure would terminate/result in. We resolve here the complexity of finding the maximum number of redundant labels in any given temporal graph.
The model and definitions
We focus here on network abstractions, i.e., graphs, the links of which are not always available. To avoid confusion we use the term edge for a link of a graph and arc for a link of a digraph. The availability instances are described by sets of positive integers, i.e., labels, one set L e per edge (arc) e.
Definition 1 (Temporal Graph
. Let G = (V, E) be a (di)graph. A temporal graph on G is an ordered triplet G(L) = (V, E, L), where L = {L e ⊆ N : e ∈ E} is an assignment of labels to the edges (arcs) of G. L is called a labeling of G.
Definition 2 (Time edge)
. Let e = {u, v} (resp. e = (u, v)) be an edge (resp. arc) of the underlying (di)graph of a temporal graph and consider a label l ∈ L e . The ordered triplet (u, v, l) is called time edge.
Note that an undirected edge e = {u, v} is associated with 2 · |L e | time edges, namely both (u, v, l) and (v, u, l) for every l ∈ L e .
The labels of an edge (arc) e are the discrete time instances at which e is available. In many networks and in several applications, the availability of links comes at a cost. For example, in secure networks there is a cost (per discrete time instance) to keep a link secure. We abstract such considerations by the concept of the cost of a temporal graph and wish to have temporal graphs of low cost.
Definition 3 (Cost of a labeling). Let G(L) = (V, E, L) be a temporal (di)graph and L be its labeling. The cost of L is defined as c(L) = e∈E |L e |.
A basic assumption that we follow here is that when a message or an entity passes through an available link at time t, then it can pass through a subsequent link only at some time t ′ > t and only at a time at which that link is available.
Definition 4 (Journey).
A temporal path or journey j from a vertex u to a vertex v ((u, v)-journey) is a sequence of time edges (u, u 1 , l 1 ), (u 1 , u 2 , l 2 ), . . . , (u k−1 , v, l k ), such that l i < l i+1 , for each 1 ≤ i ≤ k − 1. We call the last time label, l k , arrival time of the journey.
Definition 5 (Foremost journey). A (u, v)-journey j in a temporal graph is called foremost journey if its arrival time is the minimum arrival time of all
(u, v)-journeys' arrival times, under the labels assigned to the underlying graph's edges. We call this arrival time the temporal distance, δ(u, v), of v from u.
In this work, we focus on temporally connected temporal graphs, i.e., temporal graphs that have the following property:
Definition 6 (Property TC). Consider a temporal (di)graph G(L) = (V, E, L). G(L) satisfies the property TC, or equivalently L satisfies the property TC on G, if for any pair of vertices u, v ∈ V, u = v, there exists a (u, v)-journey and a (v, u)-journey in G(L). A temporal (di)graph that satisfies the property TC is called temporally connected.
Example An undirected complete graph, K n , is temporally connected under any labeling L with L e = ∅ for every e ∈ E(K n ). Indeed, there is a (u, v)-journey and a (v, u)-journey between any u, v ∈ V (K n ), u = v, namely the time edge (u, v, l) and the time edge (v, u, l) respectively, for any l ∈ L {u,v} .
Definition 7 (Minimal temporal graph
has the property TC, and the removal of any label from any L e , e ∈ E, results in a G(L ′ ) that does not have the property TC.
be a temporally connected temporal graph. The removal profit r(G, L) is the largest total number of labels that can be removed from L without violating TC on G.
Here, removal of a label l from L refers to the removal of l only from a particular edge and not from all edges that are assigned label l, that is, if l ∈ L e1 ∩ L e2 and we remove l from both L e1 and L e2 , it counts as two labels removed from L.
In the sequel, we may use characteristics or properties of a labeling to also describe the temporal graph it defines and vice versa, e.g., instead of saying that a temporal graph satisfies TC, we may say that its labeling satisfies TC.
Previous work and our contribution
In recent years, there is a growing interest in distributed computing systems that are inherently dynamic. The model we consider is a direct extension of the single-labeled model of the seminal paper of [12] as well as the multi-labeled model of [14] . [12] considers the case of one label per edge and examines how basic graph properties change when we impose the temporal condition. [14] extends this model to many labels per edge and mainly examines the number of labels needed for a temporal design of a network to guarantee several graph properties with certainty. The latter also defined the cost notion and, amongst other results, it gave an algorithm to compute foremost journeys which can be used to decide property TC. However, the time complexity of that algorithm was pseudo-polynomial, because it was dominated by the cube of the maximum label used in the given labeling. Random edge availabilities were first considered in [1] in order to study the Expected Temporal Diameter of temporal graphs.
We study the design and verification of temporal connected temporal graphs. We show that if the designer of a temporal graph can select edge availabilities freely, then an almost optimal linear (in the size of the graph) cost design that guarantees TC can be easily obtained (cf. Section 3). We also give an almost matching lower bound to indicate optimality.
However, there are pragmatic cases where certain availabilities and only them are given to the designer. Now, she presents a design based on them and claims TC and low cost. We show that we can verify TC in low polynomial time (cf. Section 2). Also, her design may be minimal; we partially characterise minimal designs in Section 4. On the other hand, it may be the case that some of the labels of her design are obsolete in the sense that their removal will not destroy TC (and also give us a lower cost). In this case, how many labels can we remove at best? Our main technical result is that this problem is APX-hard, i.e. it has no PTAS unless P = N P . On the positive side, we show that in the case of complete graphs and random graphs, if the labels are also assigned at random, we can remove all but O(n) labels.
Further related work Below, we provide a short survey of papers with studies on networks labeled by time units or segments, in addition to the ones mentioned above. Labeled Graphs. Labeled graphs have been widely used both in Computer Science and in Mathematics, e.g., [17] . Continuous Availabilities (Intervals). Some authors have assumed the availability of an edge for a whole time-interval [t 1 , t 2 ] or multiple such time-intervals and not just for discrete moments as we assume here. Although this is a clearly natural assumption, we design and develop techniques for the discrete case which are quite different from those needed in the continuous case [5, 9] . Dynamic Distributed Networks. In recent years, there is a growing interest in distributed computing systems that are inherently dynamic [3, 4, 6-8, 13, 15, 16, 18, 19] . Distance labeling. A distance labeling of a graph G is an assignment of unique labels to vertices of G so that the distance between any two vertices can be inferred from their labels alone [10, 11] . Uniform Random labelings. They were first examined in [1] in order to study the Expected Temporal Diameter of temporal graphs.
Property TC is decidable in low polynomial time
In this section, we give a simple polynomial-time algorithm which, given a temporal (di)graph G(L) = (V, E, L) and a source vertex s ∈ V , computes a foremost (s, v)-journey, for every v ∈ V \ {s}, if it exists. Curiously enough, the previously known algorithm was pseudo-polynomial [14] . Our algorithm significantly improves the running time. In fact, we conjecture it is optimal.
Denote by S(L) the set of all time edges (arcs) of G(L). Note that |S(L)| = c(L) and that the property "there exists a (u, v)-journey" is equivalent to "there exists a foremost (u, v)-journey", for any u, v ∈ V, u = v.
Algorithm 1 Foremost journey algorithm
vertex s ∈ V Output: A foremost (s, v)-journey from s to all v ∈ V \ {s}, where such a journey exists. If no (s, v)-journey exists, then the algorithm reports it.
1: Sort S(L) in increasing order of labels; 2: Let S ′ be the sorted array of time edges (resp. time arcs) according to time labels; 3: R := {s};
// The set of vertices to which s has a foremost journey
arrival_time[v] := +∞; 7: Proceed sequentially in S ′ , examining each time edge (resp. time arc) only once; 8: for the current time edge (resp. time arc) (a, b, l) do 9:
if a ∈ R and b ∈ R then 10:
parent 
Note that Algorithm 1 can even compute foremost (s, v)-journeys, if they exist, that start from a given time t start > 0. Simply, one ignores the time edges (arcs) with labels smaller than the start time.
Conjecture We conjecture that any algorithm that computes journeys out of a vertex s must sort the time edges (resp. time arcs) according to their labels, i.e., we conjecture that Algorithm 1 is asymptotically optimal with respect to the running time.
3 Nearly cost-optimal design for TC in undirected graphs.
In this section, we study temporal design issues on connected undirected graphs, so that the resulting temporal graphs are temporally connected. In this scenario, the designer has absolute freedom to choose the edge availabilities of the underlying graph. Proof.
(a) Consider any spanning tree T of G and let w be the considered root of T . Let r be the length of the longest path from w to any leaf of T , i.e., the radius of T . We assign labels to the edges of T as follows: "Going upwards" to the root Any edge incident to a leaf of T gets label 1. Any edge e = {u, v}, with d(w, v) = d(w, u) + 1, where the subtree T ′ rooted at v has been labeled going upwards to the root, gets a label l e = max{all labels in T ′ } + 1 (cf. Figure 1 ). "Going downwards" from the root Any edge incident to the root gets a label r + 1. Any edge e in a path from the root to a leaf, the "parent" edge 4 of which has been labeled -within the labeling process from the root downwards-with label l ′ , gets a label l e = l ′ + 1. We can easily implement the above process by topologically ordering the vertices of T in levels using Breadth First Search and implement the "going upwards" and "going downwards" procedures accordingly. The above method results in a labeling where: (a) each edge of T has 2 labels, (b) each edge of E \ T has no label and (c) for each ordered pair of vertices u, v ∈ V, u = v, there is a (u, v)-journey. To show (ac), just notice that one can go from any vertex u ∈ V to any other vertex v ∈ V by going up in T from u to the root, w, and then going down in T from w to v via strictly increasing labels, by construction.
Example Find below an example of the above described procedure and notice the existence of journeys from any vertex to every other vertex in the resulting temporal graph (Figure 2 ). There is an infinite family of graphs G n of n vertices, for which the cost of any labeling that satisfies TC is at least 2n − 3.
Proof. Consider the star graph of n vertices, n ≥ 4. Let v n be the root and v 1 , v 2 , . . . , v n−1 be the leaves. The labeling which assigns labels 1, 3 to all edges except for one and label 2 to the remaining edge is of minimum cost (cf. Figure 3) . The cost of that labeling is 2n − 3 and the reason why it is the minimum cost labeling is because we need at least two labels per edge to go from any vertex v i , i < n to any other vertex v j , j < n except for (at most) a single edge which will need to be assigned a "middle" label, meaning one that is between the two labels assigned to the other edges.
⊓ ⊔ Surprisingly, the result of Theorem 1 is asymptotically optimal for any connected graph. We show below a very strong lower bound. (b) We prove the statement by induction.
Base. The statement holds for any connected undirected graph of n ≤ 4 vertices. Indeed, for n = 2, the single edge of G needs 1 label and the theorem holds. For n = 3, we either have a cycle of length 3, in which we need at least 3 labels or we have a path of length 2 where, again, we need at least 3 labels for the resulting temporal graph to satisfy TC (cf. Figure 4) . It is easy to see that the statement also holds for n = 4. The more interesting case is that of the quadrangle, where 4 labels suffice to result in a temporally connected temporal graph (cf. Figure 5 ). Induction Hypothesis. Assume that the statement holds for every connected undirected graph of n ≤ k vertices, k ∈ N. Inductive Step. Let G = (V, E) be a connected undirected graph of k + 1 vertices and let T be a spanning tree of G. Let u ∈ V be a leaf of T . Note that, in any case, since u is a leaf in a spanning tree of G, the removal of u from G leaves the graph connected. We consider the following complementary cases: (a) deg(u) = 1. Then G \ {u} is a connected and undirected graph with |V (G \ {u})| = k. So, its optimal labeling assignment uses at least 2k − 4 labels. Let u ′ be the single neighbor vertex of u in G and let
Let l max be the maximum label assigned to the edges that are incident to u ′ in G \ {u}. To preserve paths starting from a vertex in G \ {u} to u in G, we need to assign a label l > l max to the edge {u ′ , u}. But to preserve paths from u to any vertex in G \ {u} we need to assign another label, l ′ , to the edge {u ′ , u} such that l ′ < l max . Therefore, we need a total of at least 2k − 4 + 2 = 2(k + 1) − 4 labels assigned to the edges of G.
To satisfy TC on G \ {u}, we know that at least 2k − 4 labels in total are needed. We also know that in G we must assign at least one label to at least on the edges that are incident to u.
-If we need to assign at least one label to two or more edges that are incident to u in G, then at least 2k − 4 + 2 = 2(k + 1) − 4 labels in total are needed to satisfy TC in the resulting temporal graph on G. -If we need to label exactly one of the edges that are adjacent to u in G, then all the remaining adjacent to u edges are ignored by the labeling assignment. But this is a situation illustrated in the previous case, where we have proven that we need to assign 2 labels to the edge that we label, thus concluding in a total of at least 2(k + 1) − 4 labels for the labeling on G to satisfy TC. Therefore, a necessary condition for a labeling L on a connected undirected graph G on n vertices to satisfy TC is for the cost of the labeling to be c(L) ≥ 2n − 4.
⊓ ⊔

Minimal Temporal Designs
Suppose now that a temporal graph on a (strongly) connected (di)graph G = (V, E) is given to a designer with the claim that it satisfies TC. The designer can verify it by running Algorithm 1 (cf. Section 2) for every s ∈ V . However, if the given design is not minimal, she may wish to remove as many labels as possible, thus reducing the cost. Recall that the largest number of labels that can be removed from a temporally connected graph without destroying TC is called the removal profit.
A partial characterisation of minimal temporal graphs
Notice that if many edges have the same label(s), we can encounter trivial cases of minimal temporal graphs, e.g., the complete graph where all edges are assigned the same label is minimal, since there are no journeys of length larger than 1. Here, we focus on minimal temporal graphs, where minimality is not caused merely because of the use of the same labels on every edge. Consider graphs every edge of which only becomes available at most one moment in time and no two different edges become available at the same time. Are there minimal temporal graphs of the above scenario with non linear (in the size of the graph) cost? For example, any complete graph with a single label per edge, different labels to different edges, satisfies TC. Are all these Θ(n 2 ) labels needed for TC, i.e., are there minimal temporal complete graphs? As we prove in Theorem 5, the answer is negative. However, in the next theorem we give a minimal temporal graph on n vertices with non linear in n cost, namely with O(n log n) labels.
Definition 9 (Hypercube graph).
The k-hypercube graph, commonly denoted Q k , is the k-regular graph of 2 k vertices and
Definition 10 (Flat). In geometry, a flat is a subset of the n-dimensional space that is congruent to a Euclidean space of lower dimension, e.g., the flats in the two-dimensional space are points and lines. In the n-dimensional space, there are flats of every dimension from 0, i.e., points, to n − 1, i.e., hyperplanes.
Theorem 3.
There exists an infinite class of minimal temporal graphs on n vertices with Θ(n · log n) edges and Θ(n · log n) labels, such that different edges have different labels.
Proof. We present a minimal temporal graph on the hypercube graph of n vertices. Consider protocol 2 for labeling the edges of
, that this labeling procedure produces on the hypercube G = Q k is minimal. Indeed, first we will prove that the temporal graph produced by protocol 2 satisfies TC on G = Q k . Consider vertices u, v ∈ V and the steps described in Protocol 3 to reach v, starting from u, via temporal edges. The procedure described in Protocol 3 gives a journey from u to v, which is also unique. It suffices to consider the k-bit binary representation of the vertices of G. Notice that if the hamming distance of the labels of two vertices u, v ∈ V (G) is exactly m, then to reach v from u via a temporal path in the temporal graph on G, we need to move through vertices by consecutively swapping the bits in which u and v differ in the order of dimensions. This way, we maintain the strictly increasing order of the time labels we use and, swap by swap, we approach the destination. Note also that swapping only the bits in which u and v differ is the only way to not violate the increasing order of time labels we use: without loss of generality, suppose that the j th bit of u is 1 and so is j th bit of v. If, starting from u, we swap the j th bit to 0, i.e., we use an edge, e, on the j th dimension, then at a future step, we again need to swap the j th bit back to 1 (otherwise, we never reach v). However, the two swaps cannot be consecutive, because then we would use edge e twice and we violate the increasing order of labels. So, we would need to move to a higher dimension after the first of the two swaps; but, then, we have used labels that are larger than all the labels of the j th dimension, so using any edge of the j th dimension would also violate the increasing order of labels.
Protocol 2 Labeling the hypercube graph, G = Q k
Consider the k dimensions of the hypercube G = Q k , x1, x2, . . . , x k ; for i = 1 . . . k do Let Xi := {ei1, ei2, . . . , e i2 k−1 } be the list of edges of dimension xi, in an arbitrary order; Let Li be the (sorted from smallest to largest) list of labels Li : Since our labeling gives a unique (u, v)-journey, for every u, v ∈ V , and since all labels assigned to the edges of E are used in the union of all those journeys, the deletion of any single label will violate TC. Therefore, G(L) is minimal. Finally, note that the temporal graph G(L) on the hypercube graph G = Q k has n = 2 k vertices, 1 2 n · log n edges and
There exists an infinite class of minimal temporal graphs on n vertices with Θ(n) edges and Θ(n) labels.
Proof. We present a graph G = (V, E) of arboricity 2 and a labeling L on G, such that G(L) is minimal. Consider two complete binary trees T and T ′ of roots s and s ′ . Join s and s ′ with an edge. Now, superimpose T ′ on T so that T and T ′ have the same vertices, except for their roots, but no edges overlap (cf. Figure 6 ). To achieve this superposition of T ′ on T , one can work inductively as follows:
(1) Let s a , s b the two children of s in T . Connect s ′ to s a and s b with edges from T ′ , i.e., the two children of s ′ in T ′ are exactly the vertices s a , s b . (2) For each vertex u that has incident edges in both T and T ′ , consider its two children, u a , u b , in T . Now, connect u b with u a 's children and connect u a with u b 's children using the edges of T ′ (cf. Figure 7 ).
In the constructed graph, let L be the labeling that:
-assigns increasing labels from the leaves of T going up towards the root s, one label per edge of T , starting with label 1 assigned to every edge of T incident to a leaf of T , -assigns a label, l, to the edge {s, s ′ }, which is larger than all labels assigned to the edges of T , and -assigns increasing labels from s ′ going down towards the leaves of T ′ , one label per edge of T ′ , so that the two edges of T ′ incident to the root s ′ are assigned a label l ′ > l and the labels increase going downwards in any path from s ′ to a leaf of T ′ . Clearly, for every ordered pair of vertices u, v ∈ V , there is a unique (u, v)-journey in G(L), i.e., a journey going from u "up" to s using time edges of T , then to s ′ and then "down" to v using time edges of T ′ . So, G(L) has the property TC and the removal of any single label, either from an edge of T or from an edge of T ′ , would violate the property. Therefore, G(L) is minimal.
⊓ ⊔
In fact, the following is true:
Theorem 4. Let G = (V, E) be a connected graph on n vertices, the edges of which can be partitioned into two trees, T and T ′ , both of n vertices, and an extra edge connecting the roots of T and T ′ . Then, there exists a labeling
Proof (sketch of proof ). The labels of L are assigned to the edges of G as in Lemma 2. Indeed, we assign one label per every edge of G as follows: we use increasing labels to go "up" from the leaves towards the root of T , a label l, larger than all labels of the edges of T , on the edge between the roots of T and T ′ , and increasing labels, larger than l, to go "down" from the root of T ′ towards any leaf of T ′ .
The complete graph on n vertices, K n , with a labeling L that assigns a single, different for every edge, label per edge is an interesting case, since K n (L) always satisfies TC. However, it is not minimal as the theorem below shows.
Theorem 5. Let n ∈ N, n ≥ 4 and denote by K n the complete graph on n vertices. Any labeling L that assigns a single label to every edge of K n , different label per edge produces a temporal graph K n (L) that is not minimal. In fact, ∃S ⊆ ∪ e∈E(Kn) L e , |S| = ⌊ n 4 ⌋, such that when we remove all the labels of S from L, the resulting temporal graph still satisfies TC. Note that by the union ∪ e∈E(Kn) L e we denote the multiset of all labels used in L.
Proof. The proof is divided in two parts, as follows:
(a) We first show that any labeling that assigns a single label to every edge of the complete graph on 4 vertices, K 4 , different label per edge, produces a temporal graph that is not minimal. The proof requires an exhaustive check of the 720 cases and has been done via a computer program that we implemented in C Sharp. The program checks 720 cases, which are associated to the 720 permutations of the 6 labels to the edges of K 4 . Note that in each of these 720 labelings, TC is initially satisfied since the underlying graph is complete. The program verifies that in every case, we can find a label (or equivalently a time edge) that can be removed without violating TC. We achieve that by sequentially removing a label (or equivalently the underlying edge in the graph) from each initial labeling and checking if, after the removal, there exist journeys from every vertex to every other vertex in the graph. If at some iteration, i.e., permutation of the 6 labels, the program cannot find a label that can be removed without violating TC, then it reports failure and stops. We use exactly the labels 1, 2, . . . , 6. The results can clearly be extended for any 6 different labels, since to verify that the desired journeys exist after the removal of a label, we only take into consideration the stictly increasing order of labels on the edges of the respective underlying path. To download the source code and executable files, please visit http://cgi.csc.liv.ac.uk/~akridel/research-results.html.
Here is part of the output of the code, namely the output on the first 6 and last 6 permutations of labels of the edges of 
Computing the removal profit is APX-hard
Note that it is straightforward to check in polynomial time whether a given L satisfies TC on a given (di)graph G, by just checking for every possible (ordered) pair (u, v) of vertices in G whether there is a (u, v)-journey in G(L). However, it turns out that it is hard to approximate the value of the removal profit, r(G, L), for an arbitrary graph G, i.e., there exists no PTAS for this problem, unless P=NP. It is worth noting here that, in our hardness proof below, we consider undirected graphs.
We prove our hardness result by providing an approximation preserving polynomial reduction from a variant of the maximum satisfiability problem, namely from the monotone Max-XOR(3) problem. Consider a monotone XOR-boolean formula φ with variables x 1 , x 2 , . . . , x n , i.e., a boolean formula that is the conjunction of XOR-clauses of the form (
, . . . , x n that XOR-satisfies the largest possible number of clauses, i.e., an assignment τ such that |τ (φ)| is maximized. The monotone Max-XOR(3) problem essentially encodes the Max-Cut problem on 3-regular (i.e., cubic) graphs, which is known to be APX-hard [2] .
The monotone Max-XOR(3) problem is APX-hard. Now we provide our reduction from the monotone Max-XOR(3) problem to the problem of computing r(G, L). Let φ be an arbitrary instance of monotone Max-XOR(3) with n variables x 1 , x 2 , . . . , x n and m clauses. Since every variable x i appears in φ in exactly 3 clauses, it follows that m = 3 2 n. We will construct from φ a graph G φ = (V φ , E φ ) and a labeling L φ of G φ . Then, as we prove in Theorem 6, r(G, L) ≥ 9n + k if and only if there exists a truth assignment τ of φ with |τ (φ)| ≥ k, i.e., τ XOR-satisfies at least k clauses of φ.
For every i = 1, 2, . . . , n we construct the graph G φ,i along with the labeling L φ,i of Figure 8 . In this figure, the labels of every edge in L φ,i is drawn next to the edge. We call the induced subgraph of G φ,i on the 4 vertices {s xi , u We continue the construction of G φ,i and L φ,i as follows. First, we add an edge between any possible pair of vertices w xi p , w xj q , where p, q ∈ {0, 1, 2, 3} and i, j ∈ {1, 2, . . . , n}, and we assign to this new edge e = {w xi p , w xj q } the unique label L φ (e) = {7}. Note here that we add this edge {w xi p , w xj q } also in the case where i = j (and p = q). Moreover, we add an edge between any possible pair of vertices t xi p , t xj q , where i = j, i, j ∈ {1, 2, . . . , n}, and p, q ∈ {1, 2, 3}. We assign to this new edge e = {t unique label L φ ({t 0 , z}) = {6}. The addition of the vertex t 0 and the labels of the (dashed) edges incident to t 0 are illustrated in Figure 9 (a).
Consider now a clause α = (x i ⊕ x j ) of φ. Assume that the variable x i (resp. x j ) of the clause α corresponds to the pth (resp. to the qth) appearance of x i (resp. x j ) in φ. Then we identify the vertices u Figure 9(b) ).
This completes the construction of the graph G φ and its labeling L φ . Denote the vertex sets A = {s xi , u
Furthermore, for every i ∈ {1, 2, . . . , n} and every p ∈ {1, 2, 3} we define for simplicity of notation the temporal paths
. For every i ∈ {1, 2, . . . , n} the graph G φ,i has 16 vertices. Furthermore, for every p ∈ {1, 2, 3}, the 4 vertices of the pth branch of G φ,i also belong to a branch of G φ,j , for some j = i. Therefore, together with the vertex t 0 , the graph G φ has in total 10n + 1 vertices. We now present the auxiliary lemmas 4-6 which are necessary for the proof of Theorem 6. Moreover, the labeling L φ assigns to every variable x i of φ in total 12 labels, i.e., two labels for each of the transition edges {u 
Finally, L φ assigns to every clause (x i ⊕ x j ) of φ in total 7 labels, i.e., two labels for each of the transition edges {u Summarizing, L φ assigns to the edges of G φ in total Proof. We will prove that there exists a temporal path in L φ between any pair of vertices of V φ = A ∪ B ∪ C ∪ {t 0 }.
For any two vertices b, b ′ ∈ B there exists a temporal path from b to b ′ and from b ′ to b, due to the edge {b, b ′ } with label 7. Similarly, for any two vertices c, c ′ ∈ C there exists a temporal path from c to c ′ and from c ′ to c, due to the edge {c, c ′ } with label 7. Let a 1 , a 2 ∈ A. There exists a temporal path from a 1 to a 2 as follows: start from a 1 , follow P i,p (or Q i,p ) upwards until t xi p with greatest label 4, then go to t 0 with label 5, and finally from t 0 to a 2 with label 6. In the special case where a 1 and a 2 lie on the same path P i,p (resp. Q i,p ) and a 1 appears before a 2 in P i,p (resp. Q i,p ), there exists clearly a temporal path from a 1 to a 2 along P i,p (resp. Q i,p ).
Let a ∈ A and b ∈ B. Note that b = w xi p for some i ∈ {1, 2, . . . , n} and some p ∈ {0, 1, 2, 3}. There exists the temporal path from b to a as follows. First follow the edge {w Let a ∈ A, i.e., a ∈ {s xi , u xi p , v xi p } for some i ∈ {1, 2, . . . , n} and some p ∈ {0, 1, 2, 3}. Then there exists at least one path from a upwards to a vertex c ∈ {t xi 1 , t xi 2 , t xi 3 } (with maximum label 4). Once we have (temporally) reached c from a, we can (temporally) continue to any other c ′ ∈ C through the edge {c, c ′ } (of label 7). That is, there exists a temporal path from any a ∈ A to any vertex of C. Now let c ∈ C, i.e., c = t xi p for some i ∈ {1, 2, . . . , n} and some p ∈ {1, 2, 3}. Then there exists a temporal path from c to every vertex a ∈ A as follows. First reach the vertex t 0 with the edge {t xi p , t 0 } (of label 5) and then continue to any vertex a ∈ A with the edge {t 0 , a} (of label 6). That is, there exists a temporal path in L φ between any a ∈ A and any c ∈ C.
Finally, there exists a temporal path between t 0 and every vertex of A ∪ C ∪ {w Summarizing, there exists a temporal path between any pair of vertices of
(a) at least one label for every transition edge {u 
e) the label of each edge incident to t 0 , and (f ) the labels of all edges of the path P i,p or the labels of all edges of the path Q i,p , where i ∈ {1, 2, . . . , n} and p ∈ {1, 2, 3}.
Proof. 
xi , which is a contradiction. Therefore L contains the label of each edge incident to t 0 . (f) Assume that L misses from L φ at least one label of the path P i,p and at least one label of the path Q i,p , for some i ∈ {1, 2, . . . , n} and p ∈ {1, 2, 3}.
Then there does not exist any temporal path from s xi to t xi p , which is a contradiction. Therefore L contains the labels of all edges of the path P i,p or the labels of all edges of the path Q i,p , where i ∈ {1, 2, . . . , n} and p ∈ {1, 2, 3}.
⊓ ⊔
We are now ready to provide the proof of Theorem 6. Proof. (⇒) Assume that there is a truth assignment τ that XOR-satisfies k clauses of φ. We construct a labeling L of G φ by removing 9n + k labels from L φ , as follows. First we keep in L all labels of L φ on the edges incident to t 0 . Furthermore we keep in L the label {7} of all the edges {t We now continue the labeling L as follows. Consider an arbitrary clause α = (x i ⊕ x j ) of φ. Assume that the variable x i (resp. x j ) of the clause α corresponds to the pth (resp. to the qth) appearance of variable x i (resp. x j ) in φ. Then, by the construction of G φ , the pth branch of G φ,i coincides with the qth branch of G φ,j , i.e., u Figure 9(b) ). Let α be XOR-satisfied in τ , i.e., x i = x j . If x i = x j = 0 (i.e., x i = 0 and x j = 1) then we keep in L the label 1 of the edge {v Figure 10(b) . This finalizes the labeling L of G φ . It is easy to check that L satisfies TC on G φ . Summarizing, for
That is, L misses in total 6n labels of L φ for all variables x 1 , x 2 , . . . , x n . For each of the k XOR-satisfied clauses (x i ⊕ x j ) of φ, the labeling L misses in total 3 labels of L φ for the edges {u
where x i is associated with the pth branch of G φ,i . That is, L misses in total 3k labels of L φ for all XOR-satisfied clauses. Furthermore, for each of the m − k XOR-satisfied clauses (x i ⊕ x j ) of φ, the labeling L misses in total 2 labels of L φ for the edges {u where x i is associated with the pth branch of G φ,i . That is, L misses in total 2(m − k) = 3n − 2k labels of L φ for all XOR-satisfied clauses. All other labels of L φ remain in the labeling L ⊆ L φ . Therefore, L misses in total 6n + 3k + 3n − 2k = 9n + k labels from L φ .
(⇐) Assume that r(G, L) ≥ 9n + k and let L ⊆ L φ be a labeling of G φ with |L φ \ L| ≥ 9n + k. Let i ∈ {1, 2, . . . , n}. For every p ∈ {1, 2, 3}, L contains by Lemma 6(f) the labels of all edges of the path P i,p or the labels of all edges of the path Q i,p . Therefore, there exist at least two indices p 1 , p 2 ∈ {1, 2, 3} such that L contains the labels of all edges of the paths P i,p1 , P i,p2 or the labels of all edges of the paths Q i,p1 , Q i,p2 . Without loss of generality let p 1 = 1 and p 2 = 2 and let L contain the labels of all edges of the paths P i,1 , P i,2 (the other cases can be dealt in the same way by symmetry). Assume that L also contains the labels of all edges of the path Q i,3 = (s xi , v 
Moreover, it is easy to check that L ′ still satisfies TC on G φ , as L satisfies TC as well. Therefore, we may assume without loss of generality that for any optimum labeling L ⊆ L φ , L contains the labels of all edges of the paths P i,1 , P i,2 , P i, 3 or the labels of all edges of the paths
Suppose that, for some i ∈ {1, 2, . . . , n}, the labeling L contains all edges of the paths P i,1 , P i,2 , P i, 3 . Assume now that L contains also at least one of the labels of L φ for the edges {s xi , v Thus, without loss of generality, L misses for any variable x i at least 4 labels (without counting how many labels if misses on the transition edges), i.e., in total at least 4n labels. Let α = (x i ⊕ x j ) be a clause of φ, where i, j ∈ {1, 2, . . . , n}, and let x i (resp. x j ) be associated with the pth (resp. qth) branch of G φ,i (resp. of G φ,j ). Suppose that the labeling L contains the labels of all edges of P i,p and all edges of Q i,q . Note that, by the construction of the graph G φ (cf. Figure 9 (b)), both P i,p and Q i,q include the edge u follows that for every clause α = (x i ⊕x j ) that is XOR-satisfied in τ , the labeling L misses at least three labels in the pth branch of G φ,i .
Summarizing, in addition to the 6n labels that L misses for all variables x i of φ, it also misses at least three labels for each of the |τ (φ)| XOR-satisfied clauses and at least two labels for each of the (m − |τ (φ)|) clauses that are not XORsatisfied. Thus L misses at least 6n+3|τ (φ)|+2(m−|τ (φ)|) = 6n+3|τ (φ)|+2(
However |L φ \ L| ≥ 9n + k by assumption. Therefore 9n + k ≤ |L φ \ L| ≤ 9n + |τ (φ)|, and thus |τ (φ)| ≥ k, i.e., the truth assignment τ satisfies at least k clauses of φ. This completes the proof of the theorem.
⊓ ⊔ Using Theorem 6, we are now ready to prove the main theorem of this section.
Theorem 7. The problem of computing r(G, L) on an undirected graph G is APX-hard.
Proof. Denote now by OPT mon-Max-XOR(3) (φ) the greatest number of clauses that can be simultaneously XOR-satisfied by a truth assignment of φ. Then Theorem 6 implies that
Note that a random truth assignment XOR-satisfies each clause of φ with probability 
Assume that there is a PTAS for computing r(G, L). Then, for every ε > 0 we can compute in polynomial time a labeling L ⊆ L φ for the graph G φ , such that
Given such a labeling L ⊆ L φ we can compute by the sufficiency part (⇐) of the proof of Theorem 6 a truth assignment τ of φ such that
Therefore it follows by (1), (2), (3), and (4) that
and thus
That is, assuming a PTAS for computing r(G, L), we obtain a PTAS for the monotone Max-XOR(3) problem, which is a contradiction by Lemma 3, unless P = N P . Therefore, computing r(G, L) on an undirected graph G is APX-hard.
Open Problem Is there a polynomial-time constant factor approximation algorithm to compute r(G, L)?
Temporally connected random labelings have high removal profit
In this section, we show that dense graphs that have been randomly time-labeled have the property TC and are not minimal with high probability (whp). In fact, we show that we can find and delete labels that are not needed to preserve TC in small polynomial time whp. More specifically, we consider the complete graph and the Erdös-Renyi model of random graphs, G n,p and we examine if we can delete labels from such temporal graphs and continue preserving TC.
Definition 11. We call normalized uniform random temporal graph any graph on n vertices, n ∈ N, each edge of which receives exactly one label uniformly at random from the set {1, 2, . . . , n} and the selection of the label of an edge is independent from the selection of the label of any other edge.
Theorem 8. (a)
In the normalized uniform random temporal graph on the complete graph, of n vertices, we can delete all but 2n + O(log n) labels and still satisfy TC whp. (b) Let G = (V, E) be an instance of the Erdös-Renyi model of random graphs, G n,p , with p ≥ a √ n log n n , where a is constant, and a normalized uniform random temporal graph, G(L), on G. We can delete all but 2n + O( √ n) labels of G(L) and still satisfy TC whp.
Proof.
(a) Without loss of generality, assume that the number of vertices is n = 4k, k ∈ N * . Partition the set {1, 2, . . . , n} into 4 consecutive equisized subsets:
Each edge of K n receives a single (random) label l, where
Color green (g) all the edges that are assigned a label in A 1 , color yellow (y) all the edges that are assigned a label in A 2 , color blue (b) all the edges that are assigned a label in A 3 and color red (r) all the edges that are assigned a label in A 4 . First, we will show that we can almost surely find a subgraph of the clique, which we call router, that will indicate journeys in the clique that allow us to delete labels from the clique without destroying TC. This router consists of a central vertex which has α log n incident edges colored y and α log n incident edges colored b, for some a ∈ R + , α > 32. Fix a vertex u of the graph. We will show that almost surely u has α log n incident edges colored y and α log n incident edges colored b. Proof. Partition the n − 1 incident edges of u into two (almost) equisized sets E 1 , E 2 . The mean number of y edges in E 1 is:
and the mean number of b edges in E 2 is:
Let S 1 be the set of neighbors of u connected to u via y edges and S 2 be the set of neighbors of u connected to u via b edges. By Chernoff bounds, we have that ∀δ > 0, it holds that:
So, for δ = 1 2 and ∀i = 1, 2, we have:
The probability that any of the two events "|S 1 | ∈ 1 ± 1 2 µ 1 ", "|S 2 | ∈ 1 ± 1 2 µ 2 " fails is at most the sum of the probability of failure of each of them, i.e., at most 2e ⊓ ⊔ Condition on the property of u as described above and arbitrarily select a subset
We will now show the following:
Lemma 8. Any vertex w ∈ V \R has at least one incident g edge to a vertex in D 1 and at least one incident r edge to a vertex in D 2 with probability at least 1 − 2e
Proof. Consider a particular vertex w ∈ V \ R. Let N 1 be the set of edges {w, x}, x ∈ D 1 and N 2 be the set of edges {w, z}, z ∈ D 2 . Clearly,
Each of the edges in N 1 is colored g with probability 1 4 and each of the edges in N 2 is colored r with probability ) and by Chernoff bounds, we get:
Denote by E w the event that w has at least α 2 log n incident g edges to vertices in D 1 and at least α 2 log n incident r edges to vertices in D 2 . It holds that:
This proves Lemma 8.
⊓ ⊔
Now, consider the event E = ∩ w∈V \R E w . It is:
But, it is:
So, with probability at least 1 − 2n −3 + 2e − n 16 , the following holds: For any ordered pair of vertices w, w ′ ∈ V , (1) w is connected by a g edge to a vertex x ∈ D 1 (2) the edge {x, u} is colored y (3) w ′ is connected by a r edge to a vertex z ∈ D 2 (4) the edge {z, u} is colored b The properties (a1), (a2), (a3), (a4) imply that there exists a (w, w ′ )-journey in the temporal graph on K n (cf. Figure 11) . Note that if any of the above vertices w, w ′ is in R = D 1 ∪ D 2 ∪ {u}, then things are even simpler, since some of the properties (a1), (a2), (a3), (a4) hold vacuously and the rest whp. So, we have shown indeed that with probability at least 1 − 2n −3 + 2e − n 16 , we can remove all the labels from the random labeling on K n except for the labels on the edges of the "router" and the two incident edges of any w ∈ V , one g connecting it to a vertex in D 1 and one r connecting it to a vertex in D 2 , and still satisfy the property TC. This proves Theorem a. 
. , n}
Color green (g) all the edges that are assigned a label in A 1 , color yellow (y) all the edges that are assigned a label in A 2 , color blue (b) all the edges that are assigned a label in A 3 and color red (r) all the edges that are assigned a label in A 4 . First, we will show that we can almost surely find a subgraph of G along with its labels, which we call router, that will indicate journeys in G(L) that allow us to delete labels from L without destroying TC. This router consists of a central vertex which has √ n 4 incident edges colored y and √ n 4 incident edges colored b (cf. Figure 12 ).
Fix a vertex u of G. Let E 1 be the event that u has a √ n log n 4 incident edges colored y and E 2 be the event that u has a √ n log n 4 incident edges colored b.
We now show that u has a √ n log n 4 y incident edges whp. Let v 1 , v 2 , . . . , v n−1 be the vertices of G \ u and X i , i = 1, 2, . . . , n − 1 be the independent Bernoulli random variables such that: The success probability of X i is p i = 1 4 · p. Let S be the sum S = n−1 i=1 X i and µ be its expected value. It holds that:
From Chernoff bounds, we have that ∀δ > 0, it holds that:
So, for δ = i=1 Y i and µ ′ be its expected value. It holds that:
So, for δ = 1 2 , we get: So, event E 3 holds almost surely. Similarly, it is proven that event E 4 holds almost surely. Without loss of generality, we select 1 of the green incident edges of w to vertices in S 1 and 1 of the red incident edges of w to vertices in S 2 . Clearly, if all events E i , i = 1, 2, 3, 4, occur, then information can follow temporal paths between pairs of vertices following these g, y, b and r edges. Therefore, we can delete all labels except those used by those temporal paths and still maintain TC. The reduced number of labels that we then use is:
We will now show that we can indeed find the above temporal paths between all pairs of vertices in G(L) whp. Let us denote by A the event that a router exists in G(L). Also, let us denote by P r[f ail/A] the probability that, given that event A occurs, there exists a pair of vertices s, t ∈ V (G n,p ) such that s does not have a green incident edge to a vertex in S 1 or t does not have a red incident edge to a vertex in S 2 . Clearly, it holds that:
Then, the probability that we fail is: We conclude that a normalised uniform random temporal graph G(L) on an instance of the Erdös-Renyi random graph G n,p is not minimal, for any p ∈ [ a √ n log n n , 1].
⊓ ⊔
Conclusions and further research
In this work, we focus on testing and designing nearly cost-optimal temporal networks that are temporally connected. Extentions of this research include the study of the interval temporal networks model, as well as the study of models of random temporal networks.
