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Abstract
This paper considers the problem of designing a network to transport material from
sources of supply to sites where demand occurs. However, the demand at each site is
uncertain. We formulate the problem as a robust discrete optimization problem. The
minimax objective is to nd a robust solution that has the best worst-case performance
over a set of possible scenarios. However, this is a dicult optimization problem. This
paper describes a two-space genetic algorithm that is a general technique to solve such
minimax optimization problems. This algorithm maintains two populations. The rst
population represents solutions. The second population represents scenarios. An individ-
ual in one population is evaluated with respect to the individuals in the other population.
The populations evolve simultaneously, and they converge to a robust solution and a
worst-case scenario. Experimental results show that the two-space genetic algorithm
can nd robust solutions to the minimax network design problem. Since robust discrete
optimization problems occur in many areas, the algorithm will have a wide variety of
applications.
Keywords: genetic algorithms, robust discrete optimization, network design.
1 Introduction
This paper discusses the problem of designing a transportation network under uncertainty.
To nd good solutions, we use a novel genetic algorithm that is a general approach for solving
minimax optimization problems.
1.1 Network Design Problem
Consider the following network design problem. There are p facilities that can supply the
product, and each facility's capacity is known and xed. There are m sites that need the
product. Each site's demand is uncertain. Before the demand is known, the decision-maker
must assign, to each of the pm routes, xij vehicles to move material from facility i to site j.
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Each vehicle assigned to the route incurs a xed cost cij . All vehicles have the same xed
capacity. After the demand is known, the decision-maker must decide how much material
to move from facility i to site j. The amount moved is constrained by the total supply at
facility i and the number of vehicles on that route. If the amount moved to a site from
the supply facilities does not meet demand, then additional material can be purchased and
delivered to the site at a premium. Equivalently, one can consider the problem of building
pipelines of dierent capacities between supply facilities and demand sites. The problem will
be formulated more explicitly in Section 2.
Note that the deterministic version of this problem is the transportation problem [1],
which is an important model for many network ow and network design problems. Mulvey,
Vanderbei, and Zenios [19] consider a similar but more complex problem under the assumption
that the probabilities associated with dierent demand scenarios is known.
1.2 Decision-making Under Uncertainty
Making decisions under uncertainty is a dicult problem. However, accepting and structuring
uncertainty can lead to eective decision-making. Consider the problem of selecting some
action that minimizes the costs that will be expended. The costs depend on what happens
in the future. It is useful to model the possibilities as scenarios.
Some scenario will occur. It may be possible, for each scenario s, to determine the
probability ps that scenario s occurs. If so, the decision-maker could seek the solution (action)
that minimizes the expected cost. Let X be the set of solutions (possible actions). Let S be
the set of scenarios (possible futures). Let F (x; s) be the cost of solution x 2 X if scenario






Such stochastic programming problems have many applications. See Birge & Louveaux [2] for
an introduction to stochastic programs and solution techniques. Some stochastic programs
consider the risk associated with a decision and seek to minimize risk or establish the tradeo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between risk and expected performance. Mulvey, Vanderbei, and Zenios [19] present a general
method of handling risk, and they use the term \robust optimization" to describe a model
that includes higher moments of the random performance and a penalty function for infeasible
solutions.
An alternative to the expected value is the minimax criterion, which evaluates the worst-






The minimax criterion may be favored when a large cost in any scenario is extremely unde-
sirable, as in medical equipment control (where the cost represents some measure of patient
health, and a large cost implies that the patient dies [22]). Mulvey, Vanderbei, and Zenios [19]
mention the minimax criterion as a standard form that is a special case of their general robust
optimization model.
The minimax criterion is important to risk-averse decision-makers interested in the dis-
tribution of a solution's performance. This is especially true for decisions of a unique nature
(e.g. facility layout or capacity expansion) where the decision-maker will not see any long-
run averages. Of course, other measures of risk describe the distribution of performance
also. These include variance [15], expected downside risk [8, 14], and the probability of poor
performance [17].
The minimax criterion is also useful when determining the scenario probabilities is impos-
sible or extremely expensive. In such cases, one cannot calculate the expected performance
or the other measures of risk mentioned above.
While the minimax criterion can yield solutions that are overly conservative (or pes-
simistic) and thus accept unnecessary costs in more common, non-extreme scenarios, this





F (x; s)  F (s)
where F (s) = minx2X F (x; s).
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The minimax criterion has been employed in many applications. Consider, for instance,
the following examples. (See also Yu [26], who provides additional examples.)
Sebald and Schlenzig [22] use the minimax criterion to guide the search for good controller
parameter settings in closed-loop, adaptive control of blood pressure for patients in cardiac
surgery. The blood pressure response is uncertain since it depends on unknown values of
certain patient characteristics. The goal is to design a controller that keeps blood pressure
within acceptable limits over the entire range of possible patients.
Tang, Man, and Gu [23] evaluate distillation column controllers under a set of dierent
plant characteristics and attempt to nd a controller that performs well in all scenarios.
Chang, Wang, and Lock [3] address the problem of designing power systems that have
acceptable worst-case performance over a range of operating conditions.
Rosenblatt and Lee [21] use the minimax regret criterion to compare dierent plant lay-
outs, since the total material handling cost depends upon the demand for each product, which
is uncertain.
Determining the worst-case performance of a solution can be a dicult problem itself.
For instance, Dahl, Meeraus, and Zenios [4] present an optimization model that analyzes the
worst-case performance of a given portfolio of options, if the interest rates and futures price
volatility for each investment are uncertain. Due to the complex objective function, their
model will likely have locally optimal scenarios and will be very dicult to solve.
Kouvelis and Yu [13] describe a robust discrete optimization framework that seeks to
identify decisions that will perform well under any outcome. They use minimax criteria to
identify a robust decision (or solution) as the one that has the best worst-case performance.
In this robust discrete optimization framework, scenarios are used to structure uncertainty.
Decision-makers must use their intuition about the decision environment to dene a set of
scenarios. Each scenario in this set represents a possible outcome. That is, the scenario
occurs with some positive but unknown probability.
In general, the minimax optimization problems are more dicult to solve than the de-
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terministic versions that have no uncertainty [13]. The minimax optimization versions of
many polynomially solvable optimization problems are NP-hard, although some easily solv-
able cases do exist. (For other results in the more general area of minimax theory, see Du
and Pardalos [7].)
Kouvelis and Yu [13] describe a branch-and-bound algorithm that uses surrogate relax-
ation to generate bounds, and they use this procedure to solve four robust discrete opti-
mization problems. However, there are no general techniques for solving robust discrete
optimization problems.
Some authors have proposed genetic algorithms and evolutionary algorithms for specic
problems with uncertainty. (For more information on genetic algorithms, see, for example,
[6, 9, 12, 18].) Loraschi and Tettamanzi [14] use an evolutionary algorithm to select portfolios
with small expected downside risk.
Taranto and Falcao [24] consider robust decentralized power system damping controllers
and use a genetic algorithm to nd designs that maximize the sum of the spectrum damp-
ing ratio over all operating conditions. Marrison and Stengel [17] measure compensator
robustness as the probability that the system will behave unacceptably. They use a genetic
algorithm to nd parameter values that minimize this probability. For the distillation col-
umn controller problem mentioned above, Tang, Man, and Gu [23] use a genetic algorithm to
solve the problem of minimizing the number of violated constraints for a given scenario. For a
problem with four scenarios, they formulate a multiple objective problem and use the genetic
algorithm to nd non-dominated solutions. The authors note that, when there is a large set
of scenarios, the problem of eciently determining a solution's worst-case performance still
remains.
Tsutsui and Ghosh [25] present a genetic algorithm that nds solutions whose perfor-
mance is insensitive to small perturbations to the solution values. The algorithm evaluates
an individual by creating a random perturbation. The individual's tness is based on the
objective function at the perturbed point. They present results for some functions on one-
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and two-dimensional search spaces.
Sebald and Schlenzig [22] use a genetic algorithm to search for controller parameter values
that minimize the worst-case performance. To evaluate a single combination of controller
parameter values, they must nd the worst-case plant for that controller. To do this, they
use another genetic algorithm to search the set of possible plants.
Closely related to the present work are previous studies of co-evolutionary genetic algo-
rithms. We will briey describe two here. Hillis [11] uses a genetic algorithm to nd optimal
sorting networks. Initially, each network is tested against a large set of test cases. The goal
is to nd a network that passes all of the test cases. He then introduces a second popula-
tion of \parasites" to improve the search. The algorithm pairs each sorting network with a
parasite, which is a set of test cases. A sorting network's performance is the number of the
corresponding parasite's test cases that it passes. A parasite's performance is the number of
test cases that the sorting network fails. The population of parasites evolves so that dicult
test cases survive. This, in turn, leads to better sorting networks.
Paredis [20] uses a coevolutionary genetic algorithm to seek neural nets that can accurately
classify a set of 200 points. Because testing each individual on all 200 examples requires
excessive computational eort, the coevolutionary GA tests each individual against one of
the more dicult examples. The 200 examples are ranked based on their diculty, and this
ranking changes as the population of neural nets changes. In addition, Paredis allows the
neural nets to learn when it incorrectly classies an example.
This paper proposes a two-space genetic algorithm as a general technique to solve minimax
optimization problems. This algorithm maintains two populations. The rst population
represents solutions. The second population represents scenarios. An individual in one
population is evaluated with respect to all of the individuals in the other population. This
causes the algorithm to converge to a robust solution and its worst-case scenario. Since
minimax optimization problems occur in many areas, the algorithm will have a wide variety
of applications. To illustrate the algorithm's potential, we use the algorithm to solve a
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distribution network design problem with uncertain demands.
The remainder of this paper is structured as follows: Section 2 describes the minimax
network design problem formulation. Section 3 presents the two-space genetic algorithm.
Section 4 presents the experimental results. Section 5 concludes the paper by identifying
topics for future research that could extend the algorithm's utility.
2 Problem Formulation
Let us introduce some additional notation before formulating the problem more explicitly.
Let X be the set of all possible vehicle assignments: xij  0 and integer 8i = 1; : : : ; p,
j = 1; : : : ;m. Let all quantities be expressed in multiples of vehicle capacity. Let S1; : : : ; Sp
be the supply available at each of the p facilities. Let r be the premium cost of delivering
material that the assigned vehicles cannot. Let s be a scenario that has some positive but
unknown probability of occurence. Let S be the set of all scenarios. Let Ds1; : : : ; D
s
m be the
demand at each of the m sites if scenario s occurs. Let ysij (for i = 1; : : : ; p and j = 1; : : : ;m)
be the amount of material moved from facility i to site j if scenario s occurs. For j = 1; : : : ;m,
let zsj be the extra material needed at site j if scenario s occurs.
2.1 Minimax formulation


















ysij  xij;8i = 1; : : : ; p; j = 1; : : : ;m; s 2 S
mX
j=1







j ;8j = 1; : : : ;m; s 2 S
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zsj  0;8j = 1; : : : ;m; s 2 S





j=1 cijxij is independent of the scenario (because those decisions











ij. This subproblem is a maximal ow problem, which can be
solved by a labeling method [1].
2.2 Scenarios
In general, the scenarios do not necessarily follow any pattern. However, in this work, we will
assume that there exist a number of factors that aect the demand at each site. Each factor
fk has a strength that ranges from 0 to 1. A scenario s is a combination of factor strengths
(f s1 ; : : : ; f
s
q ). The space of scenarios is the space of all factor strengths. Under scenario s, the









Note that djk could be negative. However, D
s
j must be non-negative.
With this structure, we can show that, for any solution, the worst-case scenario is an
extreme point scenario: each f sk = 0 or 1. See the Appendix for a proof.
2.3 Worst-case scenario
For a given solution, increasing the demand at any site cannot reduce the required ow.
Thus, if there is a scenario t 2 S such that, for any other scenario s 2 S, Dtj  D
s
j for all
j, then t is a worst-case scenario for any solution. That is, maxs2S F (x; s) = F (x; t) for all
x 2 X. If all djk  0 and t is the scenario with f
t
k = 1, k = 1; : : : ; q, then scenario t is this
worst-case scenario.
In this case, problem P reduces to minx2X F (x; t). So, xij = y
t
ij for all i, j must be an
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j ;8j = 1; : : : ;m
ztj  0;8j = 1; : : : ;m
xij  0;8i = 1; : : : ; p; j = 1; : : : ;m
2.4 Linear Programming Formulation













zsj ;8s 2 S
ysij  xij;8i = 1; : : : ; p; j = 1; : : : ;m; s 2 S
mX
j=1







j ;8j = 1; : : : ;m; s 2 S
zsj  0;8j = 1; : : : ;m; s 2 S
ysij  0;8i = 1; : : : ; p; j = 1; : : : ;m; s 2 S
3 Two-space Genetic Algorithm
We propose a two-space genetic algorithm for nding good solutions to robust optimization
problems. This section will rst present the two-space genetic algorithm and then discuss
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the motivation behind it.
The two-space genetic algorithm maintains two distinct populations: P1 has individuals
that represent solutions in X, and P2 has individuals that represent solutions in S. For a
solution x in P1, the objective function h(x) evaluates that solution's worst-case performance
with respect to the second population:
h(x) = maxfF (x; s) : s 2 P2g
The algorithm penalizes large h(x) and rewards small h(x), so solutions with better worst-case
performance will survive.
Similarly, for a scenario s in P2, the objective function g(s) evaluates the best solution in
the rst population:
g(s) = minfF (x; s) : x 2 P1g
The algorithm penalizes small g(s) and rewards large g(s), so scenarios with worse optimal
solutions will survive.
For instance, consider Example 1, which displays hypothetical populations of solutions
and scenarios. The entry in each cell of the table is F (xi; sj). x1 is more likely to survive
since it has the best worst-case performance (h(x1) = 8), and s3 is more likely to survive
since it has a poor optimal solution (g(s3) = 8).
Example 1
Scenario
Solution s1 s2 s3 h(xi)
x1 4 7 8 8
x2 2 10 9 10
x3 9 6 10 10
g(sj) 2 6 8
A traditional, simple genetic algorithm has the following steps:
1. Create initial generation P (0). Let t = 0.
2. For each individual i 2 P (t), evaluate its tness f(i).
3. Create generation P (t+ 1) by reproduction, crossover, and mutation.
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4. Let t = t+ 1. Unless t equals the maximum number of generations, return to Step 2.
The two-space genetic algorithm can be summarized as follows:
1. Create initial generations P1(0) and P2(0). Let t = 0.
2. For each individual x 2 P1(t), evaluate h(x) = maxfF (x; s) : s 2 P2(t)g.
3. For each individual s 2 P2(t), evaluate g(s) = minfF (x; s) : x 2 P1(t)g.
4. Create generation P1(t+ 1) by reproduction, crossover, and mutation.
5. Create generation P2(t+ 1) by reproduction, crossover, and mutation.
6. Let t = t+ 1. Unless t equals the maximum number of generations, return to Step 2.
This algorithm is motivated by the need to search two spaces, X and S, when it is not
possible to identify, in reasonable time, the worst-case performance of a solution. If the set
S is not large, then, while searching the set X, one could evalute maxs2S F (x; s) for each
solution x that the search nds. If the set S is large, however, repeatedly searching S to
determine maxs2S F (x; s) will lead to excessive computational eort.
The two-space genetic algorithm reduces the computational eort needed. It takes a
sample population from the set of scenarios and allows this to evolve while the algorithm is
searching for solutions. Thus, it searches two spaces simultaneously. Moreover, it is evaluating
the solutions in parallel, since it uses the same scenarios for all solutions.
The chosen objective functions encourage the two-space genetic algorithm to converge
to a robust solution. Although we do not prove the convergence, the following argument
provides the necessary insight. Suppose that there exists a solution z 2 X and a scenario
t 2 S such that
F (z; t) = min
x2X














If the initial populations are suciently large, then for all x 2 P1, h(x) is approximately
maxs2S F (x; s). Likewise, for all s 2 P2, g(s) is approximately minx2X F (x; s). Thus, the
populations are likely to converge towards z and t.
Now, consider any generation such that z is in P1 and t is in P2. Then, h(z) = F (z; t)
and g(t) = F (z; t). For all other x 2 P1, h(x)  F (x; t)  F (z; t) = h(z). Thus, z is more
likely to survive. Similarly, for all other s 2 P2, g(s)  F (z; s)  F (z; t) = g(t). Thus, t is
more likely to survive.
Consequently, we can see that, in this case, the genetic algorithm will converge to z, the
most robust solution, and t, that solution's worst-case scenario.
We used the two-space genetic algorithm to solve a minimax optimization problem. Before
discussing the implementation details for the two-space genetic algorithm, we will present the
problem under consideration.
4 Experimental Results
To test the two-space genetic algorithm, we randomly created a number of problem instances.
A problem instance consists of the following information:
 The number of supply facilities p.
 The number of demand sites m.
 The number of factors that aect demand q.
 The cost r of delivering material that the assigned vehicles cannot.
 The supply Si available at facility i, for each i = 1; : : : ; p.
 The cost cij of assigning a vehicle to the route from facility i to site j, for all combina-
tions of i and j.
 The nominal demand D0j that will occur at site j, for each j = 1; : : : ;m.
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Table 1: Problem Sets.
Set p, m q r Smin, Smax cmin, cmax Dmin, Dmax dmin, dmax Xmax
A 3, 3 9 20 100, 200 1, 10 100, 200 0, 40 127
B 3, 3 9 20 100, 200 1, 10 100, 200 -20, 40 127
 The change djk in demand at site j if factor k reaches full strength, for all combinations
of j and k.
 The maximum number of vehicles assigned to a route Xmax.
The following parameters are needed to create a random set of instances.
 The number of supply facilities p.
 The number of demand sites m.
 The number of events that aect demand q.
 The cost r of delivering material that the assigned vehicles cannot.
 The minimum Smin and maximum Smax supply available at a facility.
 The minimum cmin and maximum cmax cost of assigning a vehicle to a route.
 The minimum Dmin and maximum Dmax nominal demand at a site.
 The minimum dmin and maximum dmax change in demand due to a factor.
 The maximum number of vehicles assigned to a route Xmax.
Table 1 lists the parameters chosen for two sets. For each set, we generated ten instances.
For information like the supply, cost, nominal demand, and demand change, we created values
by sampling uniformly distributed random variables that have the specied minimum and
maximum values.
To evaluate the two-space genetic algorithm, we tested three procedures: The rst pro-
cedure (TSGA) was the two-space genetic algorithm. The population of scenarios evolved
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as described above. The second procedure (RGA) re-initialized the population of scenarios
randomly each generation. Thus, the solutions were evaluated against a random sample of
the scenarios. The third procedure (WCGA) did not use a second population. Instead, each
solution was evaluated on the known worst-case scenario. That is, the genetic algorithm









(If all djk  0, then t is the true worst-case scenario. Otherwise, it represents an impossible
scenario that is the upper bound on demand.)
For each instance, the best solution found in each run of each procedure was evaluated
on all scenarios to nd its actual worst-case performance. (This was done by completely
enumerating all extreme-point scenarios and evaluating F (x; s) for each.) This performance
was compared to the optimal solution, and we calculated the relative dierence (in percent).
We found the optimal solution by creating the problem PL and using CPLEX to solve it.
Each GA was run three times on each instance. The results are for the average relative value
over the three runs and for the best found in those three runs. These were, in turn, averaged
over the ten instances in the problem set. Table 2 lists the results. Note that all results are
listed as percent deviation from the optimal.
More specically, let zcd be the worst-case performance of the solution that run d of an
algorithm found for instance c, and zc be the worst-case performance of the optimal solution
for instance c. Then, the relative deviation rcd = zcd=z














rc1 + rc2 + rc3
3
In Problem Set A, each instance has a single worst-case scenario. Note that the results
for TSGA and WCGA are very similar. These results show that, in such cases, the two-space
genetic algorithm can nd the worst-case scenario and locate a robust solution.
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Table 2: Experimental Results.
Problem Set Statistic TSGA RGA WCGA
A R0 2.26 2.79 2.38
R1 2.76 3.09 2.77
B R0 3.87 4.14 6.57
R1 6.02 5.06 9.33
In Problem Set B, an instance has no single worst-case scenario. In this case, the WCGA
is an inferior approach because it nds good solutions to the wrong problem. The TSGA
and RGA have similar results. The second population of the TSGA is converging to a single
scenario, and the rst population is converging to a solution that, although good for that
scenario, is not the most robust. In this problem, the worst-case scenarios are not much
worse than other scenarios. Thus, the random sampling in the RGA is able to approximate
the worst-case behavior.
5 Summary and Conclusions
This paper discussed a minimax network design problem and presented a two-space genetic
algorithm to solve the problem. In this problem, the design must be specied before the
actual demands become known. The risk-averse decision-maker wants to avoid worst-case
performance.
The particular problem presented can be formulated as a linear program and solved using
commercial solvers. This was useful for evaluating the algorithm's performance. However,
the two-space genetic algorithm is a more general procedure. For instance, it can search for
robust solutions if the cost function has a more general shape
Depending on the nature of the possible scenarios, the results show that a two-space
genetic algorithm is a very suitable technique for problems such as these.
This approach can be a general technique for solving minimax optimization problems
that arise if robust discrete optimization. It will be particularly useful when determining the
worst-case scenario is a dicult problem due to the number of scenarios.
However, it may be possible to improve the algorithm's performance for the more dicult
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cases. Maintaining diversity in the population of scenarios may be necessary. If the second
population converges to just one scenario, the rst population will converge to the solutions
that are optimal for that scenario. However, these solutions may have terrible performance on
other scenarios. There exist niche mechanisms that can maintain diversity, and these may be
suitable. Another approach would let each individual in the second population represent a set
of scenarios. Thus, even if the second population converges, the algorithm can approximate
a solution's worst-case performance more accurately. This yields a better evaluation of the
individuals in the rst population and causes that population to converge to truly robust
solutions.
6 Appendix
Theorem 1 For Problem P , there is, for any solution x 2 X, an extreme point scenario
that is a worst-case scenario. An extreme point scenario is a scenario s such that f sk 2 f0; 1g
for all k = 1; : : : ; q.
Proof. Suppose s = (f1 ; : : : ; f

q ) is a worst-case scenario for solution x. If s
 is an
extreme point scenario, we are done. Otherwise, let fv be the rst element of s
 that is
neither zero nor one. Note 0 < fv < 1. Dene s0 = (f
0
1 ; : : : ; f
0
q ) and s1 = (f
1










k ;8k 6= v
For example, if s = (1; 0; 0:6; 0:2; 0), then s0 = (1; 0; 0; 0:2; 0) and s1 = (1; 0; 1; 0:2; 0).
Then s = fv s1+(1 f

v )s0. By the following lemma, F (x; s
)  maxfF (x; s0); F (x; s1)g,
so either s0 or s1 is also a worst-case scenario for solution x.
If this point is not an extreme point scenario, we can repeat the above construction
(starting with either s0 or s1) to nd another point that is also a worst-case scenario. Since
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there are a nite number of elements, we will eventually nd a worst-case scenario that is an
extreme point scenario. QED.
Lemma 1 Consider any x 2 X, s0 2 S, and s1 2 S. For all h such that 0  h  1, if
sh = hs1 + (1  h)s0, then F (x; sh)  maxfF (x; s0); F (x; s1)g.
Proof. s0 = (f
0
1 ; : : : ; f
0
q ). s1 = (f
1
1 ; : : : ; f
1
q ). sh = (f
h
1 ; : : : ; f
h
q ). By the denition of sh,
fhk = hf
1
k + (1  h)f
0











j + (1  h)D
s0
j , for j = 1; : : : ;m.
Recall the denition of F (x; s):










Let (y0; z0) and (y1; z1) be the optimal solutions for scenarios s0 and s1. Then, for a = 0; 1
the following statements are true:















j ;8j = 1; : : : ;m
yaij  xij;8i = 1; : : : ; p; j = 1; : : : ;m
Now, form a solution (yh; zh) to the problem in scenario sh as follows:
yhij = hy
1





j + (1  h)z
0
j ;8j











j ;8j = 1; : : : ;m
yhij  hxij + (1  h)xij = xij ;8i = 1; : : : ; p; j = 1; : : : ;m








j = hF (x; s1) + (1 
h)F (x; s0). Thus, F (x; sh)  maxfF (x; s0); F (x; s1)g. QED.
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