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Re´sume´
En apprentissage automatique, nous parlons d’adap-
tation de domaine lorsque les donne´es de test
(cibles) et d’apprentissage (sources) sont ge´ne´re´es selon
diffe´rentes distributions. Nous devons donc de´velopper
des algorithmes de classification capables de s’adapter
a` une nouvelle distribution, pour laquelle aucune infor-
mation sur les e´tiquettes n’est disponible. Nous atta-
quons cette proble´matique sous l’angle de l’approche
PAC-Baye´sienne qui se focalise sur l’apprentissage de
mode`les de´finis comme des votes de majorite´ sur un
ensemble de fonctions. Dans ce contexte, nous intro-
duisons PV-MinCq une version adaptative d’un algo-
rithme d’apprentissage de vote : MinCq. PV-MinCq
suit le principe suivant. Nous transfe´rons les e´tiquettes
sources aux points cibles proches pour ensuite appli-
quer MinCq sur l’e´chantillon cible “auto-e´tiquete´” (jus-
tifie´ par une borne the´orique). Plus pre´cise´ment, nous
de´finissons un auto-e´tiquetage non ite´ratif qui se fo-
calise dans les re´gions ou` les distributions marginales
source et cible sont les plus similaires. Dans un se-
cond temps, nous e´tudions l’influence de notre auto-
e´tiquetage pour en de´duire une proce´dure de valida-
tion des hyperparame`tres. Finalement, notre approche
montre des re´sultats empiriques prometteurs.
Mots-cle´s : Adaptation de domaine, Vote de majorite´,
The´orie PAC-Baye´sienne
1 Introduction
En apprentissage automatique, un des cadres
the´oriques les plus communs suppose l’e´chantillon
d’apprentissage repre´sentatif des donne´es que l’on
de´sire classer. Bien que cette hypothe`se soit parfois
une bonne approximation de la re´alite´, elle reste
difficile a` ve´rifier en pratique. Prenons par exemple un
syste`me de filtrage de spams : un syste`me performant
pour un utilisateur donne´ ne le sera pas ne´cessairement
pour un utilisateur recevant des e-mails de natures
diffe´rentes. Il faut alors eˆtre capable d’adapter le
syste`me d’un utilisateur a` un autre. Ce proble`me
peut eˆtre mode´lise´ d’un point de vue statistique :
l’e´chantillon d’apprentissage n’est alors plus issu de
la meˆme distribution de probabilite´ que les donne´es
a` traiter, on parle d’adaptation de domaine 1. De
nos jours, cette proble´matique s’ave`re tre`s active
en apprentissage automatique, mais aussi dans de
nombreuses communaute´s scientifiques telles qu’en
multime´dia, en traitement d’images, en traitement
automatique de la langue, en bio-informatique. En
effet, entre la grande diversite´ des donne´es accessibles
par Internet et le fait que la personnalisation soit
au cœur de beaucoup de proble´matiques, toutes ces
communaute´s s’inte´ressent a` tirer au mieux parti de
toutes les informations disponibles afin d’adapter ou
de transfe´rer les connaissances dont on dispose sur
de nouveaux types de donne´es. Plus formellement,
a` partir de donne´es sources e´tiquete´es, l’adaptation
de domaine a pour objectif d’apprendre un mode`le
performant sur des donne´es cibles pour lesquelles
nous ne disposons d’aucune e´tiquette (ou de quelques
e´tiquettes) 2. Dans ce papier, nous proposons un nou-
vel algorithme d’adaptation de domaine sans e´tiquette
cible, un sce´nario connu pour eˆtre plus difficile a`
traiter [BDU12].
Pour re´pondre a` cette proble´matique, diffe´rents
1. Domain adaptation en anglais, voir [Mar11] pour un e´tat
de l’art. Notons que l’adaptation de domaine est un des champs
d’e´tude de l’apprentissage par transfert [PY10, QCSSL09].
2. La taˆche sans e´tiquette cible est souvent appele´e adapta-
tion de domaine non supervise´e, celle avec quelques e´tiquettes
cibles est l’adaptation de domaine semi-supervise´e.
1
principes algorithmiques ont e´te´ propose´s dans la
litte´rature. Nous pouvons tout d’abord citer les
me´thodes de reponde´ration de l’e´chantillon e´tiquete´
pour qu’il “ressemble” le plus possible a` l’e´chantillon
cible au sens de la fonction de perte conside´re´e. Cette
approche permet de s’attaquer a` des proble´matiques
telles que le covariate-shift, ou` les distributions ne
diffe`rent que par leur marginale (e.g. [HSG+07]). Une
autre technique consiste a` exploiter des proce´dures
d’auto-e´tiquetage des donne´es. Cependant, les algo-
rithmes propose´s sont souvent ite´ratifs et lourds a`
mettre en œuvre (e.g. [HPS13, BM10]). L’approche
DASVM propose´e par [BM10] est l’une des me´thodes
de re´fe´rence, son principe est le suivant. A` chaque
ite´ration, DASVM apprend un classifieur SVM a`
partir des exemples sources e´tiquete´s, puis certains
sont remplace´s par des donne´es cibles auto-e´tiquete´es
via ce classifieur SVM 3. Une troisie`me approche tire
avantage d’une mesure de divergence entre distri-
butions en suivant l’intuition que minimiser cette
dernie`re, tout en gardant de bonnes performances
sur les donne´es sources, permet de quantifier plus
“facilement” les garanties en ge´ne´ralisation. Diffe´rents
travaux ont propose´ de telles mesures et ont amene´ a`
des analyses de l’adaptation de domaine. Les diver-
gences les plus utilise´es, telles que la H∆H-divergence
[BBCP07, BBC+10] et la discrepancy [MMR08],
mettent en jeu le de´saccord entre les classifieurs pos-
sibles. Bien qu’elles produisent des analyses diffe´rentes,
l’ide´e sous-jacente reste la meˆme : le de´saccord entre
classifieurs doit eˆtre controˆle´ tout en veillant a` ce que
les performances sur les donne´es sources restent cor-
rectes. Bien e´videmment, d’autres divergences existent
pour quantifier la diffe´rence entre deux distributions
et pourraient eˆtre e´tudie´es dans un objectif adap-
tatif. Nous pouvons, par exemple, citer la perturbed
variation [HM12] pour laquelle deux e´chantillons sont
similaires si chaque point d’un e´chantillon est proche
d’un point de l’autre e´chantillon. Nous allons utiliser
cette mesure pour proposer une me´thode non ite´rative
d’auto-e´tiquetage des donne´es cibles.
Dans ce papier, nous conside´rons la proble´matique
particulie`re de l’adaptation de domaine PAC-
Baye´sienne (introduite dans [GHLM13]) qui se focalise
sur l’apprentissage d’un mode`le cible ayant la forme
d’un vote de majorite´ ponde´re´ sur un ensemble de
classifieurs (ou votants). Leur analyse se base sur une
divergence entre distributions. Cette dernie`re, appele´e
3. Dans DASVM, les points auto-e´tiquete´s sont ceux de plus
faible confiance, et les points sources supprime´s sont ceux de plus
grande confiance.
le ρ-de´saccord, a e´te´ justifie´e par une majoration
pre´cise de l’erreur du vote de majorite´—la C-borne
[LLM+07]—et a l’avantage de conside´rer le de´saccord
entre les votants. Bien que leur e´tude the´orique soit
e´le´gante, l’algorithme qui en de´rive est restreint aux
classifieurs line´aires et ne minimise pas directement
l’erreur du vote. Notre objectif est donc de de´velopper
une me´thode capable d’apprendre un vote sur un
ensemble de fonctions a` valeurs re´elles dans le sce´nario
de l’adaptation de domaine PAC-Baye´sienne. Avec
cet objectif en teˆte et sachant que la C-borne a
amene´ a` un algorithme simple et performant pour la
classification supervise´e, appele´ MinCq [LMR11], nous
proposons de le ge´ne´raliser a` l’adaptation de domaine
graˆce a` un auto-e´tiquetage non ite´ratif. Tout d’abord,
nous formulons une nouvelle version de la C-borne
approprie´e a` toute fonction d’(auto-)e´tiquetage (qui
associe une e´tiquette a` un exemple). Concre`tement,
nous de´finissons un auto-e´tiquetage qui se base sur
la perturbed variation afin qu’il se concentre sur les
re´gions dans lesquelles les marginales source et cible
sont proches. Nous e´tiquetons ensuite l’e´chantillon
cible uniquement dans ces re´gions (voir Figure 1,
Section 3.2). Enfin, MinCq est applique´ sur cet
e´chantillon auto-e´tiquete´. Outre ce nouvel algorithme
d’adaptation, nous e´tudions l’influence de notre auto-
e´tiquetage et en de´duisons une proce´dure originale
de se´lection des hyperparame`tres. Finalement, notre
me´thode globale, appele´e PV-MinCq, montre des
performances tre`s prometteuses sur un jeu de donne´es
synthe´tique, meilleures qu’un auto-e´tiquetage de´fini
a` partir des k plus proches voisins et que d’autres
me´thodes d’adaptation de domaine.
Le papier est organise´ comme suit. La Section 2 rap-
pelle l’analyse PAC-Baye´sienne de l’adaptation de do-
maine de [GHLM13], puis l’algorithme MinCq et ses
bases the´oriques en apprentissage supervise´ [LMR11].
Dans la Section 3, nous pre´sentons PV-MinCq, notre
MinCq adaptatif base´ sur un auto-e´tiquetage de´fini a`
l’aide de la perturbed variation. Avant de conclure, nous
expe´rimentons notre me´thode dans la Section 4.
2 Notations et contexte
Dans cette section, nous e´nonc¸ons tout d’abord
le cadre classique de l’approche PAC-Baye´sienne en
apprentissage supervise´. Puis, nous pre´sentons l’ana-
lyse PAC-Baye´sienne de l’adaptation de domaine
[GHLM13], ainsi que l’algorithme d’apprentissage su-
pervise´ de vote de majorite´ : MinCq [LMR11].
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2.1 Apprentissage supervise´ et
approche PAC-Baye´sienne
Nous rappelons le cadre classique de la the´orie
PAC-Baye´sienne—introduite dans [McA99]—offrant
des bornes en ge´ne´ralisation (et des algorithmes) pour
les votes de majorite´ ponde´re´s sur un ensemble de fonc-
tions a` valeurs re´elles, appele´es votants.
Soit X ⊆Rd l’espace de description des donne´es de
dimension d et Y ={−1,+1} l’ensemble des e´tiquettes
possibles. Un domaine est une distribution PS sur




s=1 PS . La distribution marginale
selon X de PS est note´e DS . Nous conside´rons un
e´chantillon d’apprentissage S = {(xs, ys)}
ms
s=1 compose´
dems exemples inde´pendemment et identiquement dis-
tribue´s (i.i.d.) selon (PS)
ms . Soit H un ensemble de vo-
tants a` valeurs re´elles tel que : ∀h∈H, h : X→R. E´tant
donne´H, les ingre´dients de l’approche PAC-Baye´sienne
sont une distribution a priori π surH (appele´e le prior),
un e´chantillon d’apprentissage S et une distribution
a posteriori ρ sur H (appele´e le posterior). Le prior
π mode´lise la connaissance, avant l’observation de S,
sur H : les votants suppose´s meilleurs auront un plus
grand poids selon π. Ensuite, e´tant donne´e l’informa-
tion porte´e par S, l’apprenant doit trouver le posterior
ρ impliquant un vote de majorite´ ponde´re´ Bρ sur H
avec de bonnes garanties en ge´ne´ralisation. Le vote Bρ
et ses risques re´el et empirique sont de´finis comme suit.
De´finition 1. Soit H un ensemble de votants a` va-
leurs re´elles. Soit ρ une distribution sur H. Le vote de
majorite´ ponde´re´ Bρ est de´fini par :







Le risque re´el de Bρ sur un domaine PS et son risque






















Les analyses PAC-Baye´sienne classiques 5 ne se foca-
lisent pas directement sur le risque de Bρ, mais bornent
le risque du classifieur stochastique de Gibbs Gρ as-
socie´ a` ρ. Ce dernier e´tiquette un exemple x en tirant
4. Nous faisons appel a` la fonction de perte line´aire puisque
nos votants sont a` valeurs re´elles, mais dans le cas particulier de
Bρ elle est e´quivalente a` la fonction de perte 0−1.
5. Les analyses PAC-Baye´siennes classiques peuvent eˆtre
trouve´es dans [McA03, See02, Lan05, Cat07, GLLM09].
ale´atoirement selon ρ un votant h dans H, puis en re-
tournant h(x). Le risque de Gρ correspond alors au
moyennage des risques des votants de H selon ρ :













Signalons qu’il est admis dans la the´orie PAC-
Baye´sienne que le classifieur de´terministe Bρ et le clas-
sifieur stochastique Gρ sont relie´s par :
RP (Bρ) ≤ 2RP (Gρ). (2)
2.2 L’e´tude PAC-Baye´sienne de
l’adaptation de domaine
Nous conside´rons maintenant le cadre de l’adap-
tation de domaine PAC-Baye´sienne introduit dans
[GHLM13]. La principale diffe´rence entre l’apprentis-
sage supervise´ et l’adaptation de domaine re´side dans
le fait que nous disposons de deux domaines diffe´rents
sur X × Y : le domaine source PS et le domaine cible
PT (DS et DT e´tant les distributions marginales se-
lon X respectives). L’objectif est alors d’apprendre
un mode`le performant sur le domaine cible PT sa-
chant que les seules e´tiquettes disponibles sont issues
du domaine source PS . Concre`tement, dans le cadre




l’e´chantillon source e´tiquete´ et T = {xt}
mt
t=1 ∼ (DT )
mt
est l’e´chantillon cible non e´tiquete´. Nous de´sirons donc
apprendre a` partir de S et T un vote de majorite´
ponde´re´ avec le plus faible risque re´el possible sur le
domaine cible, c’est-a`-dire avec de bonnes garanties en
ge´ne´ralisation sur PT . En rappelant que les bornes en
ge´ne´ralisation PAC-Baye´sienne e´tudient le risque du
classifieur de Gibbs, les auteurs ont propose´ une ana-
lyse sur son risque cible RPT (Gρ). Leur re´sultat prin-
cipal prend la forme du the´ore`me suivant.
The´ore`me 1 (Ge´ne´ralisation du Th. 4 de [GHLM13] a`
des votants re´els). Soit H un ensemble de votants a`
valeurs re´elles. Pour toute distribution ρ sur H, on a :
RPT (Gρ) ≤ RPS (Gρ) + disρ(DS , DT ) + λρ, (3)
ou` disρ(DS , DT ) est le ρ-de´saccord entre les marginales
DS et DT et est de´fini par :













λρ est un terme lie´
6 aux vrais e´tiquetages de PS et PT .
6. En pratique, nous ne pouvons pas calculer/estimer λρ
puisqu’il de´pend des e´tiquettes cibles inconnues. Il est ainsi
ge´ne´ralement ne´glige´. Nous ne de´veloppons donc pas ce point
dans ce papier, mais de plus amples de´tails peuvent eˆtre trouve´s
dans [GHLM13].
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Il est important de remarquer que cette borne refle`te
de la philosophie classique en adaptation de domaine :
il est admis qu’il est plus facile d’adapter un mode`le
a` un domaine cible lorsqu’a` la fois les domaines sont
proches et qu’il existe un mode`le performant sur le do-
maine source [BBCP07, BBC+10, MMR08].
Les auteurs de [GHLM13] ont de´rive´ de cette ana-
lyse un premier algorithme appele´ PBDA pour mini-
miser ce compromis entre risque source et ρ-de´saccord.
Bien que PBDA ait de´montre´ l’utilite´ de l’approche
PAC-Baye´sienne en adaptation de domaine, il reste
spe´cifique aux classifieurs line´aires, ne se focalise pas
directement sur le vote de majorite´ appris Bρ et
n’ame´liore pas significativement les re´sultats empi-
riques de me´thodes de l’e´tat de l’art.
Dans ce papier, notre objectif est de s’attaquer a`
ces inconve´nients en proposant un nouvel algorithme
pour apprendre un vote de majorite´ adaptatif sur un
ensemble de votants a` valeurs re´elles, en minimisant
un risque sur ce vote. Pour ce faire, nous nous concen-
trons sur le ρ-de´saccord de´fini dans l’E´quation (4). En
effet, ce terme trouve sa source dans la borne the´orique
(la C-borne [LLM+07]) sur le risque source du vote
RPS (Bρ) ; borne ayant donne´ lieu a` l’algorithme (non
adaptatif) MinCq pour apprendre un vote de majorite´
sur un ensemble de votants a` valeurs re´elles [LMR11].
Nous rappelons maintenant ces re´sultats en apprentis-
sage supervise´, puis nous les ge´ne´ralisons a` l’adaptation
de domaine en Section 3.1.
2.3 MinCq : un algorithme d’apprentis-
sage supervise´ de vote de majorite´
L’E´quation (2) qui relie le classifieur stochastique Gρ
au vote de majorite´ Bρ peut eˆtre tre`s impre´cise. Les
auteurs de [LLM+07] et de [LMR11] ont re´cemment
propose´ la C-borne, une relation plus pre´cise e´nonce´e
dans le The´ore`me 2 qui suit. Ce re´sultat se base sur la
notion suivante de ρ-marge.
De´finition 2 ([LMR11]). La ρ-marge d’un exemple
(x, y) ∈ X × Y re´alise´e sur la distribution ρ sur H est
donne´e par : E
h∼ρ
yh(x).
D’apre`s la de´finition de Bρ, il est trivial de montrer
que Bρ classe correctement un exemple xs lorsque la
ρ-marge est strictement positive. Ainsi, sous la conven-
tion que si ysEh∼ρ h(xs) = 0 alors Bρ se trompe sur
(xs, ys), pour tout domaine PS sur X × Y on a :








D’apre`s cette e´galite´, l’ine´galite´ de Cantelli-Chebitchev
permet de de´montrer la borne suivant sur RP (Bρ)
[LLM+07, LMR11].
The´ore`me 2 (La C-borne comme exprime´e dans
[LMR11]). Pour toute distribution ρ sur H et pour tout





ysh(xs) > 0, alors :














Le nume´rateur de cette borne correspond, en fait,
au premier moment statistique de la ρ-marge de Bρ
re´alise´e sur PS , qui peut eˆtre relie´ au risque du classi-
fieur de Gibbs (voir E´quation (1)). Le de´nominateur,
quant a` lui, est le second moment statistique de cette
ρ-marge, qui peut eˆtre vu comme une mesure de
de´saccord entre les paires de votants de H (plus cette
valeurs est faible, plus les votants sont en de´saccord)
et peut eˆtre relie´ au ρ-de´saccord (voir l’E´quation (4)).
Dans le cadre de l’apprentissage supervise´, les au-
teurs de [LMR11] ont de´montre´ une e´le´gante borne
en ge´ne´ralisation PAC-Baye´sienne justifiant de la mi-
nimisation empirique de la C-borne pour apprendre
un vote de majorite´ sur H. Ils en ont de´duit un al-
gorithme quadratique simple appele´ MinCq et de´crit
dans l’Algorithme 1. Concre`tement, MinCq apprend
un vote de majorite´ en optimisant la C-borne em-
pirique mesure´e sur l’e´chantillon d’apprentissage S :
MinCq minimise le de´nominateur, c’est-a`-dire maxi-
mise le de´saccord (E´quation (5)), sous la contrainte
que le nume´rateur soit fixe, c’est-a`-dire que le risque
du classifieur de Gibbs soit fixe (E´quation (6)), et sous
une re´gularisation particulie`re (E´quation (7)) 7. Signa-
lons que MinCq a de´montre´ de bonnes performances
sur des taˆches de classification supervise´e.
Avec le point de vue de l’adaptation de domaine,
la C-borne et MinCq se focalisent sur le compromis
sugge´re´ par le The´ore`me 1. En effet, la de´finition du
ρ-de´saccord (E´quation (4)) est e´troitement relie´e a` la
C-borne selon l’affirmation suivante : si les risques
source et cible du classifieur de Gibbs sont similaires,
alors les risques source et cible du vote sont similaires
lorsque la diffe´rence entre les de´saccords source et cible
sont proches.
Par la suite, nous proposons de faire appel a` la
C-borne et a` MinCq pour de´finir une me´thode origi-
nale et ge´ne´rale d’apprentissage de vote de majorite´
7. Les de´tails techniques sont e´nonce´s dans [LMR11].
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Algorithme 1 MinCq(S,H, µ)




votants H = {h1, . . . , hn}, une marge de´sire´e µ>0






























ou` ρ = (ρ1, . . . , ρn)
⊤ est un vecteur de poids,
M est la matrice de dimension n× n telle que :




































sur un ensemble de votants a` valeurs re´elles dans le
sce´nario de l’adaptation de domaine.
3 Un MinCq Adaptatif
Afin de tirer parti de l’algorithme MinCq, nous
e´tendons tout d’abord la C-borne au cadre de l’adap-
tation de domaine.
3.1 Une C-borne pour l’adaptation de
domaine avec auto-e´tiquetage
Soit une fonction d’e´tiquetage l : X → Y , qui associe
une e´tiquette y ∈ Y a` un exemple (cible) non e´tiquete´
xt ∼ DT . Nous formulons la C-borne comme suit.
Corollaire 3. Pour toute distribution ρ sur H, pour
tout domaine PT sur X × Y de marginal (sur X) DT ,





l(xt)h(xt) > 0, on a :





















De´monstration. Le re´sultat s’obtient graˆce a` l’e´galite´
suivante :∣∣∣RPT (Bρ)−RP̂T (Bρ)∣∣∣ = 12













Nous reconnaissons la C-borne du The´ore`me 2 ou` la
vraie e´tiquette yt d’un exemple xt a e´te´ remplace´e par
l(x). Le terme 12
∣∣E(xt,yt)∼PT (yt − l(xt))∣∣ peut alors
eˆtre vu comme une divergence entre le vrai e´tiquetage
et celui propose´ par l, puisqu’il calcule l’e´cart entre
l’e´tiquetage estime´ et le vrai e´tiquetage : plus l et la
vraie fonction d’e´tiquetage sont proches, plus la borne
est pre´cise. Notons que les bornes en ge´ne´ralisation pro-
pose´es dans [LMR11] restent valides.
Il est important de remarquer que seul un domaine
apparaˆıt dans cette borne. Si nous supposons que ce
dernier est le domaine cible, il est pertinent de de´finir
une fonction d’e´tiquetage en s’aidant de l’informa-
tion porte´e par l’e´chantillon e´tiquete´ source S. Pour
re´pondre a` cette proble´matique de de´finition d’une
fonction d’e´tiquetage, que nous appelons une fonction
d’auto-e´tiquetage, nous suivons l’intuition suivante :
e´tant donne´ un exemple source e´tiquete´ (xs, ys) ∈ S,
nous de´sirons transfe´rer son e´tiquette ys a` un point
cible xt proche de xs. Nous proposons donc d’explo-
rer la perturbed variation [HM12], une re´cente mesure
de divergence entre distributions base´e sur cette intui-
tion. Par la suite, nous de´finissons une fonction d’auto-
e´tiquetage a` l’aide de cette divergence. Cette dernie`re
nous permet d’auto-e´tiqueter l’e´chantillon cible T , sur
lequel nous pouvons appliquer MinCq (justifie´ par le
Corollaire 3).
3.2 Un MinCq adaptatif via
un auto-e´tiquetage non ite´ratif
Avant de pre´senter notre auto-e´tiquetage, nous rap-
pelons la de´finition de la perturbed variation.
De´finition 3 ([HM12]). Soit DS et DT deux distribu-
tions sur X et M(DS , DT ) l’ensemble des distributions
jointes sur X×X de marginales DS et DT . La pertur-
bed variation vis-a`-vis d’une distance d : X×X → R+
et d’un rayon ǫ > 0 est :




[d(X ,X ′) > ǫ] ,
sur toutes les paires (DS , DT ) ∼ ν, telles que la mar-
ginale de X (resp. X ′) soit DS (resp. DT ).
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t=1 des e´chantillons non
e´tiquete´s, un rayon ǫ>0, une distance d :X×X→R+






A={xs∈S}, B={xt∈T}, est∈E si d(xs,xt) ≤ ǫ
2.MST← couplage maximal sur G
3. (Su, Tu)← points de S, resp. de T , non couple´s







Algorithme 3 PV-MinCq(S, T,H, µ, ǫ, d)
entre´e Un e´chantillon source S = {(xs, ys)}
ms
s=1 et un
cible T = {xt}
mt
t=1, un ensemble de votants H, une
marge de´sire´e µ > 0, un rayon ǫ > 0, une distance
d :X×X→R+
sortie Bρ(·)
1. MST ← E´tapes 1. et 2. de l’Algorithme 2
2. T̂ ← {(xt, ys) : (xt,xs)∈MST ,xt∈T, (xs, ys)∈S}
3. Retourner MinCq(T̂ ,H, µ)
En d’autres termes, deux e´chantillons sont similaires
si chaque point cible est proche d’un point source : on
cherche la distribution jointe ν telle que la probabilite´
pour (X ,X ′) ∼ ν de l’e´ve`nement “eˆtre a` une distance
plus e´leve´e que ǫ” soit minimale. Notons que cette
mesure est consistante et que son estimation empirique
P̂ V (S, T, ǫ, d) peut efficacement eˆtre calcule´e a` l’aide
d’une proce´dure de couplage maximal de´crite dans
l’Algorithme 2 [HM12].
Pour de´finir notre auto-e´tiquetage, nous faisons ap-
pel au couplage maximal MST obtenu a` l’e´tape 2 de
l’Algorithme 2. Plus pre´cise´ment, nous e´tiquetons les
exemples cibles de T graˆce a` MST comme suit : si
xt ∈ T appartient a` un couple (xt,xs) ∈MST , alors xt
aura pour e´tiquette ys de xs ; sinon nous retirons xt de
T . L’e´chantillon auto-e´tiquete´ T̂ construit est alors :
T̂ = {(xt, ys) : (xt,xs)∈MST ,xt ∈ T, (xs, ys) ∈ S}.
En fait, nous restreignons l’adaptation aux re´gions ou`
les marginales source et cible co¨ıncident selon la me-
sure d. Nous appliquons ensuite MinCq sur T̂ . Notre
proce´dure d’auto-e´tiquetage est illustre´e par la Fi-
gure 1 et notre algorithme global, appele´ PV-MinCq,







Figure 1 – Illustration de l’auto-e´tiquetage base´ sur
la perturbed variation. Les exemples sources e´tiquete´s
sont en vert (fonce´), les exemples cibles non e´tiquete´s
en orange (clair). Les cercles repre´sentent les candi-
dats au couplage. Les fle`ches correspondent au points
finalement couple´s MST et donc a` la fonction d’auto-
e´tiquetage. Les exemples cibles non couple´s sont sup-
prime´s. La quantite´ des points sources et cibles non
couple´s indiquent la valeur de la perturbed variation
3.3 E´tude de l’auto-e´tiquetage
Dans cette section, nous discutons de l’impact de
notre proce´dure d’auto-e´tiquetage et du choix de la
distance d intervenant dans le calcul du couplage.
E´tant donne´e une taˆche d’adaptation de domaine, nous
de´finissons tout d’abord la notion de “distance correc-
te”.
De´finition 4. E´tant donne´ un ensemble de votants H
et un rayon ǫ > 0, une distance d : X × X → R+ est
ǫ(H)-correcte pour une taˆche d’adaptation de domaine






En d’autres termes, la proprie´te´ naturelle suivante
doit eˆtre ve´rifie´e : si xt et xs sont proches selon d, alors
pour tous les votants de H l’e´cart entre les valeurs re-
tourne´es h(xs) et h(xt) est faible. E´tant donne´H, ǫ > 0
et une ǫ(H)-correcte d : X ×X → R+, on conside`re le
couplage MST obtenu a` l’e´tape 2 de l’Algorithme 2.
Par de´finition, pour tout couple (xt,xs) ∈ MST , xt
et xs partage la meˆme e´tiquette ys et nous avons
d(xt,xs) ≤ ǫ. Nous e´tudions maintenant l’influence de
d et ǫ(H) sur la borne PAC-Baye´sienne du The´ore`me 1
en se restreignant a` MST . Nous avons besoin des no-
tations suivantes. Les sous-e´chantillons source et cible
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associe´s a` MST sont respectivement :
Ŝ = {(xs, ys) : (xt,xs)∈MST ,xt ∈ T, (xs, ys) ∈ S},
T̂ = {(xt, ys) : (xt,xs)∈MST ,xt ∈ T, (xs, ys) ∈ S}.
Premie`rement, nous majorons l’e´cart entre les
risques de Gρ sur Ŝ et T̂ . Pour tout ρ sur H, pour




















∣∣ ≤ 12 ǫ(H).
Ainsi, les risques empiriques du classifieur de Gibbs sur
les e´chantillons source Ŝ et cible T̂ diffe`rent au plus
de 12ǫ(H) : plus ǫ(H) est faible, plus les risques sont
proches. Minimiser R
T̂
(Gρ) minimise alors RŜ(Gρ).
Deuxie`mement, nous pouvons majorer l’e´cart entre
le de´saccord entre votants sur Ŝ et T̂ . Pour tout ρ sur






∣∣∣∣ǫ(H)2 + 2 Eh∼ρ ǫ(H)h(xt)
∣∣∣∣
Alors, le ρ-de´saccord entre Ŝ et T̂ peut s’e´crire :
disρ(Ŝ, T̂ )
=













Dans une telle situation, la divergence disρ(Ŝ, T̂ ) entre
deux e´chantillons est borne´e par un terme de´pendant
de ǫ(H) et de la confiance du vote de majorite´ sur T̂ .
Ces re´sultats sugge`rent que nous devons minimi-
ser ǫ(H), tout en gardant de bonnes performances sur
T̂ . Cela le´gitimise notre me´thode qui (i) transfe`re les
e´tiquettes sources sur le domaine cible afin de rappro-
cher les risques source et cible du classifieur de Gibbs,
Apprentissage









classiﬁeur inverse h  depuis
   non étiqueté et   auto-étiqueté 
SUT T
S T
4 Evaluation de h
sur   étiqueté  S









Figure 2 – Le principe de la validation inverse.
(ii) puis applique MinCq pour optimiser le de´saccord
entre votants sur l’e´chantillon cible (e´tant donne´ un
risque de Gibbs sur les auto-e´tiquettes). Cependant,
bien que l’on puisse choisir ǫ (et donc ǫ(H)) aussi
faible que de´sire´, un petit ǫ implique un ensemble de
couples MST plus petit et donc une perturbed varia-
tion plus grande. Dans ce cas, la taille de T̂ tend a`
diminuer, impliquant que les garanties pour le classi-
fieur de Gibbs diminuent. Afin d’e´viter ce comporte-
ment, nous exploitons cette proprie´te´ dans la section
suivante pour de´finir une technique de validation des
hyperparame`tres.
3.4 Validation des hyperparame`tres
Une dernie`re question concerne la se´lection des hy-
perparame`tres µ et ǫ. Habituellement en adaptation
de domaine, nous pouvons faire appel a` une valida-
tion inverse ou circulaire [BM10, ZFY+10], avec l’ide´e
que si les domaines sont e´troitement relie´s, alors un
classifieur inverse, appris a` partir des donne´es cibles
e´tiquete´es par le mode`le courant, montrera de bonnes
performances sur les donne´es sources (voir la Figure 2
pour l’intuition). Cependant, la premie`re e´tape de
PV-MinCq vise a` transfe´rer les e´tiquettes sources.
Comme vu pre´ce´demment, notre objectif principal est
alors de valider ce transfert. La validation inverse n’a
donc ici plus vraiment de sens.
Nous proposons alors d’utiliser l’analyse pre´ce´dente
en faisant appel a` toute l’information disponible, c’est-
a`-dire des e´chantillons originaux S et T . Nous avons
montre´ que le ρ-de´saccord peut eˆtre majore´ par un
terme de´pendant de l’auto-e´tiquetage base´ sur la per-
turbed variation (et de la confiance du vote sur cet
e´tiquetage). Ainsi, la perturbed variation entre DS et
DT doit eˆtre controˆle´e : plus sa valeur est faible, plus
les e´chantillons sont similaires. Cependant, minimiser
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la perturbed variation en fonction de ǫ est tre`s simple :
il est possible de trouver une valeur e´leve´e 8 de ǫ, im-
pliquant une faible perturbed variation. Pour compen-
ser ce comportement, nous pouvons alors controˆler la
performance. En effet, plus ǫ est e´leve´, plus la dis-
tance entre les exemples source et cible d’un couple
(deMST ) est grande. Les points couple´s sont donc plus
e´loigne´s au sens de d, ce qui va impliquer un e´cart plus
grand entre les risques source et cible. Un tel compor-
tement peut amener a` une perte de performances sur
l’e´chantillon source original. Ainsi, un auto-e´tiquetage
pertinent correspond a` celui optimisant le compromis :
RS(Bρ) + P̂ V (S, T, ǫ, d),
ou` RS(Bρ) est le risque empirique sur l’e´chantillon
source et P̂ V (S, T, ǫ, d) est la perturbed variation entre
S et T . Il est inte´ressant de constater que cette
proce´dure est relie´e a` la philosophie de l’adaptation de
domaine : nous souhaitons minimiser une divergence
entre les domaines tout en gardant de bonnes perfor-
mances sur le domaine source.
Concre`tement, pour tout ensemble de parame`tres
possible (µ, ǫ) et e´tant donne´ k sous-e´chantillons de S
(S=∪ki=1Si), PV-MinCq apprend un vote de majorite´
Bρ a` partir des k − 1 e´chantillons e´tiquete´s de S (et
T ). Puis, Bρ est e´value´ sur le dernier k
e`me e´chantillon.
Son risque empirique correspond alors a` la moyenne







et P̂ V (S, T, ǫ, d) est calcule´e par l’Algorithme 2.
4 Re´sultats expe´rimentaux
Dans cette section, nous e´valuons notre me´thode
PV-MinCq pour apprendre un vote sur un ensemble de
noyaux Gaussien de´finis a` partir de l’e´chantillon source.
Nous comparons PV-MinCq aux me´thodes suivantes :
– SVM appris uniquement a` partir de l’e´chantillon
source (sans adaptation) ;
– MinCq [LMR11] appris uniquement a` partir de
l’e´chantillon source ;
– TSVM [Joa99], un SVM transductif semi-
supervise´ 9, appris a` partir des deux domaines ;
8. Par exemple, si ǫ est e´gal a` la plus grande distance entre
un exemple source et un exemple cible.
9. TSVM n’est pas un algorithme d’adaptation a` proprement
dit, mais il implique, en ge´ne´ral, des re´sultats tre`s inte´ressants




























Figure 3 – A` gauche : le domaine source. A` droite :
un domaine cible avec 40◦ de rotation, et le domaine
cible translate´.
– DASVM [BM10], un algorithme adaptatif base´ sur
un auto-e´tiquetage ite´ratif ;
– DASF [MHA12], un algorithme d’adaptation base´
sur l’analyse de [BBCP07] et minimisant le com-
promis entre divergence et risque source ;
– PBDA [GHLM13], l’algorithme d’adaptation
PAC-Baye´sienne pour minimiser la borne du
The´ore`me 1 ;
– PV-SVM, pour lequel on de´finit l’auto-e´tiquetage
de l’e´chantillon cible comme pour PV-MinCq,
puis on applique un SVM classique sur les auto-
e´tiquettes ;
– NN-MinCq qui utilise un auto-e´tiquetage base´ sur
les k-PPV : nous e´tiquetons un point cible via un
classifieur k-PPV dont les prototypes proviennent
de l’e´chantillon source (k est tune´).
Pour calculer l’auto-e´tiquetage base´ sur la perturbed va-
riation, nous utilisons la distance euclidienne. Chaque
parame`tre est se´lectionne´ a` l’aide d’une grille de re-
cherche (avec cinq sous-e´chantillons) via une valida-
tion croise´e classique pour SVM, MinCq et TSVM,
une validation inverse pour DASVM, DASF, PBDA et
NN-MinCq, et la validation de´crite dans la Section 3.4
pour PV-SVM et PV-MinCq.
Nous nous attaquons au proble`me de classification
binaire appele´ “lunes jumelles”, ou` chaque lune cor-
respond a` une e´tiquette (voir la Figure 3). Nous
conside´rons sept domaines cibles diffe´rents de´finis par
sept rotations anti-horaires du domaine source (de 20◦
a` 80◦). Plus l’angle est e´leve´, plus l’adaptation est dif-
ficile. En outre, nous conside´rons un domaine cible
de´fini par une translation du domaine source. Nous
ge´ne´rons ale´atoirement 150 exemples positifs et 150
ne´gatifs pour chaque domaine. Afin d’estimer l’erreur
en ge´ne´ralisation de notre approche, chaque algorithme
est e´value´ sur un ensemble de test de 1 500 exemples
cibles. Chaque taˆche est re´pe´te´e dix fois. Nous repor-
tons les pourcentages moyens de classification correcte
dans la Table 1. Nous faisons les remarques suivantes.
Tout d’abord, PV-MinCq produit en moyenne de
meilleurs re´sultats que les autres approches, et apparaˆıt
plus robuste aux changements de densite´s (NN-MinCq
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Table 1 – Pourcentages moyens de classification cor-
recte sur dix tirages ale´atoires pour les sept rotations,
et pour la translation (trans.). Aucun re´sultat n’est
reporte´ pour NN-MinCq pour la translation puisque,
dans ce cas, la valeur de l’auto-e´tiquette est la meˆme
pour tous les exemples cibles.
Angle 20◦ 30◦ 40◦ 50◦ 60◦ 70◦ 80◦ trans.
SVM 89.6 76 68.8 60 47.2 26.1 19.2 50.6
MinCq 92.1 78.2 69.8 61 50.1 40.7 32.7 50.7
TSVM 100 78.9 74.6 70.9 64.7 21.3 18.9 94.9
DASVM 100 78.4 71.6 66.6 61.6 25.3 21.1 50.1
PBDA 90.6 89.7 77.5 58.8 42.4 37.4 39.6 85.9
DASF 98.3 92.1 83.9 70.2 54.7 43 38.9 82.8
PV-SVM 94.2 82.5 75.1 67.7 55.2 43.6 30.3 97.1
NN-MinCq 97.7 83.7 77.7 69.2 58.1 47.9 42.1 ∅
PV-MinCq 99.9 99.7 99 91.6 75.3 66.2 58.9 97.4
et MinCq semblent eux aussi plus robustes). Nous ob-
servons que SVM, respectivement PV-SVM, implique
de plus faibles performances que MinCq, respective-
ment PV-MinCq. Ces observations confirment l’inte´reˆt
de la prise en compte du de´saccord entre votants.
Ensuite, l’e´tiquetage base´ sur la perturbed variation
montre de meilleurs re´sultats que l’e´tiquetage base´
sur les plus proches voisins (concernant le proble`me
de la translation, le classifieur PPV e´tiquette tous les
exemples cibles par la meˆme classe). Contrairement a`
un e´tiquetage base´ sur les PPV, le couplage induit
par la perturbed variation permet de controˆler la di-
vergence entre les domaines puisque il se focalise clai-
rement dans les zones de densite´ plus e´leve´e en reti-
rant les points cibles non couple´s, en d’autres termes
dans les re´gions ou` les domaines sont “proches”. Ces
re´sultats confirment que la perturbed variation couple´e
a` MinCq produit une solution inte´ressante a` la taˆche
de l’adaptation de domaine.
5 Conclusion et discussion
Nous proposons PV-MinCq un algorithme d’adap-
tation de domaine pour apprendre un vote de ma-
jorite´ sur un ensemble de fonctions a` valeurs re´elles.
PV-MinCq tire sa source de la the´orie de l’adapta-
tion de domaine PAC-Baye´sienne et de MinCq, un
algorithme d’apprentissage supervise´ qui minimise la
C-borne, majorante du risque du vote, qui permet le
controˆle du de´saccord entre les fonctions (un terme
connu pour eˆtre crucial en adaptation de domaine).
Dans un premier temps, nous proposons une nou-
velle formulation de la C-borne qui permet la prise
en conside´ration d’une fonction d’e´tiquetage. Nous en
de´duisons l’algorithme PV-MinCq suivant.
(i) A` l’aide des donne´es sources e´tiquete´es, nous
e´tiquetons les donne´es cibles dans les re´gions
ou` les marginales source et cible sont proches.
Cette proce´dure a l’originalite´ de tirer avantage
de la perturbed variation entre les marginales
source et cible, et a` l’avantage d’eˆtre non ite´rative
(contrairement a` la plupart des me´thodes d’auto-
e´tiquetage).
(ii) En se fondant sur notre formulation de la
C-borne, nous appliquons MinCq sur ces points
auto-e´tiquete´s.
Nous mettons ensuite en e´vidence la ne´cessite´ de
controˆler le compromis entre faible perturbed variation
et faible risque source, compromis que nous controˆlons
lors de la validation des hyperparame`tres. Finalement,
les re´sultats empiriques sont prometteurs et sugge`rent
de nouvelles directions de recherches.
Afin de s’attaquer a` des taˆches re´elles, une
premie`re direction inte´ressante concerne le de-
sign/l’apprentissage d’une ǫ(H)-correcte distance (ou
me´trique) d pour de´finir un auto-e´tiquetage spe´cifique
a` la taˆche. En effet, notre analyse de l’auto-e´tiquetage
sugge`re le besoin d’une me´trique d impliquant une me-
sure de similarite´ pertinente dans l’espace des votants.
De plus, PV-MinCq pourrait eˆtre utile dans le
contexte de l’apprentissage multi-vues ou multi-
modalite´s 10 [XTX13, Sun13]. En effet, dans une
telle situation, une solution naturelle consiste a` (i)
apprendre un mode`le pour chacune des diffe´rentes
vues/modalite´s, (ii) apprendre 11 un vote de majorite´
sur l’ensemble de ces mode`les. Ainsi, pour adapter un
vote d’un corpus source vers un corpus cible, l’e´tape
(ii) peut eˆtre re´alise´e par PV-MinCq, comme cela a
e´te´ re´cemment fait pour MinCq [MHA14].
Enfin, nos re´sultats positifs posent la question de
l’utilite´ de la perturbed variation pour identifier ou ap-
prendre des attributs ou des points partage´s par les
domaines (comme dans [GGS13]).
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