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Abstract 
We present a local scheme for constructing a C 1 interpolating function comonotone with a set of data having a tensor 
product topology. The constructed interpolant is a parametric surface with piecewise bicubic omponents which locally 
maintain the monotonicity of the data long curves "parallel" to the related coordinate lines. Error estimates and graphical 
examples are provided. 
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1. Introduction 
It is well known how the standard techniques for interpolation are often unreliable in reproducing 
the shape of the data (i.e., positivity, monotonicity, and/or convexity) and how this fact can destroy 
either the physical interpretation of the phenomenon or the idea of the designer; consequently the 
shape-preserving interpolation problem has received considerable attention. 
As a consequence, during the last ten years a great amount of research as produced some useful 
methods to solve this problem for bidimensional tensor product data (see, e.g., [2, 5,6, 8-10]) but, 
up to now, the general case of nongridded ata seems to be by far less studied. 
In fact, to the best of our knowledge, the only results on this argument can be found in [12] 
where data distributed in a tensor product topology (see Section 2 for a formal definition) have 
been considered. Roughly speaking, a set of data has a tensor product opology if they are given, as 
often occurs in practice, at the intersection points of two families of "coordinate" curves (see Fig. 1 ). 
Since the "coordinate" curves have in general a physical or graphical meaning, it is interesting to 
maintain the shape of the data along lines which are "parallel" to them. 
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In [11] a local method for the construction of an interpolating function which locally maintains 
the monotonicity of tensor product data is proposed. For each rectangular patch, the interpolant is 
obtained by blending together suitable boundary curves which are polynomials of variable degree: 
these degrees are then chosen in an adaptive way to control the monotonicity of the interpolant 
along the coordinate lines. 
The idea of [1 l] has been adopted in [12] for data with a general tensor product opology and, 
in this case, surfaces which maintain the monotonicity along curves which are "parallel" to the 
coordinate lines are obtained. 
In this paper we extend the method previously used in [14, 15] to solve the same problem 
using simpler functions. To be more specific, we construct each quadrilateral patch of the inter- 
polant by blending together suitable boundary curves, which, in this case, are cubic parametric 
Curves.  
The shape of the interpolant is controlled following a technique introduced in [14] for the one- 
dimensional case and used in [15] for gridded data. At each data point a couple of tension parameters 
are introduced. They determine the amplitude of the tangent vectors to the coordinate lines with 
respect to the uniform parametrization and allow to straighten out each quadrilateral patch up to 
reach the limit patch. This limit patch is given by a bilinear combination of the data points at the 
four vertices, and obviously maintains the shape of the data: therefore, with a suitable choice of 
the mentioned tension parameters, we obtain an interpolant which has the same monotonicity in the 
same domains as the data. 
Although in the tensor product case the polynomial scheme adopted in [11] is preferable be- 
cause it does not involve transformations of coordinates between the space variable, xy,  and the 
parameter space, uv, it turns out that, for data having a general tensor product topology, the 
scheme presented here has a lower computational cost and provides a considerable simplification 
with respect to that in [12], having, at the same time comparable graphical performances (see 
Section 7), producing visually pleasing plots and providing a second-order approximation to a C 2 
function. 
This paper is divided into seven sections. In the next one we state the problem. In Section 3 we 
describe the construction of our interpolant and we defer to Sections 4 -6  the proofs of the theoretical 
results concerning the monotonicity preservation, the invertibility of the coordinates transformation 
and the approximation order. Finally, we conclude our discussion in Section 7 with some remarks 
and numerical examples that show the graphical performances of the method. 
2. The problem 
Let 
{(P,,j, fi, j) = (xi, j, Yi, j ,f,o), i = 0 . . . . .  N, j = 0 , . . . ,M} (2.1) 
be a set of nongridded ata, which are supposed to be generated by a sufficiently differentiable 
unknown function f, i.e., 
f.,j = f(P,.,j), i = O,...,N, j = 0 . . . . .  M. 
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Fig. 1. Data having tensor product opology, ,,  with their coordinate lines. 
Let us assume the data set has a tensor product  topology (see Fig. 1) i.e. there exist two families 
M F of  curves F = I..Ij=o j, T = (-J~=0 Ti, in ~2 such that 
Fj, Ti are homeomorphic to [0, 1], j = 0 . . . . .  M, i = 0,. . .  ,N, 
rkc~rl=O, k,l=0,...,M, lCk, 
Tkfq T1-=0,  k , l=O, . . . ,N ,  l#k ,  
TI A Fk = PI,k, k = O, . . . ,M ,  l = O, . . . ,N .  
We will refer to the curves of the two families as the coordinate lines and we assume they are of 
C 1 class. As a first step, let us assume that the tangent vectors to Fj(Ti) at P~d with respect o some 
parametrization, 
p/(~,o) , (1 o) (1 0)~T p.(0, O (0 1) . (0,,)~T (2.2) 
=[xi,)' ,Yi,)' ) , -,, j =(xi,)' ,Yi, j ) ,  
are given. 
In addition let us assume that the gradient of  f ,  V'f(P~,j), is known at the given points P~,j, so 
that the derivatives of  f with respect o the variables that parametrize the Coordinate lines, 
f(P,q) [~T f (p .  .~ p(p,q)~ p,q>-O, 1, (2.3) Ji.j : ~ .,~ ,,jr, ~,j /, P + q = 
are also known at the data points. 
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Let ~,j be the arc of Kj with endpoints P,.,/, P~+~,/. We will say that the data are increasing 
(decreasing) with respect o the coordinate family F along the arc ~,j+,, s = 0, 1, if 
~(10)>0, g J,0! >~0, f,,/+s < ]i,j -s .., , . . , j .s  
(Aj+  > f,+.,j+,, <- 
(2.4) 
and we will say that the data are increasing (decreasing) with respect o the coordinate family F 
between the arcs ~,j, Ki,/+l if (2.4) hold for s = 0 and s = 1. Analogous definitions can obviously 
be stated for data increasing (decreasing) with respect o the coordinate family T. 
Our goal is to construct a function s(x, y) of class C l, interpolating the data (2.1) and the gradients: 
s(e j) = aSj, 
Vs (e , j )  = (2.5) 
which is comonotone with the data, that is increasing (decreasing) with respect o F and/or T 
according to the behavior, and in the same regions, of the data. 
In the next section we will describe the construction of the required interpolant. We want to 
recall here that our method is stated for a Hermite-type interpolation, i.e., for interpolation of data 
and gradients. However, in practice, only the data points (2.1) are available; in this case the miss- 
ing derivatives of the function (2.3) can be approximated using monotonicity preserving formulas 
[12, 13] and the tangent vectors to the coordinate lines can be efficiently computed via Bessel-type 
schemes [12]. Hence the proposed method can be efficiently used even for Lagrange interpolation. 
3. Description of the method 
To obtain a solution of the problem stated in the previous section we follow the scheme proposed 
in [12] constructing a parametric C 1 surface (u,v) ---. o-(u,v) = (x(u,v),y(u,v),z(u,v)), (u,v) E 
[0, N] × [0, M], which interpolates the data and such that along the coordinates lines u = const, v -- 
const is comonotone with the data. Finally, to ensure that the surface is the graph of a function, 
(x, y) ~ s(x, y), we have just to prove that, under suitable assumptions, the transformation ~k: (u, v) 
(x(u, v), y(u, v)) is invertible. 
For constructing the surface o- we use a local approach. 
Let us put gi,; = ~fl~,.j, Ri,: = [i, i + 1] × [j, j  + 1]; following [12], we obtain each component of 
~i,/ by blending together, via cubic Coons operators [3], suitable botmdary functions. 
For emphasizing the novelty of the scheme we are proposing we observe that here only cubics 
are used, instead of polynomials of adaptive degree as in [12], so that we have a considerable 
simplification in the construction of the interpolant. 
As a first step let us consider the construction of the boundary values for each quadrilateral patch 
oi,/. We do that by using a cubic Hermite interpolation scheme with uniform parametrization, for 
each component of each edge of the patch. To be more specific, let 
H(rS)(t), t E [0, 1], s,r = 0,1, 
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be the classical cardinal functions for Hermite interpolation in [0, 1], that is 
Hg°)(t) = (1 - 02(1 + 2t), Hgl)(t) = t(1 - 02, 
H~°)(t) -- fl(3 - 2t), 
then 
Hg°)(t) = 1 -H~°)(t) ,  
and 
H}°)(s) = fir, s, 
g~l ) (s )  = O, 
We put 
f 
tri, j (u, j  + s) = I 
H~l)(t) = --t2(1 -- t), 
(3.1) 
d/dtH(r°)(s) = O, 
r,s = 0, 1. (3.2) 
d/dtH(r 1)(s) = fir, s, 
1 
t, ..(Lo) v40)(,, x = Xi,j(u,j + s) = Z [xi+r,J +sn(r°)(u - i) + , , i+r , j+sa i+r , j+sa . r  k"  - -  i)], 
r=0 
I 
y = Yi,j(u,j + s) = X-" r, H(°)tu - i) + ~ , (1,0) / _ / (1 ) / ,  I.yi+r,j+s r k "i+r,j+sYi+r,j+s~'r t" - i,j,)l 
r=0 
1 
z = Zi,j(u,j + s) = V"  rc H(°)tu - i) + t, ~-(1,0) / _ / (1 ) / , ,  
~. .d l - J i+r , j+s  r I "q+r , j+s J i+r , j+sa% t - - i ) ] ,  
r=O 
i<~u<~i + 1, hi, j+s, hi+l,j+s > O, s = O, 1, 
(3.3) 
ffi, j ( i+r ,v )= I 
1 
x X i , j ( i+r ,v )  Z ,,(o)¢ v t. ,.(0, O m(t)¢, , = : [Xi+r,j+sl-I s , -- j )  + n. i+r , j+s .~ i+r , j+s~t ,  s ~t~ - -  j)], 
s=0 
1 
: b • (0,1) 14(1) / , ,  y Yi, j(i + r, v) ---- Z [Yi+r,j+sH} °)(v - J) + tVi+r,j+s"Vi+r,J +s-as ~'~ - -  j ) ] '  
s=0 
1 
(0) b ~o(0,1) / _ / (1 ) [ , ,  z = Zi,j(i + r,v) = Z [fi+r,j+sH~ (v - j )  + ~i+r , j+s j i+r , j+s . l s  \v - - j ) ] ,  
s=O 
j<~v<~j + 1, ki+r,j, ki+r,j+l > 0, r = 0, 1, 
i = 0 , . . . ,N -  1, j = 0 , . . . ,M-  1. 
(3.4) 
The real numbers hi,j, k~,j associated to each data point, P,.,j, determine the amplitude of the tangent 
vectors to the boundary edges of  a~,j at Pi, j with respect o the uniform parametrization used in the 
uv plane. In addition they act as tension parameters; in fact, i f  we consider, as an example for s = 0, 
the limit case hi, j = hi+l,j = 0, we have from (3.1), 
[ X~.,j(u,j) - x i ,  j = (X i+ l ,  j - xi, j)H}°)(u - i), 
ai, j (u , j )=  ~ Yi,j(u,j) Yi, j=(Y i+ l , j -  yi, j )H~°) (u - i ) ,  i<~u<~i + 1, 
I [ Zi, j(u,j ) fi,j = (fi+l,j -- fi, j)H~°)(u - i), 
that is the curve a~,j(u,j) reduces to the straight-line segment interpolating (P,.,j,f.,j), (P~+l,j,f,+l,j). 
Hence, the use of  these tension parameters provides us with an efficient description and an easy 
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control of the shape of the boundary curves, even using a simple uniform pammetrization, without 
restrictions on the data spacing. 
Now we are able to construct he internal values of the quadrilateral patch ai, j. We do that 
by blending together the boundary values (3.3) and (3.4) with the help of cubic Coons operators 
[3, 12]. A simple manipulation shows that the required interpolant has the following expression: 
x , j (u ,  v) = 
~ j (u ,  v) = 
ai, j (U  , I)) ~- 
z i j (  u, v) = 
1 
Z [Xi+r'j+s U(° ) (u  - -  i)H(f)(v - J )  
r,s:O 
- ..(1,o) H(,)( u _ i)H(O)(v _ j )  "~-J'li+r,j+s"Ci+r,j+s 
- (o,1) u(o)t,, i )H(1)(v_j)] ,  "q-ki+r,j+sXi+r,j+ s 11 r I, ~ - -  
1 
Z [Yi+r,j+s H(°)(u - i)H(°)(v - j )  
r,s=O 
- .(1,o) r.T(1)¢,, i )H(O)(v_ j )  
~-fli+r,j+s Yi+r, j+s ••r  \u  - -  
+t~ ,(o, 1) t4(o)t" _ i)H}l)(v _ j ) ] ,  
rH+r,j+s P'i+r,j+s aar  k ~ 
1 
Z [A'+r,j+s H(° ) (  u - -  i lH(f)(v - j )  
r, s :O  
.Tt_/• C0,0) rt(l)(, _ i)H(O)(v _ j )  rH+r, j+sdi+r, j+s ~Jr k ~ 
- ,-(o,l) H(o),, ,_ i)H(sl)(V +ki+r,S+sJi+r,j+s r ~" - J)]- 
(3.5) 
Then it follows from (3.2) that 
-~u~i,j(i,v) : 
I ~ 1.- .(1,o) ..(o)~ v ;~ /rli, j+s.~i,j+sl-1 s i, - -  j } 
s :0  
1 
Z-  . (],o) r_.T(o)t,, ;~ 
]li, j+ s Yi, j+s l l  s ~,c, - -  J ]  , 
s=0 
1 
/ f f l '0 )  /-- /(0)( v - -  i~  
Z*H, j+s J  i,j+s ~Js ~. d ] 
s=O 
(3.6) 
and, holding similar expressions for the remaining derivatives, (3.5) defines a C 1 surface. 
In addition, let us consider 
~" x = x~,j(u, v), 
$id(u, v) = IPiR,,j(u, v) = I, Y = Y~-,y(u, v), (3.7) 
if the transformation ~,j is invertible, we can define the following function: 
s(x, Y)I~,J = si,j(x, y) = Zi,j(~hi~'(x, y)  ) = Zi,j(u, v), (3.8) 
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where ~, j  denotes the image of Ri,j by the given transformation ~bi,/. Since (3.3) and (3.4) define 
boundary curves interpolating the data (2.1) at (u, v) = ( i , j)  it turns out that 
s)  = f , , j ;  
in addition 
/ Ou s av 
---~u~ (i,J)~x (Pi, j) + - -~  (i,J)~xx(P~,j), 
where 
~xx(Pi,j ) (Oy/Ov)(i,j) ~v ( -Oy/~u)( i , j )  = j ' j ' 
~x ~y Oy ~3x . . , (l,o) (o,1) .0,o)..(o,1)~ 
= Fli,jKi, j~Xi, j Yi, j J -~u(i,J)~v(i,J) - -~u(i,J)-~v(i,J) ----- - Yi, j  Ai, j ), 
hence from (2.3), (3.1) and (3.6), if hi, g, ki,j > O, we obtain 
= (3.9) 
and in a similar way 
~_~(p.,/) = Of 
~y (Pi,/), (3.10) 
that is s(x,y)  satisfies all the interpolation conditions (2.5). Moreover, if ~b is invertible, s(x,y)  is 
of class C 1 since a(u,v) E CI([0,N] × [0,M]). 
In the next section we will prove that s(x,y)  is comonotone with the data if the parameters 
hi,j, k~,j are "small enough" (see Theorem 2). In addition, in Section 5, we will prove that, under 
reasonable assumptions on the data, "small" values of the parameters ensure the invertibility of the 
transformation IPi,/ (Theorem 4). 
Summarizing, it is possible to choose small positive tension parameters hi,j, ki,/ such that it is 
possible to define s(x, y) following (3.8) and such a function solves the problem stated in Section 2. 
In Section 7 we will describe a local algorithm to construct such a solution. 
Remark 1. The construction proposed in this section is based on cubics. However an analogous 
interpolant can be constructed substituting to H~S)(t) the elements of the cardinal basis for Hermite 
interpolation in the space of piecewise quadratics with one additional knot in [0, 1], ([15]). In this 
case theoretical results analogous to those of the next section can be deduced following similar 
arguments. The use of cubics or piecewise quadratics produces chemes with similar performance 
both from the computational nd from the graphical point of view. 
4. Monotonicity of the surface 
Concerning the comonotonicity of the interpolant we observe, as a first step, that the parameters 
hi, j, ki,j act as tension parameters even at the interior of each quadrilateral patch. In fact assume, for 
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example, that the data are increasing with respect o F between Fi, j and F,.,/+,; then we want that 
s(x, y) is increasing along the lines v = const, i.e. we will require that c3Zi,//~3u>~O, (u,v) E Ri, j, This 
can easily be obtained in the limit case  hi+r,j+s = ki+r,j+s -= O, r , s  : 0, 1, since, from (3.1) and (3.5), 
~Zi,You (u, v) = E H(=°)(v - J ) -~u [J}'J+' + (f/+,.j+s - f,,/+=)H~°)(u - i)] 
s=0 
= Z H(s°)(v - J)~,, H~°)(u - i)(f,+l,j+s - fi,j+=) 
s=0 
= ~---~H~°)(u - i ) [ ( j~+,, / -  j~,j)(1 - H~°)(v - j ) )  + (fi+,,j+l - -  A,j+I )H~O)(v -- j )] ,  
hence ~Zi,//Ou is a convex combination of nonnegative values so that s(x, y) is comonotone with 
the data. 
The next theorem shows that the comonotonicity properties of the interpolant hold even if the 
tension parameters are positive, provided that they are "small enough". 
Theorem 2. There exist positive va lues  hi, j ,  ki,j, such that for every hi,/, ki,j such that 0 < hi,/~hi, j ,  
0 < ki.j<~]ci.j, i = O,...,N, j = O,...,M, the corresponding s(x,y) defined by (3.8) is comonotone 
with the data. 
Proof. Let i, j be fixed. For the sake of simplicity we only consider the case where the data are 
increasing with respect o F between F~,/and F,-/+,, as the remaining ones are analogous. As noticed 
at the beginning of  this section, s(x, y) is comonotone with the data if and only if (O/du)Zij(u, v)>>, O. 
For v arbitrary but fixed Zi,/(u,v), u E [i,i + 1], is the cubic polynomial which interpolates at the 
extremes of the interval the values 
F~(v) := ~ r r  H(°)+v- k~. ~.(o,1) H~!,)( v _ j ) ] ,  r = O, 1, tJ i+r,j+s s k j )  AV 'tr, j+sJi+r,j+s 
s=0,' 
with derivatives 
t, f ( l ,0 )  14(°) / -  t~ ,-(Lo) . . (o)+ Dr(v) :=  tti+r, j j i+r ,  ja~ 0 \u  --  j )  Af_ it i+r, j+lJ i+r, j+ll- l ,  tV  __ j), r = O, 1. 
Therefore, it is increasing if its first derivatives at u = i, i + 1 are nonnegative and, [4], 
Gr(v) := 3(F , (v ) -F0(v ) ) -Dr (v )~0,  r = 0,1, v E [ j , j+  1]. (4.1) 
Since hi+r,/+s > 0, r,s = 0, 1, and (2.4) is supposed to hold for s = 0 and 1, the derivatives at 
the extremes, Dr(v), r = 0, 1, are convex combinations of nonnegative values and then Zi,/(u, v) is 
increasing in Ri,j with respect o u if (4.1) holds. Since G~(v) are cubic polynomials in [ j , j  + 1] 
they are positive if, represented in B6zier form, their control polygons, [3], have positive ordinates, 
i.e., if 
3( f i+ , , j+  s - -  f /  :+s)~h i+r  +sA(l+'rO?+s, S = O, 1, ,J ,J ,J 
3( f /+ , , / -  f i ,  j )~hi+r j f i ( l+ ' r° !  -1- ]c t °(0' ' )  b #(0 , ' )  , ,a - -  "~i,jJi,j - -  r~i+,, j j i+,, j ,  r = 0, 1. (4 .2 )  
/.. ¢.(,,0) I. .e(0, 1) . t .  #(0, ,) 3(f~+,,/+, - J],j+, ) ~>,,i+r./+,Ji+~,/+, - ,~i,/+,Ji, j+, 7- ,~i+l.j+,ji+,,j+,, 
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Then (~/Ou)Zid(u,v)>~O if hi+r,j+s, ki+r,j+ s r,s = 0, 1, satisfy (4.2). 
Since no restrictions are made on the sign of f,5°~l]+ ~,r,s = 0, 1, if the previous inequalities are 
satisfied for hi, t, lcl, t, l = i , i  + 1, t = j , j  + 1, then it is not sure they are satisfied for every ht, t, kt, t 
such that 0 < h/,t <~hl, t 0 < kt, t <~/~t,t, (that is they are not asymptot ical)  as the theorem requires. 
However they can easily be substituted by stronger ones that are asymptotical.  For example, let us 
consider 
~e(l,O)+~, 3(J~+l,j+s - -  f ' , j+s)~h i+r , j+s J i+r , j  • s = O, l ,  
h r(~'°) k max( r  ~°'L~ 0)-ki+l,jmin(fi~'~l~,0) 3(J~+l,j--f/,j)~ i+r, j J i+r , j  AV i,j , J i ,  j , 
- -  ~h z'(I,O) (0,1) 3(J)+ld+~ fi,j+~ )~" i+r,j+lJ i+r,j+l - -  ki, j+l min(f/( ,~, O) + ki+l,j+l max(f/+l,j+l, 0), 
r =0,1 .  
(4.3) 
It is simple to check that any h~,~, kt, t satisfying (4.3) also satisfy (4.2); in addition, (4.3) be- 
ing asymptotical ,  the thesis follows from considering ht, t,lcl, t as positive real numbers satisfying 
(4.3). [] 
The proof of  the previous theorem provides asymptotical sufficient conditions on the tension 
parameters hi+r,j+s, ki+rd+~, r s = 0, 1, to ensure the comonotonicity of  the interpolant surface in Rij.  
Of course, the parameters hi, j, ki,j related to P~,j are involved in the comonotonicity constraints for 
the four rectangles Ri - l j -1 ,  Ri-~,j, Ri, j_~, Ri, j sharing the vertex ( i , j ) .  The strategy to compute the 
threshold values hi,j, [¢i,j according to the comonotonicity constraints in the four mentioned rectangles 
is inherent in the proof of Theorem 2; however, for the sake of cleamess we describe it with more 
details in the following algorithm explained for the increasing case. To emphasize the dependence 
on the rectangles we introduce in the algorithm a new notation for the tension parameters; the 
superscripts refer to the rectangles. For example, hl,~f ~J) will denote the value of the parameter h~,j 
for the rectangle Ri-~,j. 
Algorithm 3. 
1. For r= i  - 1,i, s : j -  1,j, 
/a(r,s) 1.2 compute ,,~+t.~+p g~'~.)s+p, t, p = 0, 1 satisfying (4.3), 
: = k! izp, J  - t )  " h! iT-p' j - t )  k i j  minpt-01 ,,j . 2. put hi.j mmp, t=0,1 -,,s , , , - ,  
First of  all we observe that the previous algorithm is correct. In fact, since (4.3) are asymptotical, 
the computation of  the tension parameters related to other data points can influence hi+r,j+~, ki+rj+,, 
r = -1 ,0 ,  1, s = -1 ,  1, or hi-~,j, k~_~,j, h~+~,j, ki+~d, since it may require a reduction of  their previous 
computed values. On the contrary, this has no effect on hi, j, ici, j. 
Then, computing the interpolant surface in Ri, j, we just have to determine the tension parameters 
related to the four data points P~+r,j+s, r s = 0, 1, applying the previous algorithm. Hence only the 
data related to Pi+r,j+s, r,s = --1, 0, 1, 2, must be processed and the scheme is local. 
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5. Invertibility of  ~ki,j 
In the previous section we have investigated the shape-preserving properties of  the function 
s i j (x ,y)  = Zi , f i~. l (x ,y)) .  Here we prove some results concerning the invertibility of ffij. 
Theorem 4. 
(1 o) (o 1) x (P).s' ,(Pt, i ) ) >e, 
(p(¿,o) (Pt,j+l -- P I j )  ±) > e, 
((et-- l,s e/,s), (0,1) ± - (Pl, t  ) ) >e ,  
((Pi+l,s -- ei, s),(Pr, j+l - Pr, j) ± ) > ~, 
Let ~i,j be defined by (3.5) and (3.7). I f  there exist e > 0 such that 
r , l= i , i+  l, s ,k=j , j+  l, (5.1) 
where (7) ± = (Jc), then there exist threshold positive parameters h~,s,, [Cr,~, r = i, i + 1, S = j , j  + 1, 
such that for  every hr,~, kr,~ such that 0 < hr, s <<. hr,~, 0 < kr,~ <<. [cr,~, there exists a constant C > 0 
depending on e, hr,~, and kr,~ such that 
( (  0 ) ((L~li  .~ )A_) Aij(u,v), :=  ~u~li, j (u ,v ) ,  ~,,\~v 'J] (u,v) > C, 'ff(u,v) E Rij,, (5 .2 )  
and ffi, j is an invertible map. 
To prove the previous theorem we need the following lemma which concerns the invertibility of  
the map ~bi4 on the boundary of  the rectangle Rij (see (3.3) and (3.4)). 
Lemma 5. I f  (5.1) hold then there exist threshold positive parameters h~,~,, kr,~, r = i, i + 1, s = 
j , j+  1, such that for  every hr,~, kr, s such that 0 < hr,~ <~-hr,~, 0 < kr, s <<-kr,~, the map ffl~R,., is invertible. 
Proof.  To prove the invertibility of ~i,j on the boundary of the rectangle Rij we have to prove the 
following three statements: 
(i) ~9;j(u,s), u E[i ,  i+  1], s = j , j+  1, (~9~j(r, v), v C [ j , j+  1], r = i, i+  1 ) is not self-intersecting; 
(ii) ~/j(u,s), u E [i, i+1], and ~9~j(r, v), v E [ j , j+ l ] ,  intersect only atPr, s, r = i , i+1, s = j , j+ l ;  
(ii i) t~ij(u,j) and ~i4(u,j  + 1), u C [i,i + 1], (~b/j(i,v) and ~/j(i + 1,v), v E [ j , j  + 1]) do not 
intersect. 
Let us translate ~ki,j(u,s), ~,2(r, v), r = i, i + 1, s = j , j  + 1, from their Hermite representation (3.3) 
and (3.4) to the B~zier form.The previous statements follow from the basic properties of  B6zier 
curves and their control polygons [3], so that we just give a sketch of  the proof. 
Conceming (i) let us consider, for example, the control polygon of  ~ij(u,s), s = j , j  + 1. As 
the parameters hr, s, r = i, i + 1, go to zero the control polygon tends to the straight-line segment 
through P~,~,P~+I,s- n addition from (5.1), the tangent vectors at the extrema do not form angles equal 
to n with the mentioned segment (see also Remark 7). Then the thesis follows, if the parameters 
hr,~, r = i, i + 1, are small enough, from the well-known variation diminishing properties of  B6zier 
curves, [3]. 
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Let us move to (ii) and consider, for example, $~j(u, j)  and ~k~j(i,v). Each curve is contained 
in the convex hull of  its control polygon [3]. I f  (5.1) hold (see Remark 7), there exist threshold 
positive values of the parameters h~j,, ki, s, r = i, i + 1, s = j , j  + 1, such that for any smaller positive 
values the two convex hulls and, therefore, the two corresponding curves intersect only at P~j. 
Finally, it is immediate to see that there exist threshold positive values of  the parameters hr, s,, 
r = i, i + 1, s = j , j  + 1, such that for any smaller positive values the control polygons of  tp~j(u,j) 
and ~bij(u,j + 1) are disjoined sets. It follows that even the two curves do not intersect, as required 
in (iii). [] 
Proof of Theorem 4. At first we will prove (5.2). Since each component of ffij is a bicubic 
polynomial we can write them by using the Bernstein basis [3]: 
3 (3V)(3T) ( 
~l i ' j (U 'V )= Z Ai, j i 
V, z=O 
where 
A~,j ( i  
+ -~,: + (u - -  i f ( i  + 1 -- 
v 3) +~, J+ 
h p(1,0) v k p(0,1)z Pi, j 71- ..i,j a i,j 3 71- r~i,j" i,j 3' 
/a D(1,0) v-3 1~ D(0,1) z 
P/+l,j "q- "'i+l,ji i+l,j-'~ "- ~- a.i+l,jl i+l, j~, 
r D(I,0) v D D(0,1) z -3 
P/,j+I "~- ni, j+l l  i, j+l ~ -~ ~vi, j+lZ i,j+ l 3 , 
P/+I j+l / / . .  D(I, 0) v-3 b D(0, l) z--3 
, 7- r~iwl,j+lli+l,j+ I -7  ~- ~i+l, j+l l i+l, j+l --~'-, 
hence, 
Ai j (u ,v )=9 ~ 
v,z=0 6,p=O 
where 
u)3-V(v - j )~( j  + 1 - v) 3-~, 
"c : 0, 1, v = 0,1, 
z : 0,1, v = 2,3, 
z : 2,3, v = 0,1, 
z : 2,3, v = 2,3, 
x (u - i)v+a(i + 1 - u)5-v-~(v - j )~+P( j  + 1 - v)5-~-PAi, j (v,z,  6,p) l  , 
(5.3) 
(5.4) 
([ v+l ) (v 
Ai, j (v,  T, t~, p )  = Ai, j  ( i  + - -~ , j  + - Ai, j i + ~, j  + , 
Ai, j i +- j , j  + ~ Ai, j i +-~, j  + . 
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To obtain a positive lower bound of Ai, j we determine a positive lower bound for Ai,j. Let us 
consider for example Ai, j(O,r, 6,0). From (5.3) we have 
3[Ai, j ( i+~, j+  ~-~-~-) -A i ,  j ( i  ~+-3,j+3)1 
ki,jPl!~ '1) , 
L D(O, 1 ) 
= r~i'j+lli, j+ l '  
1~ o(o ,  I ) 
r~i+l,j+lli+l,j+l, 
3(ei+l j+ l  P/+ l,j ) L D( 0,1 ) , - -  __ rUi+l,j+l~i+l,j+ 1
while 
l • h i ,  3[Ai, j(i + 5,J) - Ai,j(i,j)] = 
Then from (5.1) 
6=0,1 ,  t=0,  
6=2,3 ,  t=0,  
6=0,1 ,  t=2,  
6=2,3 ,  z=2,  
6- -0 ,1 ,  t=  1, 
- ki+luP,!°]l), 6 = 2,3, r = 1, 
Lp(1,0) (p(o,  9Aij(O,t, 6,0)>~hij min krs \ , i , j  , ,-r, sl)) A-) 
' ' r=i,i+l,s=j,j+l " 
eh~ u min k~,s, 6 = 0, 1,2, 3, 
r=i,i+l,s=j,j+l 
and 
t = 0,2, (5.5) 
9Ai, j(O, 1,6,0) >- hij min (P/(,~.'°),(3(Prj+ 1 __pr, j)__lr O(0,1) Z" p(0,1)a±~ ~r,j+l I r,j+l - -  "~r,j ~ r,j ] / 
" r=i,i+l 
/D( l ,  O) (D(0,1)~A-\I >- hi j[3e - max (k~,j+l \, i,j ,,'~,j+lJ /, + k~jl(P/(,~ '°), (Pr, jCO"))±)I)], 
' r=i,i+l 
6 = 0, 1,2, 3. (5.6) 
Similar lower bounds hold for the remaining values of Aij. Then there exist threshold positive 
parameters/~r,s,, /Or, s r = i, i + 1, S ----j,j + 1, such that for any smaller positive values h~,~,k~,~, there 
exists a constant C > 0 depending on e, h~,s, and k~,~ such that 
Ai , j (v  , "c, 6, p )  > C,  
hence, from (5.4), (5.2) holds. 
We conclude the proof observing that from Lemma 5 and from (5.2) there exist threshold param- 
eters h .... icr, s, r = i, i + 1, s = j , j  + 1, such that for any smaller parameter values the map ~Jij is 
invertible on ¢?Ri,j and locally invertible. Hence ~,j is invertible since it is proper, locally invertible 
and invertible on the boundary (see, e.g., [1]). [] 
Remark 6. From the proof of the previous theorem we can observe (see (5.5), (5.6) and Lemma 5) 
that the sufficient conditions on the tension parameters hi+r,j+s, ki+r,j+s, r,s = 0, 1, ensuring that 
Aij(v, r, 6, p) > 0, and that the map ~Jl~Ri., is invertible, are asymptotical. It turns out that, as for the 
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comonotonicity constraints, the invertibility of the transformation ~/J,./ involves a local choice of the 
tension parameters. 
Remark 7. Let two vectors V, W C It~ 2 be given. The condition (V, W ±) > 0 requires that the angle 
between V and W is positive and less than rr. Then the last hypothesis of (5.1) requires in practice 
that the quadrilateral with vertex P,.~, Pi ,~.j ,  Pi-t./-], Pi.l,t is convex while the remaining of (5.1) 
impose that both the directional derivatives at the tbur vertices p(~.0~ fr0. t) ,-, ,-.,' ,~ l,.i-, r ,s ,  p , t  = O, 1, each 
other and the directional derivatives PI],,~.!~/~.,., (PI°;). )/, ), with the edges P i - , , . ,+, -  P,, ,,.,, (&. , . i . , -  
Pi.i+,), r,s, p, t = 0, 1, form positive angles, less than ~. Then the mentioned hypotheses are verified 
if each quadrilateral and its related derivatives are not "too far" from a rectangle. However while 
the convexity of the quadrilateral is essential to ensure the invcrtibility of the transformation (see 
Example 8), some of the assumptions on the directional derivatives are necessary for the techniques 
used in the proof (see (5.5) and (5.6)) but not tbr the invertibility of ~,.i (see Example 9). As 
Example 9 suggests, the following hypotheses, which have been used in a similar context in [12, 
Theorem 4.1], for proving the invertibility of a given map from the plane onto itselt; seem to be 
sufficient o ensure the invertibility of I/Ji.i for small values of the tension parameters: 
p( I.o! (pip.I) la ) > ~:, 
r, .~ , x r..~' , 
(PI..'.~ °1, (P,-./-I - P,.i )±) > ~;, 
r= i , i+  1, s=. j , j+ l .  
((Pi+,..,. - Pi..,. ), ( Pl.l!: ') ) ± ) > r, 
((Pi.]..,. Pi..,),(P,..j+I - P,.../)±) > c. 
Example 8. Let t,s consider the following data set: 
~o.o_- (Oo), 
~".°' (~o) 0.0  ~ 
. ,  (o) 
0,0  ~ 1 ' 
Fig. 2 shows some 
The transfonnation 
,,, (~0) 
.,0, (,) .,,,, (0~ 
I.o = 0 ' I.I = -0 .75 J '  
..,,, (07~) ..,,, (07,)  
l.o = 0.25 ' i.] = 0.25 ' 
P].I = 0.5 ' P0.1 = , 
p,,.(,, ( 0.25 ) 
o. I -0.75 ' 
p(,.(,, (0 )  
0. I = ] • 
lines u = const, r = const in .80.o for the limit case hi..,. = k</ = O, i , j  = O. 1. 
~0.o is not invertible. 
Example  9 .  Let us 
~o (Oo) 
~o ('o) 0.0  ~ 
~o (o) 
O. 0 = l ' 
consider the following data set: 
P l °= (2 )  ' " 0 
~,0, (1) 
}. 0 = 0 ' 
~.,, (0) 
1.0 = 1 " 
(') (~) Pl.I = 2 ' Pp. 1 = , 
~,,,, (0~) o,,,, (0~) 
I.I = 0 .5  ' --0.1 = 0 .5  ' 
p,0.,, ( -0 .75)  pI].l,, (01/ 
].l = 0.25 ' o.I = • 
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1.5 
0.5 
o[ 
\ 
I I 
o & 1 11~ 2 
Fig. 2. Example 8: some lines u = const, v = const in ~o,o with h i j  = ki, j = 0, i , j  = 0, 1. 
1.5 
0.5 l 
0.5 
I I I 
1 1.5 2 
Fig. 3. Example  9: ~o,o with some lines u = const, v = const, h i , /=  ki, j = 1, i, j = 0, 1. 
Fig. 3 shows ~o,o with some l ines u = const,  v = const  for hi, j = ki,/ = 1, i , j  = 0, 1. In this case 
((Pl,o -- Po, o), (p(o,l),±, --~,~  ) = --0.5, nevertheless the t ransformat ion ~ho,  is invertible. 
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6. Approximation properties 
Finally, we consider in this section the approximation properties of  the proposed scheme. 
Let Y', ~ be compact sets, Y" c ~,  and let g be a continuous function g : ~ ~ ~; in the following 
we will denote: 
Ilgll -- max Ig(x)l, Ilgll~ = max [g(x)l, 
xE~ xE~ 
and IIPII will denote the usual euclidean norm when P E R 2. 
Theorem 10. Let f E C2(~([O,N] × [0,M])), let the data and the interpolating function be given 
by (2.1), (2.3), (3.5), (3.7) and (3.8); and let 
max ( max I IP;, j -Pt,  t[[, i=  O,...,N - 1, j = O,... ,M - I ~ . f :=  
l l=i,i+l, t=j,j+l J 
I f  there exists a positive constant B such that 
IIh,,,Pl);°)ll < ga, Ilkz,,Pl°;')ll <~g6 (6.1) 
then there exists a constant C depending on (da/&2)f, (&2/dy2)f, (d2/dxdy)f and on B such that 
Ilf -sl[~,,<~fi z, i=0  .. . .  ,g -  1, j=O, . . . ,M-  1. 
Proof. In the following D will denote a constant not depending on 6. Let (x, y)  E ~ti, j be fixed; 
then, from Theorem 4, there exists a unique (u, v) E Rg, j such that (x, y)  = ~ki,j(u, v). Since sio(x, y) 
interpolates the values of  f and of  its gradient at P,-j, see (3.9) and (3.10), we have 
If(x, y) - sio(x, y)[ = [f(O,o(u, v)) - Ze, j(u, v)[ 
&P+q Zi, j ) ~< 2 max bu--~-~vq ( f (~.  j ) - . 
p+q=2, p, q i> 0 
Let us bound, for example, 
0- 2(f(O,J) - zi,) 
+ ( V f ,-ff-~u2 ~J > - -~u2 Zi, J :---- A' + A", 
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where Jed denotes the matrix of second derivatives of f (x ,y ) .  From (3.5) and (3.1) 
1 
sZo(Xi+l,j+s-Xi, j+s)~---~g~°)(u-i)H(s°)(v-j) 
= 1 
(1,o) (1) • (o) + E [hi+r,j+*Xi+r,J+ ,-z--H) (u - t )H  2 (v - - j )  
r,s=O k OU 
(0,1) 6~ (o) • H o )  • ] 8 +ki+r,j+sXi+r,j+s~uHt r (u - t )  s (V--J)j, 
s~=o (Yi+l,j+s -- Yi, j+s)-~uH~°)(u -- i)H•°)(v . j )  
1 [_  (1 0) 63 H( l ) t . .  
+ Z [&+r,j+sYi~Jr, J+~-~U ~ ' u - i )H(~°) (v - J )  
r, S =0 
. .  (0,1) 6~ r r (0 )z .  ] +gi+r,j+sYi+r,j+s-'~ul"-I r ~u -- i)H{s')(v - j ) j ,  
then from (6.1) [(~/au)~/,][ ~<D6 and similar bounds hold for [(~2/~u2)~-,][ and for the remaining 
first and second derivatives of ~4. Hence 
A' <~ D62. 
Concerning A", from the mean value theorem and from (3.5), 
~2 
A" <~ (Wf(P i ,  j),-~u2~i, j l -  ~2 - u2Zi, j + D62 
1 , , c ~1 ~3eH{°)t u _ j )  D6 2 = E [ (~Tf(P i J ) 'P i+l j+s-P i ' j+s)- ( f i+l ' j+s- J i ' j+SmOu21" -i)H(~°)(v + 
s=O 
1 02 
~,  (1,0) - -  F (1'0) l (1) [(~7f(Pi, j),Pi+r,j+s) ji+r,j+s, hi+r,j+S-~u2H~ r (u -- ilH(s°)(v - j )  + 
r,s=O 
1 2 
+ Z (o,1) ¢(oj) 1 ~ ~ M(o)(,, [ ( ~7 f ( ei, j ),ei+r,j+s) -- J i+r,j+sJ r~i+r,j+s-~u2"'r '.~ -- i )H(s l )( v --J), 
r,s=O 
then from the mean value theorem, (2.3) and (6.1), 
A" ~<D32. 
In a similar way, we bound 
~( f (~o) -Z i , ] )  , ~ ( f (~, ] ) -Z i , ] )  • [] 
Remark  11. The quantities IIh,op~,~°)ll, I kijp~°j1)ll, are the amplitudes of the tangent vectors to the 
coordinate lines at the data points with respect to the used uniform parametrization. Since we assume 
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Table 1 
Example min hi, i min ki, j 
13 0.1556 0.2003 
14 0.4667 1 
15 0.2966 0.2120 
16 0.3809 0.4944 
0.8 
0 .6 .  
0.4-  
0.2-  
0.- 
1 
Z 6 
0 4 
2 
- ' -  - 1 ~  "-2 
-1 .5 -6  
Fig. 4. Examples 15 and 16: the generating function. 
to deal with smooth coordinate lines the bounds (6.1) are reasonable and suggest initial choices for 
the tension parameters. If, for example, only the data (2.1) are available, computing p},~0), p},~l) 
according to the Bessel-type scheme with respect o the uniform parametrization (see, e.g., [12, 
Section 3]) we obtain 
IIP), °)II IIP , '>II 
and it is natural to choose 1 as initial value for hi, j and ki, j. 
7. Some graphical results 
In this section we sketch, at first, a local meta-algorithm, based on Theorems 2 and 4, that 
summarizes the construction of the interpolant described in Section 3. Then we propose four graphical 
examples that show the graphical performance of the method. 
Meta-Algorithm 12. 
1. Let the data (2.1) be given. 
2. If the data (2.2) and/or (2.3) are not available compute them following suitable formulas (for 
example those proposed in [12, Section 3]). 
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0.3- 
0.25- 
0.2- 
0.15- 
0.1- 
0.05- 
O> 
0 
3.5 
0 
3 
2.5 
2 
1.5 
1 
0.5 
0.5 1 1.5 2 2.5 3 3.5 
0.3 
0.25 
0.2 
0.15 
0.1 
0.C,5 
0 
0 
Fig. 5. Example 13. Top: the data, centre: the coordinates lines, bottom: the constructed interpolant. 
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0 
-1 
0 
.~..._..._~._-..-------~ 
6 8 ~  2 0 
10 10 8 
~ t r 
10 
i ~ t J i * 
0 2 4 6 8 10 
-1 ,  
0 
10 10 
Fig. 6. Example 14. Top: the data, centre: the coordinates lines, bottom: the constructed interpolant. 
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O.B, 
0 .6,  
0.4~ 
0.2~ 
O> 
1 
4 
0.5 
(3 
-0.5 
-1 
-1.5 
i i i i i i i 
-6  -4  -2  0 2 4 6 
-1.5 -6  
-1.5 -6  
Fig. 7. Example 15. Top: the data, centre: the coordinates lines, bottom: the constructed interpolant. 
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1 
0.8 
0.6 
0.4 
°. I
-1,5 -6 
4 
1 
0.5 
0 
-0.5 
-1  
-1 .5  
i i L i i i i 
-6 -4 -2 0 2 4 6 
1.  
0,8- 
0.6- 
0.4. 
0.2- 
O= 
0 
~ 2 
-1.5 -6 
J 
4 
Fig. 8. Example 16. Top: the data, centre: the coordinates lines, bottom: the constructed interpolant. 
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3. For each data point Pi, j compute the threshold values of the tension parameters hi,j, ki, j such 
that Theorems 2 and 4 hold for the four quadrilaterals sharing the vertex Pi.j. 
4. For each rectangle Ri, j compute the transformation ~-,j following (3.5) and (3.7). 
5. Compute sl~i,j(x, y )  = si,j(~i,j(u, v))  = Zi, j(u, v). 
We observe that the meta-algorithm 12 can easily be transformed for a parallel machine, since 
the computation of the tension parameters for the data points Pi, j can be shared among the available 
processors. 
We emphasize that for a single evaluation of the interpolating function, only the data related to 
sixteen (or less) points must be processed, for the computation both of the invertible map and of 
the shape-preserving functions. 
Finally, it should be noticed that all the definitions and constraints are stated for strict monotonicity 
and the scheme may fail to reproduce constant sections of the data. To overcome these difficulties 
a method similar to that proposed in [7] has been used in the examples below. 
We conclude this paper with some examples which show the graphical and the interpolatory 
features of the method. For the sake of simplicity for each example the data are reported in a 
graphical form. 
For each example only the data (2.1) are assumed to be given, hence step 2 of the meta-algorithm 
12 has been executed. Since the tangent vectors (2.2) have been computed following the Bessel 
scheme proposed in [12, Section 3], according to Remark 11, the values 
hi, j = ki, j = l, i = O, . . . ,N ,  j = O, . . . ,M,  
have been chosen as initial values for the tension parameters. 
As can easily be deduced from (3.5) and (3.1), when the tension parameters take the limit 
value 0, each quadrilateral patch reduces to a bilinear combination of the values given at the vertices. 
Hence small values of the tension parameters can produce unpleasant plots. In Table 1 we show the 
minimum values of the tension parameters obtained in each example. 
For Examples 13 and 14 (see Figs. 5 and 6) the data are deduced from [12] and the interpolants 
provided by the proposed method show graphical performances similar to those obtained in [12] 
even if we are using here a simpler structure for the interpolant. 
Examples 15 and 16 (see Figs. 7 and 8) show how an appropriate choice of the distribution of 
the data points, related to the properties of the function generating the data, can improve the shape 
of the constructed interpolant. For both data obtained from the following function (see Fig. 4) have 
been considered 
f (x ,y )  = exp[-(y - 0.2xsin(x))2], x E [-2rc,2~z], y E [-1.5, 1]. 
In Example 15 (see Fig. 7) the data have been obtained evaluating f (x ,  y )  at the vertices of a 
rectangular grid and they do not provide a good sample set for the shape of the function. Fig. 7 
(bottom) shows the obtained interpolant which, although reproducing the shape of the data, exhibits 
a completely different appearance from the generating function. On the contrary, in the last example 
the data have been obtained evaluating f (x ,  y )  over a set of points having tensor product opology 
related to the contour lines of the function (see Fig. 8). The interpolant is more easily constructed 
(compare the minimum values of the tension parameters in Table 1 ) and provides a fine reproduction 
of the shape of the data and, ultimately, of the function. 
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