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Abstract 
The initial aim with the MeAdian was to obtain a local spatial filtering method which enables to process a robust 
centre based on a combination of the mean and the median. The MeAdian is an auto-adaptive filter that tends to the 
mean when this one is more robust, to the Median otherwise. The MeAdian, including or not the covariance of the 
Mean and the Median, remains one of the most robust estimators faced to different distributions, due to its auto-
adaptive capabilities. In this paper, we improve the MeAdian filtering for contour detection in image analysis. The 
results show the double effect of the MeAdian: a combination of smoothing and planing according to the local 
distributions encountered. The MeAdian tends to define areas with high homogeneity, like the median does, but 
whose borders are smoothed or antialiased, like the mean does. 
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1. Introduction 
There are some situations where the space jumpstart reflection on methodologies to aim at solving 
geographical issues. That is a way of spatial thinking. Instead of, as usually, defining some thematic or 
deterministic spatial filters, we designed a dedicated adaptive filter combining two different objectives: 
smoothing and planing. The idea came while observing the results of mean and median filters that lead to 
gradients on space and respectively rather good delimited areas. Wouldn't be interesting to set this double 
property in a single spatial filter: smoothing or planing? On another hand, we know that in some cases, 
using the mean is statistically more appropriate than using other central value. For other sets of data and 
distribution shapes, the median can be more robust of the mean. Another argument for spatial thinking is 
the contiguity effect, which is included in the use of moving spatial filters whose influence remains local. 
From this general purpose, we defined the MeAdian, which is a linear combination of the mean and the 
median and enables to fit an adaptive central estimation according to the local observed data. 
The MeAdian comes from previous works in Geography and Statistics in 2001. The initial aim was to 
obtain a local spatial filtering automatic method which enables to process a robust center based on a 
combination of Mean, for smoothing, and Median, for planing [3-5]. Another reason is that, when 
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processing local analysis, we often have to deal with only few individuals. So, robustness is a necessary 
feature of the method if we wish to compare results. This research lead us to find the early works of 
Laplace [6], who already thought about a linear combination of both Lp norms. He concluded it was not 
interesting to go further in such research. This contributed to separate these two complementary ways to 
find a center, defining a large part of the statistics history. In this paper, we improve the MeAdian 
filtering for contour detection in image analysis. 
2. How to build the MeAdian? 
The MeAdian is a norm which combines the L1 and L2 norms and can have the characteristics we 
defined previously in spatial filtering. It is a linear combination of the mean and the median, whose 
weights are computed by estimating their respective variance. This induces the expected double behavior 
of the MeAdian: spatial smoothing and zoning. Here can be pointed out the strong relation between 
statistical robustness and applied goals: when the mean is more robust, the MeAdian tends to the mean 
and provide spatial smoothing. The result is the opposite when the median is more robust, inferring a 
zoning behavior. 
 
Let us note  1 2{ , ,..., }nx x x  the batch of data and 
     ^ `1 2, , , nx x x}  the ordered sample. Then: 
 
is the sample mean, 
 
 
 
is the sample median. 
 
 
 
Both the sample mean and the sample median can be weighted by the inverse of their variance to 
define the MeAdian: 
Thus, if an outlier is present in the batch of data, the variance of the mean will drastically increase and 
the MeAdian will be equivalent to the median. This will be a common instance. However, in several cases 
we shall present later, the MeAdian will be closer to the mean. Between these two cases, the MeAdian 
will encounter differing situations where nor the mean, neither the median will improve the efficiency. In 
many cases, the robustness of each of the norms will be equivalent, providing an intermediate value. This 
may correspond to high or low values of robustness that only a study of the variances may differentiate, 
giving a kind of “quality” indicator about the MeAdian accuracy. 
3. Weights calculation: simulations by bootstrap 
The weights can be computed by simulating, by bootstrap, the distribution changes. Bootstrasp is a  
well known statistical technique, due to Efron, that permits to estimate a quantity by re-sampling from the 
data [1]. This is a widely used technique that, in our case, proceeds the following way: 
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x From the initial data samples, 1 2{ , ,..., }nX x x x , we generate a large number B of random 
resamples, by drawing the same number of elements each time with replacement. 
x We compute the mean and the median of each replication: *1 *2 *{ , ,..., }BX X X  and 
*1 *2 *{ ( ), ( ),..., ( )}BM X M X M X . 
x The variance of the estimators of the mean and median is calculated from: 
  
 
 
 
 
 
 
Where: 
  
 
 
 
 
4. How to build the MeAdian? 
Mathematically, we use a re-sampling method (non parametric bootstrap, Efron & Tibshirani, 1993) to 
estimate the robustness of the Mean and the MeAdian. The principle is rather simple: the inverse of the 
respective robustness is used to weight the Mean and Median values. Laplace proposed to add a 
covariance factor (fig. 1). A center which has been stable among all the 'boostraped' distributions has low 
variance and high robustness. If we accumulate all the samples, the final distribution (for instance of 
100.000 individuals, if we make 1000 iterations of a distribution including 100 individuals) is perfectly 
similar to the initial one (fig. 2). 
5. MeAdian robustness faced to other central values 
Beyond the variance, the relative efficiency of an estimator is defined by the ratio between its variance 
and the one of the best estimator tested in the same conditions. An efficiency equal to 100% means the 
estimator has been the most robust. Calculated using R, the results show that for most of the theoretical 
tested distributions, the MeAdian obtain quite good scores whatever distribution is considered (Tab. 1). 
Moreover, the Mean (repectively the Median) is not an efficient estimator for Cauchy (respectively for 
Gaussian) distributions. This argues for the use of the adaptive MeAdian: when the Mean is more robust, 
the MeAdian tends to it and to the Median otherwise. 
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Figure 1: The MeAdian mathematical formalism 
Figure 2: The original distribution and the complete set of samples: over 1000 bootstrap processes, they look like each others. 
 
Table 1: Relative robustness of efficiency of the estimators: 100% shows the best robustness for a given law [2] ; results on Mean, 
Median, Josselin-Ladiray and Laplace MeAdians. 
Random Distr. Mean Median JL MeAdian Laplace MeAdian 
Gaussian 100.00 61.32 91.24 98.03 
Cauchy 0.00 98.35 96.54 100.00 
Binomial 51.81 0.05 41.74 100.00 
Beta 75.06 24.67 56.38 100.00 
Poisson 42.14 57.77 100.00 83.87 
Gamma 99.90 100.00 83.01 23.15 
Chi Sq. 60.76 100.00 42.95 17.06 
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6. Results: MeAdian filtering on satellite images 
The principle of spatial filtering and its results using the Mean, Median and MeAdian is presented in 
the figure 4. 
In this paper, for the first time, the MeAdian filter is used on images, according to several parameters: 
- The size of the local window (from 3x3 to 7x7 cells), (results not presented in this paper); 
- Various iterations on filtering; 
- Changes of the weight of variances in the linear combination. 
The results show the double effect of the MeAdian: a combination of smoothing and planing according 
to the local distributions encountered. Even with various pixel values, homogeneous areas are smoothed, 
whereas outliers are eliminated from other local trends. The difference of the Mean and MeAdian filters 
emphasizes the boundaries between homogeneous and heterogeneous areas. So this kind of filter can be 
used for texture analysis and possibly contouring (figure 3). 
Figure 4 shows a false-color satellite image used as test bed for the evaluation of the characteristics of 
the MeAdian. In it we can see banding regions of fast change between green and blue. The width of the 
bands makes some of them barely noticeable (center), but some others are clearly seen (top center and 
upper right corner). There are small, sporadic and quite irregular regions of yellow color and wide regions 
of noisy green. 
We can see, in Figure 5, how the MeAdian filter interacts with the different features shown in the 
original image. The regions with thin bands are replaced by fogginess over the main color due, an effect 
of the mean been a more appropriate filter. Jaggedness of the wide ones is removed, due to the median, 
but borders are antialiased due to the mean. The small areas in yellow, particularly those seen in the white 
circle, do not disappear, while also showing homogeneous center and softened borders. The fogginess in 
the wide green areas is almost removed, due to the mean, but some small regions still appear, due to the 
median. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Mean, Median and MeAdian filter 3x3. 
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Figure 4: Real satellite image. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5: Real satellite image after application of MeAdian filter (3x3). The white circle signals an area where both smoothing and 
planing can be clearly seen. 
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Figure 6: Difference between the mean and the MeAdian filters (3x3). In the black areas, the MeAdian filtering is different from the 
mean.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7: Difference between the median and the MeAdian filters (3x3). In the black areas, the MeAdian filtering is different from 
the median.  
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To show that the MeAdian behaves differently than both the mean and the median, Figures 6 and 7 
where obtained. In them, dark colors indicate great differences, while light ones represent small 
differences. Most of both figures show light colors, but especially Figure 7, which means the MeAdian, at 
least in this particular image, seems to behave closer to the median. Nonetheless, what we see in Figure 6 
is more fuzziness in the differences, while in Figure 7 they are more crisply defined. The differences 
shown signal that the MeAdian tends to define areas with high homogeneity, like the median does, but 
whose borders are smoothed or antialiased, like the mean does. 
7. Conclusions 
The MeAdian is an auto-adaptive filter that tends to the mean when this one is more robust, to the 
median otherwise. It processes smoothing or planing according to the shape of the local distribution of 
pixels and the Mean (L2 norm) vs Median (L1 norm) robustness. The MeAdian, including or not the 
covariance of the mean and the median, remains one of the most robust estimators faced to different 
distributions, due to its auto-adaptive capabilities. It includes the neighborhood characteristics and is 
guided by the robustness, that is to say its capacity to summarize properly the local data. In that sense, it 
is somehow 'spatial thinking' oriented. The MeAdian tends to define areas with high homogeneity, like 
the median does, but whose borders are smoothed or antialiased, like the mean does. 
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