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a b s t r a c t
In this paper, the higher order nonlinear neutral forced differential equations of the form
[x(t)− p(t)x(τ(t))](n) +
m∑
i=1
qi(t)fi (x(σi(t))) = s(t), t ≥ t0,
where n,m ∈ N, n ≥ 2 and m ≥ 1, are studied. A new necessary and sufficient theorem for
the oscillation of bounded solutions and a sufficient criterion for the existence of bounded
positive solutions of the above equations are obtained for general p(t) and s(t). In particular,
our results improve some known results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we consider the higher order nonlinear neutral differential equations of the form
[x(t)− p(t)x(τ(t))](n) +
m∑
i=1
qi(t)fi (x(σi(t))) = s(t), t ≥ t0, (1)
where n,m ∈ N, n ≥ 2 and m ≥ 1. With respect to (1), we assume that the following conditions always hold:
(C1) p(t), qi(t), τ(t), s(t) ∈ C([t0,∞),R) for i = 1, 2, . . . ,m, and limt→∞ τ(t) = ∞,
(C2) p(t) and s(t) are oscillating functions,
(C3) σi(t) ∈ C([t0,∞),R), σ′i(t) > 0, σi(t) ≤ t, and limt→∞ σi(t) = ∞ for i = 1, 2, . . . ,m,
(C4) fi(u) ∈ C(R,R) is nondecreasing function, ufi(u) > 0 for u 6= 0 and i = 1, 2, . . . ,m.
Recently, many results have been obtained on oscillation and nonoscillation of neutral differential equations. Most of the
known results are the cases when p(t) = c ∈ R and p(t) > 0 (or <0), which are special cases of (1) and related equations,
for example, see [1–7] and the references cited therein. However, the oscillatory and asymptotic behavior of neutral forced
differential equations (1) for the cases when p(t) and s(t) are oscillating received much less attention, which is due mainly
to the technical difficulties arising in its analysis.
In 2004, Bolat and Akin [8] investigated the oscillation of (1) and obtained the following theorem.
Theorem A ([8, Theorem 3.1]). Assume that n is odd and the following conditions are satisfied:
(H1) limt→∞ p(t) = 0,
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(H2) There is an oscillating function r(t) ∈ C([t0,∞),R) such that r(n)(t) = s(t) and limt→∞ r(t) = 0,
(H3) qi(t) ≥ 0 and ∫∞t0 vn−1qi(v)dv = ∞ for i = 1, 2, . . . ,m.
Then, every bounded solution of (1) either oscillates or tends to zero as t →∞.
In 2005, Lin [9] studied the oscillation of the following second order equation
[x(t)− p(t)x(t − τ)]′′ + q(t)f (x(t − σ)) = 0, (2)
where p(t), q(t) ∈ C([t0,∞), [0,∞)), τ,σ > 0 and obtained the following theorem.
Theorem B ([9, Theorem 2.2]). Assume that
(H4) there exists p ∈ [0, 1) such that 0 ≤ p(t) ≤ p < 1,
(H5) f (u) ∈ C(R,R) is nondecreasing function, uf (u) > 0 for u 6= 0 and there exists L ∈ C(R2, (0,∞)) such that |f (x1)− f (x2)| ≤
L(x1, x2)|x1 − x2|, for x1, x2 ∈ R,
(H6) q(t) ≥ 0,
(H7)
∫∞
t0
vq(v)dv < ∞.
Then, (2) has a bounded eventually positive solution.
In this paper, by using Krasnoselskii’s fixed point theorem and some new techniques, we obtain a necessary and sufficient
criterion for every bounded solution of (1) to be oscillatory or to tend to zero and a sufficient condition for the existence of
bounded positive solutions of (1) for general p(t) and s(t). In particular, our results improve Theorems A and B by removing
the condition (H1), (H6) and relaxing the hypotheses (H4) and (H5).
As is customary, a solution x(t) of (1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise it is nonoscillatory.
(1) is said to be oscillatory if all its solutions are oscillatory.
For the sake of convenience, the function y(t) is defined by
y(t) = x(t)− p(t)x(τ(t))− r(t), t ≥ t0, (3)
where r(t) satisfies r(n)(t) = s(t).
2. Main results and examples
Theorem 2.1. Assume that
(C5) There is an oscillating function r(t) ∈ C([t0,∞),R) such that r(n)(t) = s(t) and limt→∞ r(t) = 0,
(C6) p(t) is an oscillating function, and |p(t)| ≤ p < 1/2,
(C7) qi(t) ≥ 0, i = 1, 2, . . . ,m.
Then, every bounded solution of (1) either oscillates or tends to zero if and only if∫ ∞
t0
vn−1qi(v)dv = ∞, i = 1, 2, . . . ,m. (4)
Theorem 2.2. Assume that
(C8) p(t) is an oscillating function, and there exist p1, p2 ≥ 0 such that p1 + p2 < 1, −p2 ≤ p(t) ≤ p1,
(C9) there exist r1, r2 ≥ 0 and an oscillating function r(t) ∈ C([t0,∞),R) such that r(n)(t) = s(t), r1 + r2 < (1 − p1 − p2)/4
and−r2 ≤ r(t) ≤ r1,
(C10)
∫∞
t0
vn−1|qi(v)|dv < ∞, i = 1, 2, . . . ,m.
Then, (1) has a bounded positive solution.
Example 2.1. Consider the following equation[
x(t)−
( sin t
3
− e−t
)
x(t − pi)
]′′
+ x
(
t − 3pi
2
)
= −2e−t cos t, t ≥ t0. (5)
It is easy to see that |p(t)| = |(sin t)/3− e−t| ≤ 7/18 < 1/2, as t ≥ 3, r(t) = e−t sin t → 0, as t →∞, and q(t) = 1. Therefore,
conditions (C5), (C6), (C7) and (4) are satisfied, by Theorem 2.1, every bounded solution of (5) either oscillates or tends to
zero. In particular, x(t) = sin t is an oscillatory solution of (5). We also see that limt→∞ p(t) = limt→∞((sin t)/3− e−t) does
not exist. This illustrates that Theorem 2.1 improves Theorem A.
Example 2.2. Consider the following equation[
x(t)−
(1
2
e−t + 2
5
sin t
)
x
(
t − pi
2
)]′′
+ e−tx(t − pi) = 1
160
[9
5
sin t + e−t(cos t + 1)
]
, t ≥ t0. (6)
It is easy to see that −9/20 ≤ p(t) = e−t/2 + 2(sin t)/5 ≤ 9/20, −1/80 ≤ r(t) = [−9(sin t)/5 + e−t(1 − (sin t)/2)]/160 ≤
1/80, as t ≥ 3, and q(t) = e−t . Therefore, conditions (C8), (C9) and (C10) are satisfied, by Theorem 2.2, (6) has a bounded
eventually positive solution. In particular, x(t) = (sin t + 2)/160 is a such type solution of (6). We also see that p(t) is
oscillatory, and limt→∞ r(t) and limt→∞ p(t) do not exist. This illustrates that Theorem 2.2 improves Theorem B.
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3. Proofs
Lemma 3.1 ([1,2,5]). Let u ∈ Cn([t0,∞),R) be of constant sign, u(n)(t) be of constant sign and not identically zero in any interval
[t0,∞). Then there exists a t1 ≥ t0 such that u(i)(t) is of constant sign for t ≥ t1 and for every i = 0, 1, . . . , n. If θu(t)u(n)(t) > 0
(where θ = 1 or − 1), then there exist an integer k(0 ≤ k ≤ n) and a t2 ≥ t1 such that n+ k+ (1− θ)/2 is even and
u(t)u(i)(t) > 0, t ≥ t2, i = 0, 1, . . . , k,
θ(−1)n+iu(t)u(i)(t) > 0, t ≥ t2, i = k+ 1, . . . , n.
Furthermore, let u(t) be bounded, then k = (1− θ)/2 if n is even and k = (1+ θ)/2 if n is odd and
lim
t→∞ u
(i)(t) = 0, 1 ≤ i ≤ n− 1.
Lemma 3.2. Assume that (C5) and (C6) hold. Let x(t) be a bounded nonoscillatory solution of (1) and y(t) be defined by (3).
(a) If limt→∞ y(t) = 0, then limt→∞ |x(t)| = 0.
(b) If limt→∞ y(t) = c 6= 0, then there exists a constant d > 0 such that |x(t)| ≥ d eventually.
Proof. (a) Suppose that limn→∞ |x(t)| 6= 0. Since x(t) is bounded, we know that there exist a positive number ξ and a
sequence {tk} ⊂ [t0,∞) such that
lim
k→∞ |x(tk)| = lim supt→∞ |x(t)| = ξ.
Then, for anypositive εwhich satisfies 0 < ε < ξ(1−p)/(2+2p), there exists aK ∈ N such that |x(tk)| > ξ−ε, |x(τ(tk))| < ξ+ε
and |r(tk)| < ε for k ≥ K. Therefore
|y(tk)| ≥ |x(tk)| − |p(tk)||x(τ(tk))| − |r(tk)| > ξ− ε− p(ξ+ ε)− ε > ξ(1− p)p2+ 2p > 0.
This contradicts the assumption of limt→∞ y(t) = 0. Hence limt→∞ |x(t)| = 0.
(b) From (3), we have
x(t) = y(t)+ p(t)x(τ(t))+ r(t)
= y(t)+ p(t)y(τ(t))+ p(t)p(τ(t))x(τ2(t))+ p(t)r(τ(t))+ r(t)
= · · ·
= y(t)+
k∑
i=1
i−1∏
j=0
p(τj(t))y(τi(t))+
k∏
j=0
p(τj(t))x(τk+1(t))+
k∑
i=1
i−1∏
j=0
p(τj(t))r(τi(t))+ r(t),
where τ0(t) = t, τs+1(t) = τs(τ(t)) and k ∈ N. Then, in view of (C6), we have
|x(t)| ≥ |y(t)| −
∣∣∣∣∣ k∑
i=1
i−1∏
j=0
p(τj(t))y(τi(t))
∣∣∣∣∣−
∣∣∣∣∣ k∏
j=0
p(τj(t))x(τk+1(t))
∣∣∣∣∣−
∣∣∣∣∣ k∑
i=1
i−1∏
j=0
p(τj(t))r(τi(t))
∣∣∣∣∣− |r(t)|
≥ |y(t)| −
k∑
i=1
pi
∣∣∣∣∣y(τi(t))
∣∣∣∣∣−pk|x(τk+1(t))| − k∑
i=0
pi
∣∣∣∣∣ r(τi(t))
∣∣∣∣∣ ,
for any k ∈ N. Since limt→∞ y(t) = c 6= 0, we may assume, without loss of generality, that c > 0. For the case of c < 0, the
proof is similar and will be omitted. Therefore, for any positive ε ≤ c(1− 2p)/4, there is a sufficiently large t1 ≥ t0 such that
|y(t)| ≥ c− ε, |y(τi(t))| ≤ c+ ε, and, in view of (C5), |r(τi(t))| ≤ ε for all i = 0, . . . , k and t ≥ t1. Thus, we get
|x(t)| ≥ c− ε− (c+ ε)
k∑
i=1
pi − pk|x(τk+1(t))| − ε
k∑
i=0
pi
≥ c− ε− (c+ ε)
∞∑
i=1
pi − ε
∞∑
i=0
pi − pk|x(τk+1(t))|
>
c(1− 2p)
2(1− p) − p
k|x(τk+1(t))|.
Since x(t) is bounded and 0 < p < 1/2, we may have pk|x(τk+1(t))| < c(1 − 2p)/(4(1 − p)) for large enough k. Then
|x(t)| > c(1− 2p)/(4(1− p)). This proves that the conclusion of (b) is true. The proof of Lemma 3.2 is complete. 
Lemma 3.3 (Krasnoselskii’s Fixed Point Theorem [1,10]). Let B be a Banach space, Ω be a bounded, closed and convex subset of
B, and S1, S2 be mappings of Ω into B such that S1x + S2y ∈ Ω for every pair x, y ∈ Ω . If S1 is a contraction and S2 is completely
continuous, then the equation S1x+ S2x = x has a solution in Ω .
X. Zhou, R. Yu / Computers and Mathematics with Applications 56 (2008) 1562–1568 1565
Proof of Theorem 2.1. Sufficiency. Suppose, without loss of generality, that (1) has a bounded eventually positive solution
x(t) with lim supt→∞ x(t) > 0. From (1), we have y(n)(t) < 0 eventually. It follows that y(i)(t)(i = 0, 1, 2, . . . , n − 1) is of
constant sign eventually. In view of (C5), (C6) and bounded property of x(t), we know that y(t) = x(t)− p(t)x(τ(t))− r(t) is
also bounded. By Lemma 3.1, y(t) is monotone and limt→∞ y(t) exists. By Lemma 3.2, y(t)must satisfy limt→∞ y(t) = c 6= 0.
Then there is d > 0 such that x(t) ≥ d eventually. Therefore, from (1), we have
y(s)− y(t) = (−1)n
∫ s
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi (x(σi(t1))) dt1, t0 ≤ t ≤ s.
Then, for sufficiently large t and s, we have
∞ > |y(s)− y(t)|
=
∫ s
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi (x(σi(t1))) dt1
> min
i
{fi(d)}
∫ s
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1.
Therefore, we get∫ ∞
t0
vn−1qi(v)dv < ∞, i = 1, 2, . . . ,m.
This contradicts assumption (4).
Necessity. Suppose (4) does not hold. Then, in view of (C5), we know that there exists a large T ≥ t0 such that
|r(t)| ≤ (1− 2p)/8 for t ≥ T and
M
∫ ∞
T
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1 <
1− 2p
4
, (7)
where M = max(1−2p)/4≤x≤1{|fi(x)| : 1 ≤ i ≤ m}. Let B = {x(t) : x ∈ C([t0,∞),R)} with the norm ‖x‖ = supt≥t0 |x(t)| < ∞.
Then B is a Banach space.We define a closed, bounded and convex subsetΩ of B and two operators S1 and S2 onΩ as follows:
Ω =
{
x = x(t) ∈ B : 1
4
(1− 2p) ≤ x(t) ≤ 1, t ≥ t0
}
,
S1x(t) =
{
c1 + p(t)x(τ(t))+ r(t), t ≥ T,
S1x(T), t0 ≤ t ≤ T,
S2x(t) =
(−1)
n
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi(x(σ(t1)))dt1, t ≥ T,
S2x(T), t0 ≤ t ≤ T,
where c1 = [(1− 2p)/4+ 1]/2.
(i) We shall show that, for any u, v ∈ Ω , S1u+ S2v ∈ Ω . In fact, for every u, v ∈ Ω and t ≥ T, we get
S1u(t)+ S2v(t) = 12
[1− 2p
4
+ 1
]
+ p(t)u(τ(t))+ r(t)+ (−1)n
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
×
m∑
i=1
qi(t1)fi(v(σ(t1)))dt1,
≤ 1
2
[1− 2p
4
+ 1
]
+ p+ 1− 2p
8
+M
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1,
≤ 1− 2p
4
+ 1+ 2p
2
+ 1− 2p
4
= 1,
and
S1u(t)+ S2v(t) ≥ 12
[1− 2p
4
+ 1
]
− p− 1− 2p
8
−M
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1,
≥ 1
2
[1− 2p
4
+ 1
]
− p− 1− 2p
8
− 1− 2p
4
= 1− 2p
4
.
Then, S1u+ S2v ∈ Ω , for t ≥ t0.
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(ii) We shall show that S1 is a contraction mapping on Ω . In fact, for every u, v ∈ Ω and t ≥ T, we have
|S1u(t)− S1v(t)| = |p(t)||u(τ(t))− v(τ(t))| ≤ p‖u− v‖,
where 0 < p < 1/2. This implies that S1 is a contraction mapping on Ω .
(iii) We shall show that S2 is a completely continuous.
First we show that S2 is continuous. Let xk = xk(t) ∈ Ω be such that xk(t) → x(t) as k → ∞. Because Ω is
closed, x = x(t) ∈ Ω . Thus, in view of condition (C4), for any ε > 0, we can choose a positive integer K such that
|fi(xk(σ(t)))− fi(x(σ(t)))| < 4Mε/(1− 2p) for i = 1, 2, . . . ,m, k ≥ K and t ≥ T. Moreover, by (7), we have
|S2xk(t)− S2x(t)| ≤
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)||fi(xk(σ(t1)))− fi(x(σ(t1)))|dt1
<
4Mε
1− 2p
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)|dt1
< ε,
for k ≥ K and t ≥ T. This shows that S2 is continuous.
Next, we show that S2Ω is relatively compact. In fact, by (7), we have∣∣∣∣ ddt S2x(t)
∣∣∣∣ =
∣∣∣∣∣(−1)n+1
∫ ∞
t
dtn−1 · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi(x(σ(t1)))dt1
∣∣∣∣∣
≤ M
∫ ∞
t
dtn−1 · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)|dt1
<
1− 2p
4
for t ≥ T, and∣∣∣∣ ddt S2x(t)
∣∣∣∣ = 0
for t0 ≤ t ≤ T. On the other hand, it is easy to see that S2Ω is uniformly bounded. This implies that S2Ω is relatively compact.
Therefore S2 is a completely continuous.
By Lemma 3.3, there is a x ∈ Ω such that S1x+ S2x = x. It is easy to see that x(t) is a bounded positive solution of (1) with
x(t) ≥ (1− 2p)/4. This is a contradiction. Thus the proof of this theorem is complete. 
Proof of Theorem 2.2. From (C10), we know that there exists a sufficiently large T ≥ t0 such that
M
∫ ∞
T
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)|dt1 < 1− p1 − p24 , (8)
where M = max(1−p1−p2)/4≤x≤1{|fi(x)| : 1 ≤ i ≤ m}.
Let B = {x(t) : x ∈ C([t0,∞),R)} with the norm ‖x‖ = supt≥t0 |x(t)| < ∞. Then B is a Banach space. We define a closed,
bounded and convex subset Ω of B and two operators S1 and S2 on Ω as follows:
Ω = {x = x(t) ∈ B : 1
4
(1− p1 − p2) ≤ x(t) ≤ 1, t ≥ t0},
S1x(t) =
{
c1 + p(t)x(τ(t))+ r(t), t ≥ T,
S1x(T), t0 ≤ t ≤ T,
S2x(t) =
(−1)
n
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi(x(σ(t1)))dt1, t ≥ T,
S2x(T), t0 ≤ t ≤ T,
where c1 = [(1− p1 − p2)/4+ p2 − p1 + r2 − r1 + 1]/2.
(i) We shall show that, for any u, v ∈ Ω , S1u+ S2v ∈ Ω . In fact, for every u, v ∈ Ω and t ≥ T, we get
S1u(t)+ S2v(t) = 12
[1− p1 − p2
4
+ p2 − p1 + r2 − r1 + 1
]
+ p(t)u(τ(t))+ r(t)
+(−1)n
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi(v(σ(t1)))dt1,
≤ 1
2
[1− p1 − p2
4
+ p2 − p1 + r2 − r1 + 1
]
+ p1 + r1
+M
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1,
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≤ 1
8
(6+ 2p1 + 2p2)+ 14 (1− p1 − p2)
= 1,
and
S1u(t)+ S2v(t) ≥ 12
[1− p1 − p2
4
+ p2 − p1 + r2 − r1 + 1
]
− p2 − r2
−M
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)dt1,
≥ 1
2
(1− p1 − p2)− 14 (1− p1 − p2)
= 1
4
(1− p1 − p2).
Then, S1u+ S2v ∈ Ω , for t ≥ t0.
(ii) We shall show that S1 is a contraction mapping on Ω . In fact, for every u, v ∈ Ω and t ≥ T, we have
|S1u(t)− S1v(t)| = |p(t)||u(τ(t))− v(τ(t))| ≤ p‖u− v‖,
where p = max{p1, p2} and 0 < p < 1. This implies that S1 is a contraction mapping on Ω .
(iii) We shall show that S2 is a completely continuous.
First we show that S2 is continuous. Let xk = xk(t) ∈ Ω be such that xk(t) → x(t) as k → ∞. Because Ω is
closed, x = x(t) ∈ Ω . Thus, in view of condition (C4), for any ε > 0, we can choose a positive integer K such that
|fi(xk(σ(t)))− fi(x(σ(t)))| < 4Mε/(1− p1 − p2) for i = 1, 2, . . . ,m, k ≥ K and t ≥ T. Moreover, by (8), we have
|S2xk(t)− S2x(t)| ≤
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)||fi(xk(σ(t1)))− fi(x(σ(t1)))|dt1
<
4Mε
1− p1 − p2
∫ ∞
t
dtn · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)|dt1
< ε,
for k ≥ K and t ≥ T. This proves that S2 is continuous.
Next, we show that S2Ω is relatively compact. In fact, by (8), we have∣∣∣∣ ddt S2x(t)
∣∣∣∣ =
∣∣∣∣∣(−1)n+1
∫ ∞
t
dtn−1 · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
qi(t1)fi(x(σ(t1)))dt1
∣∣∣∣∣
≤ M
∫ ∞
t
dtn−1 · · ·
∫ ∞
t3
dt2
∫ ∞
t2
m∑
i=1
|qi(t1)|dt1
<
1− p1 − p2
4
for t ≥ T, and∣∣∣∣ ddt S2x(t)
∣∣∣∣ = 0
for t0 ≤ t ≤ T. On the other hand, it is easy to see that S2Ω is uniformly bounded. This implies that S2Ω is relatively compact.
Therefore S2 is a completely continuous.
By Lemma 3.3, there is a x ∈ Ω such that S1x+ S2x = x. it is easy to see that x(t) is a bounded positive solution of (1). The
proof of this theorem is complete. 
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