AbstTact-We discuss aspects of computation and implementation in soft computing when applying arithmetic of interval analysis to fuzzy quantities. Evoking Kolmogorov's solution to Hilbert's thirteenth problem (on numerical computations), we show that the situation is different in soft computing. As a result, we provide a rationale for implementing hardware supported functions of more than two variables.
I . INTRODUCTION
The processing of fuzzy knowledge through computations and computers is essential in engineering design of engineering systems. In the past as well as recently (exemplified by works of Dong and Wong (1987) [2] and Yang, Yao, and Jones (1993) [15] ), some inaccuracies (overestimations) in interval computations were mentioned. Interval analysis enters fuzzy analysis mainly through the use of a-level sets of membership functions of fuzzy quantities (see also Uehara and Fujise, 1993 
[14]).
Interval analysis also surfaces in the case when knowledge is imprecise. For example, suppose a function f(x,y) is known, but the input values of the numerical variables x and y are known only with imprecision, i.e., we only know the intervals of possible values of x and y; thus, the value of f ( z , y) is also not known precisely; we only know that it is located in some interval.
In the case of fuzzy logic, it is also realistic to allow truth values to be interval-valued, that is, enlarging the traditional truth values space More generally, through the extension principle of Zadeh, one would also like to compute functions of fuzzy variables.
So far, as far as implementations and computations on computers are concerned, efforts seem to be directed to design clever algorithms to overcome inaccuracies due to interval computations. And this has been done on case-study situations rather than on general nature of interval computations which are essentially still based upon existing hardware supported operations of one or two variables in computers. In this communication, we look at the root of the inaccuracies of interval computations and recommend the implementation of hardware supported operations of three or more variables.
A LITTLE BIT OF HISTORY
In the majority of existing computers, only operations with one or two variables are hardware implemented. Then computations of arbitrary (continuous) functions of many variables are based upon these hardware supported simple functions. The rationale and accuracies of such computation procedures are rooted in the Kolmogorov's solution [SI to the conjecture of Hilbert, formulated aa the thirteenth problem [5] .
The Babylonians (see, e.g., [l] ) found that the so- 
by Zdeh's extension principle.
Assume that S is a computation scheme with n input values, and that X is a fuzzy subset of R". Si, Ri is defined ab follows:
Definition 4.
Assume that a computational scheme S computes a function f defined on a set K R". We say that S is applicable to fuzzy pro-cessing if for every fuzzy subset X c K , the result, of applying S to X coincides with f ( X ) . Comment. We are going to prove that if our list of elementary operations includes only operations with one and two operands, and a function f of three and more variables is non-degenerate, then no computational scheme is applicable t o fuzzy processing (i.e., none of them will provide the exact fuzzy result).
Let us describe what we mean by non-degenerate. of Definition 5).
Eeamples.
is non-degenerate, because it actually depends on each of its variables. 
In terms of computations, this representation means the following scheme:
rq := ri. ists a non-degenerate function f and a computation scheme S that computes f and that is applicable to fuzzy processing, and we will deduce a contradiction from this assumption.
To deduce this contradiction, we will use the following observation: According to our definitions, the phrase "S is applicable to fuzzy processing" means that for every fuzzy set X , the result RN of applying S to X coincides with f ( X ) for an arbitrary fuzzy set X . It particular, since crisp sets This contradiction shows that our assumption was false, and so f is not degenerate. Q.E.D.
B. Proof of the Proposition 2
This proof is based on a result from [7] . It is somewhat lengthy, so, t o save space, it will be given elsewhere.
C. Proof of the Theorem 1. Let us prove the Theorem by reduction to a contradiction. Namely, we will assume that there exIn this proof, we will need the following two Lemmas: Then, for every fuzzy set X Rk, h ( X ) = f ( g ( X ) ) .
Proof of Lemma 2 follows directly from the definitions. Q.E.D.
2.
We will need the following auxiliary notion:
by a complezity of a computation scheme S = ( & + I , ..., SN), we will understand the number N .
We assumed that there exists a computation scheme that computes a non-degenerate function of n variables and that is applicable t o fuzzy processing. Out of all computation schemes with this property, there exists a one with the smallest possible complexity N . Let's choose one of these "simplest" schemes. In the following text, this chosen scheme will be denoted by S, ( s stands for simplest). The corresponding function will be denoted by f8 Comment. A computation scheme S, consists of the rules of the type ri := c,, ri := fi(rj), and ri := fi(rj, r k ) . In principle, the corresponding functions f, can be defined everywhere. However, when we apply this computation scheme to compute the value of the function fa that is defined on some set K , we will use only the values of fi for rj E r ; ( K ) (or, for the function of two variables, only the values for ( r j , rk) E D j t , where
Therefore, to simplify our proofs, we will assume in the following text that fi is defined only for these values.
It is easy to check that if initially S, computed fa and was applicable to fuzzy processing, then after such a restriction on fi it still has the same properties. where_ by S N , we denoted the following step: T N := fN(rk). Because of our formulas, this scheme computes exactly the same function fa. The fact that this scheme computes the same function and is applicable to fuzzy processing follows from Lemma 2.
Since we deleted at least one step (Sj), this new scheme has a smaller complexity that S,. This contradicts to our choice of S, as the computation scheme with the smallest possible complexity that computes a non-degenerate function of 3 or more variables and that is applicable to fuzzy processing.
6.4 If j > n, and j-th step is rj := fj(rk,ry) for some k, I < j, then r.w = fN(fj (rk, p i ) 
where by j~, we denoted a composition fN(a, b ) = f N ( f j ( a , b ) ) . In this case, we can also delete one step from the computation scheme and thus arrive at the contradiction. In this case, f8(zl ,..., zn) = r N ( z 1 , ..., 2 , ) = f~( z j , z k ) . Hence, fa depends on only two of its variables. and is therefore deeenerate.
In the following five subsections, we will prove that in all these five cases, we have a contradiction with our initial assumption.
N 5 n.
In this case, fs(zl, ..., 2") = rN(z1, ..., 2,) = C N .
So, fs depends only on one of its variables. Hence, fs is degenerate, which contradicts to the assumption that it is non-degenerate. Let us prove (by considering all possible cases) that this case is impossible. Depending on the case, we will prove it either directly, or by "merging" the last step with one of the previous ones, and thus coming up with a new computation scheme that is simpler than the scheme S, that is by definition the simplest possible (so, we have a contradiction).
N > n and
6.1. If j _< n, then rj = z j , and fs = fN(rj) = f~( 2 j ) is afunction ofone variable (namely, z j ) and is thus degenerate, which contradicts to our choice of fa.
6.2. If j' > n, and j-th step is rj := c j , then fa = T N = f~( c j ) =const, i.e., fa is also degenerate. 6.3. If j > n, and j-th step is r, := fj(rk) for some k < j, then r N = fN(fj(rr)). In other words, T N = j N ( T k ) , where by j., we denoted the composition of fN and f j . 6.3.1. If k 5 n, then f8 is again a function of one variable zk (i.e., degenerate). 6.3.2. If k > n, then, we can replace the original 8. N > n and T N := fN(rj,rk), where j > n or k > n. 8.1. We assumed that S, computes fs, and that S, is applicable to fuzzy processing. This means, in particular, that for each input set X K, RN = f s ( X ) . In particular, if we take arbitrary two elements 2' E K and y' E K, then this equality must be true for a 2-point set X = {2', y3. By definition of R N , this set is equal to RN = f~( R j , R k ) . Due to Lemma 1, Rj 2 r j ( X ) , and R1: _> r k ( X ) . Since rj(.' ) E r j ( X ) , we can thus conclude that rj(.' ) E Rj. Similarly, we can conclude that r k ( $ E Rt. Therefore, fN(rj(Z),rk(f)) E Since RN = f s ( X ) , every element of RN must coincide with one of the two elements of f s ( X ) . In particular, for the above-discovered element, it means the following:
or it is equal to f N ( r j ( 8 , r t ( 8 ) . Similarly, for each b E r t ( K ) , we will pick a vector i with the property that r k ( i ) = b, and denote the value r j ( i ) for thus picked i by g j k ( 6 ) . 8.6. Using these denotations, we can reformulate the statement from 8.4 as follows: FOT every (I E r j ( K ) and 6 E ~k ( l S ' ) , ei- h l ( a ) = fN(a,gk,(a) = hz(6).
If we denote

8.7.
In particular, this property is true if we choose an arbitrary i E K and take a = ~j ( i ) and b =
T k ( i ) .
Let us denote by IS'] the set of all i E IS' for which ] N ( r j ( I ) , r t ( I ) ) = h l (~j ( . ' ) ) , and by 11'2, the set of all values I E I< for which f~( r j ( Z ) ,
~t ( i ) )
= hz(~a(i)). Then, this property means that II' = 1<1 U K 2 .
8.8. Since the function f defined on I< is nondegenerate, its restriction to either K 1 or I<2 is also non-degenerate.
Indeed, if it were not true, then we would be able to describe both Kl and K z (and hence, their union) as the union of finitely many subsets on which fa is degenerate. On the other hand, we assumed that
f3
: K + R is non-degenerate, which means that for I<, such a representation is impossible. 8.9. Let us choose the set Ki (i.e., X I or I<2) for which the restriction of fi is non-degenerate. For this set, we can form the restriction of fd and S,.
For this restriction, we can take TN := h l ( r j ) (or TN := h z (~k ) ) as a last step of the computation scheme (instead of the step r N := f~( r j , ~k ) ) , and the resulting computation scheme will still compute the restriction of f d , and it will still be applicable to fuzzy processing. So, we arrive at the situation where the function a t the last step is a function of one variable, and we have already proved (in part 6 of this proof) that such situation leads to a contradiction.
9.
So, in all five cases, we arrive at a contradiction. Hence, our initial assumption is false, namely, the assumption that a non-degenerate function of 3 or more variables can be computed by a computation scheme (with unary and binary operations only) that is applicable to fuzzy processing. Q.E.D.
