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Abstract
We prove the existence and exponential stability of the stationary solutions for a three-dimensional α-Navier–Stokes model with
delays. Instead of working directly with the model, we establish the results for a general abstract delay model, and then we apply
them to our particular situation. We use two techniques in the stability analysis: the Lyapunov and Razumikhin approaches.
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1. Introduction
The study and importance of delay differential equations are motivated by the fact that when one wants to model
some evolution phenomena arising in Physics, Biology, Engineering, etc., some hereditary characteristics such as
aftereffect, time lag, memory, and time delay can appear in the variables. Typical examples arise from the researches of
materials with thermal memory, biochemical reactions, population models, etc. (see, for instance, Hale and Lunel [8],
Murray [13], Ruess [16,17], Wu [19], Caraballo et al. [1], and references therein).
It is also worth pointing out that delayed terms may appear, for example, when one wants to control a system by
applying a force which takes into account the history of the solution (see, for example, [3] and [4] for the case of
Navier–Stokes equations with delays).
In this paper we aim to investigate the existence of stationary solutions of the so-called 3D α-Navier–Stokes model
when some terms containing some kind of memory (e.g. delay) are considered in the formulation. The non-delay
version has received very much attention over the last years (see e.g. [6,7,9,12] amongst others), and was originally
intended as a closure model for the 3D turbulence averaged Reynolds model. The main reason is that this model has
become very useful in order to approximate the 3D Navier–Stokes equations (notice that when α goes to zero, this
problem converges to the usual 3D Navier–Stokes model). Also we are interested in the exponential convergence of
solutions to such stationary ones.
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T. Caraballo et al. / J. Math. Anal. Appl. 340 (2008) 410–423 411To start off, we describe the details of our model. Let O be an open, bounded and connected subset of R3 with
regular enough boundary ∂O (say C2 for example), and consider some positive constants α, ν and h. Denote by A the
Stokes operator and consider the problem⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t (u − αu) + ν
(
Au − α(Au))+ (u · ∇)(u − αu),
−α∇u∗ · u + ∇p = f (t) + F(t, ut ), in O× (0,+∞),
∇ · u = 0, in O× (0,+∞),
u = 0, Au = 0, on ∂O× (0,+∞),
u(0) = u0, in O,
u = φ, in O× (−h,0),
(1)
where u = (u1, u2, u3) and p are unknown fields defined in O× [0,+∞), representing, respectively, the large-scale
(or averaged) velocity and the pressure, in each point ofO×[0,+∞), of an incompressible viscous fluid with constant
density filling the domain O. The constants ν > 0 and α > 0 represent, respectively, the kinematic viscosity of the
fluid, and the square of the spatial scale at which fluid motion is filtered. The terms f (t) and F(t, ut ) are external
forces depending eventually on the history of u. Finally, u0 is a given initial velocity field and φ is a given velocity
field defined in (−h,0), where h > 0 is a fixed time. Recall that the notation ut refers to the function defined for
s ∈ (−h,0) as ut (s) = u(t + s).
As we aim to provide significant information on the asymptotic behaviour of (1) for a variety of delay terms in a
unified formulation, we have chosen an abstract expression for the delay terms under the form of functional equations
(say F(t, ut )). We will then consider two applications in order to show how general this term is.
The content of the paper is as follows. In Section 2 we formulate our problem and an abstract delay parabolic
evolution equation which contains it as a particular case. The stability properties of the stationary solutions for the
abstract problem is then analysed in Section 3. To be more precise, we first establish some sufficient conditions
ensuring the existence (and eventual uniqueness) of stationary solutions for our abstract problem. Next we investigate
the exponential convergence of the solutions to the stationary ones by using two methods: Lyapunov and Razumikhin
approaches. Finally, in Section 4, we prove that the previous abstract theory can be applied to model (1).
2. Variational and abstract formulation of the problem: Existence and uniqueness of solution
Although it is possible to carry out our analysis working directly with the model (1), we prefer to rewrite our
problem as an abstract model, to establish a theory for this abstract model, and then to apply it to our particular
situation. In this way, only with a little more work, we can obtain more profit since the general theory can be ap-
plied to a variety of problems. First, we establish some notations and recall some properties of the nonlinear term
(u · ∇)(u − αu) − α∇u∗ · u appearing in the problem (1).
2.1. Notation and properties of the nonlinear term
Denote by (·,·) and | · |, respectively, the scalar product and associate norm in (L2(O))3, and by (∇u,∇v) the
scalar product in (L2(O))3×3 for the gradients of u and v. Consider also the scalar product in (H 10 (O))3 defined by
((u, v)) = (u, v) + α(∇u,∇v), ∀u,v ∈ (H 10 (O))3, (2)
where its associate norm, which is in fact an equivalent norm to the usual gradient one, will be denoted by ‖ · ‖.
Let H be the closure in (L2(O))3 of the following set:
V = {v ∈ (D(O))3: ∇ · v = 0 in O},
and let V be the closure of V in (H 10 (O))3. Then, H is a Hilbert space for the inner product of (L2(O))3, and V is a
Hilbert subspace of (H 10 (O))3.
Denote by A the Stokes operator defined by
Aw = −P(w), ∀w ∈ D(A), (3)
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∂O is regular enough, then D(A) = (H 2(O))3 ∩ V and |Aw| defines a norm in D(A) which is equivalent to the
one in (H 2(O))3, in other words, there exists a constant c1(O) > 0 depending only on O such that
‖w‖(H 2(O))3  c1(O)|Aw|, ∀w ∈ D(A). (4)
For u ∈ D(A) and v ∈ (L2(O))3, we define (u · ∇)v as the element in (H−1(O))3 given by
〈
(u · ∇)v,w〉−1 =
3∑
i,j=1
〈∂ivj , uiwj 〉−1, ∀w ∈
(
H 10 (O)
)3
,
where by 〈·,·〉−1 we denote either the duality product between (H−1(O))3 and (H 10 (O))3, or between H−1(O)
and H 10 (O).
Note that if v ∈ (H 1(O))3, then the previous definition coincides with such of (u · ∇)v as a vector function whose
components are
∑3
i=1 ui∂ivj , for j = 1,2,3.
On the other hand, if u ∈ D(A), and v ∈ (L2(O))3, we have that ∇u∗ · v ∈ (L3/2(O))3 ⊂ (H−1(O))3, with
〈∇u∗ · v,w〉−1 =
3∑
i,j=1
∫
O
(∂jui)viwj dx, ∀w ∈
(
H 10 (O)
)3
.
It is not difficult to check that for (u,w) ∈ D(A) × D(A) and v ∈ (L2(O))3, it follows〈
(u · ∇)v,w〉−1 = −〈∇w∗ · v,u〉−1. (5)
Consider now the trilinear form defined as
b#(u, v,w) = 〈(u · ∇)v,w〉−1 + 〈∇u∗ · v,w〉−1,
for all (u, v,w) ∈ D(A) × (L2(O))3 × (H 10 (O))3. We then have the following result (see [5] for more details and its
proof).
Proposition 1. The trilinear form b# satisfies
b#(u, v,w) = −b#(w,v,u), (6)
for all (u, v,w) ∈ D(A) × (L2(O))3 × D(A) and, consequently,
b#(u, v,u) = 0, ∀(u, v) ∈ D(A) × (L2(O))3. (7)
Furthermore, there exists a constant c(O) > 0, depending only on O, such that∣∣b#(u, v,w)∣∣ c(O)|Au||v|‖w‖, (8)
for all (u, v,w) ∈ D(A) × (L2(O))3 × (H 10 (O))3, and∣∣b#(u, v,w)∣∣ c(O)‖u‖|v||Aw|, (9)
for all (u, v,w) ∈ D(A) × (L2(O))3 × D(A).
2.2. Variational solution of (1)
We now establish the assumptions on F and f and the initial values u0 and φ, for our model (1), and we define
the concept of variational solution.
Given a Banach space Y, we denote CY = C([−h,0];Y) and L2Y = L2(−h,0;Y).
Assume F : (0,+∞) × CX → (H−1(O))3, with X = V or X = D(A), satisfying:
(d1) For all fixed ξ ∈ CX, F(·, ξ) is measurable.
(d2) F(t,0) = 0,∀t  0.
T. Caraballo et al. / J. Math. Anal. Appl. 340 (2008) 410–423 413(d3) There exists LF > 0 such that for all t  0 and ξ,μ ∈ CX,∥∥F(t, ξ) − F(t,μ)∥∥
(H−1(O))3  LF ‖ξ − μ‖CX .
(d4) There exists CF > 0 such that, for all 0 t < T and u,v ∈ C0([−h,T ];X),
t∫
0
∥∥F(s,us) − F(s, vs)∥∥2(H−1(O))3 ds  C2F
t∫
−h
∥∥u(s) − v(s)∥∥2
X
ds.
(d5) For all T > 0 and for any sequence {vn(t)}n1 ⊂ L2(−h,T ;X) such that vn ⇀ v weakly in L2(−h,T ;X) and
vn → v strong in L2(−h,T ;V ), it follows that F(s, vns ) ⇀ F(s, vs) weakly in L2(0, T ; (H−1(O))3).
Assume f ∈ L2(0, T ; (H−1(O))3) for all T > 0, u0 ∈ V , φ ∈ L2X .
Definition 2. A variational solution for the problem (1) is a function u ∈ L2(0, T ;D(A)) ∩ L2(−h,T ;X) ∩
L∞(0, T ;V ) for all T > 0, such that for all w ∈ D(A),
((
u(t),w
))+ ν
t∫
0
(
u(s) + αAu(s),Aw)ds +
t∫
0
b#
(
u(s), u(s) − αu(s),w)ds
= ((u0,w))+
t∫
0
〈
f (s),w
〉
−1 ds +
t∫
0
〈
F(s,us),w
〉
−1 ds, t  0, (10)
and coincides with φ in (−h,0).
Observe that (10) can be easily deduced from (1) by multiplying the first equation in (1) by w ∈ D(A), taking into
account the definition of the scalar product ((·,·)), the expression of b#, and the equality (5).
2.3. Formulation of problem (1) as an abstract problem. Existence and uniqueness of solution
As we remarked at the beginning of this section, we now rewrite (1) as an abstract problem.
To this end, we set H := V, with the scalar product (u, v)H = ((u, v)), and associated norm |u|H = ‖u‖, and
U := D(A), with the scalar product ((u, v))U = (Au,Av) and associated norm ‖u‖U = |Au|. Then H and U are two
real and separable Hilbert spaces such that U ⊂H, being this injection compact and dense.
We identifyH with its topological dual spaceH∗, but considering U as a subspace ofH∗, where we identify v ∈ U
with the element fv ∈H∗ given by
fv(h) = (v,h)H, ∀h ∈H.
We denote by 〈·,·〉 the duality product between U∗ and U, and we define
〈A˜u, v〉 = ν(Au,v) + να(Au,Av), u, v ∈ D(A). (11)
It is then clear that for any v ∈ D(A),
2〈A˜v, v〉 = 2ν(Av, v) + 2να(Av,Av) 2να|Av|2,
and, if we denote by μk and wk , k  1, the eigenvalues and associate eigenvectors for the operator A, it can be checked
that
〈A˜wk, v〉 = νμk((wk, v)).
Thus, taking
α˜ = 2να, (12)
we have:
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(a1) A˜ is self-adjoint,
(a2) there exists α˜ > 0, such that
2〈A˜v, v〉 α˜‖v‖2U , ∀v ∈ U . (13)
Observe that the eigenvalues of the operator A˜ are given by
λk = νμk. (14)
On the other hand, set X := X, and let us define B˜ : D(A) × D(A) → D(A)∗, and F˜ : [0,+∞) ×
C0([−h,0];X) → V as〈
B˜(u, v),w
〉= b#(u, v − αv,w), ∀(u, v,w) ∈ D(A) × D(A) × D(A),((
F˜ (t, ξ),w
))= 〈F(t, ξ),w〉−1, ∀(ξ,w) ∈ C0([−h,0];X)× V.
Finally, we define f˜ (t) as((
f˜ (t),w
))= 〈f (t),w〉−1, for all t  0 and all w ∈ V.
Then, taking
c1 = 1 + α
αν
c1(O)c(O), LF˜ = LF , CF˜ = CF , (15)
we obtain that
(b) B˜ : U × U → U∗ is a bilinear mapping such that
(b1) 〈B˜(u, v), u〉 = 0, for all u,v ∈ U,
(b2) ‖B˜(u, v)‖U∗  c1|u|H‖v‖U , for all (u, v) ∈ U × U,
(b3) |〈B˜(u, v),w〉| c1‖u‖U‖v‖U |w|H, for all u,v,w ∈ U .
(c) F˜ : (0,+∞) × CX →H, where X can be U or H, is such that
(c1) for any fixed ξ ∈ CX , F˜ (·, ξ) is measurable,
(c2) F˜ (t,0) = 0, for all t ∈ (0,+∞),
(c3) |F˜ (t, ξ) − F˜ (t,μ)|H  LF˜ ‖ξ − μ‖CX , for all t ∈ [0,+∞), ξ,μ ∈ CX ,
(c4) for all u,v ∈ C([−h,T ];X ),
t∫
0
∣∣F˜ (s, us) − F˜ (s, vs)∣∣2H ds  C2F˜
t∫
−h
∥∥u(s) − v(s)∥∥2X ds, (16)
(c5) for all T > 0 and each sequence {vn(t)}n1 ⊂ L2(−h,T ;X ) such that vn ⇀ v weakly in L2(−h,T ;X ) and
vn → v strong in L2(−h,T ;H), it follows that F˜ (s, vns ) ⇀ F˜ (s, vs) weakly in L2(0, T ;H).
(d) f˜ ∈ L2(0, T ;U∗), for all T > 0.
Remark 3. Observe that when X =H, then (c4) implies (c5).
Remark 4. In addition, notice that (c1)–(c4) imply that, given u ∈ C([−h,T ];X ), the functional
F˜u : t ∈ [0, T ] →H
defined by F˜u(t) = F˜ (t, ut ), for all t ∈ [0, T ], is measurable and the mapping
G : u ∈ C([−h,T ];X )→ F˜u ∈ L2(0, T ;H)
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From now on, we will denote F˜ (t, ut ) = G˜(u)(t), for any u ∈ L2(−h,T ;X ), and thus ∀0  t < T , ∀u,v ∈
L2(−h,T ;X ), condition (16) also holds.
In this situation, given the initial data u0 ∈H, φ ∈ L2X , we can consider the problem⎧⎪⎪⎨
⎪⎪⎩
u(t) +
t∫
0
A˜u(s) ds +
t∫
0
B˜
(
u(s), u(s)
)
ds = u0 +
t∫
0
f˜ (s) ds +
t∫
0
F˜ (s, us) ds, ∀t  0,
u(t) = φ(t), ∀t ∈ (−h,0).
(17)
Definition 5. A solution of (17) is a function
u ∈ L2(0, T ;U) ∩ L2(−h,T ;X ) ∩ L∞(0, T ;H), for all T > 0,
such that u(t) coincides with φ(t) in (−h,0) and satisfies the equation from (17) in U∗, for all t  0.
If we denote the domain of the operator A˜ by D(A˜) = {u ∈ U : A˜u ∈H}, it follows that this set is, in fact, a Hilbert
space with the scalar product (u, v)D(A˜) = (A˜u, A˜v)H. We now have the following existence, uniqueness and regu-
larity result.
Theorem 6. Assume that the previous assumptions hold. Then, for any u0 ∈H, φ ∈ L2X , there exists a unique solu-
tion u of (17), which in addition satisfies
u ∈ C0([0,+∞);H).
Furthermore, if u0 ∈ U and f˜ ∈ L2(0, T ;H), then
u ∈ L2(0, T ;D(A˜))∩ C0([0, T ];U).
Proof. The uniqueness follows from a standard Gronwall argument, while the existence and regularity of solutions
follow from Galerkin approximations and energy estimates, using the special basis of eigenvectors of A˜, and arguing
as in [3]. More details can be found in [11]. 
As a consequence of Theorem 6 we obtain a result ensuring existence, uniqueness and regularity of solutions for
the problem (1).
Theorem 7. Under the assumptions (d1)–(d5), for any f ∈ L2(0, T ; (H−1(O))3), for all T > 0, u0 ∈ V , and φ ∈ L2X,
there exists a unique variational solution u of (1), and in fact u ∈ C([0,+∞);V ).
Furthermore, if u0 ∈ D(A) and f ∈ L2(0, T ; (H−1(O))3), then
u ∈ C0([0, T ];D(A)) and Au ∈ L2(0, T ;V ).
Remark 8. The application of Theorem 6, ensures that if u0 ∈ D(A) and f ∈ L2(0, T ; (H−1(O))3), then A˜u ∈
L2(0, T ;V ), with A˜ defined by (11). However, if A˜u ∈ V , thanks to the fact that we can identify V with its dual V ∗,
for any v ∈ D(A) we have
〈A˜u, v〉 = ((A˜u, v)).
The definition of the scalar product ((·,·)) and (11) implies
(A˜u − νAu,v + αAv) = 0, for all v ∈ D(A). (18)
It is now enough to take into account that given z ∈ H , there exists vz ∈ V such that vz + αAvz = z, and in
particular vz ∈ D(A), to conclude that thanks to (18) it follows that A˜u = νAu when A˜u ∈ V .
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Without loss of generality we can assume
((u, v))U = 〈A˜u, v〉, for all u,v ∈ U, (19)
what implies
λ1|u|2H  ‖u‖2U , for all u ∈ U . (20)
First, we will prove a result ensuring the existence of stationary solutions for our abstract model for some particular
memory terms, and provided the viscosity is large enough. Then, we will prove that when the stationary solution is
unique, all the solutions of our problem converge exponentially to this one. In principle, the assumption needed to
ensure this convergence might seem a bit strong, however we will be able to weaken this assumption by using a
Razumikhin argument (see Razumikhin [14,15] and Hale and Verduyn Lunel [8] for a modern presentation of this
method in the finite-dimensional framework).
3.1. Existence of stationary solutions
Let us consider the equation
du
dt
+ A˜u + B˜(u,u) = f˜ + F˜ (t, ut ), (21)
with f˜ ∈ U∗ independent of t .
Definition 9. It is said that u∞ ∈ U is a stationary solution of (21) if
A˜u∞ + B˜(u∞, u∞) = f˜ + F˜ (t, u∞), for all t  0. (22)
In order to prove the existence and uniqueness of stationary solutions we need to assume that the delay term
has a particular expression, in fact, we assume that X =H, and F˜ satisfies that for constant elements ξ ∈ CH, i.e.
ξ(θ) = ξ¯ ∈H, for all θ ∈ [−h,0], then
F˜ (t, ξ) = G˜(ξ¯ ), (23)
with G˜ :H→H such that G˜(0) = 0, and for which there exists L1 > 0 with∣∣G˜(h1) − G˜(h2)∣∣H L1|h1 − h2|H, ∀h1, h2 ∈H. (24)
Two examples, which can be considered as canonical for this situation are the following:
• (Variable delay) When the function F˜ is defined by
F˜ (t, ξ) = G˜(ξ(−ρ(t)))
where G˜ satisfies the previous conditions and ρ ∈ C1([0,+∞)), ρ(t)  0 for all t  0, h = supt0 ρ(t) ∈
(0,+∞) and ρ∗ = supt0 ρ′(t) < 1.
• (Distributed delay) When F˜ is given by
F˜ (t, ξ) =
0∫
−h
g
(
s, ξ(s)
)
ds
with the function g : [−h,0] ×H→H being measurable and such that
(g1) g(s,0) = 0 for all s ∈ [−h,0],
(g2) |g(s,h1) − g(s,h2)|H  cg|h1 − h2|H, for all s ∈ [−h,0], h1, h2 ∈H, with cg ∈ L2(−h,0).
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can ensure the existence and uniqueness of solutions of our model. Now, we are interested in analysing the existence
of solutions for Eq. (22) when the memory term possesses this particular form. In other words, we aim to prove the
existence of u∞ ∈ U such that
A˜u∞ + B˜(u∞, u∞) = f˜ + G˜(u∞). (25)
Our result is the following.
Theorem 10. Assume (23) holds with G˜ satisfying the previous conditions, and assume that λ1 > L1. Then,
(a) For each f˜ ∈ U∗, there exists u∞ ∈ U which is a stationary solution of (25).
(b) If f˜ ∈H, then the stationary solutions belong to D(A˜).
(c) If (1 − λ−11 L1)2 > c1λ−11 |f˜ |H, the stationary solution is unique.
Proof. The proof of (a) and (c) follow the same lines as those used in [2] (see also [11]).
As for the regularity, observe that when f˜ ∈H, then the stationary solution u∞ of (25) is also solution of the prob-
lem (17), but with initial data u0 = φ(t) = u∞ for t ∈ [−h,0), and the second term f˜ + G˜(u∞) ∈H⊂ L2(0, T ;H).
Thus, taking into account Theorem 6 we obtain the established regularity for the stationary solution. 
3.2. Exponential convergence of solutions
Under suitable assumptions, we will now prove that our model possesses a unique stationary solution u∞, and that
every solution converges to u∞ exponentially as t goes to +∞.
Theorem 11. Assume that F˜ (t, ut ) satisfies (23)–(24) and f˜ ∈H. Then, if λ1 > L1 and
λ1 > CF˜ +
c1|f˜ |H
1 − L1λ−11
, (26)
the stationary solution u∞ of (21) is unique, and every solution of (17) converges exponentially to u∞ as t → +∞.
More exactly, there exist two positive constants C and λ, such that for any u0 ∈H and φ ∈ L2H, the solution u of (17)
with f˜ (t) ≡ f˜ satisfies∣∣u(t) − u∞∣∣2H  Ce−λt(∣∣u0 − u∞∣∣2H + ‖φ − u∞‖2L2H), (27)
for all t  0.
Proof. Let us fix f˜ ∈H and denote by u the solution of (17) corresponding to f˜ (t) ≡ f˜ , and let u∞ ∈ D(A˜) be a
stationary solution of (21). Denote w(t) = u(t) − u∞, and observe that
d
dt
w(t) + A˜w(t) + B˜(u(t), u(t))− B˜(u∞, u∞) = F˜ (t, ut ) − F˜ (t, u∞).
Now, let λ be a positive constant which will be fixed later. Then
d
dt
(
eλt
∣∣w(t)∣∣2H)= λeλt ∣∣w(t)∣∣2H + eλt ddt
∣∣w(t)∣∣2H
 λeλt
∣∣w(t)∣∣2H − 2eλt∥∥w(t)∥∥2U + 2eλt 〈B˜(u∞,w(t)),w(t)〉
+ 2eλt ∣∣F˜ (t, ut ) − F˜ (t, u∞)∣∣H∣∣w(t)∣∣H
 λeλt
∣∣w(t)∣∣2H − 2eλt∥∥w(t)∥∥2U + 2eλt ∣∣〈B˜(u∞,w(t)),w(t)〉∣∣+ eλtCF˜
∣∣F˜ (t, ut ) − F˜ (t, u∞)∣∣2H
+ eλtCF˜
∣∣w(t)∣∣H.
On the one hand, thanks to (b3) we obtain
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 c1λ−1/21
∥∥w(t)∥∥2U‖u∞‖U , (28)
and, on the other hand,
‖u∞‖2U = 〈A˜u,u〉 = (f˜ , u∞)H +
(
G˜(u∞), u∞
)
H
 |f |Hλ−1/21 ‖u∞‖U + L1λ−11 ‖u∞‖2U ,
what implies that
‖u∞‖U  λ
−1/2
1
1 − L1λ−11
|f˜ |H,
and, consequently,
d
dt
(
eλt
∣∣w(t)∣∣2H)
 eλt
(
λλ−11 − 2 + CF˜ λ−11
)∥∥w(t)∥∥2U + 2c1λ
−1
1 e
λt
1 − L1λ−11
|f˜ |H
∥∥w(t)∥∥2U + eλtCF˜
∣∣F˜ (t, ut ) − F˜ (t, u∞)∣∣2H
 eλtλ−11
(
λ − 2λ1 + CF˜ +
2c1|f˜ |H
1 − L1λ−11
)∥∥w(t)∥∥2U + eλtCF˜
∣∣F˜ (t, ut ) − F˜ (t, u∞)∣∣2H.
By integrating now, it follows
eλt
∣∣w(t)∣∣2H

∣∣w(0)∣∣2H + λ−11
(
λ − 2λ1 + CF˜ +
2c1|f˜ |H
1 − L1λ−11
) t∫
0
eλs
∥∥w(s)∥∥2U ds +
t∫
0
eλs
CF˜
∣∣F˜ (s, us) − F˜ (s, u∞)∣∣2H ds

∣∣w(0)∣∣2H + λ−11
(
λ − 2λ1 + CF˜ +
2c1|f˜ |H
1 − L1λ−11
) t∫
0
eλs
∥∥w(s)∥∥2U ds + CF˜
t∫
0
eλs
∣∣w(s)∣∣2H ds
+ CF˜
0∫
−h
eλs
∣∣φ(s) − u∞∣∣2H ds

∣∣u0 − u∞∣∣2H + CF˜ ‖φ − u∞‖2L2H + λ−11
(
λ − 2λ1 + 2CF˜ +
2c1|f˜ |H
1 − L1λ−11
) t∫
0
eλs
∥∥w(s)∥∥2U ds.
If (26) holds, then we can ensure that there exists a sufficiently small λ > 0 such that
λ − 2λ1 + 2CF˜ +
2c1|f˜ |H
1 − L1λ−11
 0,
and (27) is proved.
The uniqueness of u∞ follows from the fact that if uˆ∞ is another stationary solution to (21), then u(t) ≡ uˆ∞ is
a solution of (17) with u0 = uˆ∞ and φ = uˆ∞, and therefore, by applying (27) with t going to +∞, we have that
|uˆ∞ − u∞|2H  0. 
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In our previous sections we have proved the exponential convergence of solutions of our problem to the unique
stationary solution when the memory term satisfies some additional assumptions, which in particular means that we
are considering some special situations (see Section 4 for more details from applications). However, when the delay
forcing term does not fulfill these extra requirements, say conditions (23) or (24), then we cannot apply Theorem 11.
But, it is still possible to prove a result for these more general terms by weakening the assumptions and using a
different approach which has proven very useful in dealing with delay ordinary differential equations. This method
was initially developed by Razumikhin (see Razumikhin [14,15]) in the framework of delay ordinary differential
equations, and has recently been applied to some stochastic ordinary and partial differential equations.
We can now prove the following result.
Theorem 12. Assume F˜ satisfies conditions (c1)–(c5), and for each ξ ∈ CU the map t ∈ [0,+∞) → F˜ (t, ξ) ∈H is
continuous. Suppose that for f˜ ∈H there exists a stationary solution u∞ for the problem (21), and such that, for some
λ > 0,
−〈A˜(φ(0) − u∞), φ(0) − u∞〉− 〈B˜(φ(0),φ(0))− B˜(u∞, u∞),φ(0) − u∞〉
+ (F˜ (t, φ) − F˜ (t, u∞),φ(0) − u∞)H
< −λ∣∣φ(0) − u∞∣∣2H, t  0, (29)
provided that φ ∈ CU satisfying φ(0) = u∞, and
‖φ − u∞‖2CH  eλh
∣∣φ(0) − u∞∣∣2H. (30)
Then, u∞ is the unique stationary solution of (21) and for all ψ ∈ CU , the solution of (17) corresponding to the initial
data u = ψ in [−h,0], which is denoted by u(t;ψ), satisfies∣∣u(t;ψ) − u∞∣∣2H  e−λt‖ψ − u∞‖2CH , ∀t  0. (31)
Proof. Arguing by contradiction, assume that there is ψ ∈ CU such that (31) does not hold. Then, denoting
σ = inf{t > 0; ∣∣u(t;ψ) − u∞∣∣2H > e−λt‖ψ − u∞‖2CH},
we obtain
eλt
∣∣u(t;ψ) − u∞∣∣2H  eλσ ∣∣u(σ ;ψ) − u∞∣∣2H = ‖ψ − u∞‖2CH , (32)
for all 0 t  σ , and there exists a sequence {tk}k1 ⊂R+ such that tk ↓ σ as k → ∞, and
eλtk
∣∣u(tk;ψ) − u∞∣∣2H > eλσ ∣∣u(σ ;ψ) − u∞∣∣2H. (33)
On the other hand, it follows from (32) that∣∣u(σ + θ;ψ) − u∞∣∣2H  eλh∣∣u(σ ;ψ) − u∞∣∣2H,
for all −h θ  0, which, taking into account (29), implies〈
A˜
(
u(σ ;ψ) − u∞
)
, u(σ ;ψ) − u∞
〉− 〈B˜(u(σ ;ψ),u(σ ;ψ))− B˜(u∞, u∞), u(σ ;ψ) − u∞〉
+ (F˜ (σ,uσ (·;ψ))− F˜ (σ,u∞), u(σ ;ψ) − u∞)H
< −λ∣∣u(σ ;ψ) − u∞∣∣2H. (34)
As u(·;ψ) ∈ C([−h,+∞);U), from the continuity of the operators in our problem, we ensure the existence
of ∗ > 0 such that for each  ∈ (0, ∗],〈
A˜
(
u(t;ψ) − u∞
)
, u(t;ψ) − u∞
〉− 〈B˜(u(t;ψ),u(t;ψ))− B˜(u∞, u∞), u(t;ψ) − u∞〉
+ (F˜ (t, ut (·;ψ))− F˜ (t, u∞), u(t;ψ) − u∞)H
−λ∣∣u(t;ψ) − u∞∣∣2 , (35)H
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1
2
d
dt
∣∣w(t)∣∣2H = −〈A˜w(t),w(t)〉− 〈B˜(u(t;ψ),u(t;ψ))− B˜(u∞, u∞),w(t)〉
+ (F˜ (t, ut (·;ψ))− F˜ (t, u∞),w(t))H,
for all t ∈ [σ,σ + ], and integrating now we obtain
eλ(σ+)
∣∣w(σ + ;ψ)∣∣2H − eλσ ∣∣u(σ ;ψ) − u∞∣∣2H
=
σ+∫
σ
λeλt
∣∣w(t;ψ)∣∣2H dt +
σ+∫
σ
eλt
(−2〈A˜w(t),w(t)〉− 2〈B˜(u(t;ψ),u(t;ψ))− B˜(u∞, u∞),w(t)〉)dt
+
σ+∫
σ
eλt
(
F˜
(
t, ut (·;ψ)
)− F˜ (t, u∞),w(t))dt  0.
Obviously this contradicts (33), and the proof is complete.
As for the uniqueness of the stationary solution, it can be proved in the same way as we did in Theorem 11. 
Remark 13. It would be helpful to have a sufficient condition implying (29) which could be checked more easily in
applications. In the next corollary we will establish one.
Corollary 14. Assume that F˜ satisfies conditions (c1)–(c4) withX =H, and suppose that for any ξ ∈ CU the mapping
t ∈ [0,+∞) → F˜ (t, ξ) ∈ H is continuous. Assume that f˜ ∈ H is such that there exists a stationary solution u∞
of (21). If
λ1 > LF˜ +
c1|f˜ |H
1 − λ−11 LF˜
, (36)
then the stationary solution u∞ of (21) is unique and there exists λ > 0 such that for each ψ ∈ CU , the solution
u(t;ψ) of (17) corresponding to this initial datum, satisfies (31), i.e.,∣∣u(t;ψ) − u∞∣∣2H  e−λt‖ψ − u∞‖2CH , ∀t  0.
Proof. Let φ ∈ CU be such that φ(0) = u∞ and
‖φ − u∞‖2CH  eλh
∣∣φ(0) − u∞∣∣2H, (37)
where λ > 0 is to be chosen later. Then,
−〈A˜(φ(0) − u∞), φ(0) − u∞〉− 〈B˜(φ(0),φ(0))− B˜(u∞, u∞),φ(0) − u∞〉
+ (F˜ (t, φ) − F˜ (t, u∞),φ(0) − u∞)H
−∥∥φ(0) − u∞∥∥2U + ∣∣〈B˜(φ(0) − u∞, φ(0) − u∞), u∞〉∣∣+ LF˜ ‖φ − u∞‖CH ∣∣φ(0) − u∞∣∣H
−∥∥φ(0) − u∞∥∥2U + LF˜ λ−11 eλh∥∥φ(0) − u∞∥∥2U + ∣∣〈B˜(φ(0) − u∞, φ(0) − u∞), u∞〉∣∣.
Using now (28) and (37), we obtain
−〈A˜(φ(0) − u∞), φ(0) − u∞〉− 〈B˜(φ(0),φ(0))− B˜(u∞, u∞),φ(0) − u∞〉
+ (F˜ (t, φ) − F˜ (t, u∞),φ(0) − u∞)H

(
−1 + LF˜ λ−11 eλh +
c1λ
−1
1 |f˜ |H
1 − λ−11 LF˜
)∥∥φ(0) − u∞∥∥2U . (38)
If (36) holds, then there exists λ > 0 such that
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c1λ
−1
1 |f˜ |H
1 − λ−11 LF˜
< 0,
and for this fixed λ, we can obtain from (38)
−〈A˜(φ(0) − u∞), φ(0) − u∞〉− 〈B˜(φ(0),φ(0))− B˜(u∞, u∞),φ(0) − u∞〉
+ (F˜ (t, φ) − F˜ (t, u∞),φ(0) − u∞)H
< −λλ−11
∥∥φ(0) − u∞∥∥2U −λ∣∣φ(0) − u∞∣∣2H.
The proof is now complete. 
Remark 15. Note that Theorem 11 and Corollary 14 ensure exponential convergence of solutions under similar suffi-
cient conditions. In fact, when F˜ is given by F˜ (t, ut ) = G˜(u(t − ρ(t)), then assumption (26) becomes (36) provided
that ρ∗ = 0 (in other words, when the delay function ρ is nonincreasing), but when 0 < ρ∗ < 1, then condition (26)
implies (36).
4. Exponential convergence of solutions of (1) to its stationary solution
4.1. A first result by using a Razumikhin-type argument
As a consequence of Corollary 14 we have the following result for the problem (1).
Theorem 16. Assume that F : (0,+∞) × CV → (H−1(O))3 satisfies assumptions (d1)–(d4) with X = V , and that
for any ξ ∈ CD(A) the mapping t ∈ [0,+∞) → F(t, ξ) ∈ (H−1(O))3 is continuous. Assume that f ∈ (H−1(O))3 is
such that there exists a stationary solution u∞ ∈ D(A) of (1) such that Au∞ ∈ V. If
νμ1 > LF + μ1(1 + α)c1(O)c(O)
α(νμ1 − LF ) ‖f ‖(H−1(O))3,
then the stationary solution u∞ of (1) is unique, and there exists λ > 0 such that for any ψ ∈ CD(A), the solution
u(t;ψ) of (1) corresponding to this initial value satisfies∥∥u(t;ψ) − u∞∥∥2  e−λt‖ψ − u∞‖2CV , ∀t  0.
4.2. Analysis of the variable delay case
From Theorems 10 and 11, it is not difficult to obtain existence of stationary solutions for (1) as well as exponential
convergence of solutions to them, in the particular case in which F is defined by
F(t, ξ) = G(ξ(−ρ(t))), t  0, ξ ∈ CV , (39)
where G : V → (H−1(O))3 is such that
G(0) = 0 and ∥∥G(v1) − G(v2)∥∥(H−1(O))3  LG‖v1 − v2‖, for all v1, v2 ∈ V, (40)
and ρ(t) satisfies the assumptions in the precedent section.
For example, we can prove the following result.
Theorem 17. Assume F is defined by (39), with G satisfying (40) and ρ ∈ C1([0,+∞)), such that ρ(t) 0, for all
t  0, h = supt0 ρ(t) ∈ (0,+∞) and ρ∗ = supt0 ρ′(t) < 1.
Assume that f ∈ (H−1(O))3 is independent of t , νμ1 > LG and
2νμ1 >
(2 − ρ∗)LG + 2μ1(1 + α)c1(O)c(O)‖f ‖(H−1(O))3 . (41)1 − ρ∗ α(νμ1 − LG)
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such that
ν
(
Au∞ − α(Au∞)
)+ (u∞ · ∇)(u∞ − αu∞) − α∇u∗∞ · u∞ + ∇p∞ = f + G(u∞), (42)
equality understood in the sense of (H−1(O))3.
Finally, any variational solution of (1) converges exponentially to u∞ in V, as t → +∞. More precisely, there
exist two positive constants C and λ, such that for any u0 ∈ V and φ ∈ L2V , the corresponding solution u of (1) with
f (t) ≡ f satisfies∥∥u(t) − u∞∥∥2 Ce−λt(∥∥u0 − u∞∥∥2 + ‖φ − u∞‖2L2V ), (43)
for all t  0.
Proof. The existence of u∞ ∈ D(A) satisfying (43),
ν(u∞ + αAu∞,Aw) + b#(u∞, u∞ − αu∞,w) =
〈
f + G(u∞),w
〉
, for all w ∈ D(A), (44)
and such that Au∞ belongs to V , follows immediately from Theorems 10 and 11, and from Remark 8. The fact that
u∞ satisfies (42) is deduced as follows:
As Au∞ belongs to V , for any ϕ ∈ V we have that
(Au∞,Aϕ) = −(Au∞,ϕ) = −
〈
(Au∞), ϕ
〉
−1.
Taking into account this equality, the fact that the space V is dense in V , and that by (5)〈∇u∗∞ · u∞, ϕ〉−1 = 0,
then from (44) it follows〈
ν
(
Au∞ − α(Au∞)
)+ (u∞ · ∇)(u∞ − αu∞) − α∇u∗∞ · u∞ − f − G(u∞), v〉−1 = 0, (45)
for all v ∈ V, and consequently, on account of [18, Remark 1.9, Chapter 1] (see also [10]), we obtain the existence
of p∞ ∈ L2(O) satisfying (42).
Finally, the uniqueness of u∞ is a consequence of (43). 
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