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THE HARMONIC MEASURE OF BALLS IN RANDOM TREES
By Nicolas Curien and Jean-Franc¸ois Le Gall
Universite´ Paris-Sud
We study properties of the harmonic measure of balls in typical
large discrete trees. For a ball of radius n centered at the root, we
prove that, although the size of the boundary is of order n, most of
the harmonic measure is supported on a boundary set of size approx-
imately equal to nβ , where β ≈ 0.78 is a universal constant. To derive
such results, we interpret harmonic measure as the exit distribution
of the ball by simple random walk on the tree, and we first deal with
the case of critical Galton–Watson trees conditioned to have height
greater than n. An important ingredient of our approach is the anal-
ogous continuous model (related to Aldous’ continuum random tree),
where the dimension of harmonic measure of a level set of the tree is
equal to β, whereas the dimension of the level set itself is equal to 1.
The constant β is expressed in terms of the asymptotic distribution
of the conductance of large critical Galton–Watson trees.
1. Introduction. The main goal of this work is to study properties of
the harmonic measure of balls in large discrete trees. From a probabilistic
point of view, the harmonic measure of a set is the exit distribution of that
set by random walk, in the discrete setting, or by Brownian motion, in the
continuous setting. Harmonic measure has been studied in depth both in
harmonic analysis and in probability theory, and it would be hopeless to try
to survey the literature on this subject. It has been observed in different
contexts that the harmonic measure of a set with a fractal-like boundary
is often supported on a subset of the boundary of strictly smaller dimen-
sion. For example, the famous Makarov theorem [30] states that harmonic
measure on the boundary of a simply connected planar domain is always
supported on a subset of Hausdorff dimension equal to 1, regardless of the
dimension of the boundary (see [21] for similar results in a discrete setting
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and [8] for higher-dimensional analogs). This “dimension drop” phenomenon
also appears in the context of (infinite) discrete random trees. In [27], Lyons,
Pemantle and Peres studied the harmonic measure at infinity for simple ran-
dom walk on an infinite supercritical Galton–Watson tree and proved that
the harmonic measure is supported on a boundary set of dimension strictly
less than the dimension of the whole boundary. The same authors then ex-
tended this result to biased random walk on a supercritical Galton–Watson
tree [28].
In the present work, we study a similar phenomenon in the context of
finite discrete trees. Our results apply to several combinatorial classes of
discrete trees, such as plane trees, binary trees or Cayley trees in particular.
For a typical tree with a (fixed) large size chosen in any of these classes,
we obtain that the harmonic measure of a ball of radius n is supported, up
to a small mass, on a subset of about nβ vertices, despite the fact that the
boundary of the ball has of order n vertices. Here, β ≈ 0.78 is a universal
constant that does not depend on the combinatorial class.
In order to obtain these results for “combinatorial trees”, we interpret
them as conditioned Galton–Watson trees. Recall that a Galton–Watson tree
describes the genealogy of a population starting with an ancestor or root,
where each individual has, independently of the others, a number of children
distributed according to a given offspring distribution (see Section 4.1 for a
precise definition). We first study harmonic measure on generation n of a
critical Galton–Watson tree, whose offspring distribution has mean 1 and
finite variance, and which is conditioned to have height greater than n. In
this setting, we obtain that most of the harmonic measure on generation n
is concentrated on a set of approximately nβ vertices, with high probability.
Again, this should be contrasted with the fact that the generation n of the
tree has about n vertices. The constant β has an explicit expression in terms
of the law of a random variable C, which is the limit in distribution of the
(scaled) conductance of the tree between the root and generation n—again
this limiting distribution does not depend on the offspring distribution. In
the related continuous model, we show that the Hausdorff dimension of the
harmonic measure is almost surely equal to β, whereas the dimension of the
boundary is known to be equal to 1. Let us describe our results in a more
precise way.
Discrete setting. Let θ be a probability measure on Z+, and assume
that θ has mean one and finite variance σ2 > 0. Under the probability P,
for every integer n≥ 0, we let T(n) be a Galton–Watson tree with offspring
distribution θ, conditioned on nonextinction at generation n. Conditionally
on the tree T(n), we then consider simple random walk on T(n), starting
from the root, and we let Σn be the first hitting point of generation n by
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random walk. The harmonic measure µn is the law of Σn. Notice that µn
is a random probability measure supported on the set T
(n)
n of all vertices
of T(n) at generation n. By a classical theorem of the theory of branching
processes, n−1#T(n)n converges in distribution to an exponential distribution
with parameter 2/σ2.
Theorem 1. There exists a constant β ∈ (0,1), which does not depend
on the offspring distribution θ, such that, for every δ > 0, we have the con-
vergence in P-probability
µn({v ∈T(n)n : n−β−δ ≤ µn(v)≤ n−β+δ})
(P)−→
n→∞1.
Consequently, for every ε ∈ (0,1), there exists, with P-probability tending to
1 as n→∞, a subset An,ε of T(n)n such that #An,ε ≤ nβ+δ and µn(An,ε)≥
1− ε. Conversely, the maximal µn-measure of a set of cardinality bounded
by nβ−δ tends to 0 as n→∞, in P-probability.
Although we have no exact numerical expression for β, calculations using
the formulas in Proposition 4 below indicate that β ≈ 0.78. See the discus-
sion at the end of Section 3.4. This approximate numerical value confirms
simulations made in physics [18].
The last two assertions of the theorem are easy consequences of the first
one. Indeed, An,ε := {v ∈ T(n)n : µn(v)≥ n−β−δ} has cardinality smaller than
nβ+δ, and the first assertion of the theorem shows that the µn-measure of
the latter set is greater than 1−ε with P-probability tending to 1 as n→∞.
On the other hand, if A is any subset of T
(n)
n with cardinality smaller than
nβ−δ, we have
µn(A)≤ µn({v ∈ T(n)n : µn(v)> n−β+δ/2}) + nβ−δn−β+δ/2
and the first term in the right-hand side tends to 0 in P-probability by the
first assertion of the theorem.
Theorem 1 implies a similar result for Galton–Watson trees conditioned
to have a fixed size. For every integer N ≥ 0 such that this makes sense, let
T(N) be distributed under the probability measure P as a Galton–Watson
tree with offspring distribution θ conditioned to have N edges. For every
integer n ≥ 1, let Tn(N) be the set of all vertices of T(N) at generation
n. The harmonic measure µNn is defined on the event {Tn(N) 6=∅} as the
hitting distribution of Tn(N) by simple random walk on T(N) started from
the root.
Corollary 2. Let δ > 0 and ε > 0. Then,
P({µNn ({v ∈Tn(N) : µNn (v) /∈ [n−β−δ, n−β+δ]})> ε} ∩ {Tn(N) 6=∅})
−→
n,N→∞
0.
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As in Theorem 1, this implies that, with high probability on the event
{Tn(N) 6= ∅}, the harmonic measure µNn is supported, up to a mass less
than ε, on a set of nβ+δ vertices, and conversely the maximal µNn -measure
of a set of cardinality bounded above by nβ−δ is small.
If h(T(N)) denotes the height (maximal distance from the root) of the
tree T(N), it is well known that N−1/2h(T(N)) converges in distribution
to a positive random variable; see (47) below. Therefore, if we let n and N
tend to infinity in such a way that n= o(
√
N), the probability P(Tn(N) 6=∅)
tends to 1. It is worth pointing that Corollary 2 applies to balls of radius
n which is large but small in comparison with the diameter of the tree—a
similar extension would in fact hold also for Theorem 1.
For specific choices of θ, the tree T(N) is uniformly distributed over
certain classes of combinatorial trees, and Corollary 2 yields the results
that were mentioned earlier in this Introduction. In particular, if θ is the
geometric distribution θ(k) = 2−k−1, T(N) is uniformly distributed over
plane trees with N edges. If θ is the Poisson distribution with mean 1, and
if we assign labels 1, . . . ,N + 1 to vertices in a random manner and then
“forget” the ordering of T(N), we get a random tree uniformly distributed
over Cayley trees on N + 1 vertices. In a similar manner, for every integer
p ≥ 2, we can handle p-ary trees (where the number of children of every
vertex belongs to {0,1, . . . , p}) or strictly p-ary trees (where each vertex has
0 or p children).
Continuous setting. A key ingredient of the proof of Theorem 1 is a
similar result in the continuous setting. A critical Galton–Watson tree con-
ditioned on having height greater than n, viewed as a metric space for
the graph distance normalized by the factor n−1, is close in the Gromov–
Hausdorff sense to a variant of Aldous’ Brownian continuum random tree
[2], also called the CRT. So a continuous analog of the harmonic measure
µn would be the hitting distribution of height 1 by Brownian motion on the
CRT starting from the root. Although the construction of Brownian motion
on the CRT has been carried out in [20] (see also [10] for a simpler approach,
and [5] for a general construction of Brownian motion on R-trees), we will
not follow this approach, because there is a simpler way of looking at the
continuous setting.
The point is that properties of the harmonic measure µn on T
(n)
n can
be read from the reduced tree T∗n that consists only of vertices of T(n)
that have descendants at generation n. In other words, we can chop off the
branches of the discrete tree that do not reach the level n. Indeed, a simple
argument shows that the hitting distribution of generation n is the same for
simple random walk on T(n) and on the reduced tree T∗n. See Figure 1 for a
simulation of a large Galton–Watson tree and the associated reduced tree.
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Fig. 1. A large (binary) Galton–Watson tree and the reduced tree at a given level.
The scaling limit of the discrete reduced trees T∗n (when distances are
scaled by the factor n−1) is particularly simple. We define a random com-
pact R-tree by the following device. We start from an (oriented) line segment
whose length U∅ is uniformly distributed over [0,1] and whose origin will
serve as the root of our tree. At the other end of this initial line segment, we
attach the initial point of two other line segments with respective lengths
U1 and U2 such that, conditionally given U∅, U1 and U2 are independent
and uniformly distributed over [0,1 − U∅]. At the other end of the first
of these segments, respectively, of the second one, we attach two line seg-
ments whose lengths are again independent and uniformly distributed over
[0,1−U∅−U1], respectively, over [0,1−U∅−U2], conditionally on the triplet
(U∅,U1,U2). We continue the construction by induction and after an infi-
nite number of steps we get a random (noncompact) rooted R-tree, whose
completion is denoted by ∆. This is the scaling limit of the discrete reduced
trees T∗n. See Section 2.1 for a more precise construction.
The metric on ∆ is denoted by d. By definition, the boundary ∂∆ consists
of all points of ∆ at height 1, that is, at distance 1 from the root: these
are exactly the points that are added when taking the completion in the
preceding construction.
It is then easy to define Brownian motion on ∆ starting from the root
and up to the first hitting time of ∂∆ (it would be possible to extend the
definition of Brownian motion beyond the first hitting time of ∂∆, but this
is not relevant to our purposes). Roughly speaking, this process behaves
like linear Brownian motion as long as it stays on an “open interval” of
the tree. It is reflected at the root of the tree and when it arrives at a
branching point, it chooses each of the three possible line segments incident
to this point with equal probabilities. The harmonic measure µ is then the
(quenched) distribution of the first hitting point of ∂∆ by Brownian motion
(see Section 2.1 for details).
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Fig. 2. A simulation of the reduced tree ∆ and the harmonic measure on its boundary.
Clearly the measure is not uniformly spread and exhibits a fractal behavior.
Theorem 3. With the same constant β as in Theorem 1, we have P
a.s., µ(dx) a.e.,
lim
r↓0
logµ(Bd(x, r))
log r
= β,
where Bd(x, r) stands for the closed ball of radius r centered at x in the
metric space (∆,d). Consequently, the Hausdorff dimension of µ is P a.s.
equal to β.
The fact that the second assertion of the theorem follows from the first
one is standard. See, for example, Lemma 4.1 in [27]. The simulation in
Figure 2 illustrates the fractal behavior of the measure µ.
Remark. It is not hard to prove that the Hausdorff dimension of ∂∆
(with respect to d) is a.s. equal to 1. An exact Hausdorff measure function
is given by Theorem 1.3 in Duquesne and Le Gall [12].
Let us give some ideas of the proof of Theorem 3. It is well known that
one can turn the tree ∆, or rather the subtree ∆ \ ∂∆, into a “stationary”
object via a logarithmic transformation. Roughly speaking, we introduce a
new tree which has the same binary branching structure as ∆, such that
each point of ∆ at height s ∈ [0,1) corresponds to a point of the new tree
at height − log(1− s) ∈ [0,∞). The resulting noncompact tree is called the
Yule tree because it describes the genealogy of the classical Yule process,
where individuals have (independent) exponential lifetimes with parameter 1
and each individual has exactly two offspring. We define the boundary of the
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Yule tree as the collection of all its geodesic rays, where a geodesic ray is just
a semi-infinite geodesic path starting from the root. This boundary is easily
identified with ∂∆. An application of Itoˆ’s formula shows that the logarith-
mic transformation turns Brownian motion on ∆ into a time-changed Brow-
nian motion with drift 1/2 toward infinity on the Yule tree. Consequently,
the probability measure µ corresponds via the preceding transformation to
the distribution ν of the geodesic ray that is “selected” by Brownian motion
with drift 1/2 (i.e., the unique ray of the Yule tree that is visited by Brow-
nian motion at arbitrarily large times). The first assertion of Theorem 3 is
then equivalent to proving that, P a.s., ν(dy) a.e.,
lim
r→∞
1
r
log ν(B(y, r)) =−β,(1)
where B(y, r) denotes the set of all geodesic rays of the Yule tree that coincide
with y up to height r.
The next step is then to identify a kind of “stationary environment seen
from the particle” for Brownian motion on the Yule tree. More precisely,
we show in Section 3.1 that the law of the subtree above level r ≥ 0 that
is selected by Brownian motion (with drift 1/2) converges as r→∞ to a
limiting probability measure that we explicitly describe. This allows us to
construct an ergodic invariant measure for the natural shifts on the space of
all pairs consisting of a (deterministic) Yule-type tree and a distinguished
geodesic ray on this tree, and moreover this measure is absolutely continuous
with respect to the law of the random pair formed by the Yule tree and the
ray selected by Brownian motion. The limiting result (1) then follows from
an application of Birkhoff’s ergodic theorem to a suitable functional. In this
part of our work, we use several ideas that have been developed by Lyons,
Pemantle and Peres [27] in a slightly different setting.
The random conductance. The constant β in Theorems 1 and 3 can be
expressed in terms of the (continuous) conductance of ∆. Roughly speak-
ing, if one considers ∆ as a network of resistors with unit resistance per
unit length, then the effective resistance between height 0 and height 1 is a
random variable, which we denote by C. With this interpretation, it is clear
that C > 1 a.s. Alternatively, C is the mass under the Brownian excursion
measure from the root of those excursion paths that hit height 1. Note that
C is also the limit in distribution of the (scaled) conductance between gener-
ations 0 and n in T(n). The distribution of C satisfies the following recursive
equation:
C (d)=
(
U +
1−U
C1 + C2
)−1
,(2)
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Fig. 3. A histogram of the distribution of γ over (1,∞) from simulations based on the
recursive equation (2). There are explicit formulas for the density of γ over [1,2] and over
[2,3], which however depend on the (unknown) density at 1. The red and the blue curves
correspond to these explicit formulas, with a numerical approximation of the density at 1.
where C1 and C2 are independent copies of C, and U is uniformly distributed
over [0,1] and independent of the pair (C1,C2). Despite this rather simple
recursive equation, the law γ(ds) of C is not completely understood (in
particular, its mean is unknown). We prove that, although γ has a continuous
density f over [1,∞), the function f is not twice continuously differentiable
at the point 2 (and we expect a similar singular behavior at all integer
values). See Figure 3.
In many respects, the distribution γ governs the behavior of harmonic
measure. In particular the constant β has an explicit expression in terms of
γ.
Proposition 4. The distribution γ is characterized in the class of all
probability measures on [1,∞) by the distributional equation (2). The con-
stant β appearing in Theorems 1 and 3 is given by
β = 2
∫∫∫
γ(dr)γ(ds)γ(dt)(rs/(r+ s+ t− 1)) log((s+ t)/s)∫∫
γ(ds)γ(dt)(st/(s+ t− 1))
(3)
=
1
2
(
(
∫
γ(ds)s)2∫∫
γ(ds)γ(dt)(st/(s+ t− 1)) − 1
)
.
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We finally mention that some extensions of the results of the present work
have been obtained by Lin [24, 25]. A version of Theorem 1 for Galton–
Watson trees whose offspring distribution belongs to the domain of attrac-
tion of a stable law with index α ∈ (1,2) is derived in [24]. In the setting
of the present work, the article [25] gives an analog of Theorem 1 for the
harmonic measure of a vertex chosen according to the uniform probability
measure on generation n of the tree T(n). This is another step toward a full
multifractal analysis of the harmonic measure µn.
The paper is organized as follows. We start by studying the continuous
model. In Section 2, we introduce the basic set-up and we relate the random
tree ∆ to the Yule tree. The law of the random conductance C is studied
in Section 2.3. Section 3 gathers the ingredients of the proof of Theorem 3.
In particular, Section 3.2 identifies the limiting distribution of the subtree
above level r selected by Brownian motion, and Section 3.3 explains the
application of the ergodic theorem needed to derive (1). Section 4 is devoted
to the proof of Theorem 1 and Corollary 2. Let us emphasize that Theorem
1 is not a straightforward consequence of Theorem 3, and that the proof of
our results in the discrete setting requires a number of additional estimates,
even though a key role is played by Theorem 3. The last section is devoted
to a few complements. In particular, we comment on the connection between
the present paper and the recent work of Aı¨de´kon [1].
2. The continuous setting. In this section, we give a formal definition of
the (continuous) reduced tree ∆. We then explain the connection between
the reduced tree and the Yule tree. We finally introduce and study the
conductance of these trees, which plays a key role in the next sections.
2.1. The reduced tree ∆. We set
V =
∞⋃
n=0
{1,2}n,
where {1,2}0 = {∅}. If v = (v1, . . . , vn) ∈ V , we set |v| = n (in particular,
|∅| = 0), and if n ≥ 1, we define the parent of v as v̂ = (v1, . . . , vn−1) (we
then say that v is a child of v̂). If v = (v1, . . . , vn) and v
′ = (v′1, . . . , v
′
m)
belong to V , the concatenation of v and v′ is vv′ := (v1, . . . , vn, v′1, . . . , v′m).
The notions of a descendant and an ancestor of an element of V are defined in
the obvious way, with the convention that a vertex v ∈ V is both an ancestor
and a descendant of itself. If v,w ∈ V , v ∧w is the unique element of V that
is an ancestor of both v and w and such that |v ∧w| is maximal.
We then consider a collection
(Uv)v∈V
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Fig. 4. The random tree ∆0.
of independent real random variables uniformly distributed over [0,1] under
the probability measure P. We set
Y∅ =U∅
and then, by induction, for every v ∈ {1,2}n, with n≥ 1,
Yv = Yv̂ +Uv(1− Yv̂).
Note that 0≤ Yv < 1 for every v ∈ V , a.s. Consider then the set
∆0 := ({∅} × [0, Y∅]) ∪
( ⋃
v∈V\{∅}
{v} × (Yv̂, Yv]
)
.
There is a straightforward way to define a metric d on ∆0, so that (∆0,d) is a
(noncompact) R-tree and, for every x= (v, r) ∈∆0, we have d((∅,0), x) = r.
To be specific, let x= (v, r) ∈∆0 and y = (w,r′) ∈∆0:
• If v is a descendant of w or w is a descendant of v, we set d(x, y) = |r− r′|.
• Otherwise, d(x, y) = d((v∧w,Yv∧w), x)+d((v∧w,Yv∧w), y) = (r−Yv∧w)+
(r′ − Yv∧w).
See Figure 4 for an illustration of the tree ∆0.
We let ∆ be the completion of ∆0 with respect to the metric d. Then
∆=∆0 ∪ ∂∆,
where by definition ∂∆ = {x ∈ ∆ : d((∅,0), x) = 1}, which is canonically
identified with {1,2}N (here and below, N= {1,2, . . .} is the set of all positive
integers). Note that (∆,d) is a compact R-tree.
The point (∅,0) is called the root of ∆. For every x ∈∆, we set H(x) =
d((∅,0), x) and call H(x) the height of x. We can define a genealogical order
on ∆ by setting x≺ y if and only if x belongs to the geodesic path from the
root to y.
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For every ε ∈ (0,1), we set
∆ε = {x ∈∆ :H(x)≤ 1− ε},
which is also a compact R-tree for the metric d. The leaves of ∆ε are the
points of the form (v,1 − ε) for all v ∈ V such that Yv̂ < 1 − ε ≤ Yv. The
branching points of ∆ε are the points of the form (v,Yv) for all v ∈ V such
that Yv < 1− ε. We can then define Brownian motion on ∆ε as a special case
of a diffusion on a graph (see in particular [13, 15] and the references therein,
and note that the definition of Brownian motion on ∆ε can also be viewed
as a very special case of the construction of Brownian motion on R-trees
given in [5]). Informally, this process behaves like linear Brownian motion
as long as it stays on an “open interval” of the form {v}× (Yv̂, Yv ∧ (1− ε)).
It is reflected at the root (∅,0) and at the leaves of ∆ε, and when it arrives
at a branching point of the tree, it chooses each of the three possible line
segments ending at this point with equal probabilities.
Write Bε = (Bεt )t≥0 for Brownian motion on ∆ε starting from the root,
which is defined under the probability measure P (for our purposes, it will
be important to carefully distinguish the probability measure P governing
the random trees and the one governing Brownian motions on these trees).
We let
Tε := inf{t≥ 0 :H(Bεt ) = 1− ε},
be the hitting time of the set of all leaves of ∆ε.
If we now set εn = 2
−n for every n≥ 1, we may define all processes Bεn
on the same probability space, in such a way that Bεnt∧Tεm =B
εm
t∧Tεm for every
t≥ 0 and every choice of m≤ n, P a.s. Assuming that the latter property
holds, we set
T = lim
n↑∞
↑ Tεn
and we define the process (Bt)t≥0 by requiring that Bt = † if t≥ T (where
† is a cemetery point) and, for every n≥ 1 and t≥ 0, Bt∧Tεn =Bεnt∧Tεn . It is
easy to verify that the left limit
BT− = lim
t↑T,t<T
Bt
exists in ∆ and belongs to ∂∆, P a.s. The harmonic measure µ is the dis-
tribution of BT− under P , which is a (random) probability measure on
∂∆= {1,2}N.
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2.2. The Yule tree. For the proof of Theorem 3, it will be more conve-
nient to reformulate the problem in terms of Brownian motion on the Yule
tree. To define the Yule tree, consider now a collection
(Vv)v∈V
of independent real random variables exponentially distributed with mean
1 under the probability measure P. We set
Y∅ = V∅
and then by induction, for every v ∈ {1,2}n, with n≥ 1,
Yv = Yv̂ + Vv.
The Yule tree is the set
Γ := ({∅} × [0,Y∅])∪
( ⋃
v∈V\{∅}
{v} × (Yv̂,Yv]
)
,
which is equipped with the metric d defined in the same way as d in the
preceding section. For this metric, Γ is again a noncompact R-tree. For every
x= (v, r) ∈ Γ, we keep the notation H(x) = r= d((∅,0), x) for the height of
the point x.
Now observe that if U is uniformly distributed over [0,1], the random
variable − log(1− U) is exponentially distributed with mean 1. Hence, we
may and will suppose that the collection (Vv)v∈V is constructed from the
collection (Uv)v∈V in the previous section via the formula Vv =− log(1−Uv),
for every v ∈ V . Then the mapping Ψ defined on ∆0 by Ψ(v, r) = (v,− log(1−
r)), for every (v, r) ∈∆0, is a homeomorphism from ∆0 onto Γ.
Stochastic calculus shows that we can write, for every t ∈ [0, T ),
Ψ(Bt) =W
(∫ t
0
(1−H(Bs))−2 ds
)
,(4)
where (W (t))t≥0 is Brownian motion with constant drift 1/2 toward infinity
on the Yule tree (this process is defined in a similar way as Brownian motion
on ∆ε, except that it behaves like Brownian motion with drift 1/2 on every
“open interval” of the tree). Note that W is again defined under the prob-
ability measure P . From now on, when we speak about Brownian motion
on the Yule tree or on other similar trees, we will always mean Brownian
motion with drift 1/2 toward infinity.
By definition, the boundary of Γ is the set of all infinite geodesics in Γ
starting from the root (∅,0) (these are called geodesic rays). The boundary
of Γ is canonically identified with {1,2}N. From the transience of Brownian
motion on Γ, there is an a.s. unique geodesic ray denoted by W∞ that is
visited by (W (t), t ≥ 0) at arbitrarily large times. We sometimes say that
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W∞ is the exit ray of Brownian motion on Γ. The distribution of W∞ under
P yields a probability measure ν on {1,2}N. Thanks to (4), we have in fact
ν = µ, provided we view both µ and ν as (random) probability measures on
{1,2}N. The statement of Theorem 3 is then reduced to checking that (1)
holds ν(dy) a.e., P a.s.
Yule-type trees. Our proof of (1) makes a heavy use of tools of ergodic
theory applied to certain transformations on a space of trees that we now
describe. We let T be the set of all collections (zv)v∈V of nonnegative real
numbers such that the following properties hold:
(i) zv̂ < zv for every v ∈ V \ {∅};
(ii) for every v= (v1, v2, . . .) ∈ {1,2}N,
lim
n→∞z(v1,...,vn) =+∞.
Notice that we allow the possibility that z∅ = 0. We equip T with the σ-field
generated by the coordinate mappings. If (zv)v∈V ∈ T, we can consider the
associated “tree”
T := ({∅} × [0, z∅])∪
( ⋃
v∈V\{∅}
{v} × (zv̂ , zv]
)
,
equipped with the distance defined as above. We will keep the notation
H(x) = r if x = (v, r) for the height of a point x ∈ T . The genealogical
order on T is defined as previously and will again be denoted by ≺. If
u = (u1, u2, . . . , un, . . .) ∈ {1,2}N, and x= (v, r) ∈ T , we write x ≺ u if v =
(u1, u2, . . . , uk) for some integer k ≥ 0.
We will often abuse notation and say that we consider a tree T ∈ T: this
really means that we are given a collection (zv)v∈V satisfying the above
properties, and we consider the associated tree T . In particular, T has an
order structure (in addition to the genealogical partial order) given by the
lexicographical order on V . Elements of T will be called Yule-type trees.
Clearly, the Yule tree can be viewed as a random variable with values in
T, and we write Θ(dT ) for its distribution.
Let us fix T ∈ T. If r > 0, the level set at height r is
Tr = {x ∈ T :H(x) = r}.
If x ∈ Tr, we can consider the subtree T [x] of descendants of x in T . Formally,
we view T [x] as an element of T: we write vx for the unique element of V
such that x= (vx, r), and define T [x] as the Yule-type tree corresponding to
the collection (zvxv− r)v∈V . Similarly, if [[0, x]] denotes the geodesic segment
between the root and x, we can define the subtrees of T branching off
[[0, x]]. To this end, let nx = |vx| and let vx,0 =∅, vx,1, . . . , vx,nx = vx be the
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successive ancestors of vx from generation 0 to generation nx. Set rx,i =
zvx,i−1 for every 1 ≤ i ≤ nx. Then, for every 1 ≤ i ≤ nx, the ith subtree
branching off [[0, x]], which is denoted by Tx,i, corresponds to the collection
(zv˜x,iv − rx,i)v∈V ,
where v˜x,i is the child of vx,i−1 that is not vx,i. To simplify notation, we
introduce the point measure
ξr,x(T ) =
nx∑
i=1
δ(rx,i,Tx,i),
which belongs to the setMp(R+×T) of all finite point measures on R+×T.
We now state a “spine” decomposition of the Yule tree, which plays an
important role in our approach. See Figure 5 for an illustration of this de-
composition.
Proposition 5 (Spine decomposition). Let F be a nonnegative mea-
surable function on T, and let G be a nonnegative measurable function on
Mp(R+ ×T). Let r > 0. Then
E
[∑
x∈Γr
F (Γ[x])G(ξr,x(Γ))
]
= erE[F (Γ)]×E[G(N )],
where N (dsdT ) is, under the probability measure P, a Poisson point measure
on Mp(R+ ×T) with intensity 21[0,r](s)dsΘ(dT ).
This result is part of the folklore of the subject (see Theorem 2 in [9]
for essentially the same Palm decomposition in the more general setting
where branching is combined with spatial motion), and is closely related to
the spine decomposition of size-biased Galton–Watson trees in the discrete
setting (see, e.g., [29], Section 12.1). For the reader’s convenience, we sketch
a proof of Proposition 5 in the Appendix below. This proof is based on a
relation between the continuous reduced tree ∆ and the Brownian excursion
conditioned to hit level 1, which is recalled in Section 4.2 below (see in
particular Figure 7).
Fig. 5. The spine decomposition.
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2.3. The continuous conductance. Before we proceed to the proof of The-
orem 3, we will define and study the continuous conductance C of the tree
∆, which plays a major role in this proof. Informally, the random variable C
is defined by viewing the random tree ∆ as a network of ideal resistors with
unit resistance per unit of length and letting C be the conductance between
the root and the set ∂∆ in this network. We will give a more formal def-
inition using excursion measures of Brownian motion. To this end, and in
view of further applications in the next section, we first define the excursion
measure on a (deterministic) Yule-type tree.
So let T ∈ T, and consider the associated collection (zv)v∈V as explained
in the preceding section. We suppose that z∅ > 0. We write C(R+,T ) for
the set of all continuous functions from R+ into T . We also let ET be the
subset of C(R+,T ) consisting of all “excursions” in T : an element ω of
C(R+,T ) belongs to ET if and only if ω(0) = (∅,0) and there exists a number
ζ(ω) ∈ (0,∞] such that ω(t) 6= (∅,0) if and only if 0 < t < ζ(ω). For every
r ≥ 0 and ω ∈C(R+,T ), set
Tr(ω) := inf{t≥ 0 :H(ω(t)) = r},
where we recall that H(ω(t)) is the height (or distance from the root) of ω(t),
and we make the usual convention inf∅=∞. For every ε ∈ (0, z∅), there is
a unique yε ∈ T whose height is equal to ε. Let nT ,ε be the law of Brownian
motion on T with drift 1/2 started from yε and stopped when it hits the root
(∅,0) (if this event occurs). Then nT ,ε is a probability measure on the space
C(R+,T ). If 0< ε′ < ε an application of the strong Markov property shows
that the distribution of (ω(Tε(ω) + t))t≥0 under nT ,ε′(·|Tε <∞) is nT ,ε.
Furthermore, nT ,ε′(Tε <∞) = (1 − e−ε′)/(1 − e−ε), by the formula for the
scale function of linear Brownian motion with drift. From these properties,
it is an easy exercise to verify that the measures ε−1nT ,ε converge when
ε→ 0 toward a σ-finite measure nT on the set ET of all excursions in T .
The convergence holds in the sense that
ε−1nT ,ε(g1(ω(t1)) · · ·gp(ω(tp)))−→
ε→0
nT (g1(ω(t1)) · · ·gp(ω(tp)))
for every choice of 0< t1 < · · ·< tp and of the bounded continuous functions
g1, . . . , gp on T that vanish on a neighborhood of (∅,0) in T . Alternatively,
the measure nT is the unique σ-finite measure on ET such that, for every
ε > 0, one has nT (Tε <∞) = (1− e−ε)−1 and the law of (ω(Tε(ω) + t))t≥0
under nT (·|Tε <∞) is nT ,ε.
The measure nT is called the excursion measure of Brownian motion (with
drift 1/2) in the tree T . The preceding construction is an analog of a classical
construction of the Itoˆ excursion measure of linear Brownian motion; see, for
example, [32], Chapter XII. Of course, it is also a special case of the definition
of the excursion measure of a general Markov process from a regular point
(see Blumenthal [6]).
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The conductance C(T ) is then defined by
C(T ) = nT (ζ =∞) = lim
ε→0
ε−1nT ,ε(T0 =∞).
Note that we have 1 ≤ C(T ) ≤ (1 − e−z∅)−1 <∞. The bound C(T ) ≥ 1 is
obtained by saying that C(T ) is greater than the conductance of the trivial
tree that consists only of a half-line. The other bound follows from the form
of the scale function of Brownian motion with drift, which yields an explicit
expression for the probability under nT ,ε that the process comes back to 0
before hitting the first branching point.
To simplify notation, we set C = C(Γ), which is a random variable with
values in [1,∞). Because of the relations between the Yule tree Γ and the
reduced tree ∆, the random conductance C may also be defined as the mass
assigned by the excursion measure of Brownian motion on ∆ (away from
the root), to the set of trajectories that reach height 1 before coming back
to the root.
The distributional identity (2) is obvious from the electric network inter-
pretation: just view ∆ as a series of two conductors, the first one being a
segment of length U and the second one consisting of two independent copies
of ∆ (scaled by the factor 1−U ) in parallel. Alternatively, it is also easy to
derive (2) from the probabilistic definition in terms of excursion measures,
by applying the strong Markov property at the hitting time of the first node
of the tree. We leave the details to the reader.
Let us now prove that (2) characterizes the law of C and discuss some of
the properties of this law. For u ∈ (0,1) and x, y ≥ 1, we define
G(u,x, y) :=
(
u+
1− u
x+ y
)−1
,(5)
so that (2) can be rewritten as
C (d)= G(U,C1,C2),(6)
where U,C1,C2 are as in (2). Let M be the set of all probability measures
on [1,∞] and let Φ :M →M map a distribution λ to
Φ(λ) = Law(G(U,X1,X2)),
where X1 and X2 are independent and distributed according to λ and U is
uniformly distributed over [0,1] and independent of the pair (X1,X2).
Proposition 6. The law γ of C is the unique fixed point of the mapping
Φ on M , and we have Φk(λ)→ γ weakly as k →∞, for every λ ∈ M .
Furthermore all moments of γ are finite, and γ has a continuous density
over [1,∞). Finally, the Laplace transform
ϕ(ℓ) = E[exp(−ℓC/2)] =
∫ ∞
1
e−ℓr/2γ(dr), ℓ≥ 0
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solves the differential equation
2ℓϕ′′(ℓ) + ℓϕ′(ℓ) + ϕ2(ℓ)−ϕ(ℓ) = 0.(7)
Remark. In [27], the authors discuss the conductance of an infinite su-
percritical Galton–Watson tree with offspring distribution θ. This conduc-
tance also satisfies a recursive distributional equation, which depends on θ.
In that setting, it is conjectured that the distribution of the conductance is
absolutely continuous with respect to Lebesgue measure at least if θ(k) = 0
for all sufficiently large k; see [26, 29].
Proof of Proposition 6. We start with a few preliminary observa-
tions. If λ,λ′ ∈M , we say that a random pair (X,Y ) is a coupling of λ and
λ′ if X is distributed according to λ and Y is distributed according to λ′.
The stochastic partial order  on M is defined by saying that λ λ′ if and
only if there exists a coupling (X,Y ) of λ and λ′ such that X ≤ Y a.s. It is
then clear that the mapping Φ is increasing for the stochastic partial order.
We endow the set M1 of all probability measures on [1,∞] that have a
finite first moment with the 1-Wasserstein metric
d1(λ,λ
′) := inf{E[|X − Y |] : (X,Y ) coupling of (λ,λ′)}.
The metric space (M1,d1) is Polish and its topology is finer than the weak
topology on M1. From the easy bound G(u,x, y) ≤ x+ y, we immediately
see that Φ maps M1 into M1. We then observe that the mapping Φ is
strictly contractant on M1. To see this, let (X1, Y1) and (X2, Y2) be two
independent copies of a coupling between λ,λ′ ∈M1 and let U be uniformly
distributed over [0,1] and independent of (X1, Y1,X2, Y2). Then the two
variables G(U,X1,X2) and G(U,Y1, Y2) give a coupling of Φ(λ) and Φ(λ
′).
Using the fact that X1, Y1,X2, Y2 ≥ 1, we have
|G(U,X1,X2)−G(U,Y1, Y2)|
=
∣∣∣∣(U + 1−UX1 +X2
)−1
−
(
U +
1−U
Y1 + Y2
)−1∣∣∣∣
=
∣∣∣∣ (X1 +X2 − Y1 − Y2)(1−U)(U(X1 +X2) + 1−U)(U(Y1 + Y2) + 1−U)
∣∣∣∣
≤ (|X1 − Y1|+ |X2 − Y2|) 1−U
(1 +U)2
.
Taking expected values and minimizing over the choice of the coupling
between λ and λ′, we get d1(Φ(λ),Φ(λ′)) ≤ 2(1 − log(2))d1(λ,λ′). Since
2(1− log(2))< 1, the mapping Φ is contractant on M1 and by completeness
it has a unique fixed point γ0 in M1. Furthermore, for every λ ∈ M1, we
have Φk(λ)→ γ0 for the metric d1, hence also weakly, as k→∞.
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Since we know from (6) that γ is also a fixed point of Φ, the equality γ = γ0
will follow if we can verify that γ0 is the unique fixed point of Φ in M . To
this end, it will be enough to verify that we have Φk(λ)→ γ0 as k→∞, for
every λ ∈M . Let λ ∈M and for every t ∈R set Fλ(t) = λ([t,∞]). Also set
F
(2)
λ (t) = P (X1+X2 ≥ t) where X1 and X2 are independent and distributed
according to λ. Then we have, for every t > 1,
FΦ(λ)(t) = P
(
U +
1−U
X1 +X2
≤ t−1
)
= P
(
U < t−1 and
t−Ut
1−Ut ≤X1 +X2
)
(8)
=
∫ 1/t
0
duF
(2)
λ
(
t− ut
1− ut
)
=
t− 1
t
∫ ∞
t
dx
(x− 1)2F
(2)
λ (x).
It follows that, for every t≥ 1,
FΦ(λ)(t)≤
F
(2)
λ (t)
t
≤ 2Fλ(t/2)
t
.(9)
We apply this to λ=Φ(δ∞), where δ∞ is the Dirac measure at ∞. We have
FΦ(δ∞)(t) = t
−1, and it follows that, for every t≥ 1,
FΦ2(δ∞)(t)≤
4
t2
.
This implies that Φ2(δ∞) ∈M1. By monotonicity, we have also Φ2(λ) ∈M1
for every λ ∈M , and from the preceding results we get Φk(λ)→ γ0 for every
λ ∈M . As explained above this implies that γ = γ0 is the unique fixed point
of Φ in M .
Let us now check that all moments of γ are finite. To simplify notation,
we write F = Fγ and F
(2) = F
(2)
γ . By (8), we have for every t > 1,
F (t) =
t− 1
t
∫ ∞
t
dx
(x− 1)2F
(2)(x)(10)
which implies that F (t)≤ 2F (t/2)/t for every t≥ 1, by the same argument
as above. Iterating this inequality, we get that F (t) ≤ c1 exp(−c2(log t)2),
with certain constants c1, c2 > 0. It follows that all moments of γ are finite.
By construction, we have F (2)(t) = 1 for every t ∈ [1,2]. It then immedi-
ately follows from (10) that we have
F (t) =
K0
t
+1−K0 ∀t ∈ [1,2],(11)
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where
K0 = 2−
∫ ∞
2
dx
(x− 1)2F
(2)(x) ∈ [1,2].
Then we observe that the right-hand side of (10) is a continuous function
of t ∈ (1,∞), so that F is continuous on [1,∞) [the right-continuity at 1 is
obvious from (11)]. Thus, γ has no atoms and it follows that the function
F (2) is also continuous on [1,∞). Using (10) again, we obtain that F is
continuously differentiable on [1,∞), and consequently γ has a continuous
density f =−F ′ with respect to Lebesgue measure on [1,∞). By (11), f(t) =
K0t
−2 for t ∈ [1,2] and in particular f(1) =K0.
Let us finally derive the differential equation (7). To this end, we first
differentiate (10) with respect to t to get that the linear differential equation
t(t− 1)F ′(t)− F (t) =−F (2)(t),(12)
holds for t ∈ [1,∞). Then let g : [1,∞)→R+ be a continuously differentiable
function such that g(x) and g′(x) are both o(xα) when x→∞, for some
α ∈ (0,∞). From the definition of F and Fubini’s theorem, we have∫ ∞
1
dtg′(t)F (t) = E[g(C)]− g(1)
and similarly ∫ ∞
1
dtg′(t)F (2)(t) = E[g(C1 + C2)]− g(1),
where C1 and C2 are independent copies of C under the probability P. We
then multiply both sides of (12) by g′(t) and integrate for t running from 1
to ∞ to get
E[C1(C1 − 1)g′(C1)] +E[g(C1)] = E[g(C1 + C2)].(13)
When g(x) = exp(−xℓ/2) for ℓ > 0, this readily gives (7). 
Remark. We may also take g(x) = xm for m ∈ {1,2,3,4, . . .} in (13).
This leads to recursive formulas for the moments of C in terms of the first
moment E[C] (simulations give E[C]≈ 1.72).
Singular behavior of the density of γ. By (11), the values of F and f =
−F ′ on the interval [1,2] are determined by the constant K0 = f(1). We have
not been able to obtain an exact numerical value for K0, but simulations
indicate that K0 ≈ 1.47 (see Figure 3). We may now observe that the values
of F over [1,2] determine the values of F (2) over [2,3], via the formula
1− F (2)(t) =
∫ t−1
1
dsf(s)(1−F (t− s)) ∀t ∈ [2,3].
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We can then use either (12) or (10) to get a complicated explicit expression
for F over [2,3], again in terms of K0. By iterating the argument, we can in
principle determine F by solving linear differential equations on the succes-
sive intervals [n,n+1], n= 1,2, . . . . Unfortunately, the calculations become
tedious and we have not been able to find a closed expression for F (t). How-
ever, from the expressions found for the first two intervals [1,2] and [2,3],
one can verify that, although the function f is continuously differentiable
on (1,3), one has
f ′′(2−) = 3K0
8
whereas f ′′(2+) =
3K0 − 4K20
8
,
so that f is not twice differentiable at the point 2. See the inflection point
at 2 on Figure 3.
2.4. The flow property of harmonic measure. In this section, we establish
a property of harmonic measure that plays an important role in the proof of
Theorem 3. This property is well known in the discrete setting, but perhaps
less standard in the continuous setting, and we sketch a short proof.
We fix a Yule-type tree T ∈ T. In this section only, we slightly abuse
notation by writing W = (Wt)t≥0 for Brownian motion with drift 1/2 on
T started from the root. As previously, W∞ is the exit ray of W , and the
distribution of W∞ is the harmonic measure of T . For every r > 0, if x is
the unique point of Tr such that x≺W∞, we write W (r)∞ for the ray of T [x]
that is obtained by shifting W∞ at time r.
Lemma 7. Let r > 0 and x ∈ Tr. Conditionally on {x ≺W∞}, the law
of W
(r)
∞ is the harmonic measure of T [x].
Proof. For simplicity, we suppose that x is not a branching point of
T , and then we can choose ε > 0 sufficiently small so that there is a unique
descendant xε of x in T at distance ε from x. Clearly, the harmonic measure
of T [x] can be obtained by considering the distribution of the exit ray of
Brownian motion started from xε and conditioned never to hit x. On the
other hand, by considering the successive passage times at xε, we can also
verify that the conditional law of W
(r)
∞ knowing that x≺W∞ corresponds
to the same distribution. We leave the details to the reader. 
3. Proof of Theorem 3. Let us outline the main steps of the proof of
Theorem 3. Proposition 8 below uses the spine decomposition (Proposition
5) and the Ray-Knight theorem for local times of Brownian motion with
drift to determine the exact distribution of the subtree of the Yule tree
above level r that is selected by harmonic measure. In Section 3.2, we use
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stochastic calculus to prove that this law converges as r→∞ to an explicit
distribution, which is absolutely continuous with respect to Θ (Corollary 11).
In the last two subsections, we rely on arguments of ergodic theory, mainly
inspired by [27], to complete the proof of Theorem 3.
We recall that P stands for the probability measure under which the Yule
tree is defined, whereas Brownian motion (with drift 1/2) on the Yule tree
is defined under the probability measure P .
3.1. The subtree above level r selected by harmonic measure. In this sub-
section, we fix r > 0. We will implicitly use the fact that Γ has a.s. no
branching point at height r.
There is a unique point x ∈ Γr such that x≺W∞, and we set Γ(r) = Γ[x],
which is the subtree above level r selected by harmonic measure. We are
interested in the distribution of Γ(r). Let F be a nonnegative measurable
function on T, and consider the quantity
Ir := E⊗E[F (Γ(r))] = E⊗E
[∑
x∈Γr
F (Γ[x])1{x≺W∞}
]
,(14)
where the notation E⊗E means that we consider the expectation first under
the probability measure P (under which the Brownian motion W is defined)
and then under P. We will use Proposition 5 to evaluate Ir. In the first part
of the argument, until the derivation of formula (17) below, we argue under
the probability measure P , that is, conditionally given the tree Γ.
Let us fix x ∈ Γr and R> r. We will use the notation Γ˜[x] := {y ∈ Γ : x≺
y}. This is just the set of all descendants of x in Γ, now viewed as a subset
of Γ and not as a Yule-type tree as in the definition of Γ[x]. Define
Γx,R = {y ∈ Γ \ Γ˜[x] :H(y)≤R} ∪ Γ˜[x].
Let W x,R be Brownian motion (with drift 1/2) on Γx,R (we assume that
W x,R is reflected both at the root and at the leaves of Γx,R, which are
the points y of Γ \ Γ˜[x] such that H(y) = R). We look for an expression
of the probability that W x,R never hits the leaves of Γx,R, or equivalently
that W x,R escapes to infinity in Γ˜[x] before hitting any leaf of Γx,R. Write
(ℓx,Rt )t≥0 for the local time process of W
x,R at x. Note that we use here
the standard normalization of local time as an occupation time density.
With this normalization, ℓx,Rt is the a.s. limit as ε→ 0 of the quantities
2εNx,εt , where N
x,ε
t is the number of “upcrossings” of W
x,R from x to the
point xε ∈ Γ such that x ≺ xε and d(x,xε) = ε (this point is unique for ε
small) before time t. We claim that ℓx,R∞ has an exponential distribution with
parameter C(Γ[x])/2. This is easy from excursion theory, but an elementary
argument can be given as follows. Each timeW x,R does an upcrossing from x
to xε, there is a probability of order εC(Γ[x]) that it escapes to infinity before
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coming back to x (by the very definition of C(Γ[x])). Hence, the total number
of upcrossings from x to xε before escaping to infinity is geometric with
parameter of order εC(Γ[x]), and our claim follows from the approximation
of local time by upcrossing numbers.
We then consider, for every a ∈ [0, r], the local time process (La,Rt )t≥0
of W x,R at the unique point of [[0, x]] at distance a from the root. Note in
particular that Lr,Rt = ℓ
x,R
t . The distribution of the process (L
a,R∞ )0≤a≤r can
be derived via a time change argument, which consists in looking at W x,R
only when it visits [[0, x]]. More precisely, we set, for every s≥ 0,
τs := inf
{
t≥ 0 :
∫ t
0
1[[0,x]](W
x,R
r )dr > s
}
with inf∅=∞ as usual. Setting Zs =W x,rτs if τs <∞ and Zs = x otherwise,
we obtain that the process (Zs)s≥0 is under P a Brownian motion (with drift
1/2) on [[0, x]] started from the root, reflected at both ends of the segment
[[0, x]], and stopped when its local time at x hits an independent exponential
variable with parameter C(Γ[x])/2. The latter exponential random variable
is of course the local time ℓx,R∞ = Lr,R∞ , and the independence property in
the last sentence corresponds to the independence of excursions of W x,R
“below” and “above” x. The preceding assertions can be obtained either
by arguments of excursion theory, or, via scaling limits, from the (easy)
corresponding properties for random walk on discrete trees.
Observe that, for every y ∈ [[0, x]], the total local time of W x,R at y co-
incides with the total local time of Z at y. Using the Ray–Knight theorem
for Brownian motion with drift (see, e.g., [7], page 93) we get that, condi-
tionally on ℓx,R∞ = ℓ, the process (Lr−a,R∞ )0≤a≤r is distributed as the process
(Xa)0≤a≤r which solves the stochastic differential equation{
dXa = 2
√
Xa dηa + (2−Xa)da,
X0 = ℓ,
(15)
where (ηa)a≥0 is a standard linear Brownian motion. In what follows, we will
write Pℓ for the probability measure under which the process X starts from
ℓ, and P(c) for the probability measure under which the process X starts
with an exponential distribution with parameter c/2.
Now write xj , 1≤ j ≤ k for the branching points of Γx,R (or equivalently
of Γ) that belong to [[0, x]], and set aj =H(xj) for 1≤ j ≤ k. Also let Γx,j,R be
the subtree of Γx,R that branches off [[0, x]] at xj . We consider the event Ax,R
where W x,R never hits the leaves of Γx,R. We can compute the conditional
probability of Ax,R knowing the local times (L
a,R∞ )0≤a≤r, using arguments of
excursion theory. For 1≤ j ≤ k, write n(j) for the excursion measure of Brow-
nian motion with drift 1/2 in the tree Γx,j,R (defined as in the beginning of
Section 2.3) and let C(Γx,j,R) be the conductance of Γx,j,R between its root
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xj and the set of its leaves. This conductance may be defined as the measure
under n(j) of the event Ej where the excursion hits the leaves before return-
ing to the root. Conditionally given (La,R∞ )0≤a≤r , the excursions of W x,R in-
side the tree Γx,j,R form a Poisson point process with intensity
1
2L
aj ,R∞ n(j)(·)
and these point processes are independent when j varies (once again, the
reader who is unfamiliar with excursion theory may find it easier to deduce
these statements from their discrete versions, which are elementary). Conse-
quently, the conditional probability for a fixed j that no excursion in Γx,j,R
hits the leaves is exp(−12L
aj ,R∞ n(j)(Ej)) = exp(−12C(Γx,j,R)L
aj ,R∞ ). Finally,
thanks to the conditional independence of the point processes of excursions
in the different trees Γx,j,R, we get that the conditional probability of Ax,R
knowing (La,R∞ )0≤a≤r is
exp
(
−1
2
k∑
j=1
C(Γx,j,R)Laj ,R∞
)
.
Using the distribution of the process (Lr−a,R∞ )0≤a≤r , we have thus
P (Ax,R) = E
[
exp
(
−1
2
k∑
j=1
C(Γx,j,R)Laj ,R∞
)]
(16)
= E(C(Γ[x]))
[
exp
(
−1
2
k∑
j=1
C(Γx,j,R)Xr−aj
)]
.
At this point, we let R tend to infinity. It is easy to verify that P (Ax,R)
increases to P (Ax), where Ax = {x ≺ W∞}. Furthermore, for every j ∈
{1, . . . , k}, C(Γx,j,R) decreases to C(Γx,j), where Γx,j is the subtree of Γ
branching off [[0, x]] at xj . Consequently, we obtain that
P (x≺W∞) =E(C(Γ[x]))
[
exp
(
−1
2
k∑
j=1
C(Γx,j)Xr−aj
)]
.(17)
We can now return to the computation of the quantity Ir defined in (14).
By integrating (17) with respect to P, we get
Ir = E
[∑
x∈Γr
F (Γ[x])P (x≺W∞)
]
= E
[∑
x∈Γr
F (Γ[x])E(C(Γ[x]))
[
exp
(
−1
2
k∑
j=1
C(Γx,j)Xr−aj
)]]
.
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Note that the quantity inside the sum over x ∈ Γr is a function of Γ[x] and
of the subtrees of Γ branching off the segment [[0, x]]. We can thus apply
Proposition 5 and we get
Ir = e
r
∫
Θ(dT )F (T )E
[
E(C(T ))
[
exp
(
−1
2
∫
Nr(dadT ′)C(T ′)Xr−a
)]]
,
where under the probability measure P, Nr(dadT ′) is a Poisson point mea-
sure on [0, r]×T with intensity 2daΘ(dT ′). We can interchange the expecta-
tion under P and the one under P(C(T )), and using the exponential formula
for Poisson measures, we arrive at
Ir = e
r
∫
Θ(dT )F (T )E(C(T ))
[
exp−2
∫ r
0
da(1−ϕ(Xa))
]
,(18)
where we recall that for every s≥ 0,
ϕ(s) = E[exp(−sC/2)] = Θ(exp(−sC(T )/2))
is the Laplace transform (evaluated at s/2) of the distribution of the con-
ductance of the Yule tree. We have thus proved the following proposition.
Proposition 8. The distribution under P⊗ P of the subtree Γ(r) has
a density with respect to the law Θ(dT ) of the Yule tree, which is given by
Φr(C(T )), where, for every c > 0,
Φr(c) =E(c)
[
exp−
∫ r
0
da(1− 2ϕ(Xa))
]
.
3.2. Asymptotics. In this section, we study the asymptotic behavior of
Φr(c) when r tends to ∞. We first observe that, in terms of the law γ(ds)
of C(Γ), we have
ϕ(ℓ) =
∫
[1,∞)
e−ℓs/2γ(ds), ϕ′(ℓ) =−1
2
∫
[1,∞)
se−ℓs/2γ(ds).
It follows that ϕ(ℓ) ≤ e−ℓ/2 and |ϕ′(ℓ)| ≤ 12(
∫
sγ(ds))e−ℓ/2. By differentiat-
ing (7), we have also
2ℓϕ′′′(ℓ) + (2 + ℓ)ϕ′′(ℓ) + 2ϕ(ℓ)ϕ′(ℓ) = 0.(19)
Our main tool is the next proposition.
Proposition 9. For every ℓ≥ 0,
lim
r→∞Eℓ
[
exp−
∫ r
0
da(1− 2ϕ(Xa))
]
=− ϕ
′(ℓ)eℓ/2∫∞
0 dsϕ
′(s)2es/2
.
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Additionally, there exists a constant K <∞ such that, for every ℓ≥ 0 and
r > 0,
Eℓ
[
exp−
∫ r
0
da(1− 2ϕ(Xa))
]
≤K.
Proof. Under the probability measure P(C(T )) the process X starts
with an initial distribution which is exponential with parameter C(T )/2.
Consequently, under
∫
Θ(dT )P(C(T )), the initial density of X is
q(ℓ) =
∫
[1,∞)
γ(ds)
s
2
e−sℓ/2 =−ϕ′(ℓ).(20)
However, from (18) with F = 1, we have
1 =
∫
Θ(dT )E(C(T ))
[
exp−
∫ r
0
da(1− 2ϕ(Xa))
]
=−
∫
dℓϕ′(ℓ)Eℓ
[
exp−
∫ r
0
da(1− 2ϕ(Xa))
]
.
We can generalize the last identity via a minor extension of the calcula-
tions of the preceding section. We let L0∞ be the total local time accumulated
by the process W at the root of Γ. Let r > 0 and let h be a bounded non-
negative continuous function on (0,∞), and instead of the quantity Ir of the
preceding section, set
Ihr := E⊗E
[
h(L0∞)
∑
x∈Γr
F (Γ[x])1{x≺W∞}
]
,
where F is a given nonnegative measurable function on T. The same calcu-
lations that led to (16) give, for every x ∈ Γr and R> r,
E[h(L0,R∞ )1Ax,R ] =E
[
h(L0,R∞ ) exp
(
−1
2
k∑
j=1
C(Γx,j,R)Laj ,R∞
)]
(21)
=E(C(Γ[x]))
[
h(Xr) exp
(
−1
2
k∑
j=1
C(Γx,j,R)Xr−aj
)]
.
When R→∞, L0,R∞ converges to L0∞, and so we get
E[h(L0∞)1{x≺W∞}] =E(C(Γ[x]))
[
h(Xr) exp
(
−1
2
k∑
j=1
C(Γx,j)Xr−aj
)]
.
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We then sum over x ∈ Γr and integrate with respect to P. By the same
manipulations as in the preceding section, we arrive at
Ihr = e
r
∫
Θ(dT )F (T )E(C(T ))
[
h(Xr) exp−2
∫ r
0
da(1−ϕ(Xa))
]
.(22)
Note that if F = 1,
Ihr = E⊗E[h(L0∞)] =−
∫ ∞
0
ϕ′(ℓ)h(ℓ)dℓ
since given Γ = T the local time L0∞ follows an exponential distribution with
parameter C(T )/2, and we use the same calculation as in (20). Hence, the
case F = 1 of (22) gives∫ ∞
0
dℓϕ′(ℓ)Eℓ
[
h(Xr) exp−
∫ r
0
da(1− 2ϕ(Xa))
]
=
∫ ∞
0
dℓϕ′(ℓ)h(ℓ).(23)
By an obvious truncation argument, this identity also holds if h is un-
bounded.
At this point, we need a lemma.
Lemma 10. The process
Ma :=−ϕ′(Xa) exp
(
Xa
2
−
∫ a
0
ds(1− 2ϕ(Xs))
)
is a martingale under Pℓ, for every ℓ≥ 0.
Proof. From the stochastic differential equation (15), an application of
Itoˆ’s formula shows that the finite variation part of the semimartingale −Ma
is ∫ a
0
(2Xsϕ
′′′(Xs) + (2 +Xs)ϕ′′(Xs) + 2ϕ(Xs)ϕ′(Xs))
× exp
(
Xs
2
−
∫ s
0
du(1− 2ϕ(Xu))
)
ds
and this vanishes thanks to (19). Hence, M is a local martingale. Fur-
thermore, we already noticed that, for every ℓ≥ 0, |ϕ′(ℓ)| ≤ Ce−ℓ/2, where
C := 12
∫
sγ(ds). It follows that |M | is bounded by Cea over the time interval
[0, a], and thus M is a (true) martingale. 
We return to the proof of Proposition 9. Let ℓ≥ 0 and t > 0. On the prob-
ability space where X is defined, we introduce a new probability measure
Qtℓ by setting
Qtℓ =
Mt
M0
· Pℓ.
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Note that the fact that Qtℓ is a probability measure follows from the mar-
tingale property derived in Lemma 10. Furthermore, we have Pℓ a.s.
Mt
M0
=
ϕ′(Xt)
ϕ′(ℓ)
exp
(
Xt − ℓ
2
−
∫ t
0
ds(1− 2ϕ(Xs))
)
,
so that the martingale part of log MtM0 is∫ t
0
√
Xs dηs + 2
∫ t
0
ϕ′′(Xs)
ϕ′(Xs)
√
Xs dηs,
where η is the linear Brownian motion in (15). An application of Girsanov’s
theorem shows that the process
η˜s := ηs −
∫ s
0
√
Xu
(
1 +
2ϕ′′(Xu)
ϕ′(Xu)
)
du, 0≤ s≤ t,
is a linear Brownian motion over the time interval [0, t], under Qtℓ. Further-
more, still on the time interval [0, t], the process X satisfies the stochastic
differential equation
dXs = 2
√
Xs dη˜s +2Xs
(
1 +
2ϕ′′(Xs)
ϕ′(Xs)
)
ds+ (2−Xs)ds,
or equivalently, using (7),
dXs = 2
√
Xs dη˜s +
(
2−Xs + 2ϕ−ϕ
2
ϕ′
(Xs)
)
ds.(24)
Notice that the function
ℓ 7→ ϕ−ϕ
2
ϕ′
(ℓ)
is continuously differentiable over [0,∞), takes negative values on (0,∞)
and vanishes at 0. Pathwise uniqueness, and therefore also weak uniqueness,
holds for (24) by an application of the classical Yamada–Watanabe criterion
(see, e.g., [32], Theorem IX.3.5). The preceding considerations show that,
under the probability measure Qtℓ and on the time interval [0, t], the process
X is distributed as the diffusion process on [0,∞) with generator
L= 2r d
2
dr2
+
(
2− r+2ϕ−ϕ
2
ϕ′
(r)
)
d
dr
started from ℓ. Write X˜ for this diffusion process, and assume that X˜ starts
from ℓ under the probability measure Pℓ. Note that 0 is an entrance point for
X˜ , but, independently of its starting point, X˜ does not visit 0 at a positive
time (indeed this follows from the fact that X does not visit 0 at a positive
time).
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Standard comparison theorems for stochastic differential equations (see,
e.g., [32], Theorem IX.3.7) can be used to compare the solutions of (15) and
(24), and it follows that X˜ is recurrent on (0,∞).
We next observe that the finite measure ρ on (0,∞) defined by
ρ(dℓ) := ϕ′(ℓ)2eℓ/2 dℓ
is invariant for X˜ . Indeed, we have, for any bounded continuous function h
on (0,∞),∫
(0,∞)
dℓϕ′(ℓ)2eℓ/2Eℓ[h(X˜t)]
=
∫
(0,∞)
dℓϕ′(ℓ)2eℓ/2Qtℓ[h(Xt)]
=
∫
(0,∞)
dℓϕ′(ℓ)Eℓ
[
h(Xt)ϕ
′(Xt) exp
(
Xt
2
−
∫ t
0
ds(1− 2ϕ(Xs))
)]
=
∫
(0,∞)
dℓϕ′(ℓ)2eℓ/2h(ℓ),
where the last equality follows from (23). We normalize ρ by setting
ρ̂=
ρ
ρ((0,∞)) .
From the known results about the convergence of positive recurrent diffu-
sion processes toward their stationary distribution (see Chapter 23 in Kallen-
berg [19]), the distribution of X˜t under Pℓ converges to ρ̂ in variation norm
as t→∞, for any ℓ≥ 0. Consequently, for any bounded Borel function g on
[0,∞), and every ℓ≥ 0,
Eℓ[g(X˜t)] −→
t→∞
∫
g dρ̂.(25)
We claim that (25) still holds if g may be unbounded but is assumed to be
nonnegative, monotone increasing and such that
∫
g dρ̂ <∞. To see this, fix
ℓ≥ 0 and write Πt(ℓ,dℓ′) for the distribution of X˜t under Pℓ. Using compar-
ison theorems for stochastic differential equations (see, e.g., [32], Theorem
IX.3.7), we can, for every choice of ℓ′ ≥ ℓ, couple a solution X˜1 of (24) start-
ing from ℓ and a solution X˜2 starting from ℓ′ so that X˜2t ≥ X˜1t for all t≥ 0.
It follows that∫
Πt(ℓ,dℓ
′)g(ℓ′)≤ 1
ρ̂(ℓ,∞)
∫ ∞
ℓ
ρ̂(du)
∫
Πt(u,dℓ
′)g(ℓ′)
≤ 1
ρ̂(ℓ,∞)
∫ ∞
0
ρ̂(du)
∫
Πt(u,dℓ
′)g(ℓ′)
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=
1
ρ̂(ℓ,∞)
∫
ρ̂(dℓ′)g(ℓ′).
Applying the above display to the function g1(A,∞), where A > 0, we get
that
0≤
∫
Πt(ℓ,dℓ
′)g(ℓ′)−
∫
[0,A]
Πt(ℓ,dℓ
′)g(ℓ′)≤ 1
ρ̂(ℓ,∞) ·
∫
(A,∞)
ρ̂(dℓ′)g(ℓ′).
Since g is integrable with respect to ρ̂, the right-hand side can be made
arbitrarily small, by choosing A large enough. Our claim now follows by
letting t→∞, using the fact that g1[0,A] is a bounded Borel function.
We can thus apply (25) to the nonnegative increasing function
g(ℓ) =− 1
ϕ′(ℓ)
e−ℓ/2
which is such that
∫
g dρ = − ∫ ϕ′(ℓ)dℓ = 1. Note that for this particular
function g,
Eℓ[g(X˜t)] =Q
t
ℓ[g(Xt)] =−
e−ℓ/2
ϕ′(ℓ)
Eℓ
[
exp
(
−
∫ t
0
ds(1− 2ϕ(Xs))
)]
.
It follows from (25) that, for every ℓ≥ 0,
lim
t→∞−
e−ℓ/2
ϕ′(ℓ)
Eℓ
[
exp
(
−
∫ t
0
ds(1− 2ϕ(Xs))
)]
=
∫
g dρ̂=
1
ρ((0,∞))
=
1∫
(0,∞) dsϕ
′(s)2es/2
.
This gives the first assertion of the proposition.
The second assertion is now easy. By the first assertion, there exists a
constant K such that, for every r ≥ 0,
E0
[
exp
(
−
∫ r
0
ds(1− 2ϕ(Xs))
)]
≤K.
Since the function ϕ is monotone decreasing, a comparison argument gives
for every ℓ≥ 0 and r ≥ 0,
Eℓ
[
exp
(
−
∫ r
0
ds(1− 2ϕ(Xs))
)]
≤E0
[
exp
(
−
∫ r
0
ds(1− 2ϕ(Xs))
)]
≤K.
This completes the proof of the proposition. 
To simplify notation, we set
C0 :=
∫ ∞
0
dsϕ′(s)2es/2 =
∫ ∫
γ(dℓ)γ(dℓ′)
ℓℓ′
2(ℓ+ ℓ′− 1) .
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Corollary 11. For every c > 0,
lim
r→∞Φr(c) = Φ∞(c),
where
Φ∞(c) =
1
C0
∫
γ(ds)
cs
2(c+ s− 1) .
Proof. By definition, we have
Φr(c) =
c
2
∫ ∞
0
dℓe−cℓ/2Eℓ
[
exp
(
−
∫ r
0
ds(1− 2ϕ(Xs))
)]
.
From Proposition 9 and an application of the dominated convergence theo-
rem, we get
lim
r→∞Φr(c) =
c
2
∫ ∞
0
dℓe−cℓ/2 ×
(
−ϕ
′(ℓ)eℓ/2
C0
)
.
The limit is identified with Φ∞(c) by a straightforward calculation. 
3.3. The invariant measure. For the purposes of this section, it will be
useful to introduce the set of all pairs consisting of a tree T ∈ T and a dis-
tinguished geodesic ray v, which we can represent by an element of {1,2}N.
We formally set
T
∗ = T× {1,2}N.
We can define shifts (σr)r≥0 on T∗ in the following way. For r = 0, σr is
just the identity mapping of T∗. Then let r > 0 and (T ,v) ∈ T∗. Write
v = (v1, v2, . . .) and vn = (v1, . . . , vn) for every n ≥ 0. Also let xr,v be the
unique element of Tr such that xr,v ≺ v. Then, if k =min{n≥ 0 : zvn ≥ r},
we set
σr(T ,v) = (T [xr,v], (vk+1, vk+2, . . .)).
Informally, σr(T ,v) is obtained by taking the subtree of T consisting of
descendants of the vertex at height r on the distinguished geodesic ray, and
keeping in this subtree the “same” geodesic ray. It is straightforward to
verify that σr ◦ σs = σr+s for every r, s≥ 0.
Under the probability measure P⊗P , we can view (Γ,W∞) as a random
variable with values in T∗. Write Θ∗ for the distribution of (Γ,W∞). Then
Θ∗ is not invariant under the shifts σr, but Corollary 11 will give an invariant
measure absolutely continuous with respect to Θ∗.
Proposition 12. The probability measure
Λ∗(dT dv) := Φ∞(C(T ))Θ∗(dT dv)
is invariant under the shifts σr, r≥ 0.
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Proof. Let r > 0. We have
σr(Γ,W∞) = (Γ(r),W (r)∞ ),
where Γ(r) and W
(r)
∞ are as in the previous sections.
By Proposition 8, we have, for any bounded measurable function F on T,
E⊗E[F (Γ(r))] =
∫
Θ(dT )Φr(C(T ))F (T ).
Write νT for the harmonic measure of a Yule-type tree T . At this point, we
use the flow property of harmonic measure. By Lemma 7 and the preceding
identity, we have also, for any bounded measurable function F on T∗,
E⊗E[F (Γ(r),W (r)∞ )] = E⊗E
[∫
νΓ(r)(dv)F (Γ
(r),v)
]
=
∫
Θ(dT )Φr(C(T ))
∫
νT (dv)F (T ,v)(26)
=
∫
Θ∗(dT dv)Φr(C(T ))F (T ,v),
since Θ∗(dT dv) =Θ(dT )νT (dv) by construction.
If we now let r→∞, Corollary 11 gives
lim
r→∞E⊗E[F (Γ
(r),W (r)∞ )] =
∫
Θ∗(dT dv)Φ∞(C(T ))F (T ,v)
noting that the functions Φr are uniformly bounded thanks to the last
assertion of Proposition 9. Let s > 0. If we replace F by F ◦ σs in the
last convergence, observing that F ◦ σs(Γ(r),W (r)∞ ) = F ◦ σs ◦ σr(Γ,W∞) =
F (Γ(s+r),W
(s+r)
∞ ), we get∫
Θ∗(dT dv)Φ∞(C(T ))F (T ,v) =
∫
Θ∗(dT dv)Φ∞(C(T ))F ◦ σs(T ,v),
which was the desired result. 
Proposition 13. For every r > 0, the shift σr acting on the probability
space (T∗,Λ∗) is ergodic.
Proof. We take r= 1 in this proof, and we write σ = σ1 for simplicity.
We essentially rely on ideas of [27] (see also [29], Chapter 16); however, our
setting is different, because our trees are not discrete, and also because we
consider ordered trees rather than unordered trees in [27]. For this reason,
we will provide some details. We write π1 for the canonical projection from
T
∗ onto T, and let Λ be the image of Λ∗ under this projection, so that
Λ(dT ) = Φ∞(C(T ))Θ(dT ).
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We define a transition kernel p(T ,dT ′) on T by setting
p(T ,dT ′) =
∑
x∈T1
νT ({v ∈ {1,2}N : x≺ v})δT [x](dT ′).
Informally, under the probability measure p(T ,dT ′), we choose one of the
subtrees of T above level 1 with probability equal to its harmonic measure.
Then it follows from Proposition 12 that Λ is a stationary probability mea-
sure for the Markov chain with transition kernel p. Indeed, Lemma 7 shows
that we may obtain this Markov chain under its stationary measure Λ by
considering the process
Zn(T ,v) := π1(σn(T ,v)), n= 0,1,2, . . .
on the probability space (T∗,Λ∗). Note that Z0(T ,v) = T .
Write T∞ for the set of all sequences (T 0,T 1, . . .) of elements of T. By
[29], Proposition 16.2, if a measurable subset F of T∞ is shift-invariant for
the Markov chain Z , in the sense that 1F (Z0,Z1, . . .) = 1F (Z1,Z2, . . .) a.s.,
then there exists a measurable subset A of T such that
1F (Z0,Z1, . . .) = 1A(Z0), a.s.
and moreover,
p(T ,A) = 1A(T ), Λ(dT ) a.s.
We let T̂∞ be the set of all sequences (T 0,T 1, . . .) in T∞, such that,
for every integers 0 ≤ i < j, T j is a subtree of T i above generation j − i
(i.e., there exists a point x ∈ T ij−i such that T j = T i[x]). Note that T̂∞
is a measurable subset of T∞ and that (Z0(T ,v),Z1(T ,v), . . .) ∈ T̂∞ for
every (T ,v) ∈ T∗. If (T 0,T 1, . . .) ∈ T̂∞, there exists v ∈ {1,2}N such that
T j = Zj(T 0,v) for every j ≥ 0, and we set Ψ(T 0,T 1, . . .) = (T 0,v). Note
that v is a priori not unique, but for the previous definition to make sense
we take the smallest possible v in lexicographical ordering (of course for the
random trees that we consider later this uniqueness problem does not arise).
In this way, we define a measurable mapping Ψ from T̂∞ into T∗, and we
have Ψ(Z0(T ,v),Z1(T ,v), . . .) = (T ,v), Λ∗ a.s.
Let us now prove the statement of the proposition. We let B be a mea-
surable subset of T∗ such that σ−1(B) = B, and we aim at proving that
Λ∗(B) = 0 or 1. To this end, we set F = Ψ−1(B), which is a measurable
subset of T̂∞ ⊂ T∞. Furthermore, we claim that F is shift-invariant. To see
this, we have to verify that
{(Z0,Z1, . . .) ∈ F}= {(Z1,Z2, . . .) ∈ F}, a.s.
or equivalently
{Ψ(Z0,Z1, . . .) ∈B}= {Ψ(Z1,Z2, . . .) ∈B}, a.s.
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But this is immediate since by construction Ψ(Z1,Z2, . . .) = σ◦Ψ(Z0,Z1, . . .)
a.s. and σ−1(B) =B by assumption.
From preceding considerations, we then obtain that there exists a measur-
able subset A of T , such that (Z0,Z1, . . .) ∈ F if and only if Z0 ∈A, a.s., and
moreover p(T ,A) = 1A(T ), Λ(dT ) a.s. Since Ψ(Z0(T ,v),Z1(T ,v), . . .) =
(T ,v), Λ∗ a.s., it also follows that we have (T ,v) ∈B if and only if T ∈A,
Λ∗ a.s.
However, from the property p(T ,A) = 1A(T ), Λ(dT ) a.s., one can verify
that Λ(A) = 0 or 1. First, note that this property also implies that p(T ,A) =
1A(T ), Θ(dT ) a.s. Hence, Θ(dT ) a.s., the tree T belongs to A if and only
if each of its subtrees above level 1 belong to A [it is clear that that the
measure p(T , ·) assigns a positive mass to each of these subtrees]. Then, if
pk = P(#Γ1 = k), for every k ≥ 1, the branching property of the Yule tree
shows that
Θ(A) =
∞∑
k=1
pkΘ(A)
k
which is only possible if Θ(A) = 0 or 1, or equivalently Λ(A) = 0 or 1. Finally,
we also get that Λ∗(B) = 0 or 1, which completes the proof. 
3.4. End of the proof. Recall that νT stands for the harmonic measure
of a tree T ∈ T. With this notation, we have ν = νΓ. For every r > 0, we
then consider the nonnegative measurable function Fr defined on T
∗ by the
formula
Fr(T ,v) = νT (BT (v, r)),
where BT (v, r) denotes the set of all geodesic rays of T that coincide with
the ray v over the interval [0, r]. We claim that, for every r, s > 0, we have
Fr+s = Fr × Fs ◦ σr.
Indeed, if we write σr(T ,v) = (T (r),v(r)), this is equivalent to saying that
νT (BT (v, s+ r))
νT (BT (v, r)) = νT (r)(BT (r)(v
(r), s)),
and the latter equality is an immediate consequence of Lemma 7.
If we set Gr =− logFr ≥ 0, we have for every r, s > 0,
Gs+r =Gr +Gs ◦ σr
and the ergodic theorem (with Proposition 13) implies that
1
s
Gs
Λ∗ a.s.−→
s→∞ Λ
∗(G1).
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Since Λ∗ has a strictly positive density with respect to Θ∗, the latter con-
vergence also holds Θ∗ a.s. Recalling that Θ∗ is the distribution of (Γ,W∞),
this exactly gives the convergence (1), with β =Λ∗(G1). This completes the
proof of Theorem 3, except that we have not checked that β < 1. We will do
this in the next proposition, and then we will complete the proof of Propo-
sition 4 by deriving the explicit formulas (3) for β in terms of the law γ of
the conductance C(Γ).
Proposition 14. We have β < 1.
Proof. Here again, we strongly rely on ideas from [27] (see also [29],
Chapter 16). We start with some notation. If T ∈ T and x ∈ T1, we set
ν∗T (x) = νT ({v ∈ {1,2}N : x≺ v}).
Clearly, (ν∗T (x))x∈T1 is a probability distribution on T1. We also set, for every
T ∈ T,
U(T ) = lim inf
r→∞ e
−r#Tr ∈ [0,∞].
It is well known that the preceding liminf is a limit, Θ(dT ) a.s., and that
the distribution of U(T ) under Θ(dT ) is exponential. It follows that, for
Θ-almost every T ∈ T, we can also define, for every x∈ T1,
UT (x) = lim
r→∞e
−r#Tr−1[x] = 1
e
U(T [x]),
and, if we set
uT (x) =
UT (x)
U(T )
the collection (uT (x))x∈T1 is a probability distribution on T1.
By a concavity argument, we have∑
x∈T1
ν∗T (x) log
(
uT (x)
ν∗T (x)
)
≤ 0(27)
and the inequality is even strict if (ν∗T (x))x∈T1 6= (uT (x))x∈T1 . It is easy to
verify that the latter property holds with positive probability under Θ. To
give a precise argument, recall the notation used in Section 2.2 to define the
Yule tree Γ, and consider the event
E := {Y∅ < 14 ,Y1 > 1,Y2 > 34} ∩ {#Γ1 = 9},
which clearly has positive probability. On this event, write x1, . . . , x9 for
the elements of Γ1 listed in the lexicographical order of V . On the event
E, we have ν∗Γ(x1) > 1/8, because Brownian motion (with drift 1/2) has
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probability 1/2 to hit the ancestor of x1 at height 3/4 before the other point
of Γ3/4, and then probability at least 1− e−1/2 > 1/4 to escape to infinity
before returning to the first branching point of Γ. On the other hand, the
branching property of the Yule tree shows that, conditionally on the event
E (which only involves the part of the tree below height 1), the random
variables uΓ(x1), . . . , uΓ(x9) have the same distribution. It follows that we
have uΓ(x1)< ν
∗
Γ(x1) with positive probability on E.
Next, we have
β = Λ∗(G1) =
∫
log
(
1
νT (BT (v,1))
)
Λ∗(dT dv)
=
∫ ∑
x∈T1
ν∗T (x) log
(
1
ν∗T (x)
)
Λ(dT )<
∫ ∑
x∈T1
ν∗T (x) log
(
1
uT (x)
)
Λ(dT ),
where the strict inequality follows from (27) and the fact that (ν∗T (x))x∈T1 6=
(uT (x))x∈T1 with positive probability under Θ, hence also under Λ. Next,
recalling the Markov chain (Zn) introduced in the proof of Proposition 13,
we have∫ ∑
x∈T1
ν∗T (x) log
(
1
uT (x)
)
Λ(dT ) =
∫ ∑
x∈T1
ν∗T (x) log
(
eU(T )
U(T [x])
)
Λ(dT )
= 1+
∫
log
(
U(Z0)
U(Z1)
)
Λ∗(dT dv)
= 1
because Z0 and Z1 have the same distribution under Λ∗, and we also use the
fact that logU(T ) is integrable under Θ(dT ) hence under Λ(dT ). Together
with the preceding display, this completes the proof. 
Proof of Proposition 4. The first assertion of Proposition 4 follows
from Proposition 6. To complete the proof of Proposition 4, we start by
establishing the first half of formula (3), that is,
β =
2
∫∫∫
γ(dr)γ(ds)γ(dt)(rs/(r+ s+ t− 1)) log((r+ t)/r)∫∫
γ(dr)γ(ds)(rs/(r+ s− 1)) .(28)
We use the notation of the beginning of this section, and we first fix ε > 0
and define a function Hε on T
∗ by setting
Hε(T ,v) =
{
0, if z∅ ≥ ε,
− log νT ({v′ ∈ {1,2}N : v1 ≺ v′}), if z∅ < ε,
where we write T = (zv)v∈V as previously, and we recall the notation vn from
the beginning of Section 3.3. Clearly, Hε(T ,v)≤Gε(T ,v), and Hε(T ,v) =
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Gε(T ,v) if zv1 ≥ ε. More generally, Hε ◦ σr(T ,v) = Gε ◦ σr(T ,v) if there
is at most one index i ≥ 0 such that r ≤ zvi < r + ε. It follows from these
remarks that, for every integer n≥ 1,
G1 ≥
n−1∑
k=0
H1/n ◦ σk/n(29)
and, for every (T ,v) ∈ T∗,
G1(T ,v) = lim
n→∞
n−1∑
k=0
H1/n ◦ σk/n(T ,v).(30)
Let us then investigate the behavior of Λ∗(Hε) when ε→ 0. It will be
convenient to write T(1) and T(2) for the two “subtrees” of T obtained at
the first branching point [formally T(i) corresponds to the collection (ziv −
z∅)v∈V , for i = 1 or 2]. We observe that, if i = 1 or i = 2, the exit ray of
Brownian motion on T will belong to {(i, v2, v3, . . .) : (v2, v3, . . .) ∈ {1,2}N}
with probability
C(T(i))
C(T(1)) + C(T(2))
.
Thanks to this observation, we can write
Λ∗(Hε)
=−
∫
Θ(dT )Φ∞(C(T ))1{z∅<ε}
( C(T(1))
C(T(1)) + C(T(2))
log
C(T(1))
C(T(1)) + C(T(2))
+
C(T(2))
C(T(1)) + C(T(2))
log
C(T(2))
C(T(1)) + C(T(2))
)
=−2
∫
Θ(dT )Φ∞(C(T ))1{z∅<ε}
C(T(1))
C(T(1)) + C(T(2))
log
C(T(1))
C(T(1)) + C(T(2))
,
by a symmetry argument. An easy calculation gives
C(T ) = C(T(1)) + C(T(2))
e−z∅ + (1− e−z∅)(C(T(1)) + C(T(2)))
.
Since, under Θ(dT ), T(1) and T(2) are independent and distributed according
to Θ, and are also independent of z∅, we get
Λ∗(Hε) =−2
∫∫
Θ(dT )Θ(dT ′) C(T )C(T ) + C(T ′) log
C(T )
C(T ) + C(T ′)
×
∫ ε
0
dze−zΦ∞
( C(T ) + C(T ′)
e−z + (1− e−z)(C(T ) + C(T ′))
)
.
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Note that the function (T ,T ′) 7→ C(T )C(T )+C(T ′) log C(T )C(T )+C(T ′) is integrable with
respect to the measure Θ(dT )Θ(dT ′), and that Φ∞ is bounded and contin-
uous. We can thus let ε→ 0 in the preceding expression and get
lim
ε→0
1
ε
Λ∗(Hε) =−2
∫ ∫
Θ(dT )Θ(dT ′)Φ∞(C(T ) + C(T ′))
(31)
× C(T )C(T ) + C(T ′) log
C(T )
C(T ) + C(T ′) .
Since the limit in the preceding display is finite, we can use (30) and Fa-
tou’s lemma to get that Λ∗(G1) <∞, and then (29) (to justify dominated
convergence) and (30) again to obtain that
Λ∗(G1) = lim
n→∞nΛ
∗(H1/n)
coincides with the right-hand side of (31). Finally, we use the expression of
Φ∞ to obtain formula (28).
We will now establish the second half of formula (3), which will complete
the proof of Proposition 4. We let C0,C1,C2 be independent and distributed
according to γ under the probability measure P. Then the denominator of
the right-hand side of (28) can be written as
E
[ C0C1
C0 + C1 − 1
]
.
On the other hand, the numerator is equal to
2E
[ C0C1
C0 + C1 + C2 − 1 log
(C1 + C2
C1
)]
= E
[C0(C1 + C2) log(C1 + C2)
C0 + C1 + C2 − 1
]
−E
[
(C0 + C2)C1 log(C1)
C0 + C1 + C2 − 1
]
= E[f(C1 + C2)]−E[g(C1 + C2)],
where we have set, for every x≥ 1,
f(x) = E
[ C0x
C0 + x− 1 logx
]
and g(x) = E
[ C0x
C0 + x− 1 log C0
]
.
Using (13), we replace E[f(C1 + C2)] by E[f(C1)] + E[C1(C1 − 1)f ′(C1)], and
similarly for g, to obtain
E[f(C1+ C2)]− E[g(C1 + C2)]
= E
[ C0C1
C0 + C1 − 1 log C1
]
38 N. CURIEN AND J.-F. LE GALL
+ E
[C0(C0 − 1)C1(C1 − 1)
(C0 + C1 − 1)2 log C1
]
+ E
[C0C1(C1 − 1)
C0 + C1 − 1
]
− E
[ C0C1
C0 + C1 − 1 log C0
]
−E
[C0(C0 − 1)C1(C1 − 1)
(C0 + C1 − 1)2 log C0
]
= E
[C0C1(C0 − 1)
C0 + C1 − 1
]
=
1
2
E
[C0C1(C0 + C1 − 1)− C0C1
C0 + C1 − 1
]
=
1
2
(
E[C0]2 − E
[ C0C1
C0 + C1 − 1
])
.
If we substitute this in (28), we arrive at
2β =
E[C0]2
E[C0C1/(C0 + C1 − 1)] − 1,
which gives the second half of (3) and completes the proof of Proposition 4.

Remark. Despite all that is known about the distribution γ (see Sec-
tion 2.3), it requires some work to derive the fact that β < 1 (Proposition 14)
from the explicit formulas of Proposition 4. The approximate numerical value
β = 0.78 . . . is obtained by first estimating γ using Proposition 6 (or more
precisely the convergence of Φk(λ) to γ, for any probability measure λ on
[1,∞)), and then applying a Monte–Carlo method to evaluate the integrals
in the right-hand side of (3).
4. Discrete random trees. In this section, we prove Theorem 1 and
Corollary 2. We first explain why discrete reduced trees converge modulo
a suitable rescaling toward the continuous reduced tree ∆. This leads to a
first connection between the discrete harmonic measures and the continu-
ous one (Proposition 18). Combining this result with Theorem 3, one gets
a first estimate in the direction of Theorem 1 (Corollary 19). The recursive
properties of Galton–Watson trees are then used to complete the proof of
Theorem 1. Corollary 2 is proved at the end of the section.
4.1. Notation for trees. We consider discrete rooted ordered trees, which
are also called plane trees in combinatorics. A plane tree τ is a finite subset
of
U =
∞⋃
n=0
N
n,
where N0 = {∅}, such that the following holds:
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(i) ∅ ∈ τ .
(ii) If u= (u1, . . . , un) ∈ τ \ {∅} then û := (u1, . . . , un−1) ∈ τ .
(iii) For every u= (u1, . . . , un) ∈ τ , there exists an integer ku(τ)≥ 0 such
that, for every j ∈N, (u1, . . . , un, j) ∈ τ if and only if 1≤ j ≤ ku(τ).
In this section, we say tree instead of plane tree. We often view a tree
τ as a graph whose vertices are the elements of τ and whose edges are the
pairs {û, u} for all u ∈ τ \ {∅}.
We will use the notation and terminology introduced at the beginning of
Section 2.1 in a slightly different setting. In particular, |u| is the generation
of u, uv denotes the concatenation of u and v, ≺ stands for the genealogical
order and u∧ v is the maximal element of {w ∈ U :w ≺ u and w ≺ v}.
The height of a tree τ is
h(τ) =max{|v| : v ∈ τ}.
We write T for the set of all trees, and Tn for the set of all trees with height
n.
Let τ be a tree. The set τ is equipped with the distance
d(v,w) = 12 (|v|+ |w| − 2|v ∧w|).
Notice that this is half the usual graph distance. We will write Bτ (v, r), or
simply B(v, r) if there is no ambiguity, for the closed ball of radius r centered
at v, with respect to the distance d, in the tree τ .
The set of all vertices of τ at generation n is denoted by
τn := {v ∈ τ : |v|= n}.
If v ∈ τ , the subtree of descendants of v is
τ˜ [v] := {v′ ∈ τ : v ≺ v′}.
Note that τ˜ [v] is not a tree with our definitions, but we turn it into a tree
by relabelling its vertices, setting
τ [v] := {w ∈ U : vw ∈ τ}.
If v ∈ τ , then for every i ∈ {0,1, . . . , |v|} we write 〈v〉i for the ancestor of
v at generation i. Suppose that |v|= n. Then Bτ (v, i) ∩ τn = τ˜ [〈v〉n−i] ∩ τn,
for every i ∈ {0,1, . . . , n}. This simple observation will be used several times
below.
Galton–Watson trees. Let θ be a probability measure on Z+, and as-
sume that θ has mean one and finite variance σ2 > 0. There exists a unique
probability measure GWθ(dτ) on T such that the following two properties
hold:
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(i) The law of k∅(τ) under GWθ(dτ) is θ.
(ii) Let k ≥ 1 such that θ(k) > 0. Then under GWθ(dτ |k∅(τ) = k), the
subtrees τ [1], . . . , τ [k] are independent and distributed according to GWθ.
A random tree distributed according to GWθ will be called a Galton–Watson
tree with offspring distribution θ (see, e.g., [23] for a discussion of Galton–
Watson trees).
For every integer n≥ 0, we let T(n) be a Galton–Watson tree with offspring
distribution θ, conditioned on nonextinction at generation n. In particular,
T
(0) is just a Galton–Watson tree with offspring distribution θ. We suppose
that the random trees T(n) are defined under the probability measure P.
We let T∗n be the reduced tree associated with T(n), which consists of
all vertices of T(n) that have (at least) one descendant at generation n. A
priori T∗n is not a tree in the sense of the preceding definition. However
we can relabel the vertices of T∗n, preserving both the lexicographical order
and the genealogical order, so that T∗n becomes a tree in the sense of our
definitions. We will always assume that this relabelling has been done.
Note that |u| ≤ n for every u ∈ T∗n. It will be convenient to introduce
truncations of T∗n. For every s ∈ [0, n], we set
Rs(T
∗n) = {v ∈ T∗n : |v| ≤ n− ⌊s⌋}.
We then consider simple random walk on T∗n, starting from the root
∅, which we denote by Zn = (Znk )k≥0. This random walk is defined under
the probability measure P (as previously, it is important to distinguish the
probability measures governing the trees on one hand, the random walks on
the other hand).
We let
Hn = inf{k ≥ 0 : |Znk |= n}
be the first hitting time of generation n by Zn, and we set
Σn =Z
n
Hn .
The discrete harmonic measure µn, is the law of Σn under P . Notice that µn
is a probability measure on the set T∗nn of all vertices of T∗n at generation
n.
We start with a lemma that gives bounds on the size of level sets in T∗n.
Lemma 15. There exists a constant C depending only on θ such that,
for every integer n≥ 2 and every integer p such that 1≤ p≤ n/2,
E[(log#T∗nn−p)
4]1/4 ≤C log n
p
and E[(log#T∗nn )
4]1/4 ≤C logn.
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Proof. Set qn = P(h(T
(0))≥ n). By a standard result (Theorem 9.1 of
[4], Chapter 1), we have
qn ∼ 2
nσ2
as n→∞.(32)
Then, for every p ∈ {0,1, . . . , n},
E[#T∗nn−p] = E[#{v ∈T(n)n−p : h(T(n)[v])≥ p}]
= (qn)
−1
E[#{v ∈ T(0)n−p : h(T(0)[v])≥ p}].
By the branching property of Galton–Watson trees, the conditional distribu-
tion of #{v ∈T(0)n−p : h(T(0)[v])≥ p} knowing that #T(0)n−p = k is the binomial
distribution B(k, qp). Hence,
E[#T∗nn−p] =
qpE[#T
(0)
n−p]
qn
=
qp
qn
.
We can find a > 0 such that the function x−→ (log(a+x))4 is concave over
[1,∞). Then
E[(log#T∗nn−p)
4]1/4 ≤ E[(log(a+#T∗nn−p))4]1/4 ≤ log(a+E[#T∗nn−p])
= log
(
a+
qp
qn
)
,
and the bounds of the lemma easily follow from (32). 
4.2. Discrete and continuous reduced trees.
4.2.1. Convergence of discrete reduced trees. Recall from Section 2.1 the
definition of the continuous reduced tree ∆. For every ε ∈ (0,1), we have set
∆ε = {x ∈∆ :H(x)≤ 1− ε}. We will implicitly use the fact that, for every
fixed ε, there is a.s. no branching point of ∆ at height 1− ε. The skeleton
of ∆ε is defined as
Sk(∆ε) = {∅} ∪ {v ∈ V \ {∅} : Yv̂ ≤ 1− ε}
= {∅} ∪ {v ∈ V \ {∅} : (v̂, Yv̂) ∈∆ε}.
Consider then a tree τ ∈T such that every vertex of τ has either 0,1 or
2 children. It will be convenient to write Tbin for the collection of all such
trees. With τ we associate another tree denoted by [τ ], which is obtained
by “removing” all vertices that have exactly one child. More precisely, write
S(τ) for the set of all vertices v of τ having 0 or 2 children. Then we can
find a unique tree [τ ] such that there exists a bijection u −→ wu from [τ ]
onto S(τ) that preserves both the genealogical order and the lexicographical
order of vertices. We call this bijection the canonical bijection from [τ ] onto
S(τ).
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Proposition 16. We can construct the reduced trees T∗n and the (con-
tinuous) tree ∆ on the same probability space (Ω,F ,P) so that the following
properties hold for every fixed ε ∈ (0,1) with P-probability one.
(i) For every sufficiently large integer n, we have Rεn(T
∗n) ∈ Tbin and
[Rεn(T
∗n)] = Sk(∆ε).
(ii) For every sufficiently large n, such that the properties stated in (i)
hold, and for every u ∈ Sk(∆ε), let wn,εu denote the vertex of S(Rεn(T∗n))
corresponding to u via the canonical bijection from [Rεn(T
∗n)] onto S(Rεn(T∗n)).
Then we have
lim
n→∞
1
n
|wn,εu |= Yu ∧ (1− ε).
See Figure 6 for an illustration of Proposition 16. This proposition is es-
sentially a consequence of classical results on the convergence in distribution
of reduced critical Galton–Watson trees, see in particular [33] and [14]. A
simple way of proving Proposition 16 is to use the convergence in distribu-
tion of the rescaled contour functions associated with the trees T(n) toward a
Brownian excursion with height greater than 1 (see [23], Corollary 1.13). By
using the Skorokhod representation theorem, one may assume that the trees
T
(n) and the Brownian excursion are constructed so that the latter conver-
gence holds almost surely. We then use the relation between the Brownian
excursion with height greater than 1 and the continuous reduced tree ∆,
which can be found in [22], Section 5 (this is a particular case of a more gen-
eral result connecting reduced Le´vy trees with the so-called height process,
see [11], Section 2.7). Let us briefly explain this relation.
We write (et)0≤t≤ζ for a Brownian excursion conditioned to hit level 1.
We associate with this process a collection (Yv)v∈V of nonnegative random
Fig. 6. Setting of Proposition 16. On the left, the tree ∆, its truncation ∆ε and the
skeleton Sk(∆ε). On the right, a large reduced tree T
∗n of height n, its truncation Rεn(T
∗n)
and the associated binary tree [Rεn(T
∗n)].
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Fig. 7. The relation between the Brownian excursion with height greater than 1 and the
continuous reduced tree ∆. For each 0 < a < 1, the number of vertices of ∆ at height a
corresponds to the number of “subexcursions” above height a that hit level 1.
variables defined as follows. If J = inf{t ∈ [0, ζ] : et = 1}, J ′ = sup{t ∈ [0, ζ] :
et = 1}, we set Y∅ := min{et : J ≤ t ≤ J ′} and we also let J∗ be the a.s.
unique time in [J,J ′] such that eJ∗ = Y∅. Then we let Y1 be the minimum of
e between J and sup{t≤ J∗ : et = 1}, and Y2 be the minimum of e between
inf{t≥ J∗ : et = 1} and J ′. The construction is continued by induction (com-
pare Figures 7 and 4). According to [22], Section 5, the collection (Yv)v∈V
has the distribution described in Section 2.1: this shows that the tree ∆ can
be embedded in the graph of e in the way suggested by Figure 7. Moreover,
for every a ∈ [0,1), the number of vertices of the tree ∆ at height a corre-
sponds to the number of excursions of e above level a that hit height 1 (to
be precise, a vertex which is a branching point of the tree should be counted
twice).
Once we know that the rescaled contour functions associated with the
trees T(n) converge a.s. to a Brownian excursion with height greater than 1,
the various assertions of Proposition 16 follow, with the continuous reduced
tree ∆ constructed as explained above from the limiting Brownian excursion.
We leave the details to the reader.
Let us comment on the properties stated in Proposition 16. In property
(ii), we have Yu > 1−ε if and only if u is a leaf (i.e., a vertex with no child) of
Sk(∆ε). Furthermore, if u is a vertex of Sk(∆ε) which is not a leaf, the vertex
wn,εu , which is well defined for n large enough, does not depend on ε. More
precisely, suppose that 0< δ < ε, and suppose that n is sufficiently large so
that the properties stated in (i) hold as well as the same properties with ε
replaced by δ. Then, if u ∈ Sk(∆ε) is not a leaf of Sk(∆ε), we must have
wn,εu =w
n,δ
u . On the other hand, if u is a leaf of Sk(∆ε), then we must have
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|wn,εu |= n− ⌊εn⌋, and wn,εu is an ancestor of wn,δu . We leave the verification
of these properties to the reader.
4.2.2. Convergence of conductances. Let i be a positive integer and let
τ ∈T be a tree such that h(τ)≥ i. Consider the new graph τ ′ obtained by
adding to the graph τ an edge between the root ∅ and an extra vertex ∂. We
let Ci(τ) be the probability that simple random walk on τ ′ starting from ∅
hits generation i of τ before hitting the vertex ∂. The notation is justified by
the fact that Ci(τ) can be interpreted as the effective conductance between
∂ and generation i of τ in the graph τ ′; see [29], Chapter 2.
Proposition 17. Suppose that the reduced trees T∗n and the (continu-
ous) tree ∆ are constructed so that the properties stated in Proposition 16
hold, and that the Yule tree Γ is obtained from ∆ as explained in Section 2.2.
Then
nCn(T∗n) a.s.−→
n→∞ C(Γ).
We omit the easy proof, as this result is not needed for the proof of
Theorem 1.
4.2.3. Convergence of harmonic measures. Our goal is now to verify that
the discrete harmonic measures µn converge in some sense to the continuous
harmonic measure µ defined in Section 2.1.
For every x ∈ ∂∆ε = {z ∈∆ :H(z) = 1− ε}, we set
µε(x) = µ({y ∈ ∂∆ : x≺ y}).
Similarly, we define a probability measure µεn on T
∗n
n−⌊εn⌋ by setting
µεn(u) = µn({v ∈Tn : u≺ v}),
for every u ∈ T∗nn−⌊εn⌋. Clearly, µεn is also the distribution of 〈Σn〉n−⌊εn⌋.
Proposition 18. Suppose that the reduced trees T∗n and the (continu-
ous) tree ∆ have been constructed so that the properties of Proposition 16
hold, and recall the notation (wn,εu )u∈Sk(∆ε) introduced in this proposition.
Then P a.s. for every x= (v,1− ε) ∈ ∂∆ε,
lim
n→∞µ
ε
n(w
n,ε
v ) = µ
ε(x).
Proof. Let δ ∈ (0, ε) and set Tδ = inf{t≥ 0 :H(Bt) = 1−δ}< T . Define
a probability measure µε,(δ) on ∂∆ε by setting for every x ∈ ∂∆ε,
µε,(δ)(x) = P (x≺BTδ).
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Similarly, we write µ
(δ)
n for the distribution of the hitting point of generation
n−⌊δn⌋ by random walk on T∗n started from ∅, and we define a probability
measure µ
ε,(δ)
n on T∗nn−⌊εn⌋ by setting
µε,(δ)n (v) = µ
(δ)
n ({w ∈T∗nn−⌊δn⌋ : v ≺w}),
for every v ∈T∗nn−⌊εn⌋.
It is easy to verify that
lim
δ→0
µε,(δ)(x) = µε(x)
for every x ∈ ∂∆ε, P-a.s. Indeed we have the bound |µε,(δ)(x)−µε(x)| ≤ δ/ε,
which follows from the fact that there is probability at least 1− δ/ε that
after time Tδ Brownian motion will hit the boundary ∂∆ before returning
to height 1− ε (and if this event occurs then for x ∈ ∂∆ε, we have x≺BT
if and only if x≺BTδ ). By similar arguments, one has P-a.s.
lim
δ→0
(
lim sup
n→∞
(
sup
v∈T∗n
n−⌊εn⌋
|µε,(δ)n (v)− µεn(v)|
))
= 0.
In view of the preceding remarks, the convergence of the proposition will
follow if we can verify that for every fixed δ ∈ (0, ε), we have a.s. for every
x= (u,1− ε) ∈ ∂∆ε,
lim
n→∞µ
ε,(δ)
n (w
n,ε
u ) = µ
ε,(δ)(x).(33)
By considering the successive passage times of Brownian motion stopped
at time Tδ in the set {(v,Yv ∧ (1− δ)) : v ∈ Sk(∆δ)}, we get a Markov chain
X(δ), which is absorbed in the set {(v,1 − δ) : v is a leaf of Sk(∆δ)}, and
whose transition kernels are explicitly described in terms of the quantities
Yv, v ∈ Sk(∆δ).
Let n be sufficiently large so that assertions (i) and (ii) of Proposi-
tion 16 hold with ε replaced by δ, and consider random walk on T∗n started
from ∅ and stopped at the first hitting time of generation n − ⌊δn⌋. By
considering the successive passage times of this random walk in the set
{wn,δv : v ∈ Sk(∆δ)}, we again get a Markov chain X(δ),n, which is absorbed
in the set {wn,δv : v is a leaf of Sk(∆δ)} and whose transition kernels are
explicit in terms of the quantities |wnv |, v ∈ Sk(∆δ).
Identifying both sets {(v,Yv∧(1−δ)) : v ∈ Sk(∆δ)} and {wn,δv : v ∈ Sk(∆δ)}
with Sk(∆δ), we can view X
(δ) and X(δ),n as Markov chains with values in
the set Sk(∆δ), and then assertion (ii) of Proposition 16 implies that the
transition kernels of X(δ),n converge to those of X(δ). Write X
(δ)
∞ for the
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absorption point of X(δ), and similarly write X
(δ),n
∞ for the absorption point
of X(δ),n. We thus obtain that the distribution of X
(δ),n
∞ converges to that of
X
(δ)
∞ . Consequently, for every u ∈ V such that x= (u,1− ε) ∈ ∂∆ε, we have
lim
n→∞P (u≺X
(δ),n
∞ ) = P (u≺X(δ)∞ ).
However, from our definitions, we have
P (u≺X(δ)∞ ) = µε,(δ)(x),
and, for n sufficiently large, noting that wn,εu coincides with the ancestor of
wn,δu at generation n− ⌊εn⌋ (see the remarks after Proposition 16),
P (u≺X(δ),n∞ ) = µε,(δ)n (wn,εu ).
This completes the proof of (33) and of the proposition. 
Recall that, if v ∈ U , 〈v〉i is the ancestor of v at generation i≤ |v|.
Corollary 19. Let ξ ∈ (0,1). We can find ε0 ∈ (0,1/2) such that the
following holds. For every ε ∈ (0, ε0), there exists n0 ≥ 0 such that for every
n≥ n0 we have
E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)− β log ε|2]≤ ξ| log ε|2.
Proof. Recall our notation Bd(x, r) for the closed ball of radius r cen-
tered at x ∈ ∆. Fix η ∈ (0,1). Since BT is distributed according to µ, it
follows from Theorem 3 that there exists ε0 ∈ (0,1/2) such that for every
ε ∈ (0, ε0) we have
P⊗P (|logµ(Bd(BT ,2ε))− β log ε|> (η/2)| log ε|)< η/2.(34)
Let us fix ε ∈ (0, ε0). We now claim that, under P⊗P ,
µεn(〈Σn〉n−⌊εn⌋)
(d)−→
n→∞µ(Bd(BT ,2ε)).(35)
To see this, let f be a continuous function on [0,1]. Since the distribution
of 〈Σn〉n−⌊εn⌋ under P is µεn, we have
E⊗E[f(µεn(〈Σn〉n−⌊εn⌋))] = E
[ ∑
u∈T∗n
n−⌊εn⌋
µεn(u)f(µ
ε
n(u))
]
.
By Proposition 16, we know that P a.s. for n sufficiently large,∑
u∈T∗n
n−⌊εn⌋
µεn(u)f(µ
ε
n(u)) =
∑
x=(v,1−ε)∈∂∆ε
µεn(w
n,ε
v )f(µ
ε
n(w
n,ε
v ))
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and, by Proposition 18, the latter quantities converge as n→∞ toward∑
x∈∂∆ε
µε(x)f(µε(x)) =E[f(µ(Bd(BT ,2ε)))].
Our claim (35) now follows.
By (34) and (35), we can find n0 = n0(ε) ≥ ε−1 such that for n≥ n0 we
have
P⊗ P (|logµεn(〈Σn〉n−⌊εn⌋)− β log ε|> η|log ε|)< η.
It follows that
E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)− β log ε|2]
≤ η2| log ε|2 + η1/2E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)− β log ε|4]1/2(36)
≤ (η2 + 2η1/2β2)| log ε|2 + 2η1/2E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)|4]1/2.
Let us bound the last term in the right-hand side. It is elementary to verify
that the function g(r) = (r∧e−4)| log(r∧e−4)|4 is nondecreasing and concave
over [0,1]. It follows that
E[|logµεn(〈Σn〉n−⌊εn⌋)|4] =
∑
u∈T∗n
n−⌊εn⌋
µεn(u)|logµεn(u)|4
≤
∑
u∈T∗n
n−⌊εn⌋
(µεn(u) ∧ e−4)|log(µεn(u)∧ e−4)|4 +44
=
∑
u∈T∗n
n−⌊εn⌋
g(µεn(u)) + 4
4
≤#T∗nn−⌊εn⌋× g((#T∗nn−⌊εn⌋)−1) + 44
≤ |log#T∗nn−⌊εn⌋|4 +2× 44.
We now use Lemma 15 to get
E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)|4]≤ 2× 44 + E[|log#T∗nn−⌊εn⌋|4]
≤ 2× 44 +C4
(
log
n
⌊εn⌋
)4
.
By combining the last estimate with (36), we get that, for every n≥ n0(ε),
E⊗E[|logµεn(〈Σn〉n−⌊εn⌋)− β log ε|2]
≤ (η2 +2η1/2β2)| log ε|2 +2η1/2(29/2 +C2| log ε|2).
The statement of the corollary follows since η was arbitrary. 
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4.3. Proof of the main result. We need a few preliminary lemmas before
we can proceed to the proof of Theorem 1.
4.3.1. Preliminary lemmas. Our first lemma is a discrete version of Lem-
ma 7. This result is well known and corresponds to the “flow rule” for
harmonic measure in [27]. We provide a detailed statement and a brief proof
because this result plays a key role in what follows.
We consider a plane tree τ ∈Tn, and we write Z(τ) = (Z(τ)k )k≥0 for simple
random walk on τ starting from ∅ (we may assume that this process is
defined under the probability measure P ). We set
H(τ)n = inf{k ≥ 0 : |Z(τ)k |= n},
and Σ
(τ)
n = Z
(τ)
H
(τ)
n
. We let µ
(τ)
n be the distribution of Σ
(τ)
n . We view µ
(τ)
n as a
measure on τ , which is supported on τn.
For 0≤ p≤ n, we set
L(τ)p = sup{k ≤H(τ)n : |Z(τ)k |= p}.
Clearly, Σ
(τ)
n ∈ τ˜ [Z(τ)
L
(τ)
p
] and, therefore, Z
(τ)
L
(τ)
p
= 〈Σ(τ)n 〉p.
Lemma 20. Let p ∈ {0,1, . . . , n− 1} and z ∈ τp. Then, conditionally on
〈Σ(τ)n 〉p = z, the process
(Z
(τ)
(L
(τ)
p +k)∧H(τ)n
)k≥0
is distributed as simple random walk on τ˜ [z] starting from z and conditioned
to hit τ˜ [z] ∩ τn before returning to z, and stopped at this hitting time. Con-
sequently, for every integer q ∈ {0,1, . . . , n− p}, the conditional distribution
of
µ
(τ)
n (Bτ (Σ
(τ)
n , q))
µ
(τ)
n (Bτ (Σ
(τ)
n , n− p))
knowing that 〈Σ(τ)n 〉p = z is equal to the distribution of
µ
(τ [z])
n−p (Bτ [z](Σ
(τ [z])
n−p , q)).
Proof. The first assertion is easy from the fact that the successive (non-
trivial) excursions of Z(τ) in the subtree τ˜ [z] are independent (and indepen-
dent of the behavior of Z(τ) outside τ˜ [z]) and have the same distribution as
the excursion of random walk in τ˜ [z] away from z. We leave the details to
the reader.
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Let us explain why the second assertion of the lemma follows from the
first one. Clearly, the distribution of the hitting point of τ˜ [z]∩ τn by simple
random walk on τ˜ [z] starting from z and conditioned to hit τ˜ [z]∩ τn before
returning to z is the same as the distribution of the hitting point of τ˜ [z]∩ τn
by simple random walk on τ˜ [z] starting from z. Let µ
(τ),z
n be the conditional
distribution of Σ
(τ)
n knowing that 〈Σ(τ)n 〉p = z. We get from the first assertion
of the lemma that µ
(τ),z
n is equal to the hitting distribution of τ˜ [z] ∩ τn for
simple random walk on τ˜ [z] started from z (note that we are here interested
in the subgraph τ˜ [z] of τ and not in the “relabelled” tree τ [z]). It also follows
that, for every integer q ∈ {0,1, . . . , n− p}, the conditional distribution of
µ(τ),zn (Bτ (Σ
(τ)
n , q))
knowing that 〈Σ(τ)n 〉p = z coincides with the distribution of
µ
(τ [z])
n−p (Bτ [z](Σ
(τ [z])
n−p , q)).
Now notice that, on the event {〈Σ(τ)n 〉p = z}, µ(τ),zn (Bτ (Σ(τ)n , q)) is equal to
µ
(τ)
n (Bτ (Σ
(τ)
n , q))
µ
(τ)
n (Bτ (Σ
(τ)
n , n− p))
.
This gives the second assertion of the lemma. 
Let us come back to the (random) reduced tree T∗n. If 1 ≤ i ≤ n,
T˜
∗n[〈Σn〉n−i] is the subtree of T∗n above generation n− i that is “selected”
by harmonic measure, and T∗n[〈Σn〉n−i] is the tree obtained by relabelling
the vertices of T˜∗n[〈Σn〉n−i] as explained above. It is not true that the dis-
tribution of T∗n[〈Σn〉n−i] under P ⊗ P coincides with the distribution of
T
∗i under P, because harmonic measure induces a distributional bias. Still
the next lemma gives a useful bound for the distribution of T∗n[〈Σn〉n−i] in
terms of that of T∗i. We recall the notation Ci(τ) from Section 4.2.2.
Lemma 21. For every i ∈ {1, . . . , n− 1} and every nonnegative function
F on T ,
E⊗E[F (T∗n[〈Σn〉n−i])]≤ (i+ 1)E[Ci(T∗i)F (T∗i)].
Proof. Fix i ∈ {1, . . . , n− 1} in this proof. Recall our notation Ri(T∗n)
for the tree T∗n truncated at level n − i. From the branching property of
Galton–Watson trees, one easily verifies the following fact: under P, condi-
tionally on Ri(T
∗n), the (relabelled) subtrees T∗n[v], v ∈ T∗nn−i are indepen-
dent and distributed as T∗i (to make this statement precise we can order
the subtrees according to the lexicographical order on T∗nn−i).
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Consider the stopping times of the random walk Zn which are defined
inductively as follows,
Un0 = inf{k ≥ 0 : |Znk |= n− i},
V n0 = inf{k ≥ Un0 : |Znk |= n− i− 1},
and, for every j ≥ 0,
Unj+1 = inf{k ≥ V nj : |Znk |= n− i},
V nj+1 = inf{k ≥Unj+1 : |Znk |= n− i− 1}.
Set W nj = Z
n
Unj
for every j ≥ 0. Then, under the probability measure P ,
(W nj )j≥0 is a Markov chain on T
∗n
n−i, whose initial distribution and transition
kernel only depend on Ri(T
∗n).
Now observe that
〈Σn〉n−i =W nj0 ,
where j0 is the first index j such that
sup
Unj ≤k≤V nj
|Znk |= n.(37)
If j ≥ 0 is fixed, then, conditionally on the Markov chainW n, the probability
that (37) holds is Ci(T∗n[W nj ]).
Thanks to these observations, we have
E[F (T∗n[〈Σn〉n−i])]
=
∞∑
j=0
E
[
F (T∗n[W nj ])Ci(T∗n[W nj ])
j−1∏
ℓ=0
(1−Ci(T∗n[W nℓ ]))
]
.
We then use the simple bound Ci(T)≥ 1i+1 , which holds for any tree T with
height greater than or equal to i. It follows that
E[F (T∗n[〈Σn〉n−i])]≤
∞∑
j=0
(
1− 1
i+1
)j
E[F (T∗n[W nj ])Ci(T∗n[W nj ])].
For every u ∈ U with |u| = n − i, let πnj (u) = P (W nj = u), and recall that
πnj (u) only depends on the truncated tree Ri(T
∗n). Then, for every j ≥ 0,
E⊗E[F (T∗n[W nj ])Ci(T∗n[W nj ])] = E
[ ∑
u∈T∗nn−i
πnj (u)F (T
∗n[u])Ci(T∗n[u])
]
= E[F (T∗i)Ci(T∗i)],
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by the observation of the beginning of the proof. We conclude that
E[F (T∗n[〈Σn〉n−i])]≤
∞∑
j=0
(
1− 1
i+1
)j
E[F (T∗i)Ci(T∗i)]
= (i+ 1)E[F (T∗i)Ci(T∗i)],
as desired. 
Our last lemma gives an estimate for the conductance Ci(T∗i).
Lemma 22. There exists a constant K ≥ 1 such that, for every integer
n≥ 1,
E[Cn(T∗n)2]≤ K
(n+1)2
.
Proof. Obviously, we can assume that n≥ 2, and we set j = ⌊n/2⌋ ≥ 1.
An immediate application of the Nash–Williams inequality ([29], Chapter 2)
gives
Cn(T∗n)≤
#T∗nj
j
(just consider the cutsets obtained by looking for every integer ℓ ∈ {1, . . . , j}
at the collection of edges of T∗n between generation ℓ− 1 and generation ℓ).
Then
E[(#T∗nj )
2] = E[(#{v ∈ T(0)j : h(T(0)[v])≥ n− j})2|h(T(0))≥ n]
= q−1n E[(#{v ∈T(0)j : h(T(0)[v])≥ n− j})2].
As we already observed in the proof of Lemma 15, the conditional distri-
bution of #{v ∈ T(0)j : h(T(0)[v]) ≥ n − j} knowing that #T(0)j = k is the
binomial distribution B(k, qn−j). It follows that
E[(#{v ∈T(0)j : h(T(0)[v])≥ n− j})2]
= q2n−jE[(#T
(0)
j )
2] + (qn−j − q2n−j)E[#T(0)j ]
= q2n−jσ
2j + qn−j.
We conclude that
E[Cn(T∗n)2]≤ (j2qn)−1(q2n−jσ2j + qn−j),
and the statement of the lemma follows from (32). 
52 N. CURIEN AND J.-F. LE GALL
4.3.2. Proof of Theorem 1. We will prove that
E⊗E[|logµn(Σn) + β logn|] = o(logn) as n→∞.(38)
Theorem 1 follows, since (38) and the Markov inequality give, for any δ > 0,
P⊗P (|logµn(Σn) + β logn| ≥ δ logn) −→
n→∞0,
and, therefore,
E[P (µn(Σn)≤ n−β−δ or µn(Σn)≥ n−β+δ)] −→
n→∞0.
Since by definition µn is the distribution of Σn under P , the last convergence
is equivalent to the first assertion of Theorem 1.
Fix ξ > 0 and let ε > 0 and n0 ≥ 0 be such that the conclusion of Corol-
lary 19 holds for every n≥ n0. Without loss of generality, we may and will
assume that ε= 1/N , for some integer N ≥ 4, which is fixed throughout the
proof. We also fix a constant α > 0, such that α logN < 1/2.
Let n > N be sufficiently large so that N ⌊α logn⌋ ≥ n0. We then let ℓ≥ 1
be the unique integer such that
N ℓ < n≤N ℓ+1.
Notice that
logn
logN
− 1≤ ℓ≤ logn
logN
.(39)
Our starting point is the equality
logµn(Σn) = log
µn(Σn)
µn(B(Σn,N))
(40)
+
ℓ∑
j=2
log
µn(B(Σn,N
j−1))
µn(B(Σn,N j))
+ logµn(B(Σn,N
ℓ)).
To simplify notation, we set
An1 := log
µn(Σn)
µn(B(Σn,N))
+ β logN,
Anj := log
µn(B(Σn,N
j−1))
µn(B(Σn,N j))
+ β logN for every j ∈ {2, . . . , ℓ},
Anℓ+1 := logµn(B(Σn,N
ℓ)) + β log(n/N ℓ).
From (40), we see that
E⊗E[|logµn(Σn) + β logn|] = E⊗E
[∣∣∣∣∣
ℓ+1∑
j=1
Anj
∣∣∣∣∣
]
≤
ℓ+1∑
i=1
E⊗E[|Anj |].(41)
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We will now bound the different terms in the sum of the right-hand side.
First step: A priori bounds. We verify that, for j ∈ {1, . . . , ℓ+ 1},
we have
E⊗E[|Anj |]≤ (C
√
K + β) logN,(42)
where C is the constant in Lemma 15, and K is the constant in Lemma 22.
Suppose first that 2 ≤ j ≤ ℓ. Applying the second assertion of Lemma 20
(with p = n − N j and q = N j−1) to the tree T∗n, we obtain that, for ev-
ery z ∈ T∗n
n−Nj , the conditional distribution of A
n
j under P , knowing that
〈Σn〉n−Nj = z, is the same as the distribution of
logµ
(T∗n[z])
Nj
(B(Σ
(T∗n[z])
Nj
,N j−1)) + β logN.
Recalling that µ
(T∗n[z])
Nj
is the distribution of Σ
(T∗n[z])
Nj
under P , we get
E[|Anj ||〈Σn〉n−Nj = z]
≤E[|logµ(T∗n[z])
Nj
(B(Σ
(T∗n[z])
Nj
,N j−1))|] + β logN(43)
=Gj(T
∗n[z]) + β logN,
where for any tree τ ∈TNj ,
Gj(τ) =
∫
µ
(τ)
Nj
(dy)|logµ(τ)
Nj
(Bτ (y,N
j−1))|
=
∑
z∈τ
Nj−Nj−1
µ
(τ)
Nj
(τ˜ [z])|logµ(τ)
Nj
(τ˜ [z])|.
In the latter form, Gj(τ) is just the entropy of the probability measure
that assigns mass µ
(τ)
Nj
(τ˜ [z]) to every point z ∈ τNj−Nj−1 . By a standard
bound for the entropy of probability measures on finite sets, we have Gj(τ)≤
log#τNj−Nj−1 for any tree τ ∈TNj . Recalling (43), we get
E⊗E[|Anj |]≤ E⊗E[log#T∗nNj−Nj−1 [〈Σn〉n−Nj ]] + β logN
≤ (N j + 1)E[CNj (T∗N
j
) log#T∗N
j
Nj−Nj−1 ] + β logN
≤ (N j + 1)E[(CNj(T∗N
j
))2]1/2E[(log#T∗N
j
Nj−Nj−1)
2]1/2 + β logN
≤
√
KE[(log#T∗N
j
Nj−Nj−1)
2]1/2 + β logN,
using successively Lemma 21, the Cauchy–Schwarz inequality and Lemma 22.
Finally, Lemma 15 gives
E[(log#T∗N
j
Nj−Nj−1)
2]1/2 ≤C logN,
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and this completes the proof of (42) when 2≤ j ≤ ℓ.
The cases j = 1 and j = ℓ+1 are treated on a similar manner. For j = ℓ+1,
we observe that the same entropy bound gives
E[|logµn(B(Σn,N ℓ))|] =
∑
y∈T∗n
n−Nℓ
µn(T˜
∗n[y])|logµn(T˜∗n[y])| ≤ log#T∗nn−Nℓ .
It follows that
E⊗E[|logµn(B(Σn,N ℓ))|]≤ E[log#T∗nn−Nℓ]≤C logN,
by Lemma 15 and using the fact that N ℓ < n≤N ℓ+1.
Finally, for the case j = 1, we use exactly the same argument as in the
case 2≤ j ≤ ℓ, to get
E
[∣∣∣∣log µn(Σn)µn(B(Σn,N))
∣∣∣∣]≤E[log#T∗nn [〈Σn〉n−N ]],
and we obtain similarly, using Lemmas 21, 22 and 15,
E⊗E[log#T∗nn [〈Σn〉n−N ]]≤ (N + 1)E[CN (T∗N ) log#T∗NN ]
≤
√
KE[(log#T∗NN )
2]1/2
≤C
√
K logN.
This completes the proof of (42).
Second step: Refined bounds. We will get a better bound than (42)
for certain values of j. Precisely we prove that, if ⌊α logn⌋ ≤ j ≤ ℓ, we have
E⊗E[|Anj |]≤
√
ξK logN.(44)
Let us fix j ∈ {⌊α logn⌋, . . . , ℓ}. Recall that we have then N j ≥ n0. From (43),
we have
E[|Anj |] =E[Fj(T∗n[〈Σn〉n−Nj ])],(45)
where, if τ ∈TNj ,
Fj(τ) = |β logN −Gj(τ)|=
∣∣∣∣∫ µ(τ)Nj (dy)(logµ(τ)Nj (Bτ (y,N j−1)) + β logN)∣∣∣∣.
Using Lemma 21 as in the first step, we have
E⊗E[|Anj |] = E⊗E[Fj(T∗n[〈Σn〉n−Nj ])]≤ (N j +1)E[CNj(T∗N
j
)Fj(T
∗Nj )].
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We then apply the Cauchy–Schwarz inequality together with the bound of
Lemma 22 to get
E⊗E[|Anj |]≤
√
KE[Fj(T
∗Nj )2]1/2
=
√
KE
[(∫
µNj (dy)|logµNj (B(y,N j−1)) + β logN |
)2]1/2
≤
√
KE
[∫
µNj (dy)|logµNj (B(y,N j−1)) + β logN |2
]1/2
=
√
KE⊗E[|logµNj(B(ΣNj ,N j−1)) + β logN |2]1/2
=
√
K ·E⊗E[|logµ1/N
Nj
(〈ΣNj 〉Nj−Nj−1) + β logN |2]1/2,
where the last equality follows from the definition of the measures µεn at
the beginning of Section 4.2.3. Now recall that 1/N = ε and note that
N j −N j−1 =N j − εN j . Since we have N j ≥ n0, we can apply the bound of
Corollary 19 and we get that the right-hand side of the preceding display is
bounded above by
√
ξK logN , which completes the proof of (44).
By combining (42) and (44), and using (41), we arrive at the bound
E⊗E[|logµn(Σn) + β logn|]≤ ⌊α logn⌋(C
√
K + β) logN + ℓ
√
ξK logN
≤ (α(C
√
K + β) logN +
√
ξK) logn,
which holds for every sufficiently large n. Now note that ξ > 0 can be chosen
arbitrarily small. The choice of ξ determines the choice of N , but afterward
we can also choose α arbitrarily small given this choice. We thus see that
our claim (38) follows from the last bound, and this completes the proof of
Theorem 1. 
4.4. Proof of Corollary 2. In what follows, we always implicitly restrict
our attention to integers N ≥ 1 such that P(#T(0) =N + 1) > 0. For such
values of N , T(N) is distributed as T(0) conditioned on the event {#T(0) =
N + 1}. We write (C(N)t )0≤t≤2N for the contour function of the tree T(N)
(see, e.g., [23] or [31], Figure 6.2, where the contour function is called the
Harris walk of the tree). By a famous theorem of Aldous [3], we have the
convergence in distribution(
σ
2
√
N
C
(N)
2Nt,0≤ t≤ 1
)
(d)−→
N→∞
(et,0≤ t≤ 1),(46)
where (et,0≤ t≤ 1) stands for a Brownian excursion with duration 1. Since
h(T(N)) is just the maximum of the contour function, it follows that
1√
N
h(T(N))
(d)−→
N→∞
2
σ
max
0≤t≤1
et.(47)
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Consequently, for every η > 0, we can choose a constant A > 0 such that
for all sufficiently large N , the probability P (h(T(N))>A
√
N) is bounded
above by η. Thanks to this remark, it is enough to prove that the convergence
of Corollary 2 holds when n and N tend to infinity in such a way that
n≤B√N , for some fixed constant B. For future reference, we note that (47)
implies that, for every sufficiently large N and every nonnegative integer n
such that n≤B√N ,
P(h(T(N))≥ n)≥ c,(48)
for some constant c > 0.
If τ ∈T is a tree, we write τ≤n for the tree that consists of all vertices of
τ at generation less than or equal to n.
Lemma 23. Let ε > 0. We can find δ ∈ (0, 12) such that, for every suffi-
ciently large N , and every nonnegative integer n with n≤B√N , we have
P (#T(N)≤n ≤ (1− δ)N |h(T(N))≥ n)≥ 1− ε.
Proof. As a simple consequence of (46), we can find η > 0 sufficiently
small so that, for every sufficiently large N and for every integer n with
0≤ n≤ η√N ,
P
(
{h(T(N))≥ n} ∩
{
#T(N)≤n <
N
2
})
> 1− ε.
So we may concentrate on values of n such that η
√
N ≤ n≤B√N .
We then observe that there exists δ ∈ (0, 12 ) such that, for every a ∈
[12ση,
1
2σB],
P
(∫ 1
0
dt1{et≥a} ≤ δ
∣∣∣ sup
0≤t≤1
et ≥ a
)
< ε.(49)
This bound follows from standard properties of linear Brownian motion. We
omit the details.
We now claim that the result of the lemma holds with the preceding value
of δ. To verify the claim, observe that from the properties of the contour
function,
N +1−#T(N)≤n = 1
2
∫ 2N
0
dt1{C(N)t >n}
.
It readily follows that
P(#T(N)≤n > (1− δ)N |h(T(N))≥ n)
= P
(
1
2
∫ 2N
0
dt1{C(N)t >n}
< δN +1
∣∣∣ sup
0≤t≤2N
C
(N)
t ≥ n
)
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= P
(∫ 1
0
dt1{(σ/2√N)C(N)2Nt>(σ/2
√
N)n} < δ +
1
N
∣∣∣ sup
0≤t≤1
σ
2
√
N
C
(N)
2Nt ≥
n√
2N
)
.
If the conclusion of the lemma does not hold, we can find a sequence Nk con-
verging to +∞, and, for every k, an integer nk with η
√
Nk ≤ nk ≤B
√
Nk,
such that the probability in the last display, evaluated with N = Nk and
n= nk is bounded below by ε. But then, by extracting a convergent subse-
quence from the sequence (nk/
√
Nk) and using the convergence (46), we get
a contradiction with (49). This contradiction completes the proof. 
As previously, we let T(n) stand for a Galton–Watson tree with offspring
distribution θ, conditioned on nonextinction at generation n. Corollary 2 is
a simple consequence of Theorem 1 and the following comparison lemma
applied, for every fixed δ > 0 and ε > 0, with
An = {τ ∈Tn : µ(τ)n ({v ∈ τn : n−β−δ ≤ µ(τ)n (v)≤ n−β+δ})≤ 1− ε}.
Lemma 24. For every n ≥ 0, let An be a subset of Tn. Assume that
P(T
(n)
≤n ∈An)→ 0 as n→∞. Then we have
P(T(N)≤n ∈An|h(T(N))≥ n) −→
n,N→∞
n≤B√N
0.
Proof. Throughout the proof, we consider positive integers n and N
such that n≤ B√N . Let τ ∈ Tn and set m=#τ − 1 (m is the number of
edges of τ ) and p = #τn. From (32), we see that there exists a constant
c0 > 0 such that, for every n,
P(T
(n)
≤n = τ)≥ c0nP(T(0)≤n = τ).(50)
We then evaluate
P(T(N)≤n = τ) =
P({T(0)≤n = τ} ∩ {#T(0) =N +1})
P(#T(0) =N + 1)
.
Let θ˜ be the probability measure on Z defined by θ˜(k) = θ(k+ 1) for every
k ≥−1, and let Z be a random walk on Z with jump distribution θ˜ started
from 0. A standard result (see, e.g., [23], Section 1) states that #T(0) has
the same distribution as the hitting time of −1 by Z, and by Kemperman’s
formula (see, e.g., Pitman [31], page 122), we get that P(#T(0) =N + 1) =
(N +1)−1P(ZN+1 =−1). From a classical local limit theorem, we obtain the
existence of a constant c1 > 0 such that
P(#T(0) =N +1)≥ c1N−3/2(51)
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[recall that we consider only values of N such that P(#T(0) =N + 1)> 0].
Then, using the branching property of Galton–Watson trees, we have, if
m≤N ,
P({T(0)≤n = τ} ∩ {#T(0) =N + 1}) = P(T(0)≤n = τ)×F (p,N −m+ p),(52)
where, for every integer ℓ ≥ p, F (p, ℓ) is the probability that a forest of p
independent Galton–Watson trees with offspring distribution θ has exactly
ℓ vertices. By the same arguments as in the derivation of (51),
F (p, ℓ) =
p
ℓ
P(Zℓ =−p)≤ c2pℓ−3/2,(53)
with some constant c2.
Next, let δ ∈ (0,1) and suppose that m≤ (1− δ)N and p≤ δ−1n, so that
in particular N −m+ p ≥ δN . Under these conditions (51), (52) and (53)
give
P(T(N)≤n = τ)≤ c−11 c2δ−5/2nP(T(0)≤n = τ).(54)
Let G′N,n,δ be the set of all trees τ ∈ Tn such that #τ ≤ (1 − δ)N , let
G′′n,δ be the set of all trees τ ∈ Tn such that #τn ≤ δ−1n, and set GN,n,δ =
G′N,n,δ ∩G′′n,δ. Comparing (50) and (54), we obtain that the density of the
law of T(N)≤n with respect to that of T
(n)
≤n is bounded above, on the set
GN,n,δ , by a positive constant Cδ independent of n and N (but depending
on δ). If ε > 0 is given, we can use Lemma 23 to find δ > 0 such that for
every sufficiently large N and every integer n with 1≤ n≤B√N we have
P(T(N)≤n ∈G′N,n,δ|h(T(N))≥ n)≥ 1−
ε
2
.
On the other hand, Theorem 1.13 in Janson [17] gives the existence of a con-
stant K independent of N such that, for every integer n≥ 1, E[#T(N)n]≤
Kn. Choosing δ smaller if necessary, and using (48), we see that we have
also, for every integer n with 1≤ n≤B√N ,
P(T(N)≤n ∈G′′n,δ|h(T(N))≥ n)≥ 1−
ε
2
.
Finally, if An is a subset of Tn, with 1≤ n≤B
√
N , we have
P(T(N)≤n ∈An|h(T(N))≥ n)
≤ P(T(N)≤n /∈GN,n,δ|h(T(N))≥ n)
+ P(T(N)≤n ∈An ∩GN,n,δ|h(T(N))≥ n)
≤ ε+ Cδ
P(h(T(N))≥ n)P(T
(n)
≤n ∈An).
Letting n,N →∞ with the constraint n≤B√N , and using the assumption
of the lemma together with (48), we see that the last display eventually
becomes less than 2ε. This proves the lemma. 
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5. Complements.
5.1. A different approach to the continuous results. In this section, we
briefly outline another approach to Theorem 3, which is based on a differ-
ent shift transformation on the space T∗. Informally, if (T ,v) ∈ T∗, we let
S(T ,v) be obtained by shifting (T ,v) at the first node of T . More precisely,
if T corresponds to the collection (zv)v∈V , and v= (v1, v2, . . .), we set
S(T ,v) = (T(v1), v˜),
where v˜= (v2, v3, . . .) and, for i= 1 or i= 2, T(i) is the tree corresponding to
the collection (ziv − z∅)v∈V , in agreement with the notation of Section 3.4.
Proposition 25. For every r≥ 1, set
κ(r) =
∫∫
γ(ds)γ(dt)
rs
r+ s+ t− 1 .
The finite measure κ(C(T )) ·Θ∗(dT dv) is invariant under S.
Proof. Let F be a bounded measurable function on T∗. We have to
prove that∫
F ◦ S(T ,v)κ(C(T ))Θ∗(dT dv) =
∫
F (T ,v)κ(C(T ))Θ∗(dT dv).(55)
Recall that Θ∗(dT dv) = Θ(dT )νT (dv) by construction. If we fix T ∈ T, the
distribution of the pair (v1, v˜) under νT is given by∫
νT (dv)1{v1=i}g(v˜) =
C(T(i))
C(T(1)) + C(T(2))
∫
νT(i)(du)g(u),
where i ∈ {1,2} and g is any bounded measurable function on {1,2}N. It
follows that the left-hand side of (55) may be written as
2∑
i=1
∫
F (T(i),u)κ(C(T ))
C(T(i))
C(T(1)) + C(T(2))
Θ(dT )νT(i)(du).(56)
We then observe that under Θ(dT ) the subtrees T(1) and T(2) are indepen-
dent and distributed according to Θ, and moreover we have
C(T ) =
(
U +
1−U
C(T(1)) + C(T(2))
)−1
,
where U is uniformly distributed over [0,1] and independent of (T(1),T(2)).
Using these observations, and a simple symmetry argument, we get that the
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quantity (56) is also equal to
2
∫ 1
0
dx
∫
Θ(dT )Θ(dT ′)νT (du)F (T ,u)
× C(T )C(T ) + C(T ′)κ
((
x+
1− x
C(T ) + C(T ′)
)−1)
=
∫
Θ∗(dT du)F (T ,u)
×
(
2
∫ 1
0
dx
∫
Θ(dT ′) C(T )C(T ) + C(T ′)κ
((
x+
1− x
C(T ) + C(T ′)
)−1))
.
Hence, the proof of (55) reduces to checking that, for every r ≥ 1,
κ(r) = 2
∫ 1
0
dx
∫
Θ(dT ′) r
r+ C(T ′)κ
((
x+
1− x
r+ C(T ′)
)−1)
.(57)
To verify (57), let C0,C1,C2 be independent and distributed according to γ,
and let U be uniformly distributed over [0,1] and independent of (C0,C1,C2)
under the probability measure P. Note that by definition, for every x≥ 1,
κ(x) = E
[
xC1
x+ C1 + C2 − 1
]
.
It follows that the right-hand side of (57) can be written as
2E
[
r
r+ C0
C1(U + (1−U)/(r+ C0))−1
C1 + C2 + (U + (1−U)/(r+ C0))−1 − 1
]
= 2rE
[ C1
(C1 + C2 − 1)(U(C0 + r) + 1−U) + C0 + r
]
= rE
[ C1 + C2
(C1 + C2 − 1)(U(C0 + r) + 1−U) + C0 + r
]
= rE
[ C1 + C2
(C1 + C2)(U(C0 + r− 1) + 1) + (C0 + r− 1)(1−U)
]
= rE
[
1
(C0 + r− 1)(U + (1−U)/(C1 + C2)) + 1
]
= rE
[ C˜
r+ C0 + C˜ − 1
]
,
where C˜ = (U + 1−UC1+C2 )−1. By (2), C˜ is distributed according to γ. Since C˜ is
also independent of C0, we immediately see that the right-hand side of the
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last display is equal to κ(r), which completes the proof of (57) and of the
proposition. 
One can verify that the shift S is ergodic with respect to the invariant
probability measure obtained by normalizing κ(C(T )) ·Θ∗(dT dv) (we omit
the proof). One then applies the ergodic theorem to the two functionals de-
fined as follows. First, we let Zn(T ,v) denote the height of the nth branching
point on the geodesic ray v. One immediately verifies that, for every n≥ 1,
Zn =
n−1∑
i=0
Z1 ◦ Si.
If A=
∫
κ(C(T ))Θ∗(dT dv), it follows that
1
n
Zn
Θ∗ a.s.−→
n→∞ A
−1
∫
Z1(T ,v)κ(C(T ))Θ∗(dT dv).(58)
Note that the limit can also be written as
A−1E
[
|log(1−U)|κ
((
U +
1−U
C1 + C2
)−1)]
with the notation of the preceding proof. Second, if xn,v stands for the (n+
1)st branching point on the geodesic ray v [with the notation of Section 2.2,
xn,v = ((v1, . . . , vn),Zn+1(T ,v)) if v= (v1, v2, . . .)], we set for every n≥ 1,
Hn(T ,v) = log νT ({u ∈ {1,2}N : xn,v ≺ u}).
It is then also easy to verify that
Hn =
n−1∑
i=0
H1 ◦ Si
and we have thus
1
n
Hn
Θ∗ a.s.−→
n→∞ A
−1
∫
H1(T ,v)κ(C(T ))Θ∗(dT dv).(59)
The limit can be written as
2A−1E
[ C1
C1 + C2 log
( C1
C1 + C2
)
κ
((
U +
1−U
C1 + C2
)−1)]
.
By combining (58) and (59), we now obtain that the convergence (1) holds
with limit
−β = 2E[C1/(C1 + C2) log(C1/(C1 + C2))κ((U + (1−U)/(C1 + C2))
−1)]
E[| log(1−U)|κ((U + (1−U)/(C1 + C2))−1)] .
We leave it as an exercise for the reader to check that this is consistent with
the other formulas for β in Proposition 4.
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5.2. Supercritical Galton–Watson trees. One may compare our results
about Brownian motion on the Yule tree to the recent paper of Aı¨de´kon
[1], which deals with biased random walk on supercritical Galton–Watson
trees. To this end, consider the supercritical offspring distribution θ(n) given
by θ(n)(1) = 1− 1n and θ(n)(2) = 1n . If T (n) is the (infinite) Galton–Watson
tree with offspring distribution θ(n), then T (n), viewed as a metric space
for the graph distance rescaled by the fact n−1, converges in distribution in
an appropriate sense (e.g., for the local Gromov–Hausdorff topology) to the
Yule tree Γ.
Consider then the biased random walk (Z
(n)
k )k≥0 on T (n) with bias pa-
rameter λ(n) = 1− 1n (see, e.g., [28] or [1] for a definition of this process).
Since the “mean drift” of Z(n) away from the root is 12n+o(n
−1), it should be
clear that the rescaled process (Z
(n)
⌊n2t⌋)t≥0 is asymptotically close to Brow-
nian motion with drift 1/2 on the Yule tree, in a sense that can easily be
made precise.
An explicit form of an invariant measure for the “environment seen from
the particle” has been derived by Aı¨de´kon [1], Theorem 4.1, for biased ran-
dom walk on a supercritical Galton–Watson tree (see also [16] for a related
result in a different setting). In the unbiased case such an explicit formula
already appeared in the work of Lyons, Pemantle and Peres [27], but in the
subsequent work of the same authors [28] dealing with the biased case, only
the existence of the invariance measure was derived by general arguments. It
is tempting to use Aı¨de´kon’s formula and the connection between the λ(n)-
biased random walk on T (n) and Brownian motion with drift 1/2 on the Yule
tree to recover our formulas for invariant measures in Propositions 12 and
25. Note, however, that the continuous analog of Aı¨de´kon’s formula would
be an invariant measure for the environment seen from Brownian motion on
the Yule tree at a fixed time, whereas we have obtained invariant measures
for the environment at the last visit of a fixed height (Proposition 12) or the
last visit of a node of the nth generation (Proposition 25). Still the reader
should note the similarity between the limiting distribution in [1], Theorem
4.1, and the formula for the invariant measure in Proposition 25. Indeed, we
were able to guess the formula for κ in Proposition 25 from a (nonrigorous)
passage to the limit from the corresponding formula in [1].
APPENDIX
In this appendix, we sketch a proof of Proposition 5, which is based on
the relation between the continuous reduced tree ∆ of Section 2.1 and the
Brownian excursion conditioned to hit level 1. This relation was described
after Proposition 16 (see Figure 7) and we retain the notation introduced
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after this proposition. In particular, (et)0≤t≤ζ is a Brownian excursion con-
ditioned to hit level 1 defined under the probability measure P, and ∆ is the
associated continuous reduced tree.
We fix ε ∈ (0,1) and let Nε ≥ 1 be the number of excursions of e from
1− ε to 1. We let (Rε1, Sε1), (Rε2, Sε2), . . . , (RεNε , SεNε) be the time intervals cor-
responding to these excursions listed in chronological order. For convenience,
we also set Rεi = S
ε
i =∞ if i > Nε. The key ingredient of our proof is the
following lemma. We write (Bt)t≥0 for a linear Brownian motion that starts
from x under the probability measure Px, and T0 = inf{t≥ 0 : Bt = 0}. We
also let nε be the law of a Brownian excursion above level 1− ε conditioned
to hit level 1. Agreeing that the excursion stays constant after returning to
1− ε, we can view nε as a probability measure on the space C(R+,R+) of
all continuous functions from R+ into R+.
Lemma 26. Let F,G,H be three nonnegative measurable functions on
C(R+,R+). Then
E
[
Nε∑
i=1
F ((e(Rεi−t)+)t≥0)G((e(Rεi+t)∧Sεi )t≥0)H((e(Sεi+t)∧ζ)t≥0)
]
=
1
ε
E1−ε[F ((Bt∧T0)t≥0)]nε(G)E1−ε[H((Bt∧T0)t≥0)].
The proof of this lemma is straightforward. First note that, for every
i≥ 1, the law of (e(Rεi+t)∧Sεi )t≥0 under P(·|Nε ≥ i) is nε. Then, since Sεi is a
stopping time for every integer i≥ 1, we get by applying the strong Markov
property at time Sεi ,
E
[
Nε∑
i=1
F ((e(Rεi−t)+)t≥0)G((e(Rεi+t)∧Sεi )t≥0)H((e(Sεi+t)∧ζ)t≥0)
]
=
∞∑
i=1
E[1{Sεi<∞}F ((e(Rεi−t)+)t≥0)G((e(Rεi+t)∧Sεi )t≥0)]
×E1−ε[H((Bt∧T0)t≥0)].
On the other hand, using the fact that the law of (et)0≤t≤ζ is invariant under
time reversal [(et)0≤t≤ζ and (eζ−t)0≤t≤ζ have the same law], we also obtain
that the sum in the second line of the last display is equal to
E
[
Nε∑
i=1
G((e(Sεi−t)∨Rεi )t≥0)F ((e(Sεi+t)∧ζ)t≥0)
]
= E
[
Nε∑
i=1
G((e(Sεi−t)∨Rεi )t≥0)
]
×E1−ε[F ((Bt∧T0)t≥0)]
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= E[Nε]nε(G)E1−ε[F ((Bt∧T0)t≥0)]
giving the desired result since E[Nε] =
1
ε .
Let us informally explain why Proposition 5 (or the equivalent statement
in terms of the tree ∆) follows from the lemma. To make the connection
with Proposition 5, we take ε= e−r, so that the factor 1ε becomes the multi-
plicative factor er in the formula of Proposition 5. We first recall that every
vertex v of ∆ at height 1− ε corresponds to one excursion of e above height
1− ε that hits level 1, and we observe that the tree of descendants of v will
be coded by this excursion in the same way as ∆ is coded by e. Hence, this
tree of descendants is distributed as a scaled copy of ∆ (and the scaling fac-
tor will disappear when we do the logarithmic scale transformation to return
to the Yule tree). Then we need to consider the subtrees branching off the
ancestral line of v, and we can first look at those subtrees branching on the
right of the ancestral line. Supposing that v corresponds to the excursion
during the time interval (Rεi , S
ε
i ), the latter subtrees exactly correspond to
all excursions of the process (e(Sεi+t)∧ζ)t≥0 above its past minimum process
that hit level 1, and the level at which a subtree branches is the starting
level of the corresponding excursion. The formula of Lemma 26 then leads
us to consider the excursions of (Bt∧T0)t≥0 above its past minimum process,
under the measure P1−ε. If f1, . . . , fN stand for these excursions, and if hi
denotes the starting level of the excursion fi, Itoˆ’s excursion theory shows
that the point measure
∑N
i=1 δ(hi,fi) is Poisson with intensity
1[0,1−ε](h)
dh
1− hn1−h(df).
Recalling that ε= e−r, the image of the measure 1[0,1−ε](h) dh1−h under the
logarithmic scale transformation h= 1− e−s is the measure 1[0,r](s)ds. This
explains the form of the intensity of the Poisson measure N in the statement
of Proposition 5, noting that the factor 2 comes from the fact that we also
need to consider the subtrees that branch on the left of the ancestral line
[these are treated in a similar manner, considering now the excursions of
(e(Rεi−t)+)t≥0 above its past minimum process that hit 1].
Although we avoided introducing the notation that would be needed to
make the previous arguments precise, the reader will easily turn these argu-
ments into a rigorous proof of Proposition 5 based on Lemma 26.
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