The traditional mechanism models used in short-circuit current calculations have shortcomings in terms of accuracy and speed for distribution systems with inverter-interfaced distributed generators (IIDGs). Faced with this issue, this paper proposes a novel data-driven short-circuit current prediction method for active distribution systems. This method can be used to accurately predict the short-circuit current flowing through a specified measurement point when a fault occurs at any position in the distribution network. By analyzing the features related to the short-circuit current in active distribution networks, feature combination is introduced to reflect the short-circuit current. Specifically, the short-circuit current where IIDGs are not connected into the system is treated as the key feature. The accuracy and efficiency of the proposed method are verified using the IEEE 34-node test system. The requirement of the sample sizes for distribution systems of different scale is further analyzed by using the additional IEEE 13-node and 69-node test systems. The applicability of the proposed method in large-scale distribution network with high penetration of IIDGs is verified as well.
Introduction
Power inverters are commonly used to interface distributed generators (DGs) with distribution systems. Due to the strong nonlinear characteristics of inverter-interfaced distributed generators (IIDGs), the short-circuit current of IIDGs is significantly different from traditional generators [1] , which is typically smaller than two times the rated current. In the case where the penetration of IIDGs in the distribution system is not high, the traditional symmetrical component method can still be used to calculate the short-circuit current, where the IIDGs are assumed to be disconnected from the grid when fault occurs. However, with the continuous increase of IIDG penetration, it is difficult to meet the application requirements, due to the increasing calculation errors of short-circuit current. Thus, the demand for the accurate and efficient short-circuit current calculation method in a distribution system with high penetration of IIDGs is becoming increasingly urgent.
There have been a large number of studies on short-circuit current calculation in distribution networks with IIDGs. In [2] , under the assumption that IIDG is a generator with constant power output after fault, the short-circuit current was calculated by obtaining the state variables, which were kept constant during fault via power flow calculations. However, the low-voltage ride through (LVRT) characteristics and the current limiting effect of IIDG were not considered. In [3] , the fault model of a photovoltaic (PV) system is equivalent to the voltage-controlled current source model, where the
Overview and Consideration of the Proposed Methodology
In active distribution networks, short-circuit current calculation is one of the critical parts for many power applications of distribution system, such as adaptive settings and coordination of protection relays; for example, in the adaptive protection of active distribution systems, the settings of protection relays are expected to adapt automatically to the operation modes, which are reflected by the data provided by the online monitoring system of the distribution network, such as the distribution management system (DMS). Accurate and real-time short-circuit current calculation will facilitate the rationality and coordination of adaptive protection. In the existing literature, short-circuit current calculation methods are typically based on mechanism models, where online iterative calculation is needed, using the obtained electric quantities and switch signals. The real-time capability of calculation may not be guaranteed. Besides, the equivalent models of IIDGs are simplified to some extent, where different-level errors may introduce in the mechanism models. Therefore, these methods have shortcomings in efficiency and accuracy.
For this point, this paper proposes a short-circuit current prediction method based on machine learning. Based on some monitoring data related to the operation modes and fault features, the short-circuit current flowing through a specified measurement point can be accurately predicted in real-time for any kind of fault occurring in the network. The overall framework of the method is shown in Figure 1 , which includes the procedures of offline training and online prediction. In the procedure of offline training, the sample set is established by using the historical data or simulation data of the active distribution network. Here, the sample set represents the set of all samples, including the training and test samples. The training/test samples represent the samples that are used in model training/testing. To meet the criteria of using fewer features and achieving higher quality, a feature composition of the sample for this problem is proposed. Then, machine learning models for different fault types are acquired offline by the training sets (the set of training samples) derived from historical data or simulation data. In the procedure of online application, the data of required sample features are collected at first. Then, according to the fault type, the corresponding model is selected to predict the short-circuit current directly. Note that the online prediction of the proposed method is a straightforward process without iterations, which is extremely time-efficient. This is because the relationships between various features and the output have already been constructed in the procedure of offline training and can be used in online prediction directly. In addition, as the machine learning model learns the mapping relationships of the historical data or simulation data, there is no need for IIDG modeling where the control strategies and element parameters are required. Thus, the prediction accuracy of short-circuit current will not be affected via the proposed approach, which is unlike the simplified modeling of IIDG in the mechanism model-based methods.
Research Object and Sample Composition

Research Object
In this paper, the machine learning method is expected to establish a suitable short-circuit current prediction model, which learns the relationship between distribution network features and the short-circuit current. The requirement in short-circuit current calculation is as follows; when different short-circuit faults occur in different positions in distribution network, it is able to calculate the short-circuit current flowing through a certain equipment or protection relay to determine whether the equipment is safe or the operation of the protection relay is correct.
In machine learning, model selection is of great importance, which directly influences the model accuracy and complexity. Short-circuit current calculation should account for available measurements provided by measurement equipment, different fault positions, and fault types comprehensively. If the learning models are trained separately for each measurement, fault location, and fault type, the number of required models will be considerably large. In addition, with the increase of distribution network scale, the model training and selection will be more difficult. To reduce the number of required training models and improve the prediction accuracy of short-circuit current, the data-driven based models are developed as per fault type. In this way, the training models can be adopted according to different fault types, which is similar as the traditional short-circuit current calculation methods. Meanwhile, the number of model training and selection procedures is greatly reduced.
Sample Composition
Before machine learning, it is essential to determine the features and labels that make up the sample set. In this application, the short-circuit current flowing through the measurement point is the sample label. The distribution network features that determine the short-circuit current are the sample features, which usually include steady-state features and fault features. Steady-state features include electrical characteristics reflecting the steady-state operating state of the system, such as node voltage amplitude and phase angle, power transmitted by the line, equivalent impedance of rotating generators, loads, IIDG capacity and its injection current, etc. The topology characteristics of the distribution network, such as the grid connection statuses of IIDGs and the switching statuses of lines, are also included in the steady-state features. Fault features mainly include the fault positions. As for the fault type, it is considered as a known condition.
Although the above distribution network features are comprehensive, the feature number will increase with the growth of the distribution network scale. When the distribution network is of a large scale, the feature number will be very large, which is not conducive to machine learning. Moreover, only a small part of these features has a significant impact on the short-circuit current. Most of features are redundant with low quality, which are not helpful to improve the performance of the machine learning model. Therefore, it is necessary to find a suitable combination of features with fewer number and higher quality.
The active distribution network can be treated as a system that consists of the passive distribution network without IIDGs and the connected IIDGs. Therefore, the short-circuit current in the active distribution network can be treated as some kind of superposition of the short-circuit current contributed by the passive distribution network without IIDGs and the current provided by IIDGs during a fault. Based on this, the short-circuit current flowing through the measurement point, in the condition that the same fault occurs in the distribution network without IIDGs in the same operation mode, referred to as I f , is elaborately selected as one of the sample features. As I f is the short-circuit current calculated by the fault analysis mechanism model for the distribution network merely without IIDGs, the reliability and interpretability of the machine learning model can be improved. Meanwhile, the number of features can be potentially reduced because I f implies a lot of distribution network information, such as the operation mode and fault features. With the above consideration, the sample composition is shown in Table 1 . In Table 1 , f_type denotes the fault type, which represents the different sample types. Among the features, in addition to the aforementioned key feature I f , the remaining features reflect the other steady-state and fault features of the distribution network. The grid connection status of the IIDG α j and the IIDG capacity S DGj are the features reflecting the impact of IIDGs on the short-circuit current, where α j = 1 and α j = 0 mean that the j-th IIDG is connected/not connected into the grid, respectively. S DGj is the capacity of the j-th IIDG. The cut-off line, line_cut, is a feature indicating the topology change of the distribution network. The fault line, f_line, and the fault position, f_pos, reflect the fault information. The value of f_pos ranges from 0 to 1, where 0 and 1 indicate that the fault occurs at the headend and the terminal position of the line, respectively. The values between 0 and 1 represent the percentage distance from the headend. The short-circuit current flowing through the measurement point when IIDGs are connected, referred to as I f_DG , is the sample label. Both the features and the sample labels form the sample of the short-circuit current prediction model that corresponds to each fault type.
XGBoost Method for Short-Circuit Current Prediction
XGBoost Algorithm
The machine learning algorithms for regression problems are expected to exploit the internal relationships between the features and labels, which typically include support vector regression (SVR) [14] , random forest (RF) [15] , gradient boosting decision tree (GBDT) [16] , XGBoost [17] , and so on. RF, GBDT, and XGBoost algorithms are ensemble learning models based on decision regression trees, which are more capable of fitting complex features and large-scale samples. Therefore, their performance is better than SVR, which is based on the principle of finding the optimal hyperplane to minimize the expected risk. Among the three ensemble learning methods, RF is based on the idea of bagging, whereas both GBDT and XGBoost are based on the idea of boosting. From the perspective of bias-variance decomposition in machine learning, the idea of bagging mainly reduces variance, whereas the idea of boosting can reduce both the bias and the variance [18] . Thus, boosting has better performance compared with bagging in the regression problem. Compared with GBDT, XGBoost algorithm is further optimized by using the second derivative of the training loss function in the model training. In addition, the regularization term that considers the complexity of the tree model is added. Therefore, the trained model based on XGBoost may have better generalization ability. To this end, this paper adopts the XGBoost algorithm to map the relationships between distribution network features and short-circuit current. The principles for XGBoost algorithm are described as follows.
For a training sample set with N samples and L features D = {(x i , y i )|x i ∈ R L , y i ∈ R, i = 1,2, . . . ,N}, the final training result of XGBoost algorithm is an ensemble model with K additive CART regression tree functions:ŷ
whereŷ i is the output of the model, in other words, the prediction result. K represents the total number of CART regression trees.
is the set of CART regression trees, in which f (x) represents the decision function of the regression tree, whereas q indicates the structure of the tree and represents the decision rule of the tree. T is the number of leaves in the tree. Unlike decision trees, each leaf of the regression tree, i, has a weight, w i , which is a continuous value. The weight vector of the tree w consists of all w i . Each f k corresponds to a specific tree structure, q, and leaf weight, w. Any sample can be classified into a certain leaf to obtain a corresponding weight value according to q. For a certain sample, it is classified into corresponding leaves on each regression tree. The final prediction value is obtained by summing the weights of the corresponding leaves on all regression trees. The objective function of XGBoost is as follows,
where
In Equation (2), l is a derivable training loss function that measures the deviation between the prediction value,ŷ i , and the target value, y i . The training loss function can be selected as the square loss function, the logarithmic loss function, and so on, accordingly. This paper studies the regression problem, and thus the square loss function is selected. The second term Ω in Equation (2) is the regularization term, which measures the model complexity (i.e., the regression tree function). The model complexity includes two parts: the number of leaves and the leaf weights. The parameters γ and λ are used to control the ratio between the two parts. The regularization term added in the objective function can not only ensure the model accuracy, but also make the model structure not too complicated. Thus, the improvement of model generalization ability and overfitting avoidance can be achieved.
In the XGBoost algorithm, model training is performed by adding the tree model iteratively, that is, adding a CART decision tree function, f k , in each step of the training process so that the objective can be further minimized. Hence, the objective function of t-th step Obj (t) is as follows
whereŷ i (t−1) andŷ i (t) represent the prediction output in steps t−1 and t, respectively. The new tree structure f t makes the prediction output turn intoŷ i (t) =ŷ i (t−1) + f t (x i ). To make the objective optimization easier, the above formula is approximated using the second-order Taylor expansion as follows,
In Equation (5), g i and h i represent the first-order and second-order gradients on the loss function l at the expansion point, respectively. The second-order Taylor approximation is employed to minimize the objective function quickly and improve the versatility of the algorithm. In the optimization at each step, a new structure scoring function and a greedy algorithm for split finding are adopted to establish an optimal regression tree structure, and thus minimize the objective function (5) . These measures are also the improvements compared to traditional gradient tree boosting.
With the aforementioned manner of adding the tree function iteratively, the final XGBoost model φ(x i ) will be obtained when the accuracy improvement of the increased tree model is less than a threshold value ε or the number of tree models reaches the upper limit K.
Performance Indicator
To evaluate the accuracy of the short-circuit current prediction model, the mean absolute percentage error (MAPE) is chosen as the performance indicator, which is defined as follows,
where N is the number of samples in the accuracy evaluation. y t is the label value of the t-th sample.ŷ t is the prediction value of the t-th sample. MAPE reflects the relative error between the prediction and the actual value of the short-circuit current. Smaller MAPE implies that more accurate prediction of short-circuit current is acquired.
Data-Driven Short-Circuit Current Prediction Method
Sample Set Establishment
Machine learning modeling relies on a sufficient and complete sample set that reflects the mapping relationship between the features and objective, as the short-circuit current changes with the operation modes and fault conditions. To obtain a sufficient sample set, the method used in [19] is adopted to generate different operation modes and fault conditions.
To make the samples more diverse, M basic operation modes (M ≥ 1) are considered for a distribution network with c rotating generators, s IIDGs and l loads. The configuration parameters of rotating generators, IIDGs, and loads can be set according to requirements. Taking a basic operation mode as an example, the equivalent impedances of rotating generators are Zbasei (i = 1, 2, . . . , c); the IIDG outputs are SDGbasej (j = 1, 2, . . . , s); and the active and reactive power of loads are PLbasek and QLbasek (k = 1, 2, . . . , l), respectively. Different operation modes of the system can be obtained by generating different equivalent impedances of rotating generators, IIDG outputs, and load demands using Equations (8)- (10):
In Equations (8)-(10), τ i (i = 1, 2, . . . , c), β j (j = 1, 2, . . . , s) and ρP k /ρQ k (k = 1, 2, . . . , l) are randomly generated in the range of [−0.2, 0.2], which represent the variations of equivalent impedances of rotating generators, IIDG outputs, and loads, respectively. These parameters obey the uniform distribution, which aims to generate different operation modes with equal probability.
In addition, considering the grid connection statuses of IIDGs, a vector α = [α 1 α 2 . . . α s ] T is randomly generated for each operation mode, where α j = 0 or 1 (j = 1, 2, . . . , s). α j = 0 means that the j-th IIDG is disconnected from the grid, whereas α j = 1 means that the j-th IIDG is connected into the grid. Moreover, the topology change of the network is considered from the perspective of the N − 1 principle. The cut-off line, line_cut, will be randomly generated from the line set for each operation mode. The line set contains all the lines in the distribution network which are represented by line numbers. The number 0 is used to indicate that no line is cut (i.e., the complete network topology). Fault conditions are also randomly generated, including fault line, f_line, and fault position, f_pos. The fault line is also randomly selected from the line set that excludes the number 0. The fault type f_type, denoted by numbers 1 to 10, is automatically set with all 10 combinations of four fault types, which contains single-phase grounding, two-phase grounding, phase-to-phase, and three-phase short-circuit fault.
In the generation of samples, the steady-state and fault features of the distribution network except I f are first obtained through random settings of operation mode and fault condition. The corresponding short-circuit current when IIDGs are connected, namely, I f_DG , is set as the label. Subsequently, for each simulated operation mode and fault condition of 10 fault types, the short-circuit current flowing through the measurement point without any IIDG, namely, I f , is obtained via simulation. With the above process, the sample sets of 10 machine learning models can be accumulated.
Short-Circuit Current Prediction Process
The flow chart of the proposed short-circuit current prediction method based on XGBoost is shown in Figure 2 , which includes offline training and online application.
In offline training, ten machine learning models are trained for 10 fault types, respectively. First, the configuration parameters of M basic operation modes and the number of samples e for each basic operation mode are set according to the user requirement. Then, for each operation mode, i, configuration parameters are randomly generated based on the basic operation mode as described in Section 5.1, which includes the equivalent impedance of the system, loads, network topology, etc. The fault line and position are also randomly generated. Next, on the basis of the operation mode and fault parameters, ten fault types are set in turn. For each fault type, first, the feature I f is obtained through simulation. Then, IIDGs are added into the simulation model according to IIDG parameters that are randomly generated, and thus I f_DG is obtained using simulation. Therefore, the features, which include I f and steady-state and fault features, as well as the label I f_DG for each fault type, are acquired. With all 10 × e simulations completed, ten original sample sets of corresponding fault types are established. Before model training, the data preprocessing procedure, such as one-hot encoding of specific features, is performed to transform the original sample sets into the ones for model training. Then, hyperparameter selection for model training is performed through cross-validation, which will be further introduced in Section 6. Finally, using the appropriately selected hyperparameters, the machine learning models are acquired.
In online application, first, the trained model is selected according to the fault type that the user chooses. The statuses of IIDGs and information of operation mode are firstly obtained from the online monitoring systems. Then, according to the current operation mode and fault location setting, I f is calculated by using traditional short-circuit current calculation program. Combining I f with IIDG connection statuses and so on, the initial features of the sample are obtained. Using the same data preprocessing procedure as the training phase, the requested sample of the model is obtained. Finally, the short-circuit current prediction result is obtained by using the pretrained machine learning model. In real applications, the proposed method can be used in short-circuit current calculation software of distribution systems, which facilitate the applications of adaptive setting and coordination of protection relays, fault management, etc., which are based on short-circuit calculation. 
Case Study
Case and Sample Generation
To verify the feasibility of the proposed method, a modified IEEE 34-node test feeder is used as an example. The structure of the system is shown in Figure 3 . The rated voltage of the distribution system is 24.9 kV, and the system has 31 lines. The swing bus is Node 800, and IIDGs are considered in this test case. This test network is an unbalanced system that consists of unbalanced loads and lines, including single-phase and three-phase loads and lines with different mutual impedances between phases. The simulation model of the above IEEE 34-node distribution system is established in MATLAB/Simulink. In this case study, the maximum and minimum basic operation modes of the system are considered, and thus M is set as 2. The equivalent impedances of these two modes are set as j0.5 Ω and j1 Ω, respectively. The loads and IIDG capacities are set as the same values in both basic operation modes. Specifically, loads are set according to literature [20] . IIDG1-4 have a base capacity of 500, 200, 500, and 400 kW, respectively. All IIDGs are assumed to have LVRT capability. The maximum output current of each inverter is two times the rated value during fault or anomaly. According to the aforementioned method in Section 5, the change of the equivalent impedance of the system, loads, and IIDG capacities are randomly generated within the range of (−0.2, 0.2). Meanwhile, the grid connection status vector of IIDGs α and the cut-off line line_cut are also generated randomly. Thus, many new operation modes are generated on the basis of these two basic operation modes.
The sample set in case study is obtained by setting the faults in the distribution network. The fault positions are set at anywhere in the network, including the lines and nodes. As the analysis procedures are the same for different fault types, the analysis of three-phase short-circuit fault is taken as an example. The calculation target of simulation is the short-circuit current flowing through the fixed measurement point. In this case, Node 858 is selected as the measurement point, that is, position R1 in Figure 3 . A total of 35,000 operating modes are set, meaning that 17,500 modes are generated based on each basic operating modes. The features and labels in each operation mode are extracted based on the simulation results. Thus 35,000 samples are obtained to establish the original sample set. For these samples, 20% of the sample set is randomly selected as the testing data, and the remainder serves as the training data. So there are a training set of 28,000 samples and a test set (the set of test samples) of 7000 samples. Considering that IEEE 34-node test system is a three-phase asymmetric system, only the phase-C current label is chosen in the following case study. The results for phase-A and phase-B are similar to those of phase-C.
Tests and Results
Hyperparameter Selection
In the establishment of a machine learning model, it is necessary to select suitable hyperparameters of the model for the purpose of obtaining optimal prediction results. The determination of optimal hyperparameters is achieved by grid search in this paper. The process is described as follows. (3) Use v-fold cross-validation [21] of the training set to find the optimal parameter combination as final hyperparameters of the model. The v-fold cross-validation means that the training set is randomly divided into v subsets with equal size, where the training and testing are performed for v times. In the p-th training (p = 1, 2, . . . , v) , the p-th subset is used as the test set, and the remaining subsets are used to train the model. The average MAPE of v test sets is used to evaluate the accuracy.
Prediction Results
With adequate hyperparameter selection, the machine learning model is trained using the training data. To verify the accuracy of the proposed method, the testing data is used to compare the sample values with the prediction values via the developed model. Some prediction results of the machine learning model on test set are shown in Table 2 , which includes the real values of test samples, prediction values, and absolute percentage errors (APEs) of predictions. It can be observed that all the APEs of predictions in Table 2 are smaller than 2%, which validates that the proposed method is accurate to predict the short-circuit current in active distribution networks. In addition, the prediction results of short-circuit current when fault occurs at all possible nodes in 10 operation modes are shown in Figure 4 and Table 3 . The operation modes are randomly generated using the aforementioned method. The fault positions include all three-phase nodes of the IEEE 34-node test system, the number of which is 23. From Figure 4 and Table 3 , it can be observed that for 230 predictions, 175 have an APE below 1%, 36 have an APE between 1% and 2%, and 19 have an APE between 2% and 3%. Therefore, the relative errors for all predictions are below 3%, the majority of which are below 1%. The prediction results in Figure 4 and Table 3 further verify the accuracy of the proposed data-driven method in estimating short-circuit current.
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Comparison of the Different Machine Learning Methods
In this paper, the accuracy of predicted short-circuit current via different machine learning algorithms is also compared. Table 4 lists the prediction errors via SVR, RF, GBDT, and XGBoost, respectively. From Table 4 , it can be observed that XGBoost algorithm outperforms the remaining algorithms in both the training and testing procedures. This evaluation result also verifies the advantages and disadvantages of different methods described in Section 4.
Requirement of Sample Set Size for Networks with Different Scales
The prediction accuracy of the model depends largely on the size of the sample set. To avoid the exponential growth of the sample number with the increase of the network scale, it is necessary to evaluate the requirements of the sample set sizes for different network scales.
To further analyze the impact of network scale on the required sample number, IEEE 13-node and IEEE 69-node test feeders are employed to compare with IEEE 34-node network. The rated voltage of IEEE 13-node distribution network is 4.16 kV and it has 10 lines. The structure of the system is shown in Figure 5 . Loads are set according to literature [20] . Two IIDGs are connected to Node 633 and 680, respectively, both have a base capacity of 200 kW. Position R2 is selected as the fixed measurement point. For IEEE 69-node distribution network, the rated voltage is 12.66 kV, and it contains a total of 68 lines. The network structure is shown in Figure 6 . Loads are set according to literature [22] . Six IIDGs are connected to Node 19, 25, 32, 45, 54, and 65 respectively, and they all have a base capacity of 200 kW. Node 7 (i.e., positon R3 in Figure 6 ) is selected as the fixed measurement point. The simulations are also carried out according to the aforementioned procedure. The prediction errors and average prediction time of XGBoost models for three distribution networks are compared in Table 5 . For each distribution network, with the sample number increasing, the prediction accuracy of the model on the short-circuit current is further improved, whereas the average prediction time of the model remains nearly the same. Meanwhile, from the comparison of prediction results of three distribution networks under the same sample set size, with the increase of the network scale and IIDG number, the prediction of short-circuit current using the machine learning model is more difficult. This is mainly because that the rise of feature numbers will result in the increase of model complexity and prediction error and prediction time to some extent. Nevertheless, the prediction errors can generally meet application requirements and the prediction speed of each model is fast enough. Therefore, with the increase of the distribution network scale, the requirement of sample number for the proposed model does not increase exponentially on the premise of ensuring accuracy and efficiency. Therefore, it can be considered that the proposed method has good applicability in large-scale distribution network with high IIDG penetration. 
The Applicable Scenarios of the Proposed Method
The results of aforementioned case studies verify the accuracy and efficiency of the proposed data-driven method for active distribution networks with different scales. In addition, as the IIDG penetration rate has a close relationship with the short-circuit current in active distribution networks, prediction performance under different IIDG penetration rates directly influences the applicable scenarios of the proposed method.
In the case study, the different IIDG penetration rates are tested in the adopted three distribution systems. Considering the basic operation mode for each test system, the rated active power for IEEE 13-, 34-and 69-node test systems is 3466, 1769, and 3802.19 kW, respectively. Their respective total IIDG capacities are 400, 1600, and 1200 kW, respectively. Thus, the IIDG penetration rates for the adopted IEEE 13-, 34-, and 69-node test systems are 11.5%, 90.4%, and 31.6%, respectively. As can be observed from the prediction results of aforementioned case studies, the accuracy of the proposed data-driven method is guaranteed in a wide range of IIDG penetration rate from 11.5% to 90.4%. Therefore, the proposed method has satisfactory performance to predict short-circuit current for active distribution networks with different IIDG penetration rates. Nevertheless, it is worth pointing out that when the IIDG penetration rate is low, such as under 10%, the injection current from IIDGs only occupies a small proportion of short-circuit current compared to the injection current from the main grid. In this situation, the accuracy of traditional short-circuit current calculation methods are acceptable so that these traditional methods can still be adopted. Therefore, it is considered that the proposed data-driven method is used in distribution networks with IIDG penetration rate over 10%.
Conclusions
In this paper, a novel data-driven method for calculating short-circuit current in active distribution networks based on XGBoost is proposed. Compared with the traditional mechanism model, the proposed method has the advantages of fast online calculation, strong applicability, high accuracy, and easy programming. This data-driven model can be used in real-time short-circuit current calculations for a specified measurement point when a fault occurs at any position in the distribution network. Meanwhile, a feature selection method is proposed: the short-circuit current when IIDGs are not connected to the distribution network, referred to as I f , is used as a key feature to replace many steady-state features of the distribution network. On the one hand, the number of features is reduced. On the other hand, the reliability of the model is improved because the feature I f is supported by the theory of power system fault analysis. The applicability and efficiency of the proposed method in large-scale distribution networks with multi IIDGs are verified in case study.
