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Kapitel 1
Einleitung
1.1 Motivation und Einfu¨hrung
1.1.1 Virtuelle Realita¨t: Entwicklung und Anwendun-
gen
Der Begriﬀ Virtuelle Realita¨t (VR) bezeichnet eine Technologie, welche die
Illusion erzeugt, sich in einer computergenerierten dreidimensionalen Welt zu
beﬁnden und in dieser zu interagieren. Die Illusion in eine virtuelle Welt ein-
zutauchen bezeichnet man als Immersion. Die computergenerierten Welten
selbst werden als Virtuelle Welten oder Virtuelle Umgebungen bezeichnet.
Immersion entsteht, indem der Benutzer u¨ber sogenannte multidimensio-
nale Interaktionsgera¨te wie Trackingsysteme und Datenhandschuhe mit der
Virtuellen Umgebung interagiert. Werden diese am Ko¨rper getragen oder
an der Kleidung befestigt, nimmt der Benutzer sie kaum noch wahr. Die
Interaktion erfolgt intuitiv u¨ber Ko¨rperbewegungen, Gesten und Sprache.
Das System reagiert in Echtzeit auf die Eingaben und passt die audiovisuel-
le Darstellung augenblicklich an. Stereodarstellung von Bild und Ton fu¨gen
ra¨umliche Tiefe hinzu und versta¨rken so die Immersion.
Neben dem Sehsinn und dem Geho¨r wird in einigen Fa¨llen auch der Tast-
sinn mit einbezogen. Erste Gera¨te, sogenannte haptische Displays, existieren
bereits [Zieg98]. Geruchs- und Geschmackssinn dagegen werden bisher kaum
angesprochen.
Zur Erzeugung der Immersion sind leistungsfa¨hige Graﬁkrechner erfor-
derlich, die die dreidimensionale Darstellung einer Szene augenblicklich, d.h.
ohne wahrnehmbare Verzo¨gerung, den Aktionen des Benutzers folgend ak-
tualisieren. Solche Rechner stehen seit Ende der 80er Jahren zur Verfu¨gung
und seitdem hat ihre Leistungsfa¨higkeit enorm zugenommen.
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Abbildung 1.1: Interaktion in einer Virtuellen Welt
1990-1995 war das Pionierzeitalter fu¨r VR (erste VR-Generation), wobei
verschiedene Forschungsgruppen erste Beispiele entwickelten und ﬁeberhaft
nach Anwendungen suchten [BBHL90, Brys94]. Diese waren ca. 1995 spe-
ziell im Maschinenbau gefunden [AFFG96] und wurden in der zweiten VR-
Generation (1995-2000) weiter ausgefeilt. So werden heute im Automobil-
und Flugzeugbau VR-Methoden im Bereich der ”digitalen Produktentwick-
lung” ﬂa¨chendeckend eingesetzt. Ziel ist es, Produkte schneller und kosten-
gu¨nstiger zu entwickeln, und diese schneller auf den Markt zu bringen. An-
statt reale Modelle und Prototypen zu bauen, werden dabei versta¨rkt digita-
le VR-Modelle eingesetzt und begutachtet. Diese zweite VR-Generation war
aber immer noch gekennzeichnet durch hohe Investitionskosten (Hardware-
kosten in Millionenho¨he). Damit war der Zugang zu VR-Technologien nur
Forschungseinrichtungen und der Großindustrie vorbehalten[Muel02].
Angetrieben durch die schnell wachsende Computerspiele-Industrie hat
sich in den letzten Jahren besonders die Graﬁkleistung der Personal Com-
puter (PC) rasant entwickelt. Moderne PC sind mit 3D-Graﬁkkarten aus-
gestattet, deren Leistung inzwischen die der klassischen Graﬁkworkstations
teilweise weit u¨bersteigt, deren Anschaﬀungskosten aber nur einen Bruchteil
betragen. Auch die Kosten fu¨r Projektionssysteme sind um Gro¨ßenordnungen
gesunken; Projektoren sind heute fu¨r wenige tausend Euro zu haben.
Damit wird Virtuelle Realita¨t plo¨tzlich fu¨r o¨ﬀentliche Einrichtungen, die
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Abbildung 1.2: Entwicklung der Graﬁkleistung
mittelsta¨ndische Wirtschaft und letztlich auch Privatanwender verfu¨gbar.
Fu¨r eine Vielzahl von Anwendungen der Virtuellen Realita¨t enstehen vo¨llig
neue Ma¨rkte. Dies gilt besonders fu¨r die Bereiche Training [Bowe96, FDFM96,
LYDS01], o¨ﬀentliche und beruﬂiche Bildung und Unterhaltung [AWHW96,
Froh97, LuWe99, LuFr00, Froh00]. Zwar konnte in den letzten Jahren ein
großes Potential fu¨r diese neuen Technologien aufgezeigt werden[BEFK02],
die entwickelten Systeme waren fu¨r die O¨ﬀentlichkeit aber u¨berhaupt nicht
oder nur zeitlich begrenzt, etwa auf Ausstellungen oder Messen, zuga¨nglich.
Besonders im Bereich Edutainment1 besitzt die Virtuelle Realita¨t enorme
Mo¨glichkeiten. Sie erlaubt Reisen an unzuga¨ngliche Orte, in den Mikro- oder
Makrokosmos etwa, oder in die Vergangenheit oder Zukunft. Die Mo¨glich-
keit, in Rollen zu schlu¨pfen, etwa als Taucher die Unterwasserwelt des Ozeans
selbst zu entdecken, ero¨ﬀnet ganz neue pa¨dagogische Perspektiven. Durch das
Erleben von Virtuellen Welten kann mit Spaß nachhaltig gelernt werden. Die
Faszination der Technik bietet ein Transportmittel fu¨r Wissen auch an Perso-
nen, die mit den eigentlichen Inhalten vielleicht nicht angesprochen worden
wa¨ren. Daß VR und ihre ju¨ngere Schwester Augmented Reality enorm at-
traktiv fu¨r die O¨ﬀentlichkeit sind, wird in [Froh00, BFKK01] und [BEFK02]
eindrucksvoll bewiesen.
Damit dieses didaktische Potential ausgescho¨pft werden kann, mu¨ssen
Virtuelle Welten jedoch wesentlich lebendiger werden, als es fu¨r den Einsatz
1Kunstwort zusammengesetzt aus Entertainment (Unterhaltung) und Education (Bil-
dung, Ausbildung)
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in der Industrie no¨tig gewesen ist. Geeignete VR Systeme mu¨ssen einfacher
zu bedienen sein und mehr echte Interaktion zulassen.
Grundlage fu¨r diese VR-Systeme der dritten Generation sind die einfache
Handhabung und Anbindung von Interaktionsgera¨ten sowie dynamisches Ob-
jektverhalten, welches lebendig wirkende Virtuelle Umgebungen ermo¨glicht,
deren Inhalt u¨ber starre, vorgegebene Abla¨ufe hinausgeht. Diesen Themen
widmet sich die vorliegende Arbeit.
1.1.2 Dynamisches Objektverhalten
Von Verhalten in Virtuellen Umgebungen wird gesprochen, wenn die Objek-
te, aus denen die Umgebung besteht, ihre Eigenschaften vera¨ndern ko¨nnen.
Der Benutzer nimmt die Vera¨nderung von Lage, Form, Oberﬂa¨che, Klang
usw. wahr. VR-Systeme der ersten und zweiten Generation weisen fast aus-
schließlich statisches Verhalten auf, welches bei der Implementierung einer
Anwendung festgelegt wird und sich zu deren Laufzeit nicht mehr a¨ndert. Dy-
namisches Objektverhalten dagegen erlaubt dem Benutzer zur Laufzeit das
Verhalten tatsa¨chlich zu beeinﬂussen. So ko¨nnen lebendige Virtuelle Welten
entstehen, die wirkliche Interaktion erst ermo¨glichen. Systeme der dritten
Generation sollten solches dynamisches Verhalten ermo¨glichen. Abbildung
1.3 bildet das Kontinuum von dreidimensionalen Graﬁkanwendungen ab und
ordnet die Generationen von VR-Systemen neben anderen Nicht-VR Anwen-
dungen ein.
Zu Beginn der 90er Jahre waren sogenannte Walkthroughs ha¨uﬁg anzu-
treﬀen, in denen die einzige Form der Interaktion in der Navigation bestand,
also der Mo¨glichkeit, seinen Standort und die Blickrichtung zu vera¨ndern.
Die umgebende Szene war vo¨llig statisch. Walkthroughs ﬁnden bis heute in
der Architekturvisualisierung Anwendung.
VR-Systeme der ersten Generation erlaubten Basisinteraktion und stati-
sches Objektverhalten. Der Benutzer konnte Objekte greifen, bewegen und
manipulieren. Animationen stellten dynamische Vorga¨nge dar. Ergebnisse
von Simulationen wurden in virtuellen Umgebungen visualisiert [Brys94]. Das
Verhalten wurde zuna¨chst u¨ber Programmcode (im VR-System selbst oder in
anwendungsspeziﬁschen Modulen enthalten) deﬁniert. Anwendungen bestan-
den in Einbau-Montage Simulationen und dem Design Review [AFFG96].
Die zweite Generation von VR-Systemen, erlaubte es zunehmend Ob-
jektverhalten auch u¨ber Skriptsprachen oder das ”verdrahten” von Objek-
ten untereinander ﬂexibler und einfacher zu deﬁnieren [Conw00, WUP00].
Die Beschreibung des Verhaltens und der Beziehungen zwischen den Ob-
jekten einer Szene und zum Benutzer wird bis heute bei der Entwicklung
der Virtuellen Umgebung festgelegt und kann sich zur Laufzeit nicht mehr
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Abbildung 1.3: Kontinuum der 3D Graﬁkanwendungen
a¨ndern, bleibt also statisch. Daher sprechen wir in diesem Zusammenhang
von statischem Verhalten. Tatsa¨chlich sehen wir heute VR-Anwendungen, in
denen nur einige wenige Objekte manipuliert werden ko¨nnen und Dynamik
durch festgelegte Animationen nur vorgeta¨uscht wird. Die Mo¨glichkeiten zur
Einﬂussnahme bestehen hauptsa¨chlich aus dem auslo¨sen von vorgegebenen
Abla¨ufen und der Navigation.
VR-Systeme der dritten Generation werden komplexe, lebendige Welten
ermo¨glichen und dem Benutzer erlauben, auf das Verhalten seiner Umge-
bung Einﬂuss zu nehmen. Objekte innerhalb der Szene werden untereinan-
der interagieren und sich so gegenseitig in ihrem Verhalten beeinﬂussen. Die
Dynamik der Virtuellen Umgebung wird durch Simulation und nicht durch
vorgerechnete Animationen dargestellt. Dies wird mit dem Begriﬀ dynami-
sches Verhalten ausgedru¨ckt.
Dynamisches Verhalten ist aber mit den gegenwa¨rtig verfu¨gbaren Sy-
stemen nur schwer zu realisieren. Virtuelle Umgebungen mit einer großen
Zahl beweglicher Objekte, die dynamisches Verhalten aufweisen, wie dies bei-
spielsweise fu¨r Simulationen von Verkehr oder ku¨nstlichem Leben in erforder-
lich ist, ﬁndet man bisher konsequenterweise vergleichsweise selten [TuTe94,
Reyn87] und es handelt sich dabei um Speziallo¨sungen die mit nicht uner-
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heblichem Entwicklungsaufwand realisiert werden mussten.
Fu¨r die Entwicklung von Virtuellen Umgebungen mit dynamischem Ver-
halten mu¨ssen immer wieder die gleichen Probleme gelo¨st werden, z.B. die
parallele Abarbeitung von Simulationsaufgaben, die Suche nach Objekten
mit bestimmten semantischen Eigenschaften oder in einem Volumen im drei-
dimensionalen Raum und die Kommunikation von Ereignissen innerhalb der
Virtuellen Umgebung. Die gegenwa¨rtig existierenden VR-Systeme und Auto-
renwerkzeuge unterstu¨tzen den Entwickler bei der Lo¨sung solcher Aufgaben
nur ungenu¨gend.
Die Entwicklung von Systemen mit dynamischem Objektverhalten besser
zu unterstu¨tzen ist ein Anliegen dieser Arbeit.
Ein weiterer Schwerpunkt der Arbeit befasst sich mit den Interaktions-
gera¨ten, die in der Virtuellen Realita¨t Verwendung ﬁnden. Ihre Benutzung
erlaubt zwar die intuitive Interaktion in Virtuellen Umgebungen, etwa durch
Ko¨rperbewegungen, Gesten oder Spracheingabe. Ihr praktischer Betrieb er-
weist sich aber als extrem sto¨ranfa¨llig. Nicht selten muß bisher ein VR-System
neu gestartet werden, weil eines der verwendeten Gera¨te falsch angeschlossen,
nicht richtig konﬁguriert oder einfach defekt ist. Die schwierige Handhabbar-
keit dieser Gera¨te macht in vielen Fa¨llen deren potentielle Vorteile zunichte.
Im Rahmen dieser Arbeit wird daher ein System zur komfortablen und ro-
busten Anbindung von Interaktionsgera¨ten vorgestellt.
1.2 Aufgabenstellung und Zielsetzung
Im Rahmen dieser Arbeit wird ein Simulationssystem entwickelt, welches bes-
ser als die existierenden Ansa¨tze die Realisierung von Virtuellen Umgebun-
gen ermo¨glicht, die eine große Zahl von bewegten Objekten mit komplexem
Verhalten aufweisen welches sowohl statisch als auch dynamisch kann.
Die semantischen Beziehungen zwischen diesen Objekten sollen sowohl
statisch deﬁnierbar, als auch - durch die Simulation festgelegt - zur Laufzeit
vera¨nderbar sein.
Das System muß im Hinblick auf die gestellte Aufgabe eﬃzient, daß heißt
fu¨r hoch komplexe dynamische Virtuelle Umgebungen mit Reaktionszeiten
im Millisekunden-Bereich arbeiten, sodaß Interaktion durch den Benutzer in
Echtzeit mo¨glich ist.
Weiter soll das System ﬂexibel erweiterbar und, wo immer mo¨glich, zur
Laufzeit konﬁgurierbar sein.
Benutzerinteraktion erfolgt u¨ber multidimensionale Gera¨te. Dabei soll die
Anbindung dieser Gera¨te hardwareunabha¨ngig und fehlertolerant erfolgen.
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Schließlich wird die Anwendbarkeit des Systems anhand von Anwendun-
gen gezeigt werden.
1.3 Zusammenfassung der wichtigsten Ergeb-
nisse
Heutige VR-Systeme unterstu¨tzen die Entwicklung von sehr komplexen dy-
namischen Virtuellen Umgebungen nur ungenu¨gend. Die Ursache liegt in der
Verwendung des Szenengraphen als Datenbasis fu¨r Objektverhalten und in
der rein statischen Deﬁnition der semantischen Beziehungen zwischen Ob-
jekten begru¨ndet.
Das im Rahmen dieser Arbeit vorgestellte System zur Simulation von
Autonomen Objekten weist diese Nachteile nicht auf und erlaubt die Kon-
struktion von virtuellen Welten mit mehreren hundert beweglichen Objekten,
die dynamisches Verhalten aufweisen und miteinander interagieren. Der Be-
nutzer ist in dieses System integriert und wird in die Lage versetzt, mit den
Objekten in seiner Umgebung zu interagieren.
Zentral fu¨r die Simulation von Verhalten ist ein innovatives Konzept von
Autonomen Objekten und sogenannten Features, die den Autonomen Objek-
ten zur Laufzeit zugeordnet werden ko¨nnen und deren Funktionen erweitern.
Das entstandene Simulationssystem ist ﬂexibel einsetzbar, leicht zu erweitern
sehr eﬃzient.
Zur Beschreibung der Simulation wird eine neuartige graﬁsche Notation
eingefu¨hrt, die die Dokumentation von Objektverhalten erlaubt und sich fu¨r
die visuelle Programmierung von Verhalten in einer graﬁschen Benutzungs-
oberﬂa¨che eignet.
Im Zusammenhang mit der Entwicklung des Simulationssystems entstan-
den neue Algorithmen zur Identiﬁzierung von Hindernissen in virtuellen Um-
gebungen, sowie zur Suche nach kollisionsfreien Pfaden.
Die Erweiterung des Simulationsmodells von der individuellen auf die
quantitative Simulation und das Aura-Konzept ermo¨glicht die Darstellung
von Virtuellen Umgebungen mit nahezu unbegrenzter Zahl von autonomen
Charakteren.
Die Handhabung von multidimensionalen Interaktionsgera¨ten wurde im
Vergleich zum Stand der Technik wesentlich verbessert.
Nicht funktionierende Gera¨te ko¨nnen rekonﬁguriert oder ausgetauscht
werden wa¨hrend das VR-System la¨uft. Ein Neustart ist nicht mehr no¨tig.
Neuartige Kommunikationsprotokolle reduzieren die Latenz bei der In-
teraktion wesentlich. Es konnte gezeigt werden, daß die Reduktion maximal
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ist.
Durch eine graﬁsche Benutzungsoberﬂa¨che, die die Konﬁguration, Kali-
brierung und den Test von Gera¨ten integriert, wird die Handhabung dieser
Gera¨te wesentlich erleichtert.
Eine erweiterbare und objektorientierte Softwareschnittstelle erleichtert
die hardwareunabha¨ngige Integration von multidimensionalen Interaktions-
gera¨ten und schließt auch haptische Gera¨te mit ein.
1.4 Gliederung der Arbeit
Zuna¨chst werden im folgenden Kapitel eine Reihe von existierenden Systemen
im Hinblick auf ihre Eignung zur Entwicklung von komplexen dynamischen
virtuellen Welten und der Anbindung von multidimensionalen Interaktions-
gera¨ten untersucht. Es wird herausgearbeitet, wo die Probleme im Hinblick
auf die Darstellung von Verhalten und die Handhabung von Interaktions-
gera¨ten liegen.
In Kapitel 3 wird ein System zur Simulation von dynamischem Objektver-
halten durch Autonome Objekte pra¨sentiert. Die Konzepte und Softwarear-
chitektur des Simulationssystems werden diskutiert. Auch wird beschrieben,
wie das System parallelisiert werden kann.
Kapitel 4 fu¨hrt zuna¨chst eine graﬁsche Notation zur Beschreibung von Si-
mulationen mit Autonomen Objekten ein. Darauf aufbauend, werden grund-
legende Elemente der Simulation beschrieben, anschließend Techniken der
Basisinteraktion deﬁniert und schließlich ein allgemeines Benutzermodell ein-
gefu¨hrt.
Kapitel 5 befasst sich mit der Integration von multidimensionalen Interak-
tionsgera¨ten. Diese werden zuna¨chst klassiﬁziert. Anschließend werden, auf-
bauend auf den Erkenntnissen aus Kapitel 2, Forderungen aufgestellt, die ein
solches System erfu¨llen muß. Es folgt eine Beschreibung der Systemarchitek-
tur und der logischen Gera¨teklassen. Neuartige Protokolle zur Minimierung
der Latenz werden vorgestellt. Schließlich wird die graﬁsche Benutzungsober-
ﬂa¨che pra¨sentiert.
In Kapitel 6 wird anhand von drei Anwendungen die Eignung des Syste-
mes zur Lo¨sung der gestellten Aufgabe aufgezeigt.
Die Arbeit schließt mit einer Zusammenfassung.
