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Abstract
We attempt to control the Lipschitz constant of the solution vector-field to certain drift-diffusion
equations. Utilizing techniques introduced by Kiselev, Nazarov, Volberg and Shterenberg to analyze
certain active scalars, we track the evolution of moduli of continuity by drift-diffusion systems. As a
consequence, we obtain a criterion for the preservation of such moduli of continuity by regular solutions
to the incompressible Navier-Stokes system in any dimension d ≥ 3 and in the absence of physical
boundaries. We also consider two related systems: a nonlinear drift-diffusion equation, forced nonlocally
by a singular integral operator of order zero, and a linear drift-diffusion equation with pressure and Ho¨lder
drift velocity b. For the former, we show that the Lipschitz constant grows at most double exponentially
in time, leading to global regularity. For the latter, under a supercritical assumption on b ∈ L1tC
0,β
x , where
β ∈ (0, 1) is arbitrary, we prove that the Lipschitz constant of the solution is logarithmically integrable
in time. An immediate corollary is a partial regularity result for L1tC
0,β
x solutions to the incompressible
NSE (any β ∈ (0, 1)). On the other hand, critical or subcritical assumptions on b lead to integrability
of the Lipschitz constant. All estimates are homogenous involving only the Ho¨lder semi-norm of b and
W 1,∞ norm of initial data.
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1 Introduction and Main Results
In this work, we build upon the elegant ideas introduced by Kiselev, Nazarov, Volberg and Shterenberg,
where they were able to control the local behavior of active scalars evolving under the critically dissipative
surface quasi-geostrophic equation in [20] and the critically dissipative fractional Burgers equation in [19].
By tracking the evolution of Lipschitz moduli of continuity (see Definition 1.2, below), they were able to
prevent a gradient blowup scenario, from which a global regularity result follows. As a followup to a recent
work of ours [14], we attempt to extend such ideas from their current domain of scalar equations to advection-
diffusion systems in the presence of nonlocal forcing terms, which include the incompressible Navier-Stokes
equations, in any spatial dimensions d ≥ 3 and in the absence of physical boundaries. A key ingredient
used in analyzing the pressure term is a subtle observation regarding its regularity made by Silvestre in an
unpublished work [28], as well as Constantin [6], Isett [15] (see also Isett and Oh [16]) and De Lellis and
Sze´kelyhidi Jr. [11]. We motivate our work and provide heuristics in §2, and we begin by precisely stating
our results.
Recall the classical initial-value problem formulation of the incompressible Navier-Stokes (NS) system in
the absence of physical boundaries,
∂tu(t, x)−∆u(t, x) = (u · ∇)u(t, x) +∇p(t, x),
∇ · u(t, x) = 0,
u(0, x) = u0(x),
(1.1)
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where u0 : Rd → Rd is a given, smooth divergence-free vector field. By locally analyzing this nonlinear,
nonlocal system of equations, we derive a criterion for the preservation of such moduli of continuity in this
scenario, see Hypothesis 1.1 and Theorem 1.1 below. We emphasize that this is not a solution to the global
regularity problem; Hypothesis 1.1 is best interpreted as one of the many “regularity criteria” available for
the incompressible Navier-Stokes system.
To demonstrate the applicability of the ideas presented herein, we replace the pressure term and incom-
pressibility constraint in (1.1) by a singular integral operator of order zero, N , and consider the resulting
model in the periodic setting{
∂tu(t, x)−∆u(t, x) = (u · ∇)u(t, x) +Nu(t, x),
u(0, x) = u0(x),
(1.2)
where u0 is a given smooth periodic vector-field. We show that system (1.2) has a unique globally regular
solution via proving that the Lipschitz constant of the solution grows at most double exponentially in time,
see Theorem 1.2 below.
We also consider the following linear drift-diffusion equation with a pressure term previously analyzed
by Zhang [35] as well as Silvestre and Vicol [29],
∂tu(t, x)−∆u(t, x) = (b · ∇)u(t, x) +∇p(t, x),
∇ · u(t, x) = 0,
u(0, x) = u0(x),
(1.3)
where b : [0, T ] × Rd → Rd is a given divergence-free vector-field and u0 is bounded and Lipschitz. We
show that under a supercritical assumption (with respect to the natural scaling of the equation and the
a-priori bound) on the drift velocity b ∈ L1tC0,βx , regardless of the value of β ∈ (0, 1), the Lipschitz constant
of u is finite almost everywhere and is logarithmically integrable in time1. On the other hand, under an
“implied” subcriticality assumption (see conditions (1.15) and (1.19), below), we get essential boundedness
of the Lipschitz constant, while if b ∈ LptC0,βx , with p ≥ 2/(1 + β) (an assumption at the critical level when
p = 2/(1 + β)), then the Lipschitz constant of u is integrable in time. See Theorem 1.3 below for rigorous
statements. An immediate consequence to Theorem 1.3 is a partial regularity result for the incompressible
NSE, as well as a regularity criterion in terms of critical quantities, see Corollary 1.1.
With regards to systems (1.1) and (1.2), we are mainly interested in smooth (classical, pointwise), periodic
solutions arising from smooth, periodic vector-fields. For simplicity, we restrict ourselves to solutions with
zero averages over the fundamental periodic domain. To be more precise, we define the space
C˙∞per :=
{
θ ∈ C∞(Rd) : θ(x+ Lek) = θ(x) ∀x ∈ Rd, k = 1, · · · , d,
∫
Td
θ(x) dx = 0
}
, (1.4)
where L > 0 is arbitrary, {ek}dk=1 is the standard unit basis of Rd and Td := [0, L]d, and assume that every
component of the initial vector-field u0j ∈ C˙∞per (of course, we also impose the condition ∇·u0 = 0 in the case
of NSE). This can be done without any loss in generality for the case of (1.1) due to its Galilean invariance,
while we prefer to avoid unnecessary complications in the case of (1.2). Recall that in the case of the NSE
the pressure term is recovered from the vector-field u via solving
−∆p = div [(u · ∇)u] ,
and so one can think of the PDE in (1.1) in terms of u only. That being said, by a classical solution to (1.1)
or (1.2) we mean
Definition 1.1. A vector-field u : [0, T ) × Rd → Rd is said to be a classical solution to (1.1) or (1.2) on
a time interval [0, T ) if uj ∈ C∞([0, T )× Rd), uj(t, ·) ∈ C˙∞per for every t ∈ [0, T ) and every j ∈ {1, · · · , d},
satisfies (1.1) or (1.2) in the pointwise sense for every (t, x) ∈ [0, T )× Rd and for which
lim
t→0+
∣∣∂αx u(t, x)− ∂αx u0(x)∣∣ = 0,
holds true for every x ∈ Rd and every multi-index α ∈ Nd.
1All our estimates are in terms of the Ho¨lder seminorm of b, we do not use ‖b(t, ·)‖L∞ .
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The (short-time) existence and uniqueness of classical solutions to the NSE is well known, see Theorem
3.1, below. Similarly, using essentially the same arguments, one can show local well-posedness of (1.2), see
Theorem 3.2, below and the discussion following it. Our aim here is to prolong the lifespan of those solutions
by controlling the Lipschitz constant of the solution vector-field. Before stating our main results, we need
to make a few more definitions.
Definition 1.2. We say a function ω : [0,∞) → [0,∞) is a modulus of continuity if ω ∈ C([0,∞)) is
non-decreasing and is piecewise C2 on (0,∞) with finite one-sided derivatives such that ω′(ξ+) ≤ ω′(ξ−)
for every ξ ∈ (0,∞). A modulus of continuity ω is said to be strong if in addition 0 < ω′(0) < ∞ and
lim
ξ→0+
ω′′(ξ) = −∞.
Remark 1.1. Note carefully we slightly modify the definition of a modulus of continuity from [19, 20] by
replacing the concavity assumption with the weaker condition ω′(ξ+) ≤ ω′(ξ−), as well as allow for bounded
moduli of continuity.
Definition 1.3. Let T > 0 be given. A function Ω ∈ C([0, T ] × [0,∞)) is said to be a time-dependent
strong modulus of continuity on [0, T ] if Ω(t, ·) is a strong modulus of continuity for each t ∈ [0, T ], Ω(·, ξ) is
piecewise C1 on [0, T ] for each fixed ξ ∈ [0,∞) (with finite one-sided derivatives) and satisfies at least one
of the following conditions:
1. Ω(·, ξ) is nondecreasing as a function of time for each fixed ξ,
2. ∂ξΩ(·, 0) is continuous as a function of time.
Hypothesis 1.1. Let d ≥ 3, and suppose Cd ≥ 1 is a given absolute universal constant depending only on
the dimension d. Then there exists a strong modulus of continuity Ω0(ξ) such that for any given T > 0, one
can construct a time-dependent strong modulus of continuity Ω(t, ξ) on [0, T ] such that Ω(0, ξ) = Ω0(ξ) and
for which
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2Ω(t, ξ)∂ξΩ(t, ξ)− Cd
[∫ ξ
0
Ω2(t, η)
η2
dη +Ω(t, ξ)
∫ ∞
ξ
Ω(t, η)
η2
dη
]
≥ 0, (1.5)
holds true for every (t, ξ) ∈ (0, T ]× (0,∞).
Remark 1.2. It is essential that the initial modulus of continuity Ω(0, ·) to not depend on T , as will be
explained in §5.2 (ideally, one would like T = ∞). Moreover, strictly speaking, the terms ∂tΩ and ∂2ξΩ
should be interpreted as left derivatives, since Ω is assumed to be piecewise C1 in time and piecewise C2 in
space.
Theorem 1.1. Let d ≥ 3 and suppose u0 is a smooth divergence free vector-field such that each component
u0j ∈ C˙∞per. Let T∗ > 0 be the maximal interval of existence of the classical solution to (1.1) (according to
Definition 1.1). Let T > 0 be given, and assume that Hypothesis 1.1 is true for our choice of d and T . It
follows that T∗ > TB−2 and
‖∇u(t, ·)‖L∞ <
√
dB2∂ξΩ(t, 0), ∀t ∈
[
0,
T
B2
]
, (1.6)
where B > 0 depends only on the W 1,∞ norm of the initial data and the initial modulus of continuity Ω(0, ξ).
For instance, one can take any
B ≥ 2‖u
0‖L∞
Ω0(δ)
+
(
δ
Ω0(δ)
‖∇u0‖L∞
)1/2
,
where δ ∈ (0, 1] is a small parameter depending on the structure of Ω0(ξ). In particular, if Hypothesis 1.1 is
true with T =∞, then we get that the solution u is globally regular and satisfies
‖∇u(t, ·)‖L∞ <
√
dB2∂ξΩ(t, 0), ∀t ≥ 0. (1.7)
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Remark 1.3. Requiring the initial vector-field u0 to be infinitely differentiable is an overkill. One can
certainly allow for more singular initial data; in particular any initial data that permits the solution velocity
vector-field u to experience parabolic regularity would allow us to prove a similar result. Here, by parabolic
regularity we mean that u should be once continuously differentiable in time and twice in space on the set
(0, T ]× Rd, and for which the PDE should hold true in the pointwise sense for positive time.
Remark 1.4. Although we normalized the viscosity coefficient in (1.1) to 1, the length of the period and
size of initial data were both kept arbitrary large, so the same result is true for (1.1) with arbitrary viscosity
coefficient ν > 0. Moreover, we state and prove Theorem 1.1 in the periodic setting, similar result is also true
in the whole space under the usual vanishing at infinity conditions imposed on the solution. The only major
difference (and extra technical difficulty) is that in this case, we need to require our modulus of continuity
to be also unbounded in space.
Let us now recall some classical facts about singular integral operators before stating our next result. We
let K be a kernel of the form
K(z) :=

Φ (z/|z|)
|z|d , z 6= 0,
0, z = 0,
(1.8)
where Φ : Sd−1 → R is a Ho¨lder continuous function, assumed to be homogenous of order zero (that is,
Φ(δy) = Φ(y) for any δ > 0) and satisfies the following zero average condition∫
Sd−1
Φ(y) dy = 0, (1.9)
and we consider the (nonlocal) singular integral operator N defined by
N θ(x) := P.V.
∫
Rd
K(x− z)θ(z) dz, (1.10)
where θ ∈ Lp(Rd) with p ∈ (1,∞). Alternatively, one can define N as a Fourier multiplier with symbol
K̂(ζ) :=
∫
Sd−1
[
πi
2
sgn
(
ζ
|ζ| · y
)
− log
(
ζ
|ζ| · y
)]
Φ(y) dy, ζ ∈ Rd\{0}, (1.11)
see Theorem 3 in [31, Chapter 2] for more details and rigorous justification of the above.
Since we will be working with periodic functions, we would need to make sense of periodic analogues to
such operators. This can be done by recalling Theorem 3.8 (and Corollary 3.16) of [32, Chapter 7], which
guarantees that one can “periodize” the operator N in a unique fashion via utilizing the symbol (1.11) in
an obvious way as a Fourier multiplier (now over the Torus). However, there is the issue of defining K̂(0),
but this will not be of concern to us as we will only be working with periodic functions having zero averages,
and so if θ is L− periodic with zero average, the periodization of N is understood as
Npθ(x) := Cd,L
∑
m∈Zd
m 6=0
K̂(m)θ̂(m)e2πim·x/L, (1.12)
where Cd,L is a normalizing constant depending on the dimension d and the length of the period. The issue
of periodizing such operators is addressed in more details in [4], where it was shown that one also has the
pointwise definition
Npθ(x) := Cd,L
∑
m∈Zd
∫
Td
[K(z +m)−K(m)] θ(z) dz. (1.13)
Note that the sum (1.13) converges absolutely and uniformly on compact sets owing to the fact that Φ is
assumed to be in the class C0,α(Sd−1), some α ∈ (0, 1] (see the proof of Lemma 4.2, below, where one can
use a similar argument to prove convergence of the series). Moreover, it was shown in [4] that the operator
defined by (1.13) can be realized as a Fourier multiplier whose symbol agrees with the restriction of the
Fourier transform of the original kernel K on Zd. It follows from the uniqueness result of Theorem 3.8 in [32,
Chapter 7] that Np is well defined, and so we may drop the subscript “p” from (1.12) without ambiguity.
That being said, we prove the following global regularity result regarding (1.2).
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Theorem 1.2. Let d ≥ 3, suppose u0 is a smooth vector-field such that each component u0j ∈ C˙∞per and let
N be as described above. Then there exists a unique classical solution to the IVP (1.2) on [0,∞). Moreover,
we have the bound
‖∇u(t, ·)‖L∞ ≤ 2d exp [2 log(λ0) exp (C0t)] , ∀t ≥ 0, (1.14)
where C0 ≥ 1 depends on the dimension d, the period L and the kernel K while λ0 depends only on ‖u0‖W 1,∞
and the dimension d but not on the period or kernel.
Remark 1.5. We would like to emphasize that periodicity is used in a very essential way in the proof of
Theorem 1.2 and there seems to be a significant technical obstacle in the way of obtaining a similar result
in the whole space scenario, as will be demonstrated in §5.3. In particular, when working in the whole space
setting under vanishing conditions at infinity, one would have to consider unbounded moduli of continuity,
while we construct a bounded modulus of continuity here.
For our third system (1.3), we think of it as being posed either in the periodic setting (where the period
of b and u is the same) or in the whole space with sufficient decay at infinity. It is natural to expect the
regularity of the solution u to depend on that of b. Now, just as in the case of the NSE, one has the a-priori
bound ‖u(t, ·)‖L2 ≤ ‖u0‖L2 , and hence a regularity result under a critical or subcritical assumption on the
drift velocity b, with respect to the natural scaling of the equation, is to be expected. Following the line
of thought of [29], an assumption on b can be thought of as critical if some norm of br(t, x) := rb(r
2t, rx)
coincides with that of b for any r > 0, subcritical if the norm of br is smaller than that of b for for sufficiently
small r > 0 and supercritical otherwise. In that regard, it was first shown in [35] that weak solutions of (1.3)
are bounded and Lipschitz under a subcritical assumption on b. Analogously, it was shown in [29] that weak
solutions of (1.3) emanating from Ho¨lder initial data remain Ho¨lder under a critical assumption on the drift
velocity. See also [26] fo further results. Here, we consider the case when we have a supercritical, “implied”
subcritical or critical assumption on b, in the first and second parts of Theorem 1.3, respectively. We will be
working with Ho¨lder continuous drift-velocities,
[b(t, ·)]C0,β := sup
x 6=y
|b(t, x)− b(t, y)|
|x− y|β ≤ g(t), a.e. t ∈ [0, T ], (1.15)
where β ∈ (0, 1) is arbitrary, g is a nondecreasing function such that g(t) ≥ 1 almost everywhere and
g ∈ Lq([0, T ]) for certain values of q that are described in the statement of the following Theorem.
Theorem 1.3. Let b : [0, T ]×Rd → Rd be a divergence free vector field, and let (u, p) be a solution to (1.3)
with regularity
u ∈ C1t C2x((0, T ]× Rd) ∩C([0, T ];W 1,∞(Rd)), p ∈ CtC1x([0, T ]× Rd). (1.16)
Assume one of the following
1. u(t, ·) and b(t, ·) are periodic in space with arbitrary period L > 0 or
2. b(t, ·) ∈ Lq(Rd), some q ∈ (1,∞) and
lim
|x|→∞
|∇u(t, x)| = 0, ∀t ∈ [0, T ].
Suppose b satisfies (1.15) where g ≥ 1 is nondecreasing and set
h(t) := ‖∇u(t, ·)‖L∞(Rd), t ∈ [0, T ].
Then there exists a constant C0 ≥ 1 depending on ‖u0‖W 1,∞ , the dimension d, the Ho¨lder exponent of b,
β ∈ (0, 1), which blows up as β → 0 or 1 such that:
1. If g ∈ L1([0, T ]) (i.e., a supercritical assumption), then ‖∇u(t, ·)‖L∞ is finite almost everywhere,
log(h) ∈ L1([0, T ]), and we have the bound
‖∇u(t, ·)‖L∞ ≤
√
dλ(t) log(λ(t)), a.e. t ∈ [0, T ], (1.17)
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where
λ(t) := exp
[
C0
(
1 +
∫ t
0
g(s) ds+ gβ(t)
)1/β]
. (1.18)
If we further assume that
g(t) ≤ exp
(∫ t
0
g(s) ds
)
, a.e. t ∈ [0, T ], (1.19)
(implying b ∈ L∞ ([0, T ];C0,βx ), a subcritical assumption) then h ∈ L∞([0, T ]) and we can chose
λ(t) := exp
[
exp
(
C0
∫ t
0
g(s) ds
)]
. (1.20)
2. If g ∈ Lq([0, T ]) with q ≥ 2/(1 + β) (a critical assumption when q = 2/(1 + β)), then h ∈ L1([0, T ])
and we have the bound (since g ≥ 1)
‖∇u(t, ·)‖L∞ ≤ 2λ(t)g1/(1+β)(t) ≤ 2λ(t)gq(t), a.e. t ∈ [0, T ], (1.21)
where in this case
λ(t) = exp
[
C0
∫ t
0
g2/(1+β)(s) ds
]
≤ exp
[
C0
∫ t
0
gq(s) ds
]
. (1.22)
Remark 1.6. Even though we state and prove Theorem 1.3 for regular solutions, we emphasize the fact that
our estimates depend only on the initial data and the Ho¨lder semi-norms of b. Hence, one should think of
this result as an “a-priori estimate” and would expect it to hold true for appropriately defined weak solutions
via mollifying the drift velocity and then utilizing standard compactness results. We prefer to avoid such
complications in this work and focus mainly on the method of obtaining the desired estimates. Moreover,
we do not study the regularizing effect of the parabolic operator ∂t−∆, and rather analyze the propagation
of regularity.
Let us briefly discuss bound (1.19). It means that g is essentially bounded since g ∈ L1[0, T ], and hence
implicitly implies subcriticality. However, it may be worthwhile noting that the implied bound g ∈ L∞ does
not show up in the final estimate and is not used anywhere in the proof: bound (1.19) is used in its pointwise
sense. For technical reasons that will be made clear in §5.4, the bounding function λ will be required to
satisfy
λ′(t) & g(t)λ(t)(log(λ(t))1−β , log(λ(t)) & g(t),
which explains the origin of (1.18) and (1.20), as well as the nondecreasing assumption made on g.
Comparing the second half of Theorem 1.3 with the results obtained by Silvestre and Vicol in [29], they
prove the Ho¨lder semi-norm of the solution is essentially bounded, while we prove that the Lipschitz constant
is integrable in time. This should be somewhat expected, as we are controlling a stronger entity. Another
point worth mentioning is that in contrast to [29] where the authors measured Ho¨lder continuity via local
integral (average) characterization and utilized L1 based Morrey-Campanato spaces, we perform our analysis
in a purely local pointwise medium. This puts our approach at a slight disadvantage to theirs in the sense
that they were able to cover a wider range of critical norms. In particular they allow for β ∈ (−1, 1], where
for β ∈ (−1, 0), condition (1.15) is replaced with the requirement
sup
x∈Rd
sup
0<r<1
r−β
∫
|y|≤1
|b(t, x+ ry)|dy ≤ g(t), g ∈ L2/(1+β)([0, T ]). (1.23)
On the other end of the spectrum, the reason why we omit the case β = 1 is, very loosely speaking, a result
of the fact that singular integral operators in general prefer Ho¨lder over Lipschitz functions, see Lemma
4.1 for more details. Nevertheless, Theorem 1.3 complements the results of Silvestre-Vicol, upgrading the
estimates from Ho¨lder to Lipschitz, as it was pointed out by Remark 3.3 in [29] that their technique works
only for Ho¨lder estimates. Our results fill this gap, at least in the range β ∈ (0, 1). Moreover, with regards to
controlling the Lipschitz constant of a solution to the incompressible NSE when β ∈ (−1, 0], we can combine
Theorem 1.3 along with their results to obtain an estimate in terms of only the W 1,∞(Rd) norm of the initial
data and the quantity (1.23).
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Corollary 1.1 (From Ho¨lder to Lipschitz). Let u0 ∈ W 1,∞(Rd) be divergence-free vector field, and let u
be a solution to the incompressible Navier-Stokes system (1.1) emanating from u0 with the regularity class
described by Theorem 1.3. Let T > 0 and suppose
[u(t, ·)]C0,β := sup
x 6=y
|u(t, x)− u(t, y)|
|x− y|β ≤ g(t), a.e. t ∈ [0, T ], (1.24)
where β ∈ (0, 1) is arbitrary, g is a nondecreasing function such that g(t) ≥ 1 almost everywhere and
g ∈ Lq([0, T ]), where q = 1 or q ≥ 2/(1+ β). Then u satisfies the a-priori estimates (1.17)-(1.22), meaning,
∫ T
0
log (‖∇u(t, ·)‖L∞) dt <∞, q = 1,∫ T
0
‖∇u(t, ·)‖L∞ dt <∞, q ≥ 2/(1 + β).
In particular, if q ≥ 2/(1 + β), then we can construct a smooth solution on [0, T ]. Similarly, if β ∈ (−1, 0],
and we replace condition (1.24) with
sup
x∈Rd
sup
0<r<1
r−β
∫
|y|≤1
|u(t, x+ ry)|dy ≤ g(t), g ∈ L2/(1+β)([0, T ]), (1.25)
then we can also construct a smooth solution on [0, T ], with an estimate on the Lipschitz constant depending
only on the W 1,∞ norm of the initial data and the L2/(1+β) norm of g.
Remark 1.7. It was shown in [5, 6] (based on [13], see also [33] for a similar result, and [34] for other
regularity results) that Leray-Hopf weak solutions of the incompressible NSE lie in the space L1tL
∞
x , and so
when q = 1, estimates (1.17) and (1.18) seem to hint at the possibility of extracting extra regularity from
such solutions. Of course, there is still a long way to go as our bounds blowup (rather dramatically) as
β → 0. For now, what we get is a partial regularity result under the supercritical assumption u ∈ L1tC0,βx ,
any β ∈ (0, 1). We also point out that the regularity criteria we obtain from when q ≥ 2/(1+ β) is not new;
we are assuming initial data in W 1,∞(Rd) ⊂ C0,α(Rd) any α ∈ (0, 1), and so it would follow from the main
result of [29]. What is new is the explicit bound on ‖∇u(t, ·)‖L∞ in terms of the initial data and the critical
norm only, without resorting to any bootstrap arguments. There does not seem to be many tools used in
analyzing the pressure term, and we hope the ideas developed here might be useful in the future.
Proof. Apply Theorem 1.3 with b = u. If p ≥ 2/(1 + β), regularity on [0, T ] follows from the Beale-Kato-
Majda criterion [2]. If β ∈ (−1, 0] and we satisfy condition (1.25) instead of (1.24), we first apply the main
result of [29]. As u0 ∈ W 1,∞(Rd) ⊂ C0,α(Rd), any α ∈ (0, 1), Theorem 1.1 of [29] tells us that
g˜(t) := [u(t, ·)]C0,α . exp
(∫ t
0
g2/(1+β)(s) ds
)
.
It follows that g˜ ∈ L∞([0, T ]) and now we can use our Theorem 1.3 with b = u.
This paper is organized as follows. In §2, we describe the motivation behind this work as well as the
heuristics involved that led us to study equations (1.2) and (1.3). Section 3 summarizes classical local well-
posedness results and regularity criteria, as well as the main estimates and ingredients used when tracking
the evolution of moduli of continuity. Section 4 concerns itself with obtaining local continuity estimates
for the the nonlocal terms we study (the pressure term and the class of singular integral operators we are
interested in). Finally in §5 we present proofs of Theorems 1.1, 1.2 and 1.3, where in the latter two case, we
explicitly construct certain time-dependent strong moduli of continuity that dominate the local behavior of
the solutions to (1.2) and (1.3), before concluding with a few remarks in §6.
2 Motivation and Heuristics
Let us start by recalling that sufficiently regular solutions to the NSE satisfy the following a-priori estimate
‖u(t, ·)‖2L2 + 2
∫ t
0
‖∇u(s, ·)‖2L2 ds ≤ ‖u(0, ·)‖2L2, ∀t ≥ 0, (2.1)
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and that such a control is sufficient to prevent blowup in two dimensions, but not when d ≥ 3. On the other
hand, although solutions to the viscous Burgers equation,
∂tu−∆u+ (u · ∇)u = 0, (2.2)
do not necessarily satisfy (2.1), we know that they do not develop singularities in finite time. The latter
fact is due to the maximum principle ‖u(t, ·)‖L∞ ≤ ‖u(0, ·)‖L∞ [22]. Similarly, such a maximum principle,
if available for the NSE, would allow us to prove a global regularity result.
Unfortunately, due to the nonlocal dependence of the pressure term on the solution vector-field, such
a-priori bound is not readily available. To understand the nonlocal structure of the equation, let us recall
that the pressure is recovered from the velocity vector-field via
p :=
d∑
i,j=1
∂i∂j(−∆)−1(uiuj) =
d∑
i,j=1
RiRj(uiuj) (2.3)
with {Rj}dj=1 denoting the standard Riesz transforms, the singular integral operators corresponding to the
kernel (1.8) with Φj(z) = zj/|z|. Due to the lack of any “obvious” useful pointwise upper bounds on ∂kp (in
terms of u), it is not clear whether one can obtain a maximum principle in the same spirit as that of (2.2).
That being said, let us now recall the critically dissipative surface quasi-geostrophic (SQG) equation. In
d = 2, this equation reads {
∂tθ + (−∆)1/2θ + (u · ∇)θ = 0,
u = (u1, u2) = (−R2θ,R1θ),
(2.4)
where θ is a scalar, and R1, R2 are the two dimensional Riesz transforms. This equation was first introduced
in [8], and it was advocated as a toy model for the NS system, see also [20] and the references therein.
Equation (2.4) conserves all Lp norms of the initial data, p ∈ [1,∞], however such control is not strong
enough (in general) to deduce global regularity. The fact that evolution under equation (2.4) does not
develop any singularities in finite time was proven by Kiselev, Nazarov and Volberg in [20] (see also [19]
where the same tools were applied to the fractal Burgers equation at the same time). A different proof was
obtained by Caffarelli and Vasseur [3] almost at the same time. Other proofs surfaced in [9, 18]. In this
work, we build upon the ideas introduced in [19, 20], which we now outline.
The elegant ideas introduced in [19, 20] are based on local continuity estimates, and allow for control
of the Lipschitz constant of the solution by studying the evolution of the solution itself, that is proving a
“maximum principle” for ∇θ by studying the evolution of θ. This was achieved by constructing a family
of strong moduli of continuity that must be preserved by the flow, and for which any arbitrary smooth
enough initial data has a modulus of continuity belonging to such a family. Such moduli of continuity
have a finite derivative at 0, thus providing an upper bound for the Lipschitz constant of the solution (see
Lemma (3.2), below), meaning that their preservation would prevent a gradient blowup scenario, from which
higher regularity follows by bootstrap. The central idea is to compare the power of dissipation, nonlinearity
and nonlocality at the local level, carefully constructing the modulus of continuity in order to make sure
dissipation will always prevail.
This was later expanded upon in [1, 10, 12, 17] and the references therein. In particular, time dependent
moduli of continuity were introduced in [17] mainly in order to obtain certain eventual regularity results
for a class of active scalar evolution equations. We recently extended this technique in [14] to a modified
Michelson-Sivashinsky equation (see discussion below), where we were able to obtain a global regularity
result. To our knowledge, this program has never been tried for the NS system. However, it was noted
in [20] that their original argument does not apply to the incompressible NS system “due to the different
structure of nonlinearity”, and we believe this work provides a remedy to that situation.
Tracking the evolution of moduli of continuity is in particular very useful for analyzing certain nonlinear
parabolic equations in the presence of nonlocal terms, as it provides a “medium” capable of comparing
stabilizing (dissipative) terms against destabilizing (certain nonlinear and/or nonlocal) terms at the same
level. To more concretely demonstrate the last point, we consider the following problem analyzed in [14],
which essentially is what motivated this paper:
∂tθ − ν∆θ + 1
2
|∇θ|2 − (−∆)αθ = 0, α ∈ (0, 1/2), (2.5)
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where (−∆)α is the nonlocal operator having the pointwise representation
(−∆)αθ(x) := Cd,αP.V.
∫
Rd
θ(x)− θ(x − z)
|z|d+2α dz. (2.6)
If we drop the nonlocal term, one can prove a classical maximum principle [22], while on the other hand if we
drop the nonlinearity, one can easily handle the instabilities arising from the nonlocal part by direct energy
estimates, which may cause at most growth in time of higher order norms, but not blowup. The presence of
both at the same time complicates things. Nevertheless, the singular integral operator (−∆)α is known to
map C0,β Ho¨lder continuous functions to C0,β−2α, provided 0 < 2α < β ≤ 1 [27]. Similarly, one can show
that while it doesn’t quite preserve abstract moduli of continuity, it doesn’t distort them too much either
[14]. Therefore one can successfully employ the above mentioned strategy and construct a certain modulus
of continuity that must be obeyed by the solution for all time.
Equation (2.5) is a slight modification to the so called Michelson-Sivashinsky (MS) model, where the
latter corresponds to the case when α = 1/2. The MS model is a refined combustion model based on the
Darrieus–Landau flame stability analysis [30]. The reason for restricting α ∈ (0, 1/2) in [14] is because of the
lack of any “obvious” continuity (or even L∞) estimate for the square root of the Laplacian of a function in
terms of those known of function itself. To see this, recall the representation
(−∆)1/2θ =
d∑
j=1
Rj∂jθ, (2.7)
and so even when θ has a strong modulus of continuity, all what we know is that ∇θ ∈ L∞, which is known
to be a bad space for the Riesz transforms Rj [31].
The relationship between equation (2.5) (when α = 1/2) and the NS system (1.1) is based on the
representations (2.3) and (2.7) for the nonlocal part of the corresponding evolution equation. From (2.3),
we see that the “local regularity” of ∂kp is linked to that of the solution u in a fashion similar to the link
between the local regularity of θ and (−∆)1/2θ. One way of looking at it is by noting that both nonlocal
operators, (−∆)1/2 and ∇RiRj , are of order one. In general, one should not expect to obtain continuity
estimates on N θ from those known on θ if N is an operator of order one or higher. Of course, the situation
in NSE is more complicated due to the fact that the pressure depends not only nonlocally on the evolving
entity (the velocity-field), but also nonlinearly.
With the previous remarks in mind, let us focus purely on the incompressible Navier-Stokes system. A
key observation that we will use in the proof of Theorems 1.1 and 1.3 is one that was made by Silvestre
in an unpublished work [28]. By performing more careful local analysis of the pressure term and using
incompressibility in a vital way, it was argued that if u ∈ C0,α then p ∈ C0,2α. When α ∈ (1/2, 1), this
translates to a Ho¨lder condition on ∇p. It is also important to further highlight the fact that those Ho¨lder
estimates are homogenous: they do not depend on the L∞ norm of u. They depend only on the C0,α semi-
norm of u, in the sense that are purely local in every aspect of the word. This is exactly the kind of estimate
required to track the evolution of moduli of continuity. Similar results were also obtained by Constantin [6],
Isett [15] (also Isett and Oh [16]) and were observed by De Lellis and Sze´kelyhidi Jr. [11] in the context of
convex integration. We generalize Silvestre’s argument to an abstract modulus of continuity in Lemma 4.1,
below, and show that if ωj is a modulus of continuity according to Definition 1.2 for each j ∈ {1, · · · , d} and
if
|uj(x) − uj(z)| ≤ ωj(|x − z|), ∀j ∈ {1, · · · , d}, (x, z) ∈ Rd × Rd,
then
|∇p(x) −∇p(z)| ≤ Cd
d∑
i,j=1
[∫ |x−z|
0
ωi(η)ωj(η)
η2
dη + ωi(|x− z|)
∫ ∞
|x−z|
ωj(η)
η2
dη
]
, (2.8)
where Cd is a positive, absolute universal constant depending only on the dimension d and not on any norm
of u or p. The previous estimate is exactly the origin of the integrals appearing in Hypothesis 1.1, while the
transport part translates to the Burgers nonlinearity appearing in inequality (1.5). Such an estimate allows
us to at least initiate the study of propagation of moduli of continuity by the NSE, as opposed to (2.5) with
α = 1/2.
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Notice that the singularity appearing in (2.8) corresponds to that of an operator of order one, while
nonlinearity translates to the appearance of the product ωiωj . It is unclear to us what effect those integrals
have on the Dirichlet to Neumann map of the solution to the one dimensional Burgers boundary value
problem described in Hypothesis 1.1. To be more specific, we need to ensure that ∂ξΩ(t, 0) < ∞. Thus,
in an attempt to better understand this, we considered the two model problems (1.2) and (1.3). The first
corresponds to an equation where part of the full nonlinear structure of the NSE is preserved; we assumed
that the nonlocal part depends linearly on the solution, while retaining (u ·∇)u. Moreover, we assumed that
the nonlocal operator is of order zero, going from that to higher order seems nontrivial and out of reach at
this point (in the presence of an advective nonlinearity) for technical reasons that will be clear in §5 and §6
below. One the other hand, model (1.3) is linear with a nonlocal term that mimics an operator of order 1−β,
as will be shown in Lemma 4.1, below. In this case, what we can guarantee under a supercritical assumption
on the drift velocity is that the solution is differentiable almost everywhere, with a logarithmically integrable
Lipschitz constant, leading to a partial regularity result for the NSE. This can be strengthened further under
critical or subcritical assumption on the advecting quantity, leading to global regularity in the case of NSE
virtue of the Beale-Kato-Majda criterion.
3 Preliminaries
In §3.1, we review the classical local well-posedness results and regularity criteria of smooth solutions. We
proceed in §3.2 to recall the various tools and results used in studying the evolution of moduli of continuity
as introduced in [17, 19, 20].
3.1 Local Well-Posedness and Regularity
Let us start by recalling the definition of the homogenous Sobolev space of (integer) order k ≥ 0 over the
torus Td,
H˙k :=
θ(x) = ∑
n∈Zd
θˆ(n)e2πin·x/L : θˆ(0) = 0, θˆ(−n) = ¯ˆθ(n),
∑
n∈Zd
|n|2k|θˆ(n)|2 <∞
 , (3.1)
where
θˆ(n) :=
1
Ld
∫
Td
θ(x)e−2πin·x/L dx,
and the corresponding space of divergence-free, periodic vector-fields with components belonging to H˙k,
V
k :=
{
u : Rd → Rd : uj ∈ H˙k, j ∈ {1, · · · , d}, n · uˆ(n) = 0 ∀n ∈ Zd
}
, (3.2)
where uˆ(n) ∈ Cd is the vector with components uˆj(n). Recall from the Sobolev imbedding theorem that if
θ ∈ H˙k and k > d/2, then θ can be identified with a continuous function that is defined on all of Rd and
which is L− periodic in all directions. In this work, we will always assume k > d/2 + 2, so that all of our
functions can be realized as C2per(R
d) functions.
It is a well-known fact to experts and the mathematical fluid mechanics community that the pressure is
recovered from the velocity vector-field by solving the elliptic problem (in space) for every t ≥ 0
−∆p(t, x) = div [(u · ∇)u] (t, x),
see for instance [24, 25] for details. In particular, using the fact that u is divergence free, we see that
−∆p(t, x) =
d∑
i,j=1
∂jui(t, x)∂iuj(t, x),
so that by Sobolev embedding and elliptic regularity results, if u(t, ·) ∈ Vk with k > d/2 + 1, we must have
p(t, ·) ∈ H˙k+1. That is to say, the regularity of u determines that of p. We then have the following version
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of short-time existence, uniqueness and regularity criterion for classical solutions to (1.1). A proof (as well
as analogous results on bounded domains with Dirichlet conditions or whole space scenarios) can be found
in any of the classical textbooks on fluid mechanics, for instance [7, 23, 24, 25].
Theorem 3.1. Let d ≥ 3, k > d/2+ 2 and suppose u0 ∈ Vk. Then there is a T0 = T0(‖u0‖Vk , L) > 0 and a
solution (u, p) to (1.1) with regularity
u ∈ C([0, T0];Vk) ∩ C1([0, T0];Vk−2), p ∈ C([0, T0]; H˙k+1) ∩ C1([0, T0]; H˙k−2), (3.3)
for which
∂tu(t, x)−∆u(t, x) = (u · ∇)u(t, x) +∇p(t, x),
holds true in C([0, T0];V
k−2); in particular, since k > d/2 + 2, it holds true in the pointwise sense for every
(t, x) ∈ [0, T0]×Rd. Furthermore, (u, p) is unique in the regularity class (3.3) (in fact, depends continuously
on initial data), and if
Tk := sup {T > 0 : ‖u(t, ·)‖Vk <∞, ∀t ∈ [0, T ]} ,
is the maximal interval of existence of the solution in Vk, then Tk = T∗, where
T∗ := sup {T > 0 : ‖∇u(t, ·)‖L∞ <∞, ∀t ∈ [0, T ]} .
In particular, if u0 ∈ Vk for every k ≥ 0, then the pair (u, p) is a classical solution to (1.1) on [0, T∗).
The fact that the solution is regular on [0, T∗) follows from, for instance, the famous Beale-Kato-Majda
[2] criterion, which asserts that smooth solutions to the Navier-Stokes and Euler equations do not develop
singularities on [0, T ] provided ∫ T
0
‖∇× u(t, ·)‖L∞ dt <∞.
One can also control higher order norms of the solution on [0, T ] in terms of
sup
t∈[0,T )
‖∇u(t, ·)‖L∞
by direct energy estimates via utilizing the following calculus inequality valid for smooth enough functions
f and g and proven in [21, Lemma A.1],
‖∂α(fg)‖L2 ≤ Cd,α (‖f‖L∞‖∂αg‖L2 + ‖g‖L∞‖∂αf‖L2) . (3.4)
We also need an analogous result for equation (1.2), which we now state. Note that in this case, we no
longer require incompressibility, and so we look for solutions in the space
H
k :=
{
u : Rd → Rd : uj ∈ H˙k, j ∈ {1, · · · , d}
}
.
Theorem 3.2. Let d ≥ 3, k > d/2+ 2 and suppose u0 ∈ Hk. Then there is a T0 = T0(‖u0‖Vk , L) > 0 and a
solution v to (1.2) with regularity
u ∈ C([0, T0];Hk) ∩C1([0, T0];Hk−2), (3.5)
for which
∂tu(t, x)−∆u(t, x) = (u · ∇)u(t, x) +Npu(t, x),
holds true in C([0, T0];H
k−2); in particular, since k > d/2+ 2, it holds true in the pointwise sense for every
(t, x) ∈ [0, T0]×Rd. Furthermore, u is unique in the regularity class (3.5) (in fact, depends continuously on
initial data), and if
Tk := sup {T > 0 : ‖u(t, ·)‖Hk <∞, ∀t ∈ [0, T ]} ,
is the maximal interval of existence of the solution in Hk, then Tk = T∗, where
T∗ := sup {T > 0 : ‖∇u(t, ·)‖L∞ <∞, ∀t ∈ [0, T ]} .
In particular, if u0 ∈ Hk for every k ≥ 0, then u is a classical solution to (1.2) on [0, T∗).
The proof of the above theorem is pretty much similar to that of Theorem 3.1; one can construct a
solution via Galerkin approximations and utilize the energy bound ‖(−∆)k/2Npθ‖L2 ≤ C‖θ‖H˙k , while the
regularity criterion can be obtained by utilizing the product estimate (3.4).
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3.2 Moduli of Continuity
Let us review some of the terminology and basic results used when studying the evolution of moduli of
continuity. Such results were collectively obtained in [17, 19, 20] and were summarized in [14]. Nevertheless,
we provide proofs here for the sake of convenience and completeness. Moreover, Lemma 3.1 allows for moduli
of continuity that may be bounded, which we can consider in this case since the scaling invariance of the
Navier-Stokes system is different than that of the critical SQG and critical Burgers equation. In fact, as we
will demonstrate later, if a modulus of continuity is preserved by evolution under the Navier-Stokes equations
then it is highly likely that it will behave like the hyperbolic tangent function (stationary solution to the
one dimensional viscous Burgers equation) away from zero. Throughout this work, for any z ∈ Rd, by zj we
mean the jth coordinate of z, and by |z| we mean the standard Euclidean norm l2(Rd).
Definition 3.1. Let ω be a modulus of continuity. We say a scalar function θ ∈ C(Rd) has modulus of
continuity ω(ξ) if |θ(x) − θ(y)| ≤ ω(|x − y|) for every (x, y) ∈ Rd × Rd. We say θ strictly obeys ω if
|θ(x) − θ(y)| < ω(|x− y|) whenever x 6= y.
To avoid cumbersome notation, we drop the L∞ subscript from ‖ · ‖L∞ in the proofs of the following two
Lemmas.
Lemma 3.1. Let θ ∈W 1,∞ (Rd) be a bounded and Lipschitz scalar, and suppose ω is a modulus of continuity.
Suppose further that ω is concave on a small interval (0, δ] some δ > 0. Then there exists B0 > 0 depending
only on ‖θ‖L∞, ‖∇θ‖L∞, and ω such that θ strictly obeys Bω(Bξ) whenever B ≥ B0. If ω is unbounded and
concave on (0,∞), then B0 can be chosen such that θ strictly obeys ω(Bξ) whenever B ≥ B0.
Remark 3.1. In particular, strong moduli of continuity according to Definition 1.2 satisfy the hypothesis
of the above Lemma.
Proof. We ignore the trivial case when θ is a constant. Set
B0 :=
2
ω(δ)
‖θ‖+
(
δ
ω(δ)
‖∇θ‖
)1/2
, (3.6)
and let ξ := |x− y| > 0. Notice that as ω is concave on (0, δ], the function
h(ξ) := ‖∇θ‖ − B0ω(B0ξ)
ξ
is increasing on (0, δB−10 ]. This means that
h(ξ) ≤ h(δB−10 ) = ‖∇θ‖ −
B20ω(δ)
δ
< 0,
by choice of B0 (3.6). Hence, for |x− y| ∈ (0, δB−10 ], we must have
|θ(x) − θ(y)| ≤ ‖∇θ‖|x− y| < B0ω(B0|x− y|).
On the other hand, for ξ ∈ [δB−10 ,∞), since ω is nondecreasing, we have again by choice of B0,
B0ω(B0ξ) ≥ B0ω(δ) > 2‖θ‖ ≥ |θ(x) − θ(y)|.
Therefore, we get that for any |x− y| ∈ (0,∞),
|θ(x) − θ(y)| < B0ω(B0|x− y|),
from which we conclude that since ω is nondecreasing, θ has strict modulus of continuity Bω(Bξ) for any
B ≥ B0. If ω is unbounded and concave on (0,∞), then we can replace B0 from (3.6) by a large B0 depending
on ω such that ω(B0) ≥ max{‖∇θ‖+ 1, 2‖θ‖+ 1} and then repeat the previous argument with δ = 1.
Lemma 3.2. Suppose a scalar θ ∈ C2(Rd) has a strong modulus of continuity ω. It then follows that θ is
Lipschitz and ‖∇θ‖L∞ < ω′(0).
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Remark 3.2. That θ is Lipschitz and ‖∇θ‖L∞ ≤ d1/2ω′(0) follows from Definition 1.2 and the limit definition
of a derivative. The important part is the strict inequality, for which we need ω′′(0) = −∞, and θ ∈ C2.
Proof. Let x0 ∈ Rd be such that |∇θ(x0)| = ‖∇θ‖, since θ is Lipschitz. Let ξ ∈ (0, 1] be arbitrary and let
y = x0 + ξe, where e is the unit vector in the direction of ∇θ(x0). From the first order Taylor expansion of
θ about x0 we see that
|θ(y)− θ(x0)| ≥ ‖∇θ‖ξ − Cξ
2
2
‖∇2θ‖,
here ‖∇2θ‖ is just the maximum of all second order derivatives in a ball centered at x0 with radius 1, and
C is a combinatorial constant. The left hand side is at most ω(ξ), and so after rearranging we get for any
ξ ∈ (0, 1],
‖∇θ‖ ≤ ω(ξ)
ξ
+
Cξ
2
‖∇2θ‖. (3.7)
Since ω is C2 on (0,∞), and lim
ξ→0+
ω′′(ξ) = −∞, it follows that
ω(ξ) = ω(ξ/2) +
ω′(ξ/2)
2
ξ − ρ(ξ)ξ2,
where lim
ξ→0+
ρ(ξ) =∞. Plugging this into (3.7) we get
‖∇θ‖ ≤ ω(ξ/2)
ξ
+
ω′(ξ/2)
2
+ ξ
(
C‖∇2θ‖ − ρ(ξ)) .
The result now follows by choosing ξ ∈ (0, 1] small enough such that C‖∇2θ‖ − ρ(ξ) < 0 and noting that
ω(ξ/2)
ξ
+
ω′(ξ/2)
2
<
ω′(0)
2
+
ω′(0)
2
= ω′(0),
where in the last inequality we used concavity of ω on some small interval (0, δ0], since ω
′′(0+) = −∞ and
ω is piecewise C2(0,∞).
The following Lemma is nothing but a rigorous justification of the consequences of the function
θ(x) − θ(y)− ω(|x− y|)
having a maximum at some x0 6= y0: one expects first order derivatives to vanish, while second order
derivatives to be non-positive. Since ω is only assumed to be piecewise C2, we have to do this carefully. See
also [17, Proposition 2.4] and [14, Lemma 2.3].
Lemma 3.3. Suppose θ is C2(Rd) and has modulus of continuity ω. If θ(x0) − θ(y0) = ω(|x0 − y0|) for
some x0 6= y0 with x0 − y0 = (0, · · · , 0, ξ, 0, · · · , 0), where ξ > 0 is at the mth coordinate. Then{
ω′(ξ−) ≤ ∂mθ(x0) = ∂mθ(y0) ≤ ω′(ξ+),
∂jθ(x
0) = ∂jθ(y
0) = 0, j 6= m, (3.8)
and
∆θ(x0)−∆θ(y0) ≤ 4ω′′(ξ−). (3.9)
Proof. Since moduli of continuity are not sensitive to distance preserving maps, we may assume that m = 1.
We start by showing ∂jθ(x
0) = ∂jθ(y
0) and ∂2j θ(x
0)− ∂2j θ(y0) ≤ 0 any j ∈ {1, · · · , d}. Let ǫ > 0 and define
d+ǫ := θ(x
0 + ǫej)− θ(y0 + ǫej)−
[
θ(x0)− θ(y0)] ,
d−ǫ := θ(x
0)− θ(y0) + [θ(y0 − ǫej)− θ(x0 − ǫej)] ,
dǫ :=
[
θ(x0 + ǫej)− 2θ(x0) + θ(x0 − ǫej)
]− [θ(y0 + ǫej)− 2θ(y0) + θ(y0 − ǫej)] ,
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where {ej}dj=1 is the standard unit basis of Rd. It is sufficient to show d+ǫ ≤ 0, d−ǫ ≥ 0 and dǫ ≤ 0. But this
follows immediately from the fact that θ(x0)− θ(y0) = ω(ξ) and |θ(x) − θ(y)| ≤ ω(|x− y|) for any x, y.
Next, we show that ∂jθ(x
0) = 0 for j 6= 1 and ω′(ξ−) ≤ ∂1θ(x0) ≤ ω′(ξ+). For j ∈ {1, · · · , d}, we define
d+ǫ,j := θ(x
0 + ǫej)− θ(x0) = θ(x0 + ǫej)− θ(y0)− ω(ξ),
d−ǫ,j := θ(x
0)− θ(x0 − ǫej) = ω(ξ) + θ(y0)− θ(x0 − ǫej).
Notice that for j = 1, we have |x0+ ǫe1− y0| = ξ+ ǫ, and |y0−x0+ ǫe1| = ξ− ǫ whenever ǫ ∈ (0, ξ/2), while
for j > 1, |x0 + ǫej − y0| = |y0 − x0 + ǫej | =
√
ξ2 + ǫ2. Hence,
d+ǫ,j ≤
{
ω(ξ + ǫ)− ω(ξ), j = 1,
ω(
√
ξ2 + ǫ2)− ω(ξ), j > 1 , (3.10)
d−ǫ,j ≥
{
ω(ξ)− ω(ξ − ǫ), j = 1,
ω(ξ)− ω(
√
ξ2 + ǫ2), j > 1
, (3.11)
from which (3.8) follows immediately upon dividing (3.10) and (3.11) by ǫ > 0 and letting ǫ→ 0+, since ω is
continuous and have one-sided derivatives. Finally, let x′ := (x02, · · · , x0d) ∈ Rd−1 be the other coordinates,
and define
h(s) := θ(s, x′)− θ(x01 + y01 − s, x′)− ω(2s− x01 − y01), s >
x01 + y
0
1
2
.
Suppose for the sake of contradiction that ∂21θ(x
0)−∂21θ(y0) > 4ω′′(ξ−). As ω is piecewise C2, it follows that
there exists some small enough ǫ > 0 such that h(s) is C2 on [x01 − ǫ, x01] and −h′′(s) < 0 on that interval.
On the one hand, a Lemma of Hopf (or simple calculus) tells us that we must have h′(x0−1 ) > 0. On the
other hand, owing to (3.8), we must have
h′(x0−1 ) = 2
(
∂1θ(x
0)− ω′(ξ−)) ≤ 2 (ω′(ξ+)− ω′(ξ−)) ,
which leads to a contradiction under the assumption ω′(ξ+) ≤ ω′(ξ−).
Remark 3.3. Note carefully that under the assumption that ω′(ξ+) ≤ ω′(ξ−), we see from (3.8) that the
equality θ(x0)− θ(y0) = ω(ξ) cannot happen if ξ is a point of jump discontinuity of ω′.
4 Local Continuity Estimates
As mentioned earlier, it was recently observed by Silvestre [28] that Cα incompressible vector-fields have
C2α scalar pressures. When α ∈ (1/2, 1), this translates to a Ho¨lder condition on the gradient of the
pressure. Similar results were reported by Constantin [6], Isett [15] (Isett and Oh [16]) as well as De Lellis
and Sze´kelyhidi Jr. [11]. Constantin’s proof is based on some local formulae regarding spatial averages of
the pressure term, and is somewhat related to Silvestre’s argument. Isett’s proof is based on Littlewood-
Paley decompositions, while De Lellis and Szeke´kelyhidi Jr. observed this naturally in the context of convex
integration. We will closely follow Silvestre’s proof, extending it to abstract moduli of continuity.
Before we do that, we make a small remark regarding notation. For a smooth scalar θ : Rd → R, by
∂kθ(z) we mean the derivative of θ in the k
th direction evaluated at a point z ∈ Rd, while by ∂zk [θ(z)] we
mean the derivative of θ with respect to the variable zk. That being said, Silvestre’s argument relies on the
very nice and subtle observation that if u : Rd → Rd is a smooth enough divergence-free vector-field, then
for any fixed x ∈ Rd, we have
d∑
i,j=1
∂yi∂yj [ui(x − y)uj(x− y)] =
d∑
i,j=1
∂yi∂yj [(ui(x − y)− ui(x)) (uj(x− y)− uj(x))] . (4.1)
He then uses the fact that the pressure solves
−∆p =
∑
i,j
∂i∂j(uiuj),
14
to get a pointwise representation in terms of the fundamental solution to Laplace’s equation in Rd, and then
proceeds to control the Ho¨lder seminorms of p and ∇p in terms of the Ho¨lder seminorms of u via utilizing
the incompressibility trick (4.1). The following Lemma slightly generalizes such estimates to abstract moduli
of continuity and to the periodic setting. We remind the reader that we are identifying functions belonging
to Vk by functions that are defined on Rd and are L− periodic in every direction.
Lemma 4.1. Let u and b be continuous divergence-free vector fields. Suppose further that either u, b ∈ V0
or b ∈ Lq(Rd) and u ∈ L∞(Rd) for some q ∈ (1,∞). Assume uj and bj have moduli of continuity ωu,j and
ωb,j respectively for each j ∈ {1, · · · , d}. If
p :=
d∑
i,j=1
RiRj(biuj), (4.2)
where {Rj}dj=1 are the Riesz transforms, then p ∈ C1(Rd) and ∇p has modulus of continuity
ω˜(ξ) := Cd
d∑
i,j=1
[∫ ξ
0
ωb,i(η)ωu,j(η)
η2
dη + ωb,i(ξ)
∫ ∞
ξ
ωu,j(η)
η2
dη + ωu,j(ξ)
∫ ∞
ξ
ωb,i(η)
η2
dη
]
, (4.3)
where Cd is a positive, absolute universal constant depending only on the spatial dimension d ≥ 3 but not on
any norm of u, b or p (provided the integrals converge).
Remark 4.1. If b = u was Ho¨lder continuous with exponent α ∈ (1/2, 1), then we recover Silvestre’s
estimate [28] by choosing ωb,i(ξ) = ωu,i(ξ) = [u]C0,αξ
α, where [u]C0,α is the Ho¨lder semi-norm of u.
Remark 4.2. The above Lemma is applicable for Leray-Hopf weak solutions that obey moduli of continuity.
It was shown in [5, 6] that Leray-Hopf solutions reside in L1([0, T ];L∞(Rd)) meaning that we can apply this
Lemma with b(t, ·) = u(t, ·) ∈ L2(Rd) ∩ L∞(Rd) for almost every t ∈ [0, T ]. One can certainly allow for u
and b to be in different Lq spaces, but we prefer to keep the presentation simple without sacrificing rigour.
Proof. In what follows, Cd is nothing but an absolute universal constant depending only on the dimension
d ≥ 3 and whose value may change from line to line. As Riesz transforms are bounded on Lq spaces,
q ∈ (1,∞), see for instance [31] for the whole space setting, [4] and [32] for periodic functions, p in (4.2) is
well defined under our hypotheses. The first step is to show that p ∈ C1(Rd) and we have the representation
∂kp(x) =
d∑
i,j=1
∫
Rd
∂k∂i∂jΦ(y)ϕi,j(x, y) dy, ∀k ∈ {1, · · · , d}, (4.4)
where Φ(y) := Cd|y|2−d is the fundamental solution to Laplace equation in d ≥ 3 and
ϕi,j(x, y) := (bi(x− y)− bi(x)) (uj(x− y)− uj(x)) , (x, y) ∈ Rd × Rd. (4.5)
Note that since |∂k∂i∂jΦ(y)| ≤ Cd|y|−d−1, the integral (4.4) always converges under the hypotheses of
Lemma 4.1. To see this, note that if the first integral appearing in (4.3) converges, then the singularity at
0 in (4.4) is integrable. On the other hand, in the periodic case, ϕi,j ∈ L∞(Rd × Rd), so that the tail end
of integral (4.4) is finite, while under the assumption that b ∈ Lq(Rd), u ∈ L∞(Rd) for some q ∈ (1,∞), the
tail end of the integral is convergent since the product biuj ∈ Lq(Rd) and ∂k∂i∂jΦ ∈ Lq(A), any q ∈ [1,∞]
where A := {y ∈ Rd : |y| ≥ 1}.
We get that p ∈ C1(Rd) immediately provided we show that the distributional derivative of p has the
representation (4.4), since the right-hand side of (4.4) is continuous. To that extent, we start with the case
when b ∈ Lq(Rd) and u ∈ L∞(Rd) for some q ∈ (1,∞). It follows that p as defined in (4.2) is in Lq(Rd). We
now let ǫ > 0 be small, obtain smooth, divergence-free vector-fields bǫ and uǫ such that bǫ → b in Lq(Rd),
uǫ(x) → u(x) pointwise, assume bǫ is compactly supported while uǫ is uniformly bounded in ǫ > 0 and we
define
pǫ :=
d∑
i,j=1
RiRj(b
ǫ
iu
ǫ
j).
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Moving on, we drop the summation for convenience. It follows that pǫ is smooth, and since the product bǫiu
ǫ
j
is compactly supported, we have the representation
pǫ(x) =
∫
Rd
Φ(y)∂yi∂yj (b
ǫ
i(x− y)uǫj(x− y)) dy =
∫
Rd
Φ(y)∂yi∂yj
[
ϕǫi,j(x, y)
]
dy,
where ϕǫi,j is as in (4.5) and we used the incompressibility trick (4.1) (with one of the u factors replaced
by b). Thus, the representation (4.4) follows immediately for ∂kp
ǫ via differentiating under the integral and
integrating by parts. Finally, one can readily verify that up to a subsequence, ∂kp
ǫ converges pointwise
almost everywhere to the representation (4.4) as ǫ → 0, and since pǫ converges to p in Lq(Rd), we get that
the distributional derivative can be represented by (4.4), meaning p ∈ C1(Rd).
Now on to the periodic case (u, b ∈ V0). The approximating sequence is simpler: we just assume that u, b
are divergence-free trigonometric polynomials. The complication now is that we cannot justify convolving
with Φ directly. However, we are interested in the pointwise representation (4.4), and as discussed above,
this integral is absolutely convergent. Therefore, we proceed by cutting off the part at infinity by a smooth
function, obtain the required representation and then pass to the limit. To that end, let χ : Rd → [0, 1]
be a smooth radially symmetric function such that χ(z) = 1 for |z| ≤ 1 and χ(z) = 0 for |z| ≥ 2, and for
R > 0, set χR(y) := χ(y/R). Fix x ∈ Rd and chose R ≥ 2|x| + 1. Noting that since |∇Φ(λ)| ≤ Cd|λ|1−d
and |∇2Φ(λ)| ≤ Cd|λ|−d for λ 6= 0, while all derivatives of χ are supported in the shell 1 ≤ |y| ≤ 2, we can
bound, for any f ∈ L∞(Rd), m,n, k ∈ {1, · · · , d}∣∣∣∣∫
Rd
∂kΦ(x− y)∂m∂nχ(y/R)f(y) dy
∣∣∣∣ ≤ Cd‖f‖L∞ ∫
R≤|y|≤2R
|x− y|1−d dy ≤ Cd‖f‖L∞R, (4.6)∣∣∣∣∫
Rd
∂k∂nΦ(x− y)∂mχ(y/R)f(y) dy
∣∣∣∣ ≤ Cd‖f‖L∞ ∫
R≤|y|≤2R
|x− y|−d dy ≤ Cd‖f‖L∞. (4.7)
Next, let pR(y) := p(y)χR(y), and note that
−∆pR(y) = ∂i∂j(biuj)χR(y)− 2∇p · ∇χR(y)− p∆χR(y),
so that upon multiplying the above equation by Φ(x− y) and integrating the left-hand side by parts, we get
(since pR ∈ C2(Rd) and is compactly supported)
pR(x) =
∫
Rd
Φ(x− y)∂i∂j(biuj)(y)χR(y) dy − 2R−1
d∑
l=1
∫
Rd
Φ(x− y)∂lp(y)∂lχ(y/R) dy
−R−2
∫
Rd
Φ(x − y)p(y)∆χ(y/R) dy,
meaning
∂kpR(x) =
∫
Rd
∂kΦ(x − y)χR(y)∂i∂j(biuj)(y) dy − 2R−1
d∑
l=1
∫
Rd
∂kΦ(x − y)∂lχ(y/R)∂yl [p(y)] dy
−R−2
∫
Rd
∂kΦ(x− y)∆χ(y/R)p(y) dy.
Let us start with integrating the second integral by parts, transferring the derivative from the pressure to
the other terms to get∫
Rd
∂kΦ(x− y)∂lχ(y/R)∂yl [p(y)] dy =
∫
Rd
[
∂l∂kΦ(x− y)∂lχ(y/R)−R−1∂kΦ(x− y)∂2l χ(y/R)
]
p(y) dy,
making
∂kpR(x) =
∫
Rd
∂kΦ(x− y)χR(y)∂i∂j(biuj)(y) dy − 2R−1
d∑
l=1
∫
Rd
∂l∂kΦ(x− y)∂lχ(y/R)p(y) dy
+R−2
∫
Rd
∂kΦ(x− y)∆χ(y/R)p(y) dy = I1(x) + I2(x) + I3(x). (4.8)
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For fixed x ∈ Rd, we say θ(x) = O(1/R) if there exists a constant C such that |θ(x)| ≤ CR−1 for any
R ≥ 2|x|. That being said, virtue of (4.6)-(4.7) and the fact that p ∈ C2per(Rd) ⊂ L∞(Rd), we see that I2(x)
and I3(x) are both O(1/R). For I1(x), we first invoke a change of variables, use the incompressibility trick
(4.1), and then integrate by parts twice to get
I1(x) =
∫
Rd
∂kΦ(y)χR(x− y)∂yi∂yj [ϕi,j(x, y)] dy =
∫
Rd
∂i∂j∂kΦ(y)ϕi,j(x, y)χR(x− y) dy +O(1/R)
where ϕi,j(x, y) is as defined in (4.5) and we again used calculations similar to (4.6)-(4.7) to conclude that
the leftover terms from integration by parts are O(1/R). Therefore, we get for any x ∈ Rd,
∂kpR(x) =
∫
Rd
∂k∂i∂jΦ(y)ϕi,j(x, y)χR(x− y) dy +O(1/R),
from which (4.4) follows by passing to the limit R→∞.
Now that we proved the representation (4.4) holds true in both the periodic and whole space scenario,
we proceed to obtaining estimate (4.3). We let (x, z) ∈ Rd × Rd, ξ := |x− z|, and write
|∂kp(x)− ∂kp(z)| =
d∑
i,j=1
∣∣∣∣∫
Rd
∂k∂i∂jΦ(y) (ϕi,j(x, y)− ϕi,j(z, y)) dy
∣∣∣∣
=
d∑
i,j=1
∣∣∣∣∣
∫
|y|≤ξ
∂k∂i∂jΦ(y) (ϕi,j(x, y)− ϕi,j(z, y))dy
+
∫
|y|>ξ
∂k∂i∂jΦ(y) (ϕi,j(x, y)− ϕi,j(z, y))dy
∣∣∣∣∣ .
Now, for |y| ≤ ξ, we bound |ϕi,j(x, y) − ϕi,j(z, y)| ≤ 2ωb,i(|y|)ωu,j(|y|), and so the first integral can be
estimated from above by
Cd
∫ ξ
0
ωb,i(η)ωu,j(η)
η2
dη.
For the second integral, we first write
ϕi,j(x, y) = [bi(x− y)− bi(z − y) + bi(z)− bi(x)] [uj(x− y)− uj(x)]
+ [bi(z − y)− bi(z)] [uj(x− y)− uj(z − y) + uj(z)− uj(x)] + ϕi,j(z, y),
making
1
2
|ϕi,j(x, y)− ϕi,j(z, y)| ≤ ωb,i(|x− z|)ωu,j(|y|) + ωb,i(|y|)ωu,j(|x− z|),
and so the second integral is dominated by
Cdωb,i(ξ)
∫ ∞
ξ
ωu,j(η)
η2
dη + Cdωu,j(ξ)
∫ ∞
ξ
ωb,i(η)
η2
dη,
giving us precisely (4.3).
The following Lemma should not be surprising and is a slight generalization of the argument presented
in the Appendix of [20], based on the fact that singular integral operators of order zero preserve Ho¨lder
continuity.
Lemma 4.2. Suppose that K is a kernel as in (1.8) with Φ ∈ C0,α(Sd−1) for some α ∈ (0, 1] satisfying
the zero average condition (1.9). Let N be the singular integral operator given by (1.10) and let Np be its
periodization (1.12) or (1.13). Suppose that θ : Rd → R has modulus of continuity ω. If θ ∈ Lp(Rd) some
p ∈ (1,∞) (resp. periodic with zero average) then N θ (resp. Npθ) has modulus of continuity
ω˜(ξ) := CK,d
[∫ 3ξ
0
ω(η)
η
dη + ξα
∫ ∞
3ξ
ω(η)
η1+α
dη
]
, (4.9)
where CK,d > 0 is some constant that depends only on the kernel K and dimension d.
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Proof. ThatN θ andNpθ are both well defined under the respective assumptions on θ is known, see [4, 31, 32].
The proof is pretty much a standard trick in the analysis of singular integral operators, where smoothness of
the function is used to control the singularity of the kernel near 0, while we use the smoothness and decay of
the kernel in order to control the tail end of the integral. To that extent, we let (x, y) ∈ Rd be arbitrary, set
ξ := |x− y|, x˜ := (x+ y)/2 and x¯ := (x− y)/2. From (1.10) and since Φ satisfies the zero average condition
(1.9), we get that
N θ(x) =
∫
|x−z|≤2ξ
K(x− z)(θ(z)− θ(x)) dz +
∫
|x−z|≥2ξ
K(x− z)(θ(z)− θ(x˜)) dz,
from which we can bound∣∣∣∣∣
∫
|x−z|≤2ξ
K(x− z)(θ(z)− θ(x)) dz
∣∣∣∣∣ ≤ Cd‖Φ‖L∞
∫ 2ξ
0
ω(η)
η
dη, (4.10)
and similarly for N θ(y). Therefore, we get that
|N θ(x) −N θ(y)| ≤ 2Cd‖Φ‖L∞
∫ 2ξ
0
ω(η)
η
dη + |I(x) − I(y)|, (4.11)
where
I(x) :=
∫
|x−z|≥2ξ
K(x− z)(θ(z)− θ(x˜)) dz, I(y) :=
∫
|y−z|≥2ξ
K(y − z)(θ(z)− θ(x˜)) dz.
Since we have the inclusion
{z ∈ Rd : |z − x| ≥ 2ξ} ∪ {z ∈ Rd : |z − y| ≥ 2ξ} ⊂ {z ∈ Rd : |z − x˜| ≥ 3ξ/2},
we can bound
|I(x) − I(y)| ≤
∫
|z−x˜|≥3ξ
|K(x− z)−K(y − z)||θ(z)− θ(x˜)| dz
+
∫
3ξ/2≤|z−x˜|≤3ξ
|K(x− z) +K(y − z)| |θ(z)− θ(x˜)| dz
≤
∫
|z−x˜|≥3ξ
|K(x− z)−K(y − z)||θ(z)− θ(x˜)| dz + Cd‖Φ‖L∞
∫ 3ξ
0
ω(η)
η
dη,
where in the last inequality we used 2|x− z| ≥ |z − x˜| (with the same for y) along with a similar calculation
as in (4.10). It is more convenient to invoke the change of variable t := x˜− z in the first integral above, and
hence to obtain (4.9), we have to prove∫
|t|≥3ξ
|K(t+ x¯)−K(t− x¯)||θ(x˜ − t)− θ(x˜)| dt ≤ CK,dξα
∫ ∞
3ξ
ω(η)
η1+α
, (4.12)
from some constant CK,d. Now, from (1.8), and the fact that Φ ∈ C0,α(Sd−1), we get
|K(t+ x¯)−K(t− x¯)| =
∣∣∣∣∣∣
Φ
(
t+x¯
|t+x¯|
)
− Φ
(
t−x¯
|t−x¯|
)
|t+ x¯|d +Φ
(
t− x¯
|t− x¯|
)[
1
|t+ x¯|d −
1
|t− x¯|d
]∣∣∣∣∣∣
≤ [Φ]C0,α|t+ x¯|d
∣∣∣∣ t+ x¯|t+ x¯| − t− x¯|t− x¯|
∣∣∣∣α + ‖Φ‖L∞ ∣∣∣∣ 1|t+ x¯|d − 1|t− x¯|d
∣∣∣∣ . (4.13)
Let us now note that since ||t− x¯| − |t+ x¯|| ≤ 2|x¯| = ξ, we must have∣∣∣∣ t+ x¯|t+ x¯| − t− x¯|t− x¯|
∣∣∣∣ ≤ |t|ξ|t+ x¯||t− x¯| + ξ2|t+ x¯| + ξ2|t− x¯| ≤ 6 ξ|t| , (4.14)
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where in the last inequality we also used |t± x¯| ≥ |t|/2 for |t| ≥ 3ξ. As for the second difference in (4.13),
we first note that
∣∣ad − bd∣∣ ≤ d |a− b| [ad−1 + bd−1], whenever a, b ≥ 0 to get∣∣|t− x¯|d − |t+ x¯|d∣∣
|t− x¯|d|t+ x¯|d ≤ dξ
[
1
|t+ x¯||t− x¯|d +
1
|t− x¯||t+ x¯|d
]
. (4.15)
Finally, plugging (4.14)-(4.15) into (4.13), using |θ(x˜ − t) − θ(x˜)| ≤ ω(|t|) and utilizing one more time
|t± x¯| ≥ |t|/2 for |t| ≥ 3ξ we get∫
|t|≥3ξ
|K(t+ x¯)−K(t− x¯)||θ(x˜ − t)− θ(x˜)| dt ≤ CK,dξα
∫ ∞
3ξ
ω(η)
η1+α
dη + CK,dξ
∫ ∞
3ξ
ω(η)
η2
dη, (4.16)
from which (4.9) would follow immediately after noting that η2 ≥ (3ξ)1−αη1+α in the second integral above.
Now for the case of Npθ where θ is periodic with zero average. For a sufficiently large M >> 1, consider
the function defined by
ϕM (x) :=
∫
|z|≤M
K(z)θ(x− z) dz =
∫
|x−z|≤M
K(x− z)θ(z) dz.
We can repeat the previous argument, word by word, to conclude that
|ϕM (x)− ϕM (y)| ≤ CK,d
∫ 3ξ
0
ω(η)
η
dη + CK,dξ
α
∫ ∞
3ξ
ω(η)
η1+α
dη.
On the other hand, without loss of generality, we may assume the Fourier series of θ converges absolutely
and uniformly on compact sets. Using the Fourier multiplier definition of Np from (1.12), it follows that
|ϕM (x)−Npθ(x)| .d,L
∑
m∈Zd
m 6=0
|θ̂(m)|
∣∣∣∣∣
∫
|z|≤M
K(z)e−2iπm·z dz − K̂(m)
∣∣∣∣∣ = ∑
m∈Zd
m 6=0
|θ̂(m)|
∣∣∣∣∣
∫
|z|>M
K(z)e−2iπm·z dz
∣∣∣∣∣ .
According to the proof of Theorem 3 in [31, Chapter 2], the integral is bounded uniformly in M and
m ∈ Zd\{0} and goes to 0 as M goes to infinity. This allows us to conclude our proof.
5 Proofs of Main Results
In §5.1, following [19, 20, 17], we outline the strategy of the proof of all our results. Theorem 1.1 is then
proven in subsection §5.2, while Theorem 1.2 is proven in §5.3, and we conclude the section with the proof
of Theorem 1.3 in §5.4 and §5.5.
5.1 The Breakthrough Scenario
Let u be a solution to any of (1.1), (1.2) or (1.3) with regularity C1t C
2
x. Recall that in the case of (1.1) and
(1.2), if
T∗ := sup {t > 0 : ‖∇u(s, ·)‖L∞ <∞, ∀s ∈ [0, t]} , (5.1)
then u ∈ C1t C2x([0, T∗) × Rd) (and in fact, u(t, ·) ∈ C∞(Rd) for t ∈ (0, T∗)). Let T > 0 be arbitrary,
and suppose Ω is a time-dependent strong modulus of continuity on [0, T ] (according to Definition 1.3).
Furthermore, suppose u0j strictly obeys Ω(0, ·) for every j ∈ {1, · · · , d} as in Definition 3.1. Let us define
τ := sup {t ∈ (0, T ] : |uj(s, x)− uj(s, y)| < Ω(s, |x− y|) ∀s ∈ [0, t], x 6= y, j ∈ {1, · · · , d}} , (5.2)
and suppose for the moment that τ > 0. Clearly we must have τ < T∗ regardless of how T∗ compares to
T , otherwise since the solution is C2 in space on [0, T∗) and each component would then have a modulus of
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continuity Ω(t, ·) for every t ∈ [0, T∗), Lemma 3.2 is applicable on [0, T∗). Since ∂ξΩ(t, 0) <∞ for t ∈ [0, T ],
this would lead to the uniform bound
sup
t∈[0,T∗)
‖∇u(t, ·)‖L∞ ≤ d1/2 max
t∈[0,T ]
∂ξΩ(t, 0) <∞,
clearly contradicting the definition of T∗. The idea behind the proofs of Theeorems 1.1, 1.2 and 1.3 is to
construct an Ω such that we can guarantee τ = T , and hence T∗ > T (in the case of (1.1) and (1.2)). As a
byproduct, we obtain the bounds (1.6), (1.14), (1.17) and (1.21). This will be done by contradiction, that
is from now on, we assume T∗ ≤ T , and so by the previous discussion, we must have τ < T∗ ≤ T , in the
case of Theorems 1.1 and 1.2. Point is, the solution has not exhibited blowup at time τ and each component
still obeys Ω, albeit not necessarily strictly. More so, by short time existence, u is still smooth for a short
time beyond τ . In the case of Theorem 1.3, we assumed u is at the required regularity level on [0, T ] (with
T now being dictated by the given drift velocity b) to apply Lemma 3.2, and so what we do in this case is
assume τ < T , and construct a time-dependent strong modulus of continuity Ω on [0, T ] depending on the
Ho¨lder semi-norm of b. We start by identifying the only possible scenario at time τ , one that is depicted by
some component of the solution vector-field violating its strict modulus of continuity away from the diagonal
x = y, the so called “breakthrough scenario”. See also [17, Lemma 2.3] and [14, Proposition 4.1]. Note
very carefully that when working in the whole space with vanishing properties at spatial infinity, we need to
assume further that the modulus of continuity is unbounded in space, see Proposition 5.2.
Proposition 5.1. Let θ ∈ C([0, T∗) × Rd) ∩ C([0, T∗);W 1,∞(Rd)) be a scalar such that θ(t, ·) ∈ C2per(Rd)
for every t ∈ [0, T∗). Let T > 0 be arbitrary, and suppose that Ω is a time-dependent strong modulus of
continuity on [0, T ] such that θ(0, ·) strictly obeys Ω(0, ·). Let us define
τ := sup {t ∈ (0, T ] : |θ(s, x) − θ(s, y)| < Ω(s, |x− y|) ∀s ∈ [0, t], x 6= y} . (5.3)
It follows that τ is positive and if τ < min{T, T∗}, then we must have
|θ(τ, x0)− θ(τ, y0)| = Ω(τ, |x0 − y0|),
for some x0 6= y0.
Proof. Here, we will assume condition 1 of Definition 1.3, and we refer the reader to [17, Lemma 2.3] for the
other case. According to Lemma 3.2, we have ‖∇θ(0, ·)‖L∞ < ∂ξΩ(0, 0), and by continuity of the function
‖∇θ(t, ·)‖L∞ , this remains true for t ∈ [0, ǫ0], some ǫ0 > 0. Set
M0 := max
t∈[0,ǫ0]
‖∇θ(t, ·)‖L∞ < ∂ξΩ(0, 0),
and consider the function
h(ξ) :=M0 − Ω(0, ξ)
ξ
, ξ > 0.
Clearly, h(ξ) < 0 for ξ ∈ (0, δ), some δ > 0. It follows that whenever t ∈ [0, ǫ0] and |x − y| ∈ (0, δ), since
Ω(·, ξ) is nondecreasing as a function of time for each fixed ξ ≥ 0, we must have
|θ(t, x) − θ(t, y)| ≤M0|x− y| < Ω(t, |x − y|).
We now define
A :=
{
(x, y) ∈ [0, L]d × Rd : |x− y| ∈ [δ, 2L
√
d]
}
,
where L > 0 is the period of θ(t, ·), and note that since the set [0, ǫ0]×A is compact, the function
R(t, x, y) := |θ(t, x) − θ(t, y)| − Ω(t, |x− y|),
is uniformly continuous on it, and as R(0, x, y) < 0, the same must be true on [0, ǫ]×A, some ǫ ∈ (0, ǫ0]. As
θ(t, ·) is L periodic and Ω(t, ·) is non-decreasing, we must have τ ≥ ǫ > 0.
The second part of the proposition follows by similar arguments. Suppose for the sake of contradiction
that τ < min{T, T∗} and that θ(τ, ·) strictly obeys Ω(τ, ·). Since θ has sufficient smoothness in a small
neighborhood of τ , we can repeat the previous argument word by word to extend preservation of the strict
modulus of continuity for a small time beyond τ , which contradicts the definition of τ .
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Proposition 5.2. Let θ ∈ C([0, T∗)× Rd) ∩ C([0, T∗);W 1,∞(Rd)) be a scalar such that
lim
|x|→∞
|∇θ(t, x)| = 0, ∀t ∈ [0, T∗). (5.4)
Let T > 0 be arbitrary, and suppose that Ω is a time-dependent strong modulus of continuity on [0, T ] such
that θ(0, ·) strictly obeys Ω(0, ·). Assume further that Ω(t, ·) is unbounded as a function of ξ for every fixed
t ∈ [0, T ] and satisfies condition 1 of Definition 1.3. Let τ be as defined in (5.3). It follows that τ is positive
and if τ < min{T, T∗}, then we must have
|θ(τ, x0)− θ(τ, y0)| = Ω(τ, |x0 − y0|),
for some x0 6= y0.
Proof. As in the proof of Proposition 5.1, we have
|θ(t, x) − θ(t, y)| < Ω(t, |x− y|),
whenever |x − y| ∈ (0, δ] and t ∈ [0, ǫ0] some δ, ǫ0 > 0, since periodicity was not used in this part of the
proof. Now, let us define
M1 := max
t∈[0,ǫ0]
‖θ(t, ·)‖L∞ .
As Ω(0, ξ) is unbounded and nondecreasing, we can chose a sufficiently large K0 such that Ω(0, ξ) ≥ 3M1
whenever ξ ≥ K0. It follows that for |x− y| ∈ [K0,∞) and t ∈ [0, ǫ0], we must have
|θ(t, x) − θ(t, y)| < Ω(t, |x− y|),
and so it remains to handle the case |x− y| ∈ [δ,K0]. To that extent, we first note that from (5.4), for any
given µ > 0, we can find a large enough K1 such that if we define the set A := {x ∈ Rd : |x| ≥ K1}, then
‖∇θ(0, ·)‖L∞(A) < µ, and so by continuity of the function γ(t) := ‖∇θ(t, ·)‖L∞(A), the same must be true
for t ∈ [0, ǫ1], some ǫ1 ∈ (0, ǫ0]. Thus, we now chose K1 large enough such that
|∇θ(t, x)| < K−10 Ω(0, δ), ∀|x| ≥ K1, t ∈ [0, ǫ1]. (5.5)
Next, we split the set B := {(x, y) ∈ Rd × Rd : |x− y| ∈ [δ,K0]}, into B1∪B2 where B2 is the complement of
B1 := {(x, y) ∈ B : min{|x|, |y|} > K0 +K1}. By the mean value theorem, whenever (t, x, y) ∈ [0, ǫ1] × B1,
we must have, for some σ ∈ (0, 1)
|θ(t, x) − θ(t, y)| ≤ |x− y||∇θ(t, σ(x − y) + y)| < Ω(0, δ) ≤ Ω(t, |x− y|),
where we used |x − y| ∈ [δ,K0] and (5.5) in the second inequality, while we used the fact that Ω is nonde-
creasing in both variables in the third one. Finally, since B2 is compact, we can certainly obtain a small
enough ǫ > 0 such that the strict modulus of continuity is obeyed for (t, x, y) ∈ [0, ǫ]× B2.
5.2 Proof of Theorem 1.1
Let us now assume that Hypothesis 1.1 is true for some T > 0, and let us suppose further that every
component of a given divergence-free vector field u0 ∈ Vk (k > d/2 + 2) strictly obeys Ω(0, ·). Let T∗ and τ
be as defined in (5.1) and (5.2) respectively. Notice that by Proposition 5.1, we must have τ > 0, and that
for every t ∈ [0, τ ], every component of u has Ω(t, ·) as a modulus of continuity, and in fact strictly obeys
Ω(t, ·) for t < τ . Now assume we are at the breakthrough scenario depicted by Proposition 5.1. That is, we
suppose that τ < T∗ ≤ T , and so for some m ∈ {1, · · · , d}, the mth component of the velocity vector-field
violates its strict modulus of continuity. Let us study the evolution of this “bad” component,
∂tum(t, x) −∆um(t, x) = u(t, x) · (∇um(t, x)) + ∂mp(t, x), ∀(t, x) ∈ [0, τ + ǫ]× Rd, (5.6)
|um(τ, x0)− um(τ, y0)| = Ω(τ, |x0 − y0|), some fixed x0 6= y0, (5.7)
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where ǫ > 0 is small enough. We assume that um(τ, x
0) − um(τ, y0) = Ω(τ, |x0 − y0|), the other case is
handled similarly. In order to deal with the nonlinear term, it will be beneficial to align all coordinates of
x0 and y0 other than the mth one. To do so, we chose a rotational matrix R such that R(x0 − y0) = ξem,
where ξ = |x0 − y0|. Next, we let θ(t, x) := um(t,R−1x), u˜(t, x) := Ru(t,R−1x), x˜0 := Rx0 and y˜0 := Ry0.
It follows that
∂tθ(t, x) −∆θ(t, x) = (u˜ · ∇) θ(t, x) + ∂mp(t,R−1x), ∀(t, x) ∈ [0, τ + ǫ]× Rd, (5.8)
|θ(t, x)− θ(t, y)| < Ω(t, |x− y|), ∀t ∈ [0, τ), x 6= y, (5.9)
|u˜(t, x) − u˜(t, y)| ≤
√
dΩ(t, |x− y|), ∀(t, x, y) ∈ [0, τ ]× Rd × Rd, (5.10)
θ(τ, x˜0)− θ(τ, y˜0) = Ω(τ, ξ), (x˜0 − y˜0) · ej = ξδjm, ∀j ∈ {1, · · · , d}, (5.11)
where (5.8) follows from (5.6) and (5.9)-(5.11) follow from the fact that R is orthogonal and hence preserves
distances. We now consider the function
γ(t) := θ(t, x˜0)− θ(t, y˜0)− Ω(t, ξ),
which is piecewise C1 on the interval [0, τ + ǫ]. Notice that from (5.9) and (5.11), we have γ(t) < 0 for
t ∈ [0, τ), so that γ attains its maximum at τ . Thus, in order to rule out the breakthrough scenario (5.11),
it suffices to construct Ω such that γ′(τ) ≤ 0, with ∂tΩ(τ, ξ) being understood as the left time derivative of
Ω evaluated at the point (τ, ξ). Using (5.8) (which holds true in the pointwise sense for t ∈ [0, τ + ǫ]), we
see that
γ′(τ) =∆θ(τ, x˜0)−∆θ(τ, y˜0)− ∂tΩ(τ−, ξ)
+ (u˜ · ∇) θ(τ, x˜0)− (u˜ · ∇) θ(τ, y˜0) + ∂mp(τ, x0)− ∂mp(τ, y0). (5.12)
Let us now estimate each term in (5.12). We extract local dissipation from the Laplacian via (3.9) to get
∆θ(τ, x˜0)−∆θ(τ, y˜0) ≤ 4∂2ξΩ(τ, ξ−). (5.13)
Next, to handle the nonlinearity, we use (3.8) to get that all derivatives of θ evaluated at x˜0 or y˜0 in directions
other than m vanish (precisely the reason why we aligned all coordinates of x0 and y0 other than the mth
one). On the other hand, following Remark 3.3, we see that ξ cannot be a point of jump discontinuity of ∂ξΩ.
Thus, the derivative of θ (evaluated at x˜0 or y˜0) in the mth direction is precisely ∂ξΩ and so the nonlinear
term reduces to
(u˜ · ∇)θ(τ, x˜0)− (u · ∇)θ(τ, y˜0) = u˜m(τ, x˜0)∂mθ(τ, x˜0)− u˜m(τ, y˜0)∂mθ(τ, y˜0)
=
(
u˜m(τ, x˜
0)− u˜m(τ, y˜0)
)
∂ξΩ(τ, ξ) ≤
√
dΩ(τ, ξ)∂ξΩ(τ, ξ),
(5.14)
where in the last inequality we used (5.10). Note carefully that u˜m may not be θ = um, since we rotated
the entire vector field u by R. Finally, the gradient of the pressure is estimated from above via Lemma 4.1
(with b = u) to get
∂mp(τ, x
0)− ∂mp(τ, y0) ≤ Cd
∫ ξ
0
(
Ω(τ, η)
η
)2
dη + CdΩ(τ, ξ)
∫ ∞
ξ
Ω(τ, η)
η2
dη. (5.15)
Plugging estimates (5.13)-(5.15) into (5.12) we obtain
γ′(τ) ≤ 4∂2ξΩ(τ, ξ)−∂tΩ(τ, ξ)+
√
dΩ(τ, ξ)∂ξΩ(τ, ξ)+Cd
∫ ξ
0
(
Ω(τ, η)
η
)2
dη+CdΩ(τ, ξ)
∫ ∞
ξ
Ω(τ, η)
η2
dη. (5.16)
Therefore, in order to rule out the only possible “breakthrough” scenario at time τ ∈ (0, T ] as depicted by
Proposition 5.1, we need Ω to be a time-dependent strong modulus of continuity on [0, T ] that makes the
right-hand side of (5.12) non-positive. That is, if we let
I(t, ξ) := Cd
[∫ ξ
0
Ω2(t, η)
η2
dη +Ω(t, ξ)
∫ ∞
ξ
Ω(t, η)
η2
dη
]
, (5.17)
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then we seek an Ω that satisfies
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ)− I(t, ξ) ≥ 0, ∀(t, ξ) ∈ (0, T ]× (0,∞), (5.18)
together with the boundary conditions
Ω(t, 0) = 0, ∀t ∈ [0, T ],
0 < ∂ξΩ(t, 0) <∞, ∀t ∈ [0, T ],
∂2ξΩ(t, 0
+) = −∞, ∀t ∈ [0, T ],
(5.19)
along with the positivity and non-decreasing conditions
Ω(t, ξ) > 0, ∂ξΩ(t, ξ) ≥ 0, ∀(t, ξ) ∈ [0, T ]× R+, (5.20)
all the while ensuring that ∂ξΩ(t, ξ
+) ≤ ∂ξΩ(t, ξ−) and for which either Ω(·, ξ) is non-decreasing or ∂ξΩ(·, 0)
is continuous (or both) as functions of time. This is precisely the content of Hypothesis 1.1, and so if it is
true and if in addition
|u0j(x) − u0j(y)| < Ω(0, |x− y|), ∀j ∈ {1, · · · , d}, x 6= y, (5.21)
then τ = T and hence T∗ > T , meaning that the solution velocity vector-field u emanating from such initial
data u0 must strictly obey Ω all the way up to time T , and so is smooth on [0, T ] and satisfies
‖∇u(t, ·)‖L∞ < d1/2∂ξΩ(t, 0), ∀t ∈ [0, T ].
Of course, here (5.21) implies a smallness assumption ‖∇u0‖L∞ ≤ d1/2∂ξΩ(0, 0). For arbitrary initial data,
this may not be true, but can be remedied by exploiting the scale invariance of (1.1) and Lemma 3.1. Indeed,
let u0 ∈ Vk, with k > d/2 + 2, be arbitrary large and let (u, p) be the unique (short-time) solution to (1.1).
By Lemma 3.1, we can chose a sufficiently large B ≥ B0 where
B0 :=
2
Ω(0, δ)
‖u0‖L∞ +
(
δ
Ω(0, δ)
‖∇u0‖L∞
)1/2
,
so that every component u0j strictly obeys BΩ(0, Bξ). This means that the solution (v, q) to (1.1) with
initial data B−1u0(B−1x) is smooth on [0, T ] with vj(t, ·) strictly obeying Ω(t, ·) for every t ∈ [0, T ] and
j ∈ {1, · · · , d} and so we have the bound
‖∇v(t, ·)‖L∞ < d1/2∂ξΩ(t, 0) <∞, ∀t ∈ [0, T ].
But then by uniqueness of strong solutions, we must have u(t, x) = Bv(B2t, Bx) and p(t, x) = B2q(B2t, Bx)
for t ∈ [0, T/B2], and so the proof of Theorem 1.1 is complete. Note very carefully that this is where it is
essential to assume that the initial modulus of continuity Ω(0, ·) is independent on T if one wishes to obtain
a global regularity result. Indeed, in order to obtain such a result, one has to make sure that the constant
B chosen according to Lemma (3.1) is independent on T , so that upon rescaling, one guarantees that the
ratio T/B2 can be made arbitrary large. Else, what we get is a short-time existence result, which of course
is not of interest to us. Moreover, a similar result is obtained in the whole-space under adequate decay
assumptions on the velocity vector-field and by further requiring Ω(t, ·) to be unbounded in space, in order
to apply Proposition 5.2 instead of 5.1.
5.3 Proof of Theorem 1.2
Deriving the evolution inequality for the modulus of continuity in this case follows essentially in exactly
the same way as that done for the NSE. We again assume we are at the breakthrough scenario depicted by
Proposition 5.1. That is, we suppose τ < T∗, and so for some m ∈ {1, · · · , d}, the mth component of the
solution vector-field violates its strict modulus of continuity, giving us
um(τ, x
0)− um(τ, y0) = Ω(τ, |x0 − y0|), some fixed x0 6= y0. (5.22)
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Moreover, since u is L−periodic in space and Ω is nondecreasing, we can assume that |x0 − y0| ∈ (0, 2L√d],
for if we can construct an Ω such that (5.22) is not possible for any |x − y| ∈ (0, 2L√d], then we guarantee
that the same thing can be deduced for any (x, y) ∈ Rd × Rd. Thus, we repeat the exact same argument
used in §5.2, except we use Lemma 4.2 instead of 4.1, to define
I(t, ξ) := CK,d
[∫ 3ξ
0
Ω(t, η)
η
dη + ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη
]
(5.23)
and seek an Ω such that
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ)− I(t, ξ) > 0, ∀(t, ξ) ∈ (0,∞)× (0, 2L
√
d], (5.24)
|u0j(x)− u0j(y)| < Ω(0, |x− y|), ∀x 6= y, j ∈ {1, · · · , d}. (5.25)
In what follows, C0 ≥ 1 will always denote an absolute universal constant depending on the kernel K, the
dimension d and the period L and whose value may change from line to line. We start by defining the
stationary modulus of continuity
ω(σ) :=
{
2σ
√
d− σ3/2, σ ∈ [0, δ0],
tanh
(
(σ − δ0)
√
d+ µ0
)
, σ > δ0,
(5.26)
where δ0 ∈ (0, (4d)−1] is a small parameter to be determined later, and µ0 ∈ (0, 1] is chosen to ensure
continuity at δ0. It is fairly straightforward to check that ω is a strong modulus of continuity according
to Definition 1.2: it is positive, piecewise smooth, nondecreasing and satisfies ω(0) = 0, ω′(0) = 2
√
d and
ω′′(σ) = −3σ−1/2/4 for σ ∈ (0, δ0]. The last condition we have to worry about is ω′(δ+0 ) ≤ ω′(δ−0 ), and this
can be guaranteed by choosing δ0 small enough, since ω
′(δ+0 ) = d
1/2sech2(µ0) ≤
√
d ≤ 2√d = ω′(0). Next,
for any given initial data u0, we chose λ0 > 1 depending on δ0 and ‖u0‖W 1,∞ such that every component u0j
has λ0ω(λ0ξ) as a strict modulus of continuity, which can be done virtue of Lemma 3.1. The penultimate
step in our construction is defining λ ∈ C1([0,∞)) as the solution to
λ′ = C0λ log(λ), λ(0) = λ0 ≥ e, (5.27)
given explicitly by λ(t) = exp [log(λ0) exp (C0t)]. Finally, we define
Ω(t, ξ) := λ(t)ω(λ(t)ξ), (t, ξ) ∈ [0,∞)× [0,∞), (5.28)
where the fact that λ is nondecreasing guarantees that Ω is a time-dependent strong modulus of continuity
according to Definition 1.3. Let us now check that Ω as defined in (5.28) indeed satisfies (5.24). We set
δ(t) := δ0λ
−1(t) and we note that virtue of Lemma 3.3 and Remark 3.3, we need not to worry about the
case when ξ = δ(t). We consider the case when ξ ∈ (0, δ(t)) and ξ ∈ (δ(t), 2L√d] separately.
5.3.1 The case when ξ ∈ (0, δ(t)
For ξ in this region, viscosity dominates and we rely only on the term ∂2ξΩ to absorb the instabilities arising
from the nonlinear term and the nonlocal one. A straight forward calculation tells that in this case,
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ) ≥ λ5/2ξ−1/2 + 2λ5/2ξ−1/2
(
1− 2(dλξ)3/2
)
≥ λ2ξ−1/2, (5.29)
as δ0 ∈ (0, (4d)−1]. Next, we note that since ω(σ) ≤ 2σ
√
d for any σ ≥ 0, we can estimate the first integral
appearing in (5.23) by ∫ 3ξ
0
Ω(t, η)
η
dη ≤ 6λ2ξ
√
d, (5.30)
while we bound the second one by
ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη ≤ ξαλ(t)
(∫ δ(t)
ξ
ω(λη)
η1+α
dη +
∫ ∞
δ(t)
ω(λη)
η1+α
dη
)
. (5.31)
24
For the first integral in (5.31), we use ω(λη) ≤ 2λd1/2η and η1+α ≥ η2 while for the second we use tanh(ζ) ≤ 1
for any ζ ≥ 0 to get
ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη ≤ −2d1/2λ2−α(λξ)α log(λξ) + α−1λ(λξ/δ0)α. (5.32)
Noting that −σα log(σ) ≤ α−1 on [0, e−α−1 ], it follows that for sufficiently small δ0 depending on α, we get
the bound
ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη ≤ 2d1/2α−1λ2−α + α−1λ ≤ 3d1/2α−1λ2. (5.33)
Therefore, if we plug (5.29), (5.30) and (5.33) into the left-hand side of (5.24) we get
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2Ω(t, ξ)∂ξΩ(t, ξ)− CK,d
[∫ 3ξ
0
Ω(t, η)
η
dη + ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη
]
≥ λ2ξ−1/2 − CK,dλ2ξ − CK,dλ2α−1
≥ λ2ξ−1/2
(
1− δ1/20 CK,d
)
> 0,
provided δ0 is small enough.
5.3.2 The case when ξ ∈ (δ(t), 2L√d]
Noting that for σ > δ0, ω(σ) is a stationary solution to the one dimensional viscous Burgers equation, we
see that
− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ) ≥ 0, (5.34)
for ξ ∈ (δ(t),∞), since all what we did is introduced the time variable into Ω in a fashion that respects the
scale invariance of the viscous Burgers equation. We will now see that our choice of λ from (5.27) guarantees
that the time derivative ∂tΩ will absorb the instabilities arising from I(t, ξ). Note that the first integral in
(5.23) grows logarithmically in ξ, while ∂tΩ is bounded in ξ. This is exactly where we use periodicity in an
essential way, and is the main obstacle in obtaining a similar result in the whole space. Since ξ ≤ 2L√d, we
get ∫ 3ξ
0
Ω(t, η)
η
dη ≤
∫ δ(t)
0
λω(λη)
η
dη +
∫ 6L√d
δ(t)
λω(λη)
η
dη ≤ CK,d,Lλ log(λ), (5.35)
where we used ω(σ) ≤ 2d1/2σ and ω(σ) ≤ 1 appropriately. We now also use ω(σ) ≤ 1 to get
ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη ≤ ξαλ
∫ ∞
ξ
η−1−αdη = α−1λ. (5.36)
Finally, noting that as both λ and ω are nondecreasing, we have ∂tΩ(t, ξ) ≥ λ′(t)ω(δ0) and so by plugging
(5.34)-(5.36) into the left hand side of (5.24) we see that
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ)− CK,d
[∫ 3ξ
0
Ω(t, η)
η
dη + ξα
∫ ∞
3ξ
Ω(t, η)
η1+α
dη
]
≥ λ′(t)ω(δ0)− C0λ log(λ) > 0
by choice of λ from (5.27) with an appropriate C0 depending on d, K and L.
5.4 Proof of Theorem 1.3: the supercritical case g ∈ L1([0, T ])
Again, the idea of the proof is very similar to that of Theorem 1.1 and 1.2 (since we assumed sufficient
regularity to justify the calculations), and so it should be clear at this point that our aim is to construct Ω
such that
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− g(t)d1/2ξβ∂ξΩ(t, ξ)− I(t, ξ) > 0, ∀(t, ξ) ∈ (0,∞)× (0,∞), (5.37)
|u0j(x)− u0j(y)| < Ω(0, |x− y|), ∀x 6= y, j ∈ {1, · · · , d}, (5.38)
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where we now use Lemma 4.1 with ωb,i(t, ξ) = g(t)ξ
β for every i ∈ {1, · · · , d} to estimate the gradient of the
pressure and obtain
I(t, ξ) = Cdg(t)
[∫ ξ
0
Ω(t, η)
η2−β
dη + ξβ
∫ ∞
ξ
Ω(t, η)
η2
dη +
ξβΩ(t, ξ)
(1− β)ξ
]
. (5.39)
Also note that in this case, we used the Ho¨lder estimate of b to take care of the transport term at the
breakthrough scenario instead of (5.14). We start by constructing the modulus of continuity and then prove
that it must be obeyed by the solution for as long as the function g satisfies the corresponding hypothesis.
Without any loss in generality, we may assume that g is C1 and nondecreasing, and satisfies g(0) = 1, the
general case would follow by standard density arguments since the C1 norm of g does not show up in any of
the estimates. First, given β ∈ (0, 1) we define
ω(σ) :=
σ
1 + σ1−β
, (5.40)
and we note that ω is a strong, unbounded and concave modulus of continuity. Hence, virtue of Lemma 3.1,
for any given u0 ∈ W 1,∞(Rd) we chose a sufficiently large enough B ≥ 1 such that u0j strictly obeys ω(Bξ)
for every j ∈ {1, · · · , d}. In what follows, Cd,β always denotes an absolute universal constant whose value
may change from line to line, is larger than one, depends only on the dimension d and the Ho¨lder exponent
β ∈ (0, 1), and may blowup as β → 0 or 1. The modulus of continuity that we will construct has the form
Ω(t, ξ) := λ(t)ω(Bξ log(λ(t)), (t, ξ) ∈ [0,∞)× [0,∞), (5.41)
where λ : [0,∞)→ [e,∞) is any solution to
λ′(t) ≥ Cd,βg(t)λ(t) (B log(λ(t)))1−β , (5.42)
B log(λ(t)) ≥ g(t), (5.43)
log(λ(0)) ≥ 1. (5.44)
Notice that Ω as defined in (5.41) satisfies (5.38) due to our requirement (5.44). Since we assumed that g is
nondecreasing, one way of constructing such a λ is by solving
λ′(t) = Cd,β
[
g(t) + (gβ(t))′
]
λ(t) (B log(λ(t)))
1−β
, log(λ0) ≥
(
Cd,βB
1−β)1/β ≥ 1, (5.45)
in which case we get (1.17) and (1.18). On the other hand, if
g(t) ≤ exp
(∫ t
0
g(s) ds
)
.
we can let λ solve
λ′(t) = Cd,βg(t)λ(t)B log(λ(t)), (5.46)
from which we now get (1.17) with (1.20). In either case, it is clear that λ satisfies (5.42)-(5.44) simply by
choosing λ(0) sufficiently large. We now set
δ(t) :=
δ0
B log(λ(t))
,
where δ0 ∈ (0, 1) is a small parameter to be determined, and show that Ω satisfies (5.37) by considering the
case when ξ ∈ (0, δ(t)] and ξ ∈ (δ(t),∞) separately.
5.4.1 The case when ξ ∈ (0, δ(t)]
In this region, viscosity dominates and so we rely purely upon the dissipative term to absorb any instabilities
arising from the transport and nonlocal terms. Let us start by noting that we have
ω′′(σ) ≤ β − 1
8
σ−β , σ ∈ (0, 1], (5.47)
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and so
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2g(t)ξβ∂ξΩ(t, ξ) ≥
1
2
(1− β)(B logλ)2−βλξ−β − d1/2gξβλB log(λ)
≥ 1
4
(1− β)(B logλ)2−βλξ−β + 1
4
(1− β)(B logλ)2−βλξ−β
[
1− 4d
1/2g(t)ξ2β
(1− β)(B logλ)1−β
]
≥ 1
4
(1− β)(B logλ)2−βλξ−β + 1
4
(1− β)(B logλ)2−βλξ−β
[
1− 4d
1/2δ2β0
1− β
]
,
(5.48)
where in the first inequality we used ω′(σ) ≤ 1 and λ′ ≥ 0, in the last inequality we used (5.43), ξ ≤ δ(t),
and log(λ) ≥ 1. To estimate I(t, ξ), we start by using ω(σ) ≤ σ to get,∫ ξ
0
Ω(t, η)
η2−β
dη +
ξβΩ(t, ξ)
(1− β)ξ ≤
Bλ log(λ)
β(1 − β) ξ
β , (5.49)
while for the second integral, since also ω(σ) ≤ σβ , we get∫ ∞
ξ
Ω(t, η)
η2
dη ≤ λB log(λ)
∫ 1
ξ
1
η
dη + λ(B logλ)β
∫ ∞
1
ηβ−2 dη = −λB log(λ) log(ξ) + λ(B logλ)
β
1− β .
Since −ξβ log(ξ) ≤ β−1 for ξ ∈ [0, e−β−1], it follows that for small enough δ0 depending on β we get
I(t, ξ) ≤ Cdg(t)
[
Bλ log(λ)
β(1− β) ξ
β +
Bλ log(λ)
β(1− β)
]
≤ Cd,βg(t)Bλ log(λ). (5.50)
Choosing δ0 small enough depending on d and β, plugging (5.48) and (5.50) into the left-hand side of (5.37)
and using (5.43) we get
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2g(t)ξβ∂ξΩ(t, ξ)− I(t, ξ) ≥
1
4
(1− β)(B logλ)2−βλξ−β
[
1− Cd,βδβ0
]
,
and the right-hand size is certainly positive provided δ0 is chosen small enough.
5.4.2 The case when ξ ∈ (δ(t),∞)
In this region, the effect of viscosity becomes negligible as compared to the transport and nonlocal term,
and so we rely on the time derivative to absorb those instabilities. To that extent, notice that for σ ≥ δ0,
we have 2ω(σ) ≥ σβδ1−β0 and so
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2g(t)ξβ∂ξΩ(t, ξ) > λ′ω(B(log λ)ξ)− d1/2g(t)ξβBλ log(λ)
≥ 1
4
δ1−β0 (ξB logλ)
βλ′ +
1
4
δ1−β0 (ξB logλ)
β
[
λ′ − Cd,βg(t)λ (B logλ)1−β
]
≥ 1
4
δ1−β0 (ξB logλ)
βλ′,
(5.51)
where we used 0 < ω′(σ) ≤ 1 in the first inequality and our choice of λ in the second; (5.42) with an
appropriate Cd,β. Next, we use ω(σ) ≤ σβ to get∫ ∞
ξ
Ω(t, η)
η2
dη ≤ λ(B logλ)β
∫ ∞
δ(t)
ηβ−2 dη =
Bλ log(λ)
δ1−β0 (1− β)
. (5.52)
Combining (5.52) along with the bound (5.49) from the previous case, we arrive at
I(t, ξ) ≤ Cdξ
β
β(1 − β)g(t)λB log(λ) +
Cdδ
β−1
0 ξ
β
(1 − β) g(t)λB log(λ) =
Cdδ
β−1
0 ξ
β
β(1− β) g(t)λB log(λ).
Therefore, we can now conclude that
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2g(t)ξβ∂ξΩ(t, ξ)− I(t, ξ) > 1
4
δ1−β0 (ξB logλ)
β
[
λ′ − Cd,βg(t)λ (B logλ)1−β
]
,
with the right-hand side being nonnegative by choice of λ; inequality (5.42) with an appropriate Cd,β ≥ 1.
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5.5 Proof of Theorem 1.3: the critical case g ∈ L2/(1+β)([0, T ])
Notice that since g ≥ 1, it suffices to prove the first inequality (the critical case) in estimates (1.21) with
(1.22). Given β ∈ (0, 1), we let δ0 ∈ (0, 1) be small parameter (depending only on β and d) to be determined
later, and define a corresponding µ0 ∈ (0, 2) such that
− log(σ) ≥ 6− 4β
(2− β)(1 − β) , ∀σ ∈ (0, δ0],
µ0 :=
(
2 + δ1−β0 log(δ0)− log(e + δ0)
)(
1 + δ1−β0
)
.
(5.53)
Next, we define
ω(σ) :=
{
2σ + σ2−β log(σ), σ ∈ [0, δ0],
µ0σ
1 + σ1−β
+ δ0 log(e+ σ), σ ∈ (δ0,∞). (5.54)
First of, we have ω(0) = 0, ω′(0) = 2 and by choice of µ0, we also get ω ∈ C([0,∞)). Moreover, it is clear
that ω is unbounded and increasing if δ0 is chosen small enough. Concavity is also clear on (δ0,∞), while
one can readily verify that by choice of δ0 (5.53), we have
ω′′(σ) ≤ 1
2
(2 − β)(1 − β)σ−β log(σ) < 0, ∀σ ∈ (0, δ0), (5.55)
meaning that ω is concave on (0, δ0) and satisfies ω
′′(0+) = −∞. Finally, a straightforward calculation tells
us that ω′(δ+0 ) ≤ µ0(1 + δ1−β0 ) + δ0, and so by choosing δ0 small enough, we can guarantee ω′(δ+0 ) ≤ ω′(δ−0 ),
since ω′(0) = 2 and µ0 → 1 as δ0 → 0. It follows that ω is an unbounded, concave modulus of continuity.
Having defined our stationary modulus of continuity, we now define a time-dependent one as
Ω(t, ξ) := λ(t)ω(ξBgγ(t)), γ =
1
1 + β
, (5.56)
where ω is as defined in (5.54), B ≥ 1 is chosen according to Lemma 3.1 to ensure (5.38), and g is again
assumed to be a C1 nondecreasing function such that g(0) = 1, with no loss in generality. The function λ is
now chosen to solve
λ′(t) = Cd,βB1−βg(t)2/(1+β)λ(t), λ(0) = 1, (5.57)
where Cd,β ≥ 1 is an absolute constant depending only on β and d whose value may change from line to line.
As was done before, we set δ(t) = δ0 [Bg
γ(t)]−1, and we proceed to show that Ω satisfies (5.37), without
having to worry about the case ξ = δ(t), virtue of Remark 3.3.
5.5.1 The case when ξ ∈ (0, δ(t))
Let us start by bounding I(t, ξ) given in (5.39) by using ω(σ) ≤ 6σ valid for any σ ≥ 0 to get
Cdg(t)
[∫ ξ
0
Ω(t, η)
η2−β
dη +
ξβΩ(t, ξ)
ξ(1− β)
]
≤ Cd,βλBg1+γξβ , (5.58)
while for the other integral in I(t, ξ), we first invoke a change of variables σ := Bgγη, split the domain of
integration and then also use ω(σ) ≤ 6σβ for σ ≥ δ0 provided δ0 is small enough to control the tail end of
the integral, giving us
g(t)ξβ
∫ ∞
ξ
Ω(t, η)
η2
dη = λBg1+γξβ
∫ ∞
ξBgγ
ω(σ)
σ2
dσ ≤ 6λBg1+γξβ
[∫ 1
ξBgγ
σ−1 dσ +
∫ ∞
1
σβ−2 dσ
]
,
≤ −CβλBg1+γξβ log(ξBgγ).
(5.59)
As for the dissipative term, we get from (5.55) that for ξ ∈ (0, δ(t)), we have
− 4∂2ξΩ(t, ξ) ≥ −Cβλ(Bgγ)2−βξ−β log(ξBgγ). (5.60)
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Using ω′(σ) ≤ 2, the transport term is seen to be of the same order as (5.58), which in turn is bounded from
above by (5.59) (since − log(δ0) ≥ 1). Finally, using the fact that λ, g and ω are all nondecreasing, while
B ≥ 1 we see that
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− g(t)d1/2ξβ∂ξΩ(t, ξ)− I(t, ξ)
≥ −Cβλ(Bgγ)2−βξ−β log(ξBgγ)− Cd,βλBg1+γξβ log(ξBgγ)
= −Cβλ(Bgγ)2−βξ−β log(ξBgγ)
[
1− Cd,βξ2βg1−γ+γβ
]
,
(5.61)
Now, using ξ ≤ δ(t) ≤ δ0g−γ , we see that
Cd,βξ
2βg1−γ+γβ ≤ Cd,βδ2β0 g1−γ(1+β) = Cd,βδ2β0 ,
since γ = 1/(1 + β) from (5.56). As − log(ξBgγ) ≥ − log(δ0) > 0, the right-hand side of (5.61) becomes
positive if δ0 is chosen small enough depending only on d and β.
5.5.2 The case when ξ ∈ (δ(t),∞)
Noting that − log(ξBgγ) ≤ − log(δ0) for ξ ≥ δ(t), while ω′(σ) ≤ 2 we get from (5.58) and (5.59),
I(t, ξ) + d1/2g(t)ξβ∂ξΩ(t, ξ) ≤ Cd,βλBg1+γξβ , (5.62)
since the transport term is of the same order as (5.58). As before, we rely on the time derivative in this case to
absorb (5.62) since the effect of the viscous term is negligible in this region. Thus, we use 2ω(σ) ≥ µ0δ1−β0 σβ
for σ ≥ δ0 along with the fact that g is nondecreasing and ω is concave to get
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)− d1/2g(t)ξβ∂ξΩ(t, ξ)− I(t, ξ)
≥ 1
2
µ0δ
1−β
0 (Bg
γξ)βλ′ − Cd,βλBg1+γξβ = 1
2
µ0δ
1−β
0 (Bg
γξ)β
[
λ′(t)− Cd,βB1−βg1+γ(1−β)λ(t)
]
.
(5.63)
It follows that and the right-hand side is zero by choice of γ from (5.56) and λ from (5.57) since
1 + γ(1− β) = 1 + 1− β
1 + β
=
2
1 + β
.
6 Further Remarks
Let us start by commenting on the growth in time observed in bounds (1.6), (1.14), and (1.17) as well as
shed light on the difficulty when trying to satisfy Hypothesis 1.1. The evolution inequality that the modulus
of continuity has to satisfy in the case of the NSE (1.1) and as well the model (1.2) is given by
∂tΩ(t, ξ)− 4∂2ξΩ(t, ξ)−
√
dΩ(t, ξ)∂ξΩ(t, ξ)− I(t, ξ) ≥ 0, (6.1)
where I is either (5.17) or (5.23). Recall that we had the condition
lim
ξ→0+
∂2ξΩ(t, ξ) = −∞, (6.2)
and so when ξ is small, this term will absorb any instabilities arising from the nonlinear and nonlocal part
of the equation. The difficulty arises when we try to obtain inequality (6.1) when ξ is large. Noting that
the first integral term in I(t, ξ) is at most bounded in ξ, it is clear that one cannot rely on viscosity (the
term −4∂2ξΩ) to absorb it. Indeed, Ω has to be positive and nondecreasing, and so its concavity must be
negligible when ξ is large. Therefore, the only hope is to rely on ∂tΩ in order to absorb those integrals. One
can also verify that the viscous term seems to be “saturated” by the advective nonlinearity, in the sense
that solutions to ω′′(ξ) + ω(ξ)ω′(ξ) + ǫ = 0, no matter how small ǫ > 0 is, will oscillate, a property that is
very much undesirable for moduli of continuity. Hence, the most one could ask for from the viscous term
in (6.1) is to balance the Burgers nonlinearity, in which case the modulus of continuity should behave like
the hyperbolic tangent function when ξ is away from zero. This is exactly the intuition behind the proof of
Theorem 1.2. Such a choice for Ω would not work in the whole space precisely because tanh is a bounded
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function, and so we cannot use Proposition 5.2. Furthermore, recall that the first integral in (5.17) at best
grows like log(ξ), and so cannot be balanced out by ∂tΩ for all ξ. This is second place where periodicity was
used in an essential matter. It may be interesting to note that in the case of fractional dissipation (−∆)1/2,
Kiselev, Nazarov and Shterenberg [19] were able to construct a modulus of continuity that grows like log
and is preserved by the fractional Burgers equation. This is not possible for Burgers equation with standard
Laplacian, precisely because of the previous remarks.
Such an approach unfortunately wouldn’t work for the NSE (even in the periodic setting), partly because
of the nonlinear dependence of I on Ω, and partly because of the fact that the singularity of the integral
resembles that of an operator of order one. A possible remedy to this situation is the following. Capitalizing
on the fact that the viscous term is very strong when ξ is small due to (6.2), one might be tempted to
consider
Ω(t, ξ) :=
{
ωR(ξ), 0 ≤ ξ ≤ δ(t),
ωL(t, ξ), ξ > δ(t),
(6.3)
for some δ(t) ∈ (0, 1), which may be just a constant. It is not too hard to construct such an Ω which satisfies
(6.1), for instance one can “decouple” the nonlinear dependence of I on Ω in this case by replacing one of
the Ω factors with a Ho¨lder estimate that is uniform in time, since now we have ‖∇u(t, ·)‖L∞ ≤ ω′(0). The
difficulty arises in making sure that ∂ξΩ(t, δ(t)
+) ≤ ∂ξΩ(t, δ(t)−), and hence one is unable to rule out the
breakthrough scenario when ξ = δ(t). It would be rather surprising if one was able to construct an ωL that
satisfies (6.1), as well as ∂ξωL(t, δ(t)) ≤ ω′R(δ(t)). Indeed, even if one considers the boundary value problem{
∂tωL(t, ξ)− ∂2ξωL(t, ξ) = 1, (t, ξ) ∈ (0,∞)× (δ0,∞),
ωL(t, δ0) = ωR(δ0),
then ∂ξωL(t, δ0) grows like
√
t. Instead, one could allow ωL to depend on t, and then try to control the
Dirichlet to Neumann map all the while avoiding a blowup scenario. This does not seem to be a trivial task.
The second complication that is present in the incompressible NSE but not in the model (1.2) is the
presence of a singular integral operator of order one in addition to the advective nonlinearity. The proof
of Theorem 1.2 does not seem to work if the operator Np is replaced by one of higher order, for instance
(−∆)α, where α ∈ (0, 1/2). As was shown in [14, Lemma 2.6], the term I(t, ξ) in the latter case is given by∫ ξ
0
Ω(t, η)
η1+2α
dη +
Ω(t, ξ)
ξ2α
=
∫ ξ
0
∂ηΩ(t, η)
η2α
dη,
and so if we try to adopt the argument given in §5.3, we see that λ will blowup in finite time, and it seems
like a more careful analysis or sharper bounds are required. This is not to say the situation is hopeless for
operators of order one; Theorem 1.3 tells us that we can work with operators of order 1− β, any β ∈ (0, 1),
provided the equation is linear. More so, it was proven in [14] that if one considers the equation
∂tθ −∆θ + |∇θ|p − (−∆)αθ = 0, α ∈ (0, 1/2), p ∈ [1,∞),
then one can successfully construct an Ω that works. This was made possible due to the fact that the
evolution inequality which we require Ω to satisfy in this case is one that is linear,
∂tΩ− 4∂2ξΩ−
∫ ξ
0
∂ηΩ(t, η)
η2α
dη ≥ 0,
and so one can “separate variables” by considering Ω(t, ξ) = λ(t)ω(ξ), with λ and ω chosen appropriately.
This at least settles the global regularity problem for the equation
∂tu−∆u+ (u · ∇)u− (−∆)αu = 0, α ∈ (0, 1/2), (6.4)
whenever u happens to be a conservative vector-field. Coupling advective nonlinearity with an operator
of order larger than 0 seems troublesome. That being said, it seems like a natural next step towards
understanding the global regularity problem of the incompressible NSE is to study (6.4) when u is not
conservative.
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