Forest management planning requires information about the uncertainty inherent in the available data. Inventory data, including simulated errors, are infrequently utilised in forest planning studies for analysing the effects of uncertainty on planning. Usually the errors in the source material are ignored or not taken into account properly. The aim of this study was to compare different methods for generating errors into the stand-level inventory data and to study the effect of erroneous data on the calculation of specieswise and standwise inventory results. The material of the study consisted of 1842 stands located in northern Finland and 41 stands located in eastern Finland. Stand-level ocular inventory and checking inventory were carried out in all study stands by professional surveyors. In simulation experiments the methods considered for error generation were the 1nn-method, the empirical errors method and the Monte Carlo method with log-normal and multivariate log-normal error distributions. The Monte Carlo method with multivariate error distributions was found to be the most fl exible simulation method. This method produced the required variation and relations between the errors of the median basal area tree characteristics. However, if the reference data are extensive the 1nn-method, and in certain conditions also the empirical errors method, offer a useful tool for producing error structures which refl ect reality.
Introduction
Reliable inventory data are essential for forest growth modelling and forest planning. In Nordic countries data are usually collected using subjective forest inventory methods (e.g. ocular inventory methods). The basic unit of a subjective forest inventory is a forest stand, which is a homogeneous forest region about 0.5-20 hectares in acreage. The criteria for the delineation of a stand is based on relevant stand characteristics, e.g. the site fertility, stand age and composition of the tree species. Forest stands are also used as management planning units.
In Finland, forest inventories are mainly carried out standwisely using Bitterlich (1984) sample plots. The basal area of the stand is assessed as an average of the representative sample plots which have been selected subjectively by the surveyor. Therefore, the sampling errors are diffi cult to estimate. Tree heights and diameters at breast height are not measured. Instead, trees are counted using a relascope and one basal area median diameter tree per tree species per stand is assessed by the surveyor.
The specieswise mean stand characteristics are used as dependent variables in diameter distribution models (e.g. Kilkki and Päivinen 1986 , Mykkänen 1986 , Kilkki et al. 1989 . With these models the specieswise theoretical diameter distributions of the stand are estimated. Sample trees from this distribution are used to describe the current situation of the stand. For example, the volumes of the sample trees from the theoretical diameter distribution can be calculated by taper curve models and by summarizing these volumes the total or merchantable stand volume can be calculated.
Standwise fi eld data include sampling, assessment and classifi cation errors. Furthermore, derived stand characteristics of the inventory data, e.g. the stand volume per hectare, are calculated from the assessments of the stand characteristics using a variety of models. Prediction errors of statistical models are derived from four main sources: 1) the model misspecifi cations, 2) the random estimation errors of the model coeffi cients, 3) the residual variation of the models, and 4) the errors in the independent variables of the models, which can include sampling error, measurement error, grouping error and prediction error (e.g. Kangas 1999) . Judgemental aspects in the predictions can also be a source of error (Alho 1990) .
Because stand-level inventory is a subjective method there is considerable variation in its accuracy. In Scandinavian forests the standard error of the stand-level inventory of the basal area (G) can vary from 13 per cent to 22 per cent and the bias of the basal area can be 10 per cent (e.g. Mähönen 1984 , Laasasenaho and Päivinen 1986 , Nersten and Naesset 1992 , Ståhl 1992 , Pigg 1994 . From the derived stand characteristics the standard error of the total stand volume varies from 15 to 45 per cent (e.g. Poso 1983 , Laasasenaho and Päivinen 1986 , Pussinen 1992 , Ståhl 1992 , Hyyppä et al. 2000 . The variation of the errors of the basal area and the total stand volume can, for example, be due to different age and forest site distributions of the study area and the diverse experience of the surveyors (e.g. Laasasenaho and Päivinen 1986) .
The errors of the basal area median tree characteristics are correlated (e.g. Ståhl 1992 , Pigg 1994 . The variance of the mean age is about 20 per cent and that of the mean diameter and mean height is 10 to 20 per cent (e.g. Mähönen 1984 , Laasasenaho and Päivinen 1986 , Ståhl 1992 , Pigg 1994 . However, there are only few studies on the specieswise errors of the stand-level inventory in mixed forests in Finland (e.g. Pussinen 1994) .
Usually the errors of the stand-level inventory are estimated by measuring a systematic net of stand checking sample plots on each stand. Relascope sample trees from these plots are measured for composing the empirical diameter distribution of the stand. The empirical stand characteristics (e.g. basal area, stand volume per hectare) are calculated from this distribution. However, the use of systematic sampling includes some problems; the error estimates are not accurate and possible systematic variation of the stand can affect the estimate of the variance.
There are two widely used methods to estimate the uncertainty: the Monte Carlo method (e.g. Mäkelä 1988 , McRoberts et al. 1994 , Kangas 1996 , Kangas 1999 ) and the variance propagation method (e.g. Gertner 1987 , Kangas 1996 . In both methods the total error is composed of several sources of errors.
Monte Carlo methods involve the repeated sampling of the probability distribution for model parameters, driving variables, boundary conditions and initial conditions and use of generated sets of samples in a simulation (Rubinstein 1981) . The probability distribution of the model prediction is then derived from the combination of model predictions resulting from repeated simulations based on the sampled inputs. The advantages of Monte Carlo techniques include that the precision can be assessed without an independent measurement data set and the effect of certain assumptions or models can be studied separately. One reservation with the Monte Carlo method is that simulations produce only a lower limit for the true variance because all the error sources may not be known and cannot therefore be taken into account (Kangas 1999) . Monte Carlo methods also require massive computations for large areas.
Variance propagation methods, such as the Taylor series expansion (e.g. Mowrer and Frayer 1986 , Gertner 1987 , Mowrer 1991 , Kangas 1996 , require the computation of a deterministic output trajectory for the model, followed by the quantifi cation of the effects of various small amplitude sources of input uncertainty or uncertainties about the reference trajectory (Burges and Lettenmaier 1975, Argantesi and Olivi 1976) . Although the use of variance propagation methods can be diffi cult in complex situations because of their highly restricted demands, these methods can be more suitable than Monte Carlo methods when the simulation data are large (Gertner et al. 1995 , Kangas 1996 .
Forest management planning requires information about the uncertainty inherent in the available data. Inventory data, including simulated errors, are infrequently utilised in forest planning studies for analysing the effects of uncertainty on planning. Usually the errors in the source material are ignored or not taken into account properly. For example, in stand-level inventories the correlation between assessment errors is ignored. However, the quantifi cation and modelling of errors related to the state variables of a model(s) are important. The aim of this study was to compare different ways to generate errors into the stand-level inventory data and also to study how erroneous data affect the calculation of specieswise and standwise inventory results. The simulation methods compared were: 1) the 1nn-method, 2) the empirical errors method and Monte Carlo methods with 3) log-normal distributions and 4) joint log-normal distributions.
Material and Methods

Study Material
The study material comprised two independent stand checking data sets. The fi rst checking data (CC1) were measured during 1990-1994 in northern Finland. The checking was carried out by measuring a systematic net of relascope sample plots on each stand. Tree species, diameter at breast height and the height of each tree from the plots were measured. The average amount of the sample plots was 7.7 plots per stand. From this data set (CC1) 90 stands were selected using random sampling. These sample stands formed data set CC1b and the remaining 1752 stands formed data set CC1a.
The other stand checking data (CC2) were measured in eastern Finland in 1999. The checking was done by measuring a systematic net of circular sample plots on each stand. The radius of the plots varied from 3.99 meters (young stands) to 10 meters (mature stands). The average amount of the sample plots was 8 plots per stand.
The error distributions of the different stand characteristics and relations between measurement errors were studied using data set CC1a. Data set CC1b and the second stand checking data set (CC2) were used for testing different error generation methods. The data sets are introduced in Table 1 . Both stand checking data sets included sampling errors from the systematic sampling of the checking sample plots. This caused the checking results to underestimate the accuracy of the stand-level inventory. However, for simplicity's sake and because the sampling errors for systematic sampling are somewhat problematic, this complication was ignored in this study.
An ocular stand-level inventory was carried out in both stand checking data sets by professional surveyors. In the case of checking data CC1, 24 surveyors carried out the assessment. In the case of checking data CC2, the same surveyor carried out the whole assessment. Both inventories were carried out by establishing some relascope sample plots within each forest stand. The average values from these plots were recorded as stand characteristics. In data CC1 the relative accuracy of the stand volume per hectare estimates varied considerably between surveyors (from 13.7 to 49.3 percent).
Basic Calculations
In all data sets empirical diameter distributions of the stands were derived from the stand checking data. The volumes of the trees from different diameter classes of the stand were calculated using Laasasenaho's (1982) taper curve models. The stand volumes per hectare of this true data were obtained by summarizing these tree volumes.
Data including model errors (stand-level inventory data) were created from the true data. Basal area and basal area median tree characteristics (i.e. median diameter (D), height (H) and age) were calculated from the empirical tree diameter distributions of data sets CC1a, CC1b and CC2. Then, using these true stand characteristics, theoretical diameter distributions were estimated with Weibull diameter distribution models (Kilkki et al. 1989 , Maltamo 1998 . The heights of the sample trees of the theoretical distribution were calculated using Veltheim's (1991 Veltheim's ( (1987 ) height models and the estimated heights were calibrated with the height of the basal area median tree of the stand. Volumes of the sample trees from the theoretical distribution were calculated using Laasasenaho's (1982) taper curve models. The errors of the data including model errors came from the errors of all these models. The sampling errors of the checking data were not included in the error calculations. The independent variables of the models were assumed to be error free. The stand volume per hectare and the mean sawn wood volume of the stands were calculated by summarizing volumes of the sample trees from the theoretical distribution.
The data including model and assessment errors of the data sets CC1b and CC2 were generated from the data including model errors by generating the errors of the stand characteristics with all simulation methods. Relative errors were used instead of absolute errors because large generated errors of the stand characteristics could have caused negative values when added to small true values. The stand volume per hectare and mean sawn wood volume were also calculated with 
The One Nearest Neighbour Method
Nearest neighbour non-parametric regression (Härdle 1989 , Altman 1992 ) offers a useful tool for detecting stands with similar empirical assessment errors. When the amount of nearest neighbours is restricted to one the method can be called a one-nearest neighbour method (1nn-method). The idea behind using the 1nn-method is the supposition that the level and the structure of the assessment errors are similar when stands are similar. The target stand is a stand which is excluded from the reference data and to which errors are generated. The search for a similar reference stand was done using commonly measured stand characteristics, which were used as the distance function's variables. The standardization of these variables was performed by subtracting the mean of the variable and dividing it by the standard deviation of the variable. The standardization was used to eliminate the infl uence of different scales of the variables. The stand checking data set CC1a was used as reference data and data sets CC1b and CC2 as target stand data.
In the 1nn-method similarity distance functions were applied depending on the tree species. The similarity distance function for tree species i in target stand k was (Function 1)
where Gp k i the proportion of the basal area per hectare of tree species i in the target stand k Gp j i the proportion of the basal area per hectare of tree species i in the reference stand j G k i the basal area per hectare of tree species i in the target stand k G j i the basal area per hectare of tree species i in the reference stand j Dgm k i the basal-area median diameter of tree species i in the target stand k Dgm j i the basal-area median diameter of tree species i in the reference stand j neighbour k i l the neighbour parameter for target stand k in the l th simulation.
The random parameter neighbour kil was used to add variation into the selection of the nearest neighbour. A random variate from the normal distribution N(0,d), where d is the standard deviation of the distance function, was added into the parameter when the stand was chosen as a nearest neighbour. Otherwise the same nearest neighbour would have been chosen each time the simulation was carried out. The relative differences between the original assessment and check assessment of the neighbour stand characteristics of the nearest neighbour were used as the assessment errors of the target stand.
The Empirical Errors Method
The use of empirical errors as a source of erroneous inventory data removes the uncertainties caused by the assumptions which must be made during the simulation of the errors in Monte Carlo methods. The error variances of the stand characteristics correspond closely to reality if the empirical errors of the stand characteristics are added from another stand that is as similar as possible. When the empirical errors method was used the reference data (CC1a) were fi rst classifi ed specieswise into four basal area median tree diameter classes (0-9.99 cm, 10-14.99 cm, 15-19.99 cm, 20+ cm). The specieswise diameter class which included the tree species of the target stand was chosen. The specieswise reference unit was chosen from the class using random sampling. Then the differences between the original assessment and the check assessment of the neighbour stand characteristics were added from the reference unit. The sampling was done 50 times for each stand.
The Monte Carlo Methods
Monte Carlo methods were also used for generating errors into the stand characteristics. The error sources considered were the errors in the independent variables of the models (diameter distribution, height and stem curve) and the standard errors of the parameter estimates. The errors of the independent variables were simulated in two ways: 1) by using log-normal error distributions (D, H, Age, N, G) and 2) by using multivariate log-normal error distributions (D, H, Age, G) and log-normal error distributions (N).
There were not enough stem number assessments for estimating correlation matrices for multivariate distributions in stand-level inventory data CC1a. Thus log-normal error distributions of the stem number were used instead of multivariate distributions.
The stand characteristics of the stand-level inventory were highly biased in test data CC2 because the surveyor was a beginner. Thus Monte Carlo simulations with bias added were also carried out. The RMSEs (root mean square error) of the stand characteristics were divided into their two components: bias and variance (Formula 2).
Bias was added to generated random variates with a simple Formula 3:
Estimated value = True value + Random error + Bias
The biases in test data CC2 were used as the estimates of the biases. The biases were fi xed for all stands. The possibility of using trend in error simulation was also utilized. The trend was added using the Formula 4:
Estimated value = a + b*True value + Random error (4)
Parameters a and b were calculated from the data CC1a. Systematic error was generated by varying the size of the parameters a and b. If the parameter b has a value of less than 1, then low true values are overestimated and, respectively, high true values are underestimated.
Independent Errors from the LogNormal Distribution
The errors were generated into the stand characteristics (D, H, Age, G and N) from the log-normal distribution. The variation of the measurement errors of the stand variables was obtained from the stand checking data. The errors of the stand characteristics were assumed to be independent. Random variates (x) were simulated for each variable from the normal distribution (X ~ N(µ,σ 2 )). Then the errors (Y = e x ) had the lognormal distribution with p.d.f (Flewelling and Pienaar 1981) :
Error generations were made 100 times for each tree species within the stand.
Errors from the Multivariate LogNormal Distribution
First the variances of the error distributions of the stand characteristics were obtained from the testing data. The specieswise errors of the mean diameter at breast height, mean height and mean age of the stand were supposed to be dependent. Thus, the specieswise errors were generated using a joint distribution function. Furthermore the errors of the basal areas of the tree species within a stand were supposed to be dependent. Therefore a joint distribution was also used in generating the errors of the basal areas. A random n-variate normal vector X = (X 1 ,…,X n ) has a multinormal distribution N(µ,Ω) if the p.d.f. is given (Rubinstein 1981 )
where µ =(µ 1 ,…,µ i ,…,µ n ) with µ i = E(X i ) and Ω is the covariance (n x n) matrix ( 
The multivariate distribution was computed using Choleski's technique (Johnson 1987 , Rubinstein 1981 . Random variates were retrieved from the multivariate normal distribution and the fi nal errors were produced from the log-normal distribution by multiplying the value of the stand characteristics with the exponent of the estimated error. The joint distribution used, i.e. multivariate log-normal distribution, was computed with standard software library IMSL. The use of the multivariate log-normal distributions produces errors the variation of which derives from the reference data. However, it is possible to increase or decrease the variation of the errors by multiplying covariances and variances with a constant (Lappi 1993) . The errors of the mean tree values and the specieswise errors of the basal areas were supposed to be homoscedastic. These two error groups were also assumed to be mutually independent.
The error distributions of the median tree characteristics were simulated for each tree species within the stand. The errors of the basal areas of the tree species were generated concurrently using a joint distribution. The errors of the specieswise stem numbers were simulated from the log-normal distribution. Error generations were made 100 times for each tree species within the stand.
Comparison of the Methods
The test criteria used in the comparison of the quality of the estimation of the stand characteristics (G, D, H) and predicted stand characteristics (stand volume per hectare and mean sawn wood volume) were relative bias (%), standard deviation of the prediction errors (s b ) and relative RMSE (root mean square error) (Formulas 8, 9 and 10). The correlation of the errors of the stand characteristics were also studied. 
Results
In the reference data (CC1a) the specieswise assessment errors of the variables of the basalarea diameter tree were correlated ( Table 2) . The correlation between the errors of the basal areas of the tree species within a stand was not so obvious (pine-spruce: -0.306; pine-deciduous trees: -0.08; spruce-deciduous trees -0.293). The dependence of these errors allowed the generation of specieswise multivariate normal distributions for basal area median tree characteristics and also for the errors of the specieswise basal areas.
The specieswise correlations of the observed errors of the basal area median tree characteristics in the stand-level inventory showed that these errors were dependent (Table 3 ). This dependency was also retained in estimates of variances when using multivariate distributions and when using the 1nn-method for all tree species and the empirical errors method for pine.
The estimates of the specieswise relative biases and standard deviations of the differences of the basal area were quite alike with all the simulation methods in data set CC1b (Fig. 2) . In the observed errors there was a tendency to overestimate small basal areas and underestimate large basal areas in all tree species. The use of trend in both Monte Carlo methods brought estimates of the biases clearly closer to the observed biases.
In data set CC2 the estimates of the relative standard deviations of the basal area were quite alike with all simulation methods (Fig 3) . The largest exception occurred when the empirical errors method was used in error simulation of the large basal area of spruce. The difference came from the composition of the reference data. The tendency of the surveyor to overestimate the Stand (1 = Compartment inventory; 2 = 1nn-method; 3 = Empirical errors method; 4 = Log-normal distributions with trend; 5 = Log-normal distributions, no trend; 6 = Multivariate log-normal distributions with trend; 7 = Multivariate log-normal distributions, no trend)
smaller basal areas and underestimate the larger basal areas was detected only with spruce. One reason for this is that spruce was the dominant species and pine and birch were mostly dominated in data set CC2. The total stand basal areas were clearly overestimated with small basal areas and clearly underestimated with large basal areas. These kinds of biases were also achieved with the 1nn-method, empirical errors methods and both Monte Carlo methods. Including the bias in the simulations produced data that with respect to accuracy was similar to that obtained in the standwise inventory. The classwise observed errors of the median basal area diameter classes showed that there was considerable variation between diameter classes and tree species with both test areas CC1b and CC2. When including the bias, with both Monte Carlo methods the results were similar to the observed errors when the diameter classes were large. However, with small diameter classes simulation results varied. The standard deviation and the bias of the median diameter were small for birch in the CC1b data set. This could be noted with all Monte Carlo methods. Small diameter classes were overestimated when the tree species was dominant, e.g. pine in data set CC1b and spruce in data set CC2. Correspondingly, in small diameter classes the median diameters of the dominated tree species, e.g. spruce in data set CC1b and pine in data set CC2, were underestimated.
The observed relative standard errors of the derived stand characteristics were quite high in the test data for both test areas (Table 4 ). In the data set CC1b the estimates of the standard errors Bias, % G: Spruce were 7-16 per cent larger than the observed errors with all simulation methods. When the trend in stand characteristics was used the estimates of the errors approached the observed errors. The estimates of the volume biases differed from the observed errors considerably with multivariate distributions without trend. The estimate of the error of the sawn wood differed the least with the 1nn-method. The estimates of the biases of the sawn wood were closest to the observed biases with the 1nn-method and the Monte Carlo method when using multivariate distributions. In the CC2 data set the estimates of the error variances of the stand volume were closest to the observed variances with two Monte Carlo methods without bias (Table 4 ). The relative bias was closest to the bias made by the surveyor when using the 1nn-method and multivariate distribution and including bias. The use of the bias produced stand volume biases clearly closer to observed biases.
For pines and spruces, in all the simulation methods with data set CC1b the specieswise variations of the stand characteristics were quite close to the observed variations in stand-level inventory (Table 5) . Only the errors of the median diameter of the birch, which were small, produced considerable differences between the methods. The log-normal distributions methods could only note the difference between small diameter errors and remarkably larger height errors. The estimates of errors of the specieswise stand characteristics followed the variation of the observed errors in data set CC2 very well. The variations of the errors of the derived specieswise volumes were rather similar to all the simulation methods in both data sets. For data set CC1b, the biases of the specieswise stand characteristics were closest to the observed biases in the stand-level inventory with both Monte Carlo methods without trend and for data set CC2 they came closest with both Monte Carlo methods with bias correction.
Discussion
This study deals with the simulation of erroneous stand-level inventory data for further use in, for example, studies on the consequences of using this kind of stand data in a planning context. In simulation experiments the considered methods for error generation were the 1nn-method, the empirical errors method and the Monte Carlo method with log-normal and multivariate lognormal error distributions. The Monte Carlo method with multivariate error distributions was found to be the most fl exible simulation method. The method produced the required error variance with relations between the errors of the median basal area tree characteristics. However, if the reference data are extensive the 1nn-method and in certain conditions also the empirical errors method offer useful tools for producing error structures which can be expected in reality.
For all tree species, correlations between the errors of the basal area median diameter tree characteristics were positive in the stand-level inventory. This was expected because the median tree characteristics are measured from the same tree. Ståhl (1992) also found signifi cant correlation between these variables. Correlations between the basal areas of the tree species were slightly negative. Thus the errors of the basal area of one tree species were opposite to the other tree species within the stand.
The 1nn-method and empirical error method produce error structures which are expected in practise; the relations between the errors of the different tree and stand characteristics can be kept reasonable because the reference data are chosen from among genuine samples. The use of both methods is very easy; they do not require any assumptions about error distributions or relations between the errors of the stand characteristics. However, when using the methods it is necessary that the reference data be as large as in this study. The error variation has to be the same in the reference data and in real conditions, otherwise the variation of the estimated errors does not correspond to reality. The number of nearest neighbours is restricted to one. However, the variation of the most similar neighbours can be added using the random parameter in distance functions.
The reference data used in this study was found to be adequate for the purposes of this study. It is not certain if the more extensive reference data would have given better simulation results with both the 1nn-method and the empirical errors methods. The specieswise variation between the two methods and the stand-level inventory originates mostly in the composition of the reference data.
The structure of the errors of the stand-level inventory varies with the size of a stand. Data from small stands usually have better precision than data from large stands (Poso 1983 , Ståhl 1992 , Pigg 1994 . The size of the stand also has an infl uence on the calculation of the true values if the sampling error is not properly noted when the amount of the checking plots is defi ned (e.g. Laasasenaho and Päivinen 1996) . The use of the size of a stand can also be tested as a variable in distance measure in extensive reference data. The error variances estimated with both Monte Carlo methods were quite similar to the observed variance in the stand-level inventory. However, this demanded specifi c information about error variances of the stand characteristics of the test areas. In complex systems like stand simulation models the use of independent errors in stand characteristics frequently produces unrealistic relationships between the stand characteristics. Thus the errors of the derived tree characteristics can be surprisingly high. The use of multivariate log-normal distributions allowed taking the relations between the errors of the tree characteristics of the basal area median diameter tree into account. If the assumptions of the joint distributions of the errors are adequate and correct then the Monte Carlo methods offer a useful and fl exible tool for simulating erroneous inventory data for further studies.
In Monte Carlo methods the systematic errors of the stand characteristics can be taken into account by adding a simple systematic error term in the simulation of the erroneous inventory data. However, the magnitude of the bias has to be known before it can be taken into account. The direction of the bias of the stand and tree characteristics may also vary (e.g. Päivinen et al. 1992) . The use of trend can be very worthwhile when there is a tendency to overestimate small stand characteristics and underestimate large ones (Ståhl 1992 ). In the 1nn-method, and to a lesser extent in the empirical errors method, the trend is included implicitly.
The precision of check assessments varied remarkably between surveyors in checking data CC1. However, the infl uence of the surveyor was not considered in this study. In practise the same surveyor measures the stands from the same area and information about the surveyor is mostly available. Thus, it is possible to make a personal error model for the surveyor and calibrate the multivariate distribution with the surveyor's error variance if there is suitable checking material available. It is also possible to make personal multivariate distribution error models for each surveyor and use these regionally in simulations. However, because of the lack of suitable reference data it would be advisable to categorize reference data as a beginner surveyor or an experienced surveyor. The infl uence of the surveyor can be noted easily with the 1nn-method and with the empirical errors method by categorizing the reference data or using surveyor or experience of the surveyors as a distance function variables.
If the error structure of the standwise inventory varies considerably regionally there is a need for regional error models. However, earlier studies (e.g. Laasasenaho and Päivinen 1986) have shown that variation between regions is similar at least for homogeneous stands. The infl uence of the dominance of the tree species on assessment errors also needs further study.
The magnitude of the inventory errors is needed for the calibration of the error distributions. The use of normal variances of the errors from earlier studies produces an error source which can infl uence assumptions of the simulation studies at least when studying forestry units.
This study dealt with subjective inventory methods. However, the results can be utilized in objective inventory methods studies in which the errors are correlated. The variation of the study data was rather high. If the composition of the study data had been different it would have affected the results at least with respect to the 1nn-method and empirical errors method. When utilizing these methods it would be useful to have reference data and target data that were as similar as possible.
