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Abstract 
In this paper, detecting and segment the moving vehicles by making use of dynamically adaptive threshold using the full-
search sum of absolute difference (FSSAD) algorithm. In the past, Gaussian based background model is used to detect 
the moving objects. It cannot effectively deal with sudden change in illumination, snowfall, fog, and repetitive motions 
such  as  swaying  leaves.  In  this  paper,  FFSAD  follows  three  steps.  First  step  is,  calculate  the  motion  energy  using 
differentiate between moving vehicles and a dynamic background. Next step is modiﬁcation using the adaptive-motion 
threshold, which not only reduces the false motion but improves the computational efﬁciency as well. Final step is the 
boundary extraction of moving vehicles. The experimental results show that the comparison with other methods that are 
proposed  in  the  literature  shows  that  our  approach  achieves  better  segmentation  and  is  suitable  for  real-time 
implementation. 
Index term: Block-matching algorithm (BMA), challenging weather conditions, trafﬁc monitoring, vehicle segmentation. 
I. INTRODUCTION 
Several approaches have been proposed for motion detection and segmentation by different researchers. The sequences 
of low-resolution grayscale frames have been used in [1] to identify motion regions. An empirically determined ﬁxed value of 
threshold has been applied using temporal difference to identify moving regions that are clustered using connected component 
labeling. A similar approach has been proposed in [2] to segment moving vehicles for detecting traffic accidents. A BMA-based 
approach has been used in [3] using normalized cross correlation as a similarity measure to determine the motion using a ﬁxed 
value of threshold. An approximate median ﬁlter, which was proposed in [5], makes use of a recursive technique to estimate the 
median to construct adaptive background. The aforementioned approaches can determine the motion in low-resolution videos 
but are suitable when the background conditions are favorable. The ﬁxed value of threshold that has been used would not adapt 
to the dynamic weather conditions in outdoor applications. To address the challenges related to the scene with fog and snow, [6] 
proposes to compute cross correlation between long-and short-term accumulated histograms using a sequence of frames. It has 
been shown that this approach effectively detects the moving objects. However, to generate a stable histogram, multiple frames 
need to be accumulated, which makes it computationally expensive and less sensitive to sudden change. A computationally 
efficient approach that was proposed in [4] makes use of temporal difference that was obtained using three consecutive frames to 
identify moving regions in a trafﬁc sequence. The removal of uninteresting motion that is caused by waving leaves is done by 
the assumption that the moving vehicles are supposed to have a relatively large size compared to the uninteresting motion, which 
may not be always true. 
 
II. PROPOSED METHOD 
The block diagram of proposed method (FFSAD algorithm) as shown in fig.1. 1237 
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Fig.1. block diagram of proposed method. 
To detect and segment the moving vehicles followings given steps 
·  Read the traffic surveillance video 
·  To compute the motion detection between consecutive frames 
·  Apply adaptive threshold that is derived from every frame being processed that can effectively differentiate foreground 
from background 
·  In the blob detection step, we group the motion blocks based on their relationship between neighboring blocks. 
·  To extract boundary detection based on morphological operation 
·  Remove the false motion to get segmented object 
·  Each block in fig.1. explained as explained given below 
A.  Motion detection based on consecutive frames 
To compute the motion between frames, we divide the reference frame Rf into nonoverlapping candidate blocks Cb, 
which are identiﬁed as Cb(p,q). We compute the motion for a candidate block of size N × N using 
 
Where SAD(m, n) is the absolute difference at pixel location, (m, n), [−d, d] is the search region, and MV refers to the motion 
vector at a minimum value of SAD. Every candidate block carries out the search within a speciﬁed area of the current frame, 
called a search window. We divide Cf into overlapped search windows of size 2N × 2N.The overlapping of the search windows 
ensures that the motion observed on the boundary of two search regions can effectively be identiﬁed. 
B. Blob Detection 
In  the  blob  detection  step,  we  group  the  motion  blocks  based  on  their  relationship  between  neighboring  blocks. 
Consider the frames to be of sizeMx ×My.Let I(x, y) denote the pixel intensity at location (x, y), t1 and t2 denote time; then, the 
motion energy at every pixel location is computed as 
MEx,y = |I(x, y, t1) − I(x, y, t2)| 
To compute the motion energy per block, we divide theframes into blocks of size N × N. Let the number of blocksalong the x- 
and y-axes be Wx and Wy; then, the motion energy computed for each block is given as IJECSE, Volume4, Number 4  
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C. adaptive dynamic threshold 
we can compute the adaptive-motion threshold Th to retain only the vehicle motion as 
Th = 2CbME + βCbME 
Where β is a precision factor. 
The choice of precision value is quite intuitive: when the background is very heavily changing due to heavy snowfall, 
shaking camera, or noisy videos or the majority of the scene is with swaying leaves, it can have a positive value; otherwise, it is 
either zero or less. Based on the scene background, the motion energy experienced by the candidate blocks varies. 
LetWx ×Wy be the total number of candidate blocks along the x- and y-axes. As aforementioned based on the analysis, the 
motion energy of the moving vehicles is higher than nearly twice the AME. Let Thi be the initial threshold, where 
Thi = 2CbME. 
C. Boundary Extraction 
Boundary  extraction  is  a  process  to  extract  the  boundary  of  a  sample  curve  or  an  image.    In  this  project,  some 
modification is made to the algorithm from Eddins (2006) to extract the boundary. This algorithm is chose because it can extract 
the boundary properly and the result can be used to extract the data. Before extracting the boundary,  the  selected  image  should  
be  edited with  the Adobe Photoshop  and Adobe  Illustrator  to  remove  it from noise so  that  it will becomes smoother.  If the 
image is not smooth, the algorithm of boundary extraction cannot produce a good result. However, when the image is already 
clean and smooth, the process of editing is skipped. The process is continued to obtain the binary image by threshold the image. 
The algorithm from Eddins (2006) is used to threshold the image. The binary image is in black and white colour and only has 
two pixel values. The object is in white colour and the background of the object is in black colour. The pixel value for the  object  
is  one  and  the  background  of  the  object  is  zero. 
D. Suppression of False Motion 
After the application of the dynamic threshold, most of the false motion that was caused due to dynamic background is 
eliminated. However, there exists some region of background that has motion energy comparable to the energy of moving 
vehicles that appears in the frame as foreground. 
A chosen candidate block of size 4 × 4 can detect a ﬁne motion exhibited by the moving vehicle and occupies multiple 
blocks that cover the vehicle area, whereas in most of the cases, the background motion blocks exhibit one of the following 
characteristics: 
• a single block; 
• a connected chain of blocks in a straight line; 
• spanning few blocks across the left and right axes of the 1239 
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center of the convex hull. When building the convex hull, we check if the connected component exhibits any  one of the 
aforementioned properties, and if the answer is positive, we discard the respective motion blocks. 
III. RESULTS 
Orginal frames
 
Fig.2. 20
th frame from vehicle video 
 
Fig.3. vehicle segmentation using FFSAD method at 20
th frame 
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Fig.4. Total execution time for different sequences (in seconds) for 30 frames using FFSAD algorithm 
 
IV. CONCLUSION 
In this paper, detecting and segment the moving vehicles by FSSAD algorithm. The strategy for the computation of the 
adaptive-motion  threshold  not  only  distinguished  the  moving  vehicles  from  the  background  but  also  led  to  considerable IJECSE, Volume4, Number 4  
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reduction in the computation time of FSSAD. The comparative study carried out with other proposed techniques that address the 
similar challenges also shows the robustness of our algorithm in reducing the false motion and retaining all the moving vehicles, 
even under poor visibility and with the similar texture as that of the dominating background. 
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