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Abstract
The doubly stochastic single eigenvalue problem asks what is the set DSn of
all complex numbers that occur as an eigenvalue of an n-by-n doubly stochastic
matrix. For n< 5, this set is known and for the analogous set for (singly) stochastic
matrices, the set is known for all n. For Pk, the polygon formed by the k-th roots
of unity, ∪nk=1Pk ⊆ DSn, as is easily shown. For n < 5, this containment is an
equality, but for n = 5, the containment is strict (though it is close). Presented
here is substantial, computational evidence that the containment is an equality for
6≤ n≤ 10 and for what DS5 actually is.
1 Introduction
The nonnegative inverse eigenvalue problem (NIEP) asks which spectra occur among
n-by-n, entry-wise nonnegative matrices. This problem is solved for n < 5 and a sub-
stantial amount is known for n = 5 [JMPP], but the problem is generally wide-open
and is perhaps the most sought-after problem in matrix analysis. The general case is
known to be equivalent to the row stochastic special case [J], and, there, at least the
single eigenvalue version is understood [DD, K, JP]. The region Kn of the complex
plane consisting of all complex numbers that occur as an eigenvalue of an n-by-n row
stochastic matrix is known to be a certain subset of the unit disc; it contains all roots
of unity of order ≤ n, and the boundary consists of known algebraic arcs connecting
consecutive ones of these. Except for flat portions on the right, these arcs curve inward
unimodally and the set is simply connected, even star-shaped with respect to 0 and 1.
See [JP] for a rather explicit description.
Like the row stochastic version, the general doubly stochastic inverse eigenvalue
problem (DSIEP) is also quite open. However, there, the single eigenvalue version is
also open. Let DSn denote the set of all complex numbers that occur as an eigenvalue of
an n-by-n doubly stochastic matrix. This set is again a subset of the unit disc (of course,
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DSn⊆Kn) that is simply connected, but its boundary is not known. Let Pk be the regular
k-sided polygon that is the convex hull of the k-th roots of unity. If k ≤ n, it is easy
to see, using permutation matrices [PM], that Pk ⊆ DSn, so that PMn = ∪nk=1Pk ⊆ DSn,
for each positive integer n. For n < 4, it has been shown [PM] and is easy to see that
PMn = DSn. For general n, this is sometimes known as the Perfect-Mirsky Conjecture
(PMC), though Perfect and Mirsky did not officially make this conjecture.
Much later than [PM] a very slight counterexample to the PMC was found [MaRi]
for n = 5. Little was said in [MaRi] about how this counterexample was found, and it
had no implication for the validity of the PMC for n= 4 or n> 5. We will discuss n= 5
in greater detail later. However, after [MaRi], a proof of the PMC was found for n= 4
[LPK]. This is where the question of DSn stands at this point. DSn = PMn for n < 5;
DS5 6= PM5 and PMn ⊆ DSn, for n > 5, while whether equality occurs is not known.
In the case n= 5, the exact boundary of DSn is not known, as well as for n≥ 6. Since
DSn ⊂ DSm ⊂ unit disc, for n < m, with the containments proper, counterexamples to
DSn = PMn for one n convey little about equality for larger n. In fact PMn converges
fairly rapidly to the unit disc.
Our purpose here is to present suggestive evidence from computation about the
boundary of DS5 and about the PMC for 5 ≤ n ≤ 10. The idea is to use the fact that
the n-by-n doubly stochastic matrices are the convex hull of the n-by-n permutation
matrices and that the number of permutation matrices needed for any individual dou-
bly stochastic matrix is limited. Note that Pk is the convex hull of the eigenvalues of
the permutation matrices that are the powers of a full k-cycle, and for each edge of
Pk, only two powers are needed, and then only I is needed to get the interior. With
some observations, the eigenvalues that occur for doubly stochastic matrices that are
convex combinations of only pairs of noncommuting permutations may be computed
very accurately for n≤ 10 (and, perhaps, higher), and for n= 5,6 triples may be com-
puted along with quadruples for n = 5. The n = 5 counterexample of [MaRi] comes
2
from a noncommuting pair. These calculations are entirely consistent with the PMC
for n > 5. For n = 5, they are consistent with the conjecture that the boundary of
DSn is determined by doubly stochastic matrices that are convex combinations of just
two permutations, and that, essentially, there are no additional counter-examples to
the PMC. This is reminiscent of the work in [JP] that shows that the Karpelevic arcs
that bound Kn are determined by the one-parameter families of relatively simple row-
stochastic matrices. Indeed, the work for n > 5, is also consistent with the conjecture
that pairs of permutations determine the boundary of DSn. There may be something
deeper here about eigenvalues of matrices lying along a path between two matrices and
about boundary eigenvalues for the convex hull of several matrices. So we hope that
this work may promote interest in determining the boundary of DSn, as well as some
broader theoretical questions.
In the next section, we discuss how we calculated the eigenvalues of convex com-
binations of pairs of permutations for general n, and then for triples and quadruples
of permutations for n = 5,6. In the following section, a detailed discussion of DS5 is
given, and then a discussion of findings for n> 5. Finally, we discuss the larger picture
in the final section.
2 Computational approach
In this section we will discuss the various ways we reduced the number of calcula-
tions necessary to depict the boundary of DSn. A blunt approach is to generate every
doubly stochastic matrix of size n-by-n entry-by-entry. Begin by picking every com-
bination of n2 values from a discrete sampling of the range 0 to 1 and arranging them
into a matrix. Discard matrices that aren’t doubly stochastic and aggregate the resulting
eigenvalues of those matrices. We use a discrete sampling because computers can typ-
ically only represent discrete numbers. If we followed this approach, given k uniform
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discrete samples in the range 0 to 1, we would need to calculate the eigenvalues k(n−1)2
times.
As n increases, that number of calculations quickly becomes unmanageable. For
example, with k = 10 and n = 5 we would need to calculate the eigenvalues for 1016
matrices. As such, we searched for ways to limit the number of calculations necessary
to accurately capture DSn.
One way to limit the number of calculations is to decompose the doubly stochastic
matrices. According to Birkhoff’s Theorem [B], every doubly stochastic matrix is a
convex combination of permutation matrices, often in several ways.
Definition 1 By the Birkhoff Theorem, every n-by-n doubly stochastic matrix M can
be decomposed into a convex combination of n-by-n permutation matrices. In other
words, there exists t1, t2, . . . , tk ≥ 0,
∑k
i=1 ti = 1 and permutation matrices P1,P2, . . . ,Pk
such that M =
∑k
i=1 tiPi. Let BD(M) denote the Birkhoff decomposition of M into∑k
i=1 tiPi.
Example 2 Here is the Birkhoff decomposition for the [MaRi] exception to the PMC
when n= 5:

0 0 0 1 0
0 0 t 0 1− t
0 t 1− t 0 0
0 1− t 0 0 t
1 0 0 0 0

= t

0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1
1 0 0 0 0

+(1−t)

0 0 0 1 0
0 0 0 0 1
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

Since every doubly stochastic matrix of size n is a convex combination of permu-
tations of size n, we know a BD includes at most the total number of permutations or
n!. As such we could generate every doubly stochastic matrix by taking every possible
convex combination of all permutation matrices. Of course, in reality we are unable to
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calculate the infinite number of convex combinations because of the discrete nature of
computers. So we could sample each combination value, ti, from k uniform discrete
values of the range 0 to 1. The number of convex combinations created this way is
an analogous problem to the number of partitions of n for which there is a generating
function, but no closed solution. While the number of those combinations will be less
than our original entry-by-entry method, the number of eigenvalue calculations is still
unmanageable for large n.
However, as shown in Example 2, some doubly stochastic matrices can be decom-
posed into far fewer than n! permutations. In fact, we can set additional upper bounds
on the maximum number of permutations needed for a decomposition.
By the Marcus-Ree Theorem [MaRe], the Birkhoff decomposition can be further
bounded to only include at most (n− 1)2 + 1 permutations. This is because given
(n−1)2 entries of a double stochastic matrix, we can determine the remaining 2n−1
entries since all row and column sums are 1. So to generate the convex hull of the
(n−1)2 dimensional space, we’ll need at most (n−1)2+1 permutation matrices.
While MR puts a significant upper bound on the maximum number of permutation
matrices needed to decompose a doubly stochastic matrix, for larger matrices, generat-
ing all doubly stochastic matrices using MR still will be difficult. As such, we sought
to lower the number of permutations necessary even further.
As stated in the introduction, we will later show that DSn is star-shaped from the
origin by taking a convex combination of every doubly stochastic matrix along the
boundary of DSn and the identity. As such to verify the PMC it is only necessary to
know the boundary of DSn.
Conjecture 1 The boundary of DSn is composed of convex combinations of pairs of
permutations.
By Conjecture 1, we could calculate the boundary of DSn by taking every possi-
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ble convex combination of two permutations. So if we sample k discrete combination
values, as before, using pairs allows us to only calculate eigenvalues for k(n!)2 com-
binations. Therefore for k = 10 and n = 5, we would need to calculate eigenvalues
for 10(5!)2 = 144000 matrices which is markedly better than the approximately 1016
calculations necessary in our entry-by-entry method.
However, assuming conjecture 1, we can do even better. Since we’ve set the number
of matrices involved in combinations as low as possible, we now focus on limiting
the number of pairs of permutations we need to consider. If we number each n-by-n
permutation matrix P1 to Pn!, it is easy to see that combinations of Pi and Pj are the
same as combinations of Pj and Pi. Therefore, with discrete sampling k as before, we
only need to calculate eigenvalues for k
∑n
i=1 n− i= kn(n+1)2 combinations.
Additionally, since we are only concerned with representing DSn and not actually
every doubly stochastic matrix, we can reduce the number of eigenvalue calculations
we make by removing combinations that produce the same eigenvalues. First we will
introduce some definitions that will help us.
Definition 3 Let P be a n-by-n permutation matrix. We can decompose P into the
product of disjoint cycles θ, such that for every non-zero entry of P at position i, j,
θ(i) = j.
Example 4 Given the matrix
P=

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

,
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we can decompose P into
θP = (1 2 3)(4 5) .
Definition 5 The cycle type of a permutation matrix P is the enumerated lengths of the
cycles that compose P. In example 4, we would say P’s cycle type is 3-2.
Definition 6 The canonical form for a cycle type θ is the direct sum of the circulant
matrices of size equal to the length of each cycle of θ in natural order.
Example 7 The canonical form of the 3-2 cycle type is

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

=

0 1 0
0 0 1
1 0 0

⊕ 0 1
1 0

Every permutation matrix of cycle type θ is a renaming of the canonical form of θ
so any permutation is permutation similar to its canonical form.
Theorem 8 Consider any pair of permutation matrices P and Q. If C is the canonical
form of P, then the convex combination of P and Q is similar to the convex combination
of C and some permutation of P.
Proof. Consider the convex combination of P and Q, tP+(1− t)Q. Then
tP+(1− t)Q
= RT (tP+(1− t)Q)R, for some permutation matrix R
= tRTPR+(1− t)RTQR
We can choose R to make RTPR the canonical form of P. Therefore tP+(1− t)Q is
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similar to tC+(1− t)RTQR.
Since every convex combination of each pair of permutation matrices is similar to
the canonical form of one matrix and a permutation similarity of the other matrix, we
no longer need to take the convex combination of pairs of permutations and instead
only have to consider the convex combination of the canonical forms of each cycle
type and every permutation matrix.
A closed form of how many combinations this constitutes is not known, as the
number of cycle types is equivalent to knowing the conjugacy classes of the symmetric
group Sn, an open problem. However, with a discrete sampling of k= 10 as before and
n= 5, we need to calculate eigenvalues 10 ·7 ·5!= 8400 combinations, much less than
the 144,000 calculations mentioned a moment ago.
While we did not find more computationally efficient ways to reduce the number of
calculations, since we are trying to find additional exceptions to PMC, we can discard
certain eigenvalues. Since the spectral radius of doubly stochastic matrices is 1, their
eigenvalues will never exceed -1 or 1 along the real axis and never exceed −i or i
along the imaginary axis. Additionally, since the fourth roots of unity are 1, i,−1,−i,
eigenvalues lying on the real or imaginary axis will not be outside the PMC region
and can be discarded. Another economy arises since every real matrix with a complex
eigenvalue also has that eigenvalue’s complex conjugate as an eigenvalue, only one of
complex conjugate pair needs to be tracked (we use the positive imaginary value for
simplicity).
Now that we’ve discussed the computational simplifications we employed to limit
the number of calculations necessary, we will discuss how we actually did those calcu-
lations. The general psuedocode of the algorithm to generate all relevant eigenvalues
from combinations of permutation pairs is as follows:
generate_eigenvalues(n, k):
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evals = empty list
for matrix C in cycle_representatives(n):
for matrix P in permutations(n):
for t in [0, 1/k, 2/k,..., 1]:
M = t*C + (1-t)*P
for eval in eigenvalues(M):
if eval.imag > 0 and eval.real != 0:
evals += eval
The given values n and k correspond to the size of the matrices being examined and
the number of combinations for each pair of permutations, respectively. The function
cycle representatives(n) returns a list of pre-entered representatives from
each cycle type of permutations sized n. Likewise, the function permutations(n)
returns a list of every permutation matrix of size n.
Permutations and the combination value t were obtained using the Python itertools
package. Eigenvalues were calculated using Scipy wrapper on top of the Intel Math
Kernal Library (Intel MKL).
We now have the complete set of eigenvalues generated from combinations of per-
mutation pairs. Next, we want to verify that all those eigenvalues are consistent with
the PMC. At first, we verified this by sight, creating figures with the eigenvalues plotted
along the real and imaginary axes and the outline of the Perfect-Mirsky region overlaid
on top. While we’re confident this was an adequate method to test whether any par-
ticular eigenvalue was inside the PM region, for larger data sets, generating the figures
became too computationally expensive.
As such, we additionally verified our results by checking whether each individ-
ual value was within the set of line segments that define the PM region. Here is the
psuedocode for that algorithm:
9
in_pm_region(eval, fudge_factor):
x_ranges = empty list
lines = empty list
for sides in [3,...,size]:
for point in [0,...,floor(sides/2)-1]:
x1, x2 = cos(point*2*pi/sides), cos((point+1)*2*pi/sides)
y1, y2 = sin(point*2*pi/sides), sin((point+1)*2*pi/sides)
m = (y2-y1)/(x2-x1)
b = y1 - m*x1
x_ranges += (x2, x1)
lines += (m,b)
in_region = false
for index in [0,...,|x_ranges|]:
x1, x2 = x_ranges[index]
if eval.real >= x1-fudge_factor and e_val.real <= x2+fudge_factor:
m, b = lines[index]
if e_val.imag < (m * e_val.real + b + fudge_factor):
in_region = True
return in_region
The first block of code generates the lines that compose the PM region. In practice,
to save on computation, we only generate those lines once. The second block of code
checks if the eigenvalue has a larger imaginary part, within a certain ”fudge factor”,
than all the lines that contain the eigenvalue’s real portion in their real domain. The
fudge factor is a preset value to cover underlying imprecision in computer representa-
tion of decimal numbers. In our results, the fudge factor was set to 10−6.
Now that we have a method of checking whether eigenvalues are in the PM region,
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if all we are looking for is exceptions, we don’t have to store them. However, realis-
tically, we still want to store them so we can examine them later without regenerating
the entire body of calculations.
For large n, storing the eigenvalues quickly becomes difficult. Consider our current
approach for n = 10 with k = 5 combinations for each permutation pair. Their are 42
permutation cycle types when n = 10, so we are generating 5 ∗ 42 ∗ 10! = 762048000
combinations. Each combination produces 10 complex eigenvalues, which we’ll con-
servatively say are represented with two 64-bit floating point numbers. Then, without
considering any overhead, we need to store 762048000 ∗ 10 ∗ 128 = 975421440000
bits or approximately 121 gigabytes in active memory–far larger than what is typically
available on consumer hardware. That calculation included eigenvalues we said we
could discard, but even with those discarded we would best-case reduce the storage
usage to 60 gigabytes.
As such, we decided to implement a more efficient storage solution with sqlite3
databases. The primary benefit of sqlite3 is it requires much less memory to store each
individual eigenvalue, reducing the total amount we need to store. Additionally, sqlite3
stores our data persistently, allowing us to both access our exact results after program
termination as well as use the size of non-volatile memory which is typically much
larger than active memory.
Despite employing some computational economies in our code, our solution is def-
initely not the most efficient. We could store the list of permutations in a fixed list
instead of regenerating them for each new combination. Storing thos permutations
would require a lot more active memory (around 3 gigabytes in the n = 10 case) but
would avoid unnecessary matrix multiplication operations.
Another improvement would be to tune our eigenvalue solver. We use a general
eigenvalue solver with very general settings. We could employ an eigenvalue solver
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with an iterative process. Then for each pair of permutations we would calculate the
first combination and for each additional calculation we could use the eigenvalues of
the previous calculation as our starting point. Since the eigenvalue solver is itera-
tive, starting from a close approximation of the eigenvalues under consideration would
greatly speed up the solver. Unfortunately, modern eigenvalue solvers are very ad-
vanced and modifying one can be difficult and sacrifices certainty in the results of the
solver.
However, perhaps the largest improvement we didn’t take advantage of was par-
allelism. Finding DSn requires large chunks of independent eigenvalue calculation
that naturally separate along combinations with each cycle type. By distributing these
chunks to separate computational cores, we could theoretically divide close to the max-
imum time required by the number of cores, plus some overhead. In modern consumer
machines, this would likely cut the time required for calculation to 1/8 the original
time.
3 DS5
DS5 is of particular interest here as the only known exception to PMC occurs at this
size. [MaRi] describes the exception matrix as
Pt =

0 0 0 1 0
0 0 t 0 1− t
0 t 1− t 0 0
0 1− t 0 0 t
1 0 0 0 0

for which exceptions occur with t ∈ [0.49,0.51]. We calculated the more precise range
as t ∈ [0.451,0.549]. While we arrived at that range computationally, the characteristic
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polynomial of Pt is
−λ5+λ4+λ+λ3t2+2λt2−3t2−λ4t+λ2t−3λt+3t−1
and by solving with line segments forming the boundary of the Perfect-Mirsky region,
one may be able to figure out the exact range.
Exception (shown in red) to Perfect-Mirsky region (shown in black) when n= 5
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Enlarged view of exception
Additionally, our previous discussion centers around the exception curve that de-
fines the boundary, but if we consider combinations of three matrices, we can generate
every eigenvalue outside PMC and within DS5. Given doubly stochastic matrix M
with eigenvalue λ, by taking the convex combination of M with I, we generate every
eigenvalue on the line segment from λ to 1.
Lemma 9 DSn is a closed set that is connected and star-shaped from the origin and 1.
However [MaRi] also didn’t enumerate all the additional matrices that generate the
exceptions to PMC. While we found 120 total size n = 5 doubly stochastic matrices
that generate an exception, all but 10 were permutation similar to each other. Here are
those 10:
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(1− t)

0 1 0 0 0
1 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 0 1 0 0

+ t

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 1 0 0 0

=

t 1− t 0 0 0
1− t 0 t 0 0
0 0 0 1 0
0 0 0 0 1
0 t 1− t 0 0

(1)
(1− t)

0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1
0 1 0 0 0

+ t

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 1 0 0 0

=

t 0 1− t 0 0
0 0 t 1− t 0
1− t 0 0 t 0
0 0 0 0 1
0 1 0 0 0

(2)
(1− t)

0 0 0 1 0
0 0 1 0 0
0 0 0 0 1
1 0 0 0 0
0 1 0 0 0

+ t

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 1 0 0 0

=

t 0 0 1− t 0
0 0 1 0 0
0 0 0 t 1− t
1− t 0 0 0 t
0 1 0 0 0

(3)
(1− t)

0 0 0 0 1
0 0 1 0 0
0 0 0 1 0
0 1 0 0 0
1 0 0 0 0

+ t

1 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
0 1 0 0 0

=

t 0 0 0 1− t
0 0 1 0 0
0 0 0 1 0
0 1− t 0 0 t
1− t t 0 0 0

(4)
(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 1

=

0 1 0 0 0
0 0 1 0 0
1− t 0 0 t 0
t 0 0 0 1− t
0 0 0 1− t t

(5)
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(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0
1 0 0 0 0

=

0 1 0 0 0
0 0 1 0 0
1− t 0 0 0 t
0 0 0 t 1− t
t 0 0 1− t 0

(6)
(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 1 0 0 0
0 0 0 1 0
1 0 0 0 0
0 0 1 0 0
0 0 0 0 1

=

0 1 0 0 0
0 0 1− t t 0
1 0 0 0 0
0 0 t 0 1− t
0 0 0 1− t t

(7)
(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 1 0 0 0
0 0 0 0 1
1 0 0 0 0
0 0 0 1 0
0 0 1 0 0

=

0 1 0 0 0
0 0 1− t 0 t
1 0 0 0 0
0 0 0 t 1− t
0 0 t 1− t 0

(8)
(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 0 0 1 0
0 0 1 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 0 1

=

0 1− t 0 t 0
0 0 1 0 0
1 0 0 0 0
0 t 0 0 1− t
0 0 0 1− t t

(9)
(1− t)

0 1 0 0 0
0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 0 0 1 0

+ t

0 0 0 0 1
0 0 1 0 0
1 0 0 0 0
0 0 0 1 0
0 1 0 0 0

=

0 1− t 0 0 t
0 0 1 0 0
1 0 0 0 0
0 0 0 t 1− t
0 t 0 1− t 0

(10)
Careful study of these matrices lead to some interesting observations. First, every
matrix is the convex combination of one permutation with cycle type 4-1 and one per-
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mutation with cycle type 3-2. This finding aligns with our expectations, as the curve
that generates the exception begins at a third root of unity and ends at the adjacent
fourth root of unity.
Another observation is the occurrence of standard basis vectors in the matrices. All
10 of the matrices contain exactly two standard basis vectors as columns. While we are
not certain what the significance of the standard basis vectors is, combinations of 4-1
and 3-2 cycle distribution matrices can have anywhere between 0 to 3 standard basis
vectors.
Possibly most importantly, all these matrices must be similar since they generate
the same distinct eigenvalues from the same characteristic polynomial, however none
of them are permutation similar. This implies there is a non-permutation similarity
between any pairs of these matrices.
Of course, the exception curve does not give the only eigenvalues in DS5. Here is a
diagram of our calculations for the whole region:
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That figure was generated using the same method described in the computational ap-
proach section. We know this figure is solid because DSn is star-shaped from both 0
and 1.
As mentioned in the introduction, we also examined convex combinations of three
and four permutations for doubly stochastic matrices of size 5. We wanted to see if
including more matrices revealed any more about the boundary of DS5 and matrices
size 5 were small enough to accomplish this in a reasonable time frame.
Consider that Theorem 8 shows convex combinations of only the canonical form
from each cycle type and every permutation generates the same eigenvalues as convex
combinations of pairs of permutations. So, when we include additional permutations in
a convex combination, that is the same as taking a convex combination of every doubly
stochastic matrix generate by pairs and that additional permutation. As such, we may
allow one permutation to be represented by the canonical form from each cycle type
for convex combinations including any number of permutations.
A close up of the exception with the eigenvalues generated convex combinations of
two permutations in red and the eigenvalues generated by convex combinations of three
permutations in black.
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Therefore, calculating eigenvalues for the convex combinations composed of canon-
ical forms for each cycle type and pairs of every permutation, we can say there is no
difference in the boundary of DS5 for pairs of permutations and ”triples” of permuta-
tions. Of course, the interior of DS5 is more full. In fact, if Conjecture 1 holds, then by
Lemma 9 and its preceding comment, the entire interior of DS5 is full.
We also calculated the eigenvalues for every convex combination of four permuta-
tions. Though quadruples of permutations proved to be too computationally large to
graph, we found no additional exceptions to the PMC so we may conclude that quadru-
ples of permutations do not alter the boundary of DS5 from pairs of permutations.
Since neither convex combinations of three permutations nor convex combinations
of four permutations altered the boundary of DS5 from convex combinations of pairs of
permutations, all computational evidence we have points to Conjecture 1 being correct.
In fact, including more than two permutations in a convex combination produces some
averaging effect. We support that assertion with the following collection of pictures.
For each picture consider three permutation matrices, P1,P2,P3. The red lines represent
eigenvalues from convex combinations of P1 with P2. Likewise, green and blue lines
represent eigenvalues form convex combinations of P2 with P3 and P3 with P1, respec-
tively. The smaller black dots are eigenvalues resulting from the convex combination
of P1, P2, and P3. As always, the Perfect-Mirsky region is shown in black and the real
and imaginary axes as well as the unit disc are shown in dark gray.
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4 DSn,n> 5
Until we find a complete description of DSn, the scope of what sized doubly stochas-
tic matrices do not produce an exception to PMC remains an interesting facet of the
DSIEP. In our work, we calculated eigenvalues of pairs of permutations in the way
discussed in section 2 for doubly stochastic matrices of size 6 ≤ n ≤ 10. For all of
those sizes, we found no exceptions to the PMC. Shown below are visual results for
DSn, 6 ≤ n ≤ 8. For sizes larger than 8, producing a figure was too computationally
intensive.
Results for DS6
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Results for DS7
Results for DS8
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There are a couple of interesting observations to make as the matrices increase
in size. The first is that DSn−1 ⊂ DSn. We can show this by constructing all n-by-n
matrices using every n−1-by-n−1 doubly stochastic matrix direct summed with the 1
matrix. Since those matrices are block diagonal and the upper left blocks contain every
eigenvalue in DSn−1, DSn contains DSn−1. Using this observation, we can see how the
Perfect-Mirsky region grows upon itself.
From that another valuable observation arises: the possible area of the unit disc
for an exception to the PMC to occur in is shrinking. Since the Perfect-Mirsky re-
gion always increases in area as the size of the doubly stochastic matrices grow, the
probability that an exception to the PMC occurs in higher DSn seems more and more
unlikely.
The last observation is about the exponential nature of the problem. As the n in
DSn grows, the largest increasing factor in computation time is the number of permu-
tation matrices which increases at n!. However, we also have to consider that since the
matrices themselves are increasing in size, the time required to take the convex combi-
nations, the time required to calculate their eigenvalues, and the time required to check
each additional eigenvalue is inside the Perfect-Mirsky region are also all increasing.
While we know there are further economies possible in our code, we expect the greatest
increase in computational evidence for the PMC will come as computers themselves
get stronger.
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