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概要
社会における IT (情報技術) システムの役割が大きくなる一方で, システムを構成する
プログラムの誤動作が重大な事故, 事件につながるケースも報告されている. LMMtal は
これらのシステムの動作を簡潔に記述することができる高い表現力と, 記述したシステム
の安全性や信頼性を, 形式手法の一つであるモデル検査によって証明する機能を備えた処
理系を有するプログラミング言語である. より大規模で複雑なシステムへの適用を目指し,
言語の表現力の拡充や実行性能の向上, モデル検査機能の改善が進められている.
LMNtal プログラムは基本構造であるアトムと, それらを一対一に接続するリンク, 階
層構造を形成する膜からなる階層グラフ構造を, 書換え規則であるルールによって書き換
えることで計算処理が進行する. ルール適用の際には, 書換え対象となる部分グラフを探
索する処理 (マッチング) が行われるが, プログラムの記述方法によっては非効率的なマッ
チングが発生し, 実行性能 (特に時間計算量) を著しく低下させてしまう問題があった.
本研究では, 論理プログラミング言語が持つ論理変数など, LMNtal がこれまで表現困
難としてきたデータ間の多様な参照関係を持つモデルを主な対象としている. これらのモ
デルは, 従来の LMNtal が扱う階層グラフ上で表現すると, 構造が複雑化し, さらには非
効率的なマッチングを発生させ, 実行性能の低下を招くことが報告されている.
そこで LMNtal を階層ハイパーグラフ構造の書換えに基づく言語モデル (HyperLM-
Ntal) へと拡張し, データ間の一対一以外の参照関係をより自然な形で表現可能にするこ
と, さらには拡張したグラフを利用することで, これらの例題における非効率的なマッチ
ングを防ぎ, 理想的な時間計算量で実行可能にすることを本研究の目的とした. 具体的に
は, LMNtal 処理系にハイパーグラフを記述するための新たな言語機能であるハイパーリ
ンクを実装し, さらにハイパーリンクの接続関係を利用した効率的なマッチング処理の実
装も行った. そして論理変数を持つ言語モデルである Constraint Handling Rules のベン
チマーク問題を中心とした例題を, ハイパーリンクを用いて実際に記述し, 従来に比べて
ハイパーグラフがより自然にエンコードできていること, 理想的な時間計算量でプログラ
ム実行が行われていることを確認した.
本論文では, 今回処理系に実装を行ったハイパーリンクの導入背景と目的, 設計と実装
手法について解説し, ハイパーリンクを用いて記述した例題の記述性や実行性能について
述べる.
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1第 1章
研究の背景と目的
1.1 背景と目的
列車, 飛行機などの交通システムを始めとした大規模なものから, 人工衛星, スマート
フォンなどの複雑なものまで, 我々の生活の至る所に IT (情報技術) が存在する社会と
なった現在, IT システムの根幹を構成するプログラムが社会に果たす役割は拡大の一途
を辿っている. しかし一方で, プログラムの誤動作が重大な事故, 事件を引き起こし, 社会
的に大きな損失を招くケースも報告されている. プログラムの誤動作は, 人の手によって
記述されたプログラムにバグが存在していたり, その動作アルゴリズムに誤りがある場合
に発生することが多いが, それをプログラマが解析し, 誤りが無いことを証明することは
非常に困難である. そのため, プログラムの正しさを検査するための形式手法の必要性が
高まっている.
数あるプログラミング言語の中で LMNtal (Linked Multisets of Nodes transformation
language) は, 実行手順の記述無しに問題の 性質を宣言的に記述することができる宣言的
プログラミング言語に分類される. その中でも特に計算を階層的なグラフ構造の書換えと
し, その計算が並行に進むモデルである点が特徴的であり, 上記のシステムのように複雑
なデータ構造を動的に変化させるようなプログラムを簡潔に記述することが可能である.
加えて近年では, LMNtal によって記述されたモデルが実行時に取り得る状態を網羅的に
探索し, 要求される性質を満たしているかを判定するモデル検査機能を備えた処理系も開
発された. これにより LMNtal の応用分野はシステム検証の分野にまで拡大されたこと
になる. 現在も, 表現力の拡充や実行性能の向上, システム検証機能の改善を目的とした処
理系の最適化が進められている.
LMNtalプログラムはアトム, リンク, 膜, ルールを基本要素としている. アトムはリン
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クによって一対一に接続され、それらが膜によって階層的なグラフ (LMNtalグラフ) 構
造をなしている。これらのグラフ構造を, 書換え規則であるルールによって書き換えるこ
とで計算処理が進む。ルール適用の際には, グラフ構造全体から書換え対象となる部分グ
ラフを探索する処理 (マッチング) が行われるが, プログラムの記述方法によっては非効
率的なマッチングが発生し, 実行性能 (特に時間計算量) を著しく低下させてしまう問題
があった. 非効率的なマッチングを発生させないプログラミング環境を用意することは,
結果として LMNtal の実行性能向上につながると期待できる.
LMNtal を用いてモデルを記述する際, 数学におけるハイパーグラフのように, 任意個
数のデータが互いに参照関係にあるような構造や, 複数のデータが共通する一つのデータ
を参照する多対一の構造を表現したい場合がある. 並行制約プログラミング言語である
Constrain Handling Rules (CHR) が持つ論理変数はその一例である. しかし LMNtal
は言語としてハイパーグラフを扱うことを想定していなかったため, データ間の参照関係
は, リンクによってアトム間を接続する一対一の関係のみに留まっている. 擬似的にハイ
パーグラフを表現することは可能であるが, 構造が複雑化し記述が困難になるだけでなく,
非効率的なマッチングを発生させ実行性能の低下を引き起こす例が報告されていた. 階層
構造を形成し動的に変化する LMNtal グラフ上において, 実用的な形でハイパーグラフを
表現することはほぼ不可能であったといえる.
本研究では, LMNtal 上においてハイパーグラフに代表される多様な参照関係を従来よ
りも自然な形で表現できる環境を用意することで, 結果として非効率的なマッチングの発
生を防ぎ, 実行性能の向上を実現することを目的としている.
そこで LMNtal を数学におけるハイパーグラフを内包した階層ハイパーグラフ構造の
書換えに基づく言語モデル (HyperLMNtal) へと拡張した. 具体的には, ハイパーグラフ
におけるエッジ (ハイパーエッジ) を表現する言語機能として, LMNtal 処理系に対しハ
イパーリンクと呼ばれる新たなデータ構造を追加実装した. そして CHR のベンチマーク
問題を中心とした例題をハイパーリンクを用いて実際に記述し, 実行時間の計測を行うこ
とで実行性能が改善されたことを確認した.
本論文では, LMNtal 処理系へのハイパーリンクの追加実装と, ハイパーリンクを用い
て記述した例題, およびその実行性能について述べる.
1.2 論文の構成
本論文では以降, 次のような流れに沿って記述されている.
第 2, 3 章では, 本研究の主対象となるプログラミング言語 LMNtal の言語仕様, 言
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語処理系について解説する. 第 4 章では, 重要な関連研究となるプログラミング言語
Constraint Handling Rules の言語仕様, 言語処理系について解説する. 第 5, 6 章では,
本研究の主題となるハイパーリンクの設計と実装について解説する. 第 7 章では, 筆者の
卒業研究であり, LMNtal を用いて Constraint Handling Rules のプログラムをエンコー
ドする際に必要となる uniq 制約の基本事項と, 卒業論文執筆後の改良点および評価につ
いて解説する. 第 8 章では, 実際にハイパーリンクを用いて記述した例題の評価を行う.
第 9 章では, 本研究のまとめと今後の課題について解説する.
4第 2章
LMNtal
本章では LMNtal (Linked Multisets of Nodes transformation language) の言語仕様
について解説する. LMNtal処理系の解説は第 3章にて行う. この章の記述は文献 [17, 20]
を基にしている.
2.1 言語概要
LMNtal は階層グラフ構造の書換えによって計算処理が進む宣言型の並行プログラミン
グ言語である. 2002 年より著者が所属する早稲田大学上田研究室にて開発が行われてき
た. LMNtal はその簡潔かつ強力な表現力を活かし, これまでに多種多様な計算モデルの
統合を実現している. 現在は言語仕様の改良による表現力の拡充に加え, システム検証分
野へのさらなる利用拡大を目指した処理系の最適化が行われている.
2.2 LMNtal の基本構成要素
LMNtal プログラムは以下の 4 つの基本要素から構成されている.
² 数学のグラフにおけるノードであり, 名前と 0 個以上の順序付けられたリンクを持
つアトム
² 数学のグラフにおけるエッジであり, アトムを 1 対 1 かつ無方向に接続するリンク
² アトム, リンクから形成されるグラフをグループ化することで, 階層構造の形成,
ルールの適用範囲の局所化を行う膜
² 階層グラフの書換え規則であるルール
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a(L1, b).
{ b(L1).
b(X) :- c(X). }.
a(X, Y) :- d(X, Y).
図 2.1 LMNtal プログラムのテキスト表現
図 2.2 LMNtal プログラムの図的表現
これらの要素を合わせてプロセスと呼ぶ. LMNtal プログラムはグラフ構造を形成するた
め, 図的な表現も容易である. LMNtal プログラムのテキスト表現の例を図 2.1, 図的表現
の例を図 2.2に示す.
2.2.1 アトムとリンク
アトムは LMNtalの基本要素であり, 名前と 0 本以上のリンクを保持する. m 本 (m ¸
0) の順序づけられたリンクを持つアトムを m 価のアトムと呼び, アトムとリンクの組を
ファンクタと呼ぶ. リンクはリンク名を用いて表記し, 同じリンク名をもつアトムの引数
同士が相互接続されていることを表す. リンクの名前は大文字のアルファベット, アトム
の名前は小文字のアルファベットから始まる.
2.2.2 膜
アトムの多重集合は膜 {: : :} で囲むことができ, 囲ったものをセルと呼ぶ. 膜は入れ子
構造をなすことができ, アトム, リンク, 膜によって階層グラフが形成される. 書換え規則
2.3 構文 6
であるルールは膜に所属し, 自身の膜内および子孫膜内のグラフ構造に対して書換えを行
う. 膜の階層構造に関する議論をするときには, 対象となるプロセス全体を含む仮想的な
膜を考え, その膜を世界的ルート膜と呼ぶ.
2.2.3 ルール
階層グラフ構造の書換え規則をルールと呼ぶ. ルールは次の構文で表記する.
Head :- Body
Head (ルール左辺) はルールの所属する階層から見た書き換えるべき階層グラフ構造の
テンプレートであり, Body (ルール右辺)は書換え後の階層グラフ構造のテンプレートで
ある. 各膜はルールを 0 個以上保持することができ, その多重集合をルールセットと呼ぶ.
2.3 構文
LMNtalの構文は, Xi をリンク名, p をアトム名として図 2.3 のように定義される. P
は LMNtal プログラムが扱うプロセスである. T はプロセスの書換え規則の表現に用い
るプロセステンプレートであり, 局所文脈 (特定のセルの内部での文脈) を扱う機能をも
つ. 0 は中身のないプロセス, p(X1; : : : ; Xm) は m 価アトム, P; P はプロセスの並列合
成, {P} は膜 {} によってグループ化されたプロセス, T:- T はプロセスの書換え規則で
ある.
2.3.1 リンク条件
LMNtal におけるプロセスは, 同じリンクが 2 回を超えて出現してはならないというリ
ンク条件を満たさなければならない. あるリンクの各出現はそのリンクの端点を表し, そ
れらの集合がリンクを表す. プロセス P に 1 回だけ出現するリンク名は P の自由リンク
(P の外部につながるリンク) を表し, P に出現するそれ以外のリンク名は P の局所リン
クを表す.
さらに個々のルールの各リンク名は, そのルール内にちょうど 2 回出現しなければなら
ない. ルールの左辺と右辺に 1 回ずつ出現するリンク名はリンクの引継ぎを表し, 左辺ま
たは右辺に 2 回出現するリンク名はそれぞれリンクの存在検査と生成を表す.
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P ::= 0 (空)
j p(X1; : : : ; Xm) (m ¸ 0) (アトム)
j P; P (分子)
j {P} (セル)
j T : ¡T (ルール)
T ::= 0 (空)
j p(X1; : : : ; Xm) (m ¸ 0) (アトム)
j T; T (分子)
j {T} (セル)
j T :- T (ルール)
j @p (ルール文脈)
j $p[X1; : : : ; Xm|A] (m ¸ 0) (プロセス文脈)
j p(*X1; : : : ; *Xm) (m > 0) (アトム集団)
A ::= [] (空)
j *X (リンク束)
図 2.3 LMNtalの構文
2.3.2 計算の局所化
ルールを膜に入れることができ, 膜は計算の局所化のために利用できる. ルールは, その
ルールが所属する膜やその子孫膜の内容を書き換えることができるが, 親膜の内容を書き
換えることはできない.
2.3.3 ルール文脈, プロセス文脈
ルール文脈は膜の中の全てのルールの多重集合とマッチし, プロセス文脈は膜の中の
ルール以外のプロセスのうち, 明示的に指定されていないもの全体とマッチする. 個々の
ルール中の文脈の出現はいくつかの構文条件を満たさなければならない. アトム, ルール
文脈, プロセス文脈は, 同じ名前 p を持っていても互いに無関係である.
プロセス文脈の引数は, 自由リンクの出現に関する制約条件を指定するものである.
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ルール左辺のプロセス文脈 $p [X1; : : : ; XmjA] の引数 X1; : : : ; Xm は, その文脈が持って
いなければならない自由リンクを指定しており, これをプロセス文脈の明示的な自由リン
クであるという.
2.3.4 基本的な型と拡張構文
LMNtal における数値は, 8(X) のような 1 価アトムで表現する. 引数はその数値を参
照するプロセスにつながる. アトムが整数型などの基本型に属するかどうかの検査や基
本型に対する演算などを指定するために, 型付きプロセス文脈およびガード付きルールと
いう拡張構文を導入している. 通常のプロセス文脈のマッチする相手が膜 (階層構造) に
よって決まるのに対し, 型付きプロセス文脈のマッチする相手はグラフ構造 (接続構造) と
グラフ中のアトム名によって決まる. ガード付きルールは次の構文で表記する.
Head :- Guard j Body
たとえばガード付きルール
p(X), $n[X] :- int($n), $n>0 | p(Y), $n[Y], p(Z), $n[Z].
は, 1 価アトム p が正整数アトムにつながっている場合, その構造の複製を作る. ガード条
件 int($n) は, $n[X] が整数アトムを表す型付きプロセス文脈であることを求め, $n>0
はその整数値が正であることを求めている. 条件$n>0 は条件 int($n) を含意するので後
者は省くことができ, さらにリンクの接続先はアトムの引数に直接記述することも認めて
いるので, 上記のルールは
p($n) :- $n>0 | p($n), p($n).
と書いてもよい. 現処理系では int 以外に float, unary や ground 型などをガード条
件として指定でき, それぞれ 少数アトム, 1 価アトムおよび自由リンクを 1 本だけ持つ無
階層グラフを表す. これら 4 つのプロセス型の強弱は, 図 2.4 の包含関係が示すように
ground 型がもっとも弱い制約となっている. ルール左辺の膜の後に“/” (スラッシュ)
を付加すると, それ以上簡約不能なセルにしかマッチしなくなる. これは子孫膜の計算終
了の検出に利用する.
ルールの前に name@@ と書くことでルールに name という名前をつけることができる.
また膜にも名前 (膜名) をつけることができる. 名前 m をもつ膜は m{} と表記する. 膜
名はルール名と異なり単なる注釈ではなく, ルール左辺の膜は同一の名前を持つ膜とだけ
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図 2.4 プロセス型の包含関係
マッチする.
ルール左辺に“\” (バックスラッシュ)を記述すると,“\”よりも右側にあるルールの
左辺のみを, ルール右辺へと書き換える.
2.3.5 省略構文
木構造のデータを他言語と同様に記述するための項記法が用意されており, 例えばア
トム a の第 k 引数として, (リンク名のかわりに) 最終引数を省略したアトム b を記述
すると, a の第 k 引数と b の最終引数とがリンク接続されているものとみなす. つまり,
c(d(e)) は c(L0), d(L0, L1), e(L1) と等しい. アトム list につながった, f, g, h
の 3 つの要素を持つリスト構造は, list = [f, g, h] と記述することができる. 1 価ア
トム + は前置演算子として使え, '+'(X) は +X と記述することができる.
2.3.6 uniq 制約
LMNtal のルールは適用可能な限り繰り返し適用されるが, 実際のプログラムでは, あ
るルールを同等なグラフ構造に対して一度だけ適用させたい場合もある. uniq 制約を
ガードに持つルールは, 過去に当該ルールの左辺にマッチした構造を記憶し, 同型な構造
に対して高々一度だけルール適用を許す条件を付加される. uniq 制約は型に関する制約
ではないが, ガード制約の一つと位置づけられている. uniq 制約の詳細については, 第 7
章にて述べる.
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2.3.7 システムルールセット
システムルールセットは, 処理系によって全ての膜内に配置される組込みルール群であ
り, +, -, modなどの算術演算をサポートしている.
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第 3章
LMNtal 処理系
本章では LMNtal に用意されている処理系群の中から, 本研究の対象となる LMNtal
コンパイラと, C言語版ランタイムである SLIM を中心に解説する. LMNtal コンパイラ
を含む Java 版処理系は文献 [21], SLIMは文献 [23] を基にしている.
また LMNtal コンパイラから出力される独自開発の中間命令列についても解説を行う.
中間命令列については文献 [22]を基にしている. 現行の LMNtal に用意されている中間
命令の中で, 代表的なものや本研究に関係の深いものについては本章の最後に一覧を設け
ている.
3.1 LMNtal 処理系の全体像
LMNtal プログラムを実行するための環境として, 上田研究室では Java によって実装
された Java 版コンパイラ (以降, LMNtal コンパイラ, または単にコンパイラ) と Java
版ランタイムからなる Java 版処理系, Java 版ランタイムよりも軽量かつ高速に動作し,
モデル検査機能を備えた C 言語版ランタイム (SLIM) を中心とし, LMNtal プログラム
の可視化ツールである UNYO-UNYO [26] や LaViT[28] などが用意されている. これら
の処理系, ツールは全て公開されている*1 *2.
*1 LMNtal 公開ページ, http://www.ueda.info.waseda.ac.jp/lmntal/
*2 SLIM 公開ページ, http://code.google.com/p/slim-runtime/
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図 3.1 LMNtal プログラム実行の流れ
3.2 プログラム実行の流れ
処理系における基本的なプログラム実行の流れを概要図を図 3.1に示す. LMNtal プロ
グラムの実行は, LMNtal ソースコードをコンパイラへ入力として与え, 独自の LMNtal
中間命令列へと変換する. LMNtal 中間命令列とは, LMNtal プロセスの生成, ルールの
マッチングや書換え処理などの処理を行う命令の列である. この中間命令列をランタイム
に入力として与えることで, プログラムの実行結果が得られる. Java 版ランタイム用と
SLIM 用の中間命令列は, 若干の違いはあるものの, ほぼ同じであり, コンパイル時にそれ
ぞれ--compileonly, --slimcodeを付加してコンパイルすることで, それぞれのランタ
イム用の中間命令を得ることができる.
SLIM 側ではコンパイラから出力された中間命令列の解釈実行を行う. 存在し得る最
終状態の内の一つを出力する通常実行の他に, 後述の非決定実行やモデル検査実行など,
様々な実行オプションが用意されている.
3.3 Java 版処理系
Java によって実装された Java 版処理系は, LMNtal の最初の処理系とした開発され
た. コンパイラとランタイムを中核に持ち, さらに様々な拡張機能を備えている. Java 版
処理系は, LMNtal プログラムの実行環境を早期に提供することや, 階層グラフ書換えの
基本実行方式を確立することなどの指針を踏まえ, LMNtal 言語モデルの構文が定めるプ
ロセスの構造や, 操作的意味論が定める 簡約過程に忠実に設計することとし, 構文や操作
的意味論との直接的対応関係を保存しない最適化は行わないこととしている.
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3.4 SLIM
SLIM[27] は C 言語によって実装されたランタイムである. Java 版ランタイムに比べ
て実用的な処理系となることを目指し, LMNtal の言語モデルに従うよりも実行性能の向
上に重点をおいた設計, 実装となっている.
3.4.1 プロセスの管理方法
プロセスであるアトム, リンク, 膜, ルールは, 書換え処理の時間計算量を悪化させない
よう, 必要最小限のデータを持つよう設計されている.
アトム
SLIM ではアトムをシンボルアトムとデータアトムに分けている. データアトムは整数
や浮動小数点数などの数値や, 文字列やファイルポートなどの特別なデータを表す 1 引数
のアトムである. シンボルアトムはそれ以外の通常のアトムである. データアトムはシン
ボルアトムとは構造や管理方法が異なり, 現状では SLIM では findatom 命令でデータア
トムを取得することはできない.
シンボルアトムは, 同じファンクタのアトムごとに双方向リストで管理されている. N
引数のシンボルアトムは前と次のアトムへのポインタ, ファンクタ, N 本のリンクをデー
タとして持つ. ファンクタは 2 バイト, リンクは 1 バイトのリンク属性と, 1 ワードのリ
ンクデータで表す. N 引数のアトムのワード数は 2 + d(2 +N) =W e+N となる.
データアトムは特別なアトムであるが, 特に整数アトムと浮動小数点アトムは特別であ
る. 整数アトムはシンボルアトムのリンクに整数値を埋め込み, 浮動小数点アトムはその
ポインタをシンボルアトムの引数に埋め込む. その他, 文字列やファイルポートはスペ
シャルアトムと呼ぶ. スペシャルアトムはアトムに特別なデータや処理を持たせるために
利用する.
リンク
リンクの端点 (アトムの引数) はリンク属性とリンクデータの組で表す. リンク属性は
1 バイト, リンクデータは 1 ワードで表す.
リンク先がシンボルアトムの場合, リンク属性の最上位ビットの値が 0 で, 残りの 7
ビットで接続先のアトムの引数番号を表す. シンボルアトムへのリンクは図 3.2 の左側の
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図 3.2 リンクの構造
ようになる.
リンク先がデータアトムの場合, リンク属性の最上位ビットが 1 で, 残りの 7 ビットは
データの種類を表す. 例えば整数アトムへのリンクは図 3.2 の右側のようになる.
膜
膜を表現するためのデータについて説明する. 膜は 親膜への参照, 兄弟膜を双方向リス
トで管理するための前後の兄弟膜への参照, 子膜のリストの先頭の膜への参照を保持する
ことで階層構造を表現する. アトムは同じファンクタのアトムごとにアトムリストで管理
し, 膜はアトムリストを束ねるハッシュ表を持つ. その他にルールセットを管理するベク
タなどを持つ.
ルール
ルールの適用処理の表現には, テキスト表現の中間命令列を内部形式のバイト列へと変
換したものと, C 言語の関数で表現したものの 2 種類がある. 関数での表現は, LMNtal
のルールでは書けない処理を行う場合や, 高速な処理が必要な場合に用いる.
3.4.2 非決定実行機能
非決定実行機能 [18] は LMNtal プログラムが実行中に取り得る全最終状態と全実行経
路を網羅的に探索し, ノードをプログラムの状態, エッジをルール適用による状態の遷移
とした状態遷移グラフとして出力する実行方式である. 非決定実行によってプログラムの
全状態数, ループの有無, 最終状態の数などを確認することができ, プログラムの振舞いの
把握や, 想定外の動作の可能性などを確認することができる. また前述の LaViT が備え
る StateViewer[30] によって, 出力された状態遷移グラフを視覚的に捉えることが可能で
ある.
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3.4.3 モデル検査機能
モデル検査機能 [31] は, LMNtal プログラムに対し形式手法の一つであるモデル検査を
行い, そのプログラムの振舞いが要求された性質を満たすか否かを判定する実行方法であ
る. モデル検査機能と非決定実行機能では, 状態空間の展開の際には同じ処理を行なって
いる.
3.5 実行方式
LMNtal プログラムの実行はルールによる階層グラフ構造の書換えの繰り返しである.
階層グラフの初期構造はルールと共にプログラムによって与えられ, ルールの適用が不可
能になった時点で実行を終了する. LMNtal の実行には適用するルールの選択とルールに
よる書換え箇所の選択の 2 つの非決定性が存在し, その選択は処理系に委ねられている.
以下では, ある時点の階層グラフに対するルール適用の可否の検査をテストと呼び, ルー
ルが持つヘッド部に合致する部分グラフ構造をグラフ全体から探索する処理をマッチング
と呼ぶ.テスト手法はアトム主導テスト, 膜主導テストの 2 つが用意されている.
アトム主導テストは書き換えられる可能性のあるアトムをアトムスタックによって管理
し, 取り出したアトムを出発点としてマッチングを行う. 膜主導テストは適用できる可能
性のあるルールを持つ膜を実行スタックによって管理し, 取り出した膜の各ルールについ
てテストを行う. 両者のテストは相補的な関係にあり, アトム主導テストは高速だが完全
性に欠け, 膜主導テストは完全性が保証されるがルールの実行に時間がかかる. SLIM に
は膜主導テストのみが実装されている.
3.6 中間命令
ルールの適用処理はマッチングとボディ実行に分けられる. マッチングはそのルールに
マッチするプロセスを探す処理とガード条件の成否判定処理を指す. ボディ実行はマッチ
したプロセスを書き換える処理である. 命令には必ず成功するものと, 失敗する可能性の
あるものがある. 繰り返し命令中で他の命令の失敗が発生すると, その繰り返し命令まで
バックトラックが発生し, 次の処理を行う.
各中間命令は, 命令の種類を表す命令番号と, 命令の引数のリストからなる. 命令の引数
は, 変数番号, 変数番号のリスト, 引数位置, ファンクタ, 命令列などである. ファンクタは
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アトム名と価数をアンダースコアで結んだ形, 例えば 2 価のアトム a は a_2 と表記する.
中間命令の内,代表表的なものや本研究に関連の深いものを列挙する.
3.6.1 制御命令
spec [formals, locals ]
仮引数の数 (本命令列に渡されるアトムや膜の数) を formals, 本命令列で保持すべ
きアトムや膜の総数を locals から受け取って, 後者を保持できる大きさの変数ベク
タを確保する.
jump [instructions, mems, atoms, vars ]
これまでに取得した膜やアトム, およびそれ以外のデータのリストをそれぞれ
mems, atoms, vars とし, それらのデータを引き継いで命令列 instructions を実行
する. データの引継ぎの際, 変数番号の再割当てを行う.
branch [instructions ]
引数の命令列 instructions を実行し, 成功したらマッチング成功となる. instruc-
tions の実行に失敗した場合, 次の命令があればその実行に移る. なければマッチン
グ失敗となる.
commit [rulename, lineno ]
本命令はボディ命令列で spec の次に呼ばれ, トレースおよびデバッグモードでの
実行時, 実行中のルールが所属するルールセットの ID とルール名 rulename (ルー
ル名が指定されていない場合は null を指定) を出力する. lineno は, デバッグ
モードにおいて当該ルールがブレークポイントに設定されているかどうかの検査に
用いる.
3.6.2 ヘッド命令
findatom [dstatom, srcmem, funcref ]
［繰返し命令］膜 srcmem の内部のアトムのうち, ファンクタが funcref のものを
取得して, そのアトムへの参照を dstatom にロードする. 膜内に funcref をファン
クタに持つアトムが複数個ある場合は, 後続の命令列が失敗すると本命令までバッ
クトラックが起き, 同じファンクタを持つ別のアトムを取得して, 後続の命令列を
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再度実行する.
deref [dstatom, srcatom, srcpos, dstpos ]
アトム srcatom の第 srcpos 引数のリンク先が, あるアトムの第 dstpos 引数に接
続していたら成功であり, 接続先のアトムへの参照を dstatom にロードする. 第
dstpos 引数以外の引数に接続していたら失敗である.
func [srcatom, funcref ]
アトム srcatom がファンクタ funcref を持つかどうかを検査する. 持っていなけ
れば本命令は失敗である.
eqatom [atom1, atom2 ]
atom1 と atom2 が同じアトムを参照しているかどうかを検査する.
neqatom [atom1, atom2 ]
atom1 と atom2 が異なるアトムを参照しているかどうかを検査する.
3.6.3 ガード命令
isunary [atom ]
アトム atom が 1 価アトムであるかどうかを検査する. 同様の命令に isint,
isfloat, isstringがあり, それぞれ atom が整数アトム, 浮動小数点アトム, 文
字列アトムであることを確認する.
uniq [links...]
型付きプロセス文脈 links. . . に対して, 過去にこの組合せで反応が起きていたら失
敗する. 起きていなかったら履歴にこの組合せを記録して成功する.
3.6.4 ボディ命令
newatom [dstatom, srcmem, funcref ]
膜 srcmem にファンクタ funcref を持つアトムを生成し, 生成したアトムへの参
照を変数 dstatom にロードする.
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copyatom [dstatom, mem, srcatom ]
アトム srcatomと同じ名前のアトムを膜 memに生成し, dstatomに代入して返す.
removeatom [srcatom, srcmem, funcref ]
膜 srcmem 内のファンクタ funcref を持つアトム srcatom を膜内から除去する.
freeatom [srcatom ]
アトム srcatom を解放する.
newlink [a1, p1, a2, p2, mem ]
膜 mem にあるアトム a1 の第 p1 引数とアトム a2 の第 p2 引数の間に新しくリ
ンクを張る.
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第 4章
Constraint Handling Rules
本章では, 関連研究である並行制約プログラミング言語 Constraint Handling Rules
(CHR) の解説を行う. この章の記述は主に文献 [2] を基にしている. また本論文中の
CHR プログラムは, 全て後述の SWI-Prolog 上で実行可能な構文, 記法に基づいている.
4.1 言語概要
Constraint Handling Rules (CHR)[1]は制約多重集合の書換えに基づく並行制約プロ
グラミング言語である. 制約充足系を簡潔に記述することを目的とし, 1991 年に Thom
FrÄuhwirth によって発表された. 変数間の関係をユーザが定義する制約によって表現し,
その制約の集合をルールによって簡約化することで計算処理が進む. 多重集合書換え型の
言語の中では表現力が高く, 実アプリケーション [4][5]への適用実績もあるなど, 汎用性の
高い並行制約プログラミング言語 [3] としての利用が進んでいる. CHR の性能測定のた
めのベンチマーク問題などはウェブページ*1にて公開されている.
また筆者が管理, 公開している CHR プログラミングへの導入 (プログラミング環境構
築や基本的なプログラミング方法の解説) を目的としたウェブページ*2も存在する.
4.2 CHR の基本構成要素
CHR プログラムは, Logical Variable (論理変数) とそれらの間の関係を表す CHR
constraint (以下, CHR 制約, または単に制約), そして制約の集合を簡約化するルールの
*1 Constraint Handling Rules, http://dtai.cs.kuleuven.be/CHR/
*2 すっきり CHR, http://www.ueda.info.waseda.ac.jp/~seiji/trychr/
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3つの基本要素の集合によって構成されている.
4.2.1 CHR制約
CHR 制約は, 後述の論理変数間の関係を表す制約である. 制約の名前と意味はユーザ
が自由に定義できる. 制約の名前は全て小文字のアルファベットから始まる. プログラム
中に出現する制約は, 全て明示的に宣言する必要があり, 制約が持つ引数の個数も同時に
明記する必要がある. 宣言の記法については 4.3 節にてプログラム例を基に解説する.
4.2.2 論理変数
C 言語や Java のような命令型言語が持つ変数は, 基本的には値の格納場所であり, 計
算処理によって値が変化する. 対して, Prolog[16] や CHR などの論理型言語の側面を持
つ言語の変数は, C 言語や Java のそれとは特性が異なるため, 区別するために論理変数
と呼ばれる. 論理変数は, 何らかの値に付けた名前であり, 数学の変数に近い. 論理変数の
持つ値は解決 (決定) 済みか, 未解決のどちらかである. 計算によって値が解決した場合に
は, その値に関連付けられた論理変数には値が束縛される. ここで束縛された値は基本的
に計算が終了するまで変化しない. CHR では, 論理変数の名前は全て大文字のアルファ
ベットから始まる.
また論理変数は, 他の論理変数と併合することができる.
4.2.3 ルール
CHR には, 図 4.1に示す通り 3 種類のルールが存在する. i > 0, j ¸ 0, k ¸ 0, l > 0
である. ヘッド部 H1; : : : ;Hi は 0 でない有限個の制約からなる集合である. ガード部
G1; : : : ; Gj は 0 または有限個の数式の集合からなる. ガード部が空である場合は ture を
意味する. ボディ部 B1; : : : ; Bl は 0 または有限個の制約または数式である. また@ より左
には, そのルールのルール名を記述することができる.
Simpli¯cation rule はガード部が true である場合, ヘッド部にマッチした制約集合をボ
ディ部へと書き換える. Propagation rule はガード部が ture である場合, ボディ部の集
合をヘッド部にマッチした構造に対して高々一度だけ追加する. Simpagation ruleはガー
ド部が true である場合, ヘッド部にマッチした集合のうち,“\”より右に位置する集合を
ボディ部へと書き換える. このとき, “\”よりも左に位置する集合は, マッチングのため
に呼び出されるのみで, 書換えの対象にはならない. すなわち, 図 4.2 に示すように, 全て
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　 Simpli¯cation rule (単純化規則)
　　　 rulename@H1; : : : ;Hi , G1; : : : ; Gj jB1; : : : ; Bk
　 Propagation rule (伝播規則)
　　　 rulename@H1; : : : ;Hi ) G1; : : : ; Gj jB1; : : : ; Bk
　 Simpagation rule (単純化伝播規則)
　　　 rulename@H1; : : : ;HlnHl+1; : : : ;Hi , G1; : : : ; Gj jB1; : : : ; Bk
図 4.1 CHR のルール構文
constraints1; constraints2 , constraints1; body
m
constraints1nconstraints2 , body
図 4.2 Simpli¯cation rule , Simpagation rule
の Simpagation rule は同じ意味の Simpli¯cation rule の最適化の形であるといえる. ま
たこれらの 3 つのルールは構文上は異なるが, 全て同じ意味の Simpli¯cation rule に変換
することができる.
4.3 プログラム例
図 4.3は CHR プログラムの例である. 1行目は CHR ライブラリの呼び出し命令であ
る. 2行目は制約 leqの宣言であり, ”/ ”の右に記述された整数値は, その制約が持つ引
数の数である. 3行目は CHR プログラムを最適化モードで実行するためのオプション指
定命令である. 最適化モードについては 4.5.2節にて述べる. なお, 本節以降で取り上げる
CHR プログラムは, 特に断りが無い場合, ライブラリ呼び出し命令とオプション指定命令
は省略している.
このプログラム例では, クエリとして与えられた不等式制約の集合 A · B, B · C,
C · A から A = B \ A = C を求めている. leq(X,Y)は X · Y を意味しており, 例え
ば leq(A,B), leq(B,C) に対しては 3 番目のルール (transitivity) が適用され, 制約
集合に leq(A,C)が一度だけ追加される.
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:- use_module(library(chr)).
:- chr_constraint leq/2.
:- chr_option(optimize, full).
reflexivity @ leq(X,X) <=> true.
antisymmetry @ leq(X,Y), leq(Y,X) <=> X = Y.
transitivity @ leq(X,Y), leq(Y,Z) ==> leq(X,Z).
idempotence @ leq(X,Y) \ leq(X,Y) <=> true.
leq(A,B), leq(B,C), leq(A,C).
図 4.3 不等式制約
gcd0 @ gcd(0) <=> true.
gcdN @ gcd(N), gcd(M) <=> 0<N, N=<M |
L is M mod N, gcd(N), gcd(L).
gcd(3), gcd(3).
図 4.4 最大公約数
4.4 簡約化処理
CHR の計算処理である簡約化処理の大まかな流れについて解説する. 図 4.4は最大公
約数を求めるプログラム例である. gcd(X)はプログラム内で扱う整数値を表す. ここで
は 2 つの整数値 3 から最大公約数である 3 を求める過程を基に, CHR の実行ステップを
解説する.
CHR における簡約化 (ルール適用)処理の実行ステップを図 4.5に示す. CHR 制約の
管理は h E j C i のように表すことができる. E は実行スタックであり, 基本的にプログ
ラム中に出現する全ての制約はここに格納される. C は制約ストアであり, 簡約化の対象
となる制約は実行スタックから取り出され, 一時的にここに格納される. ", ; はそれぞれ
実行スタック, 制約ストアが空であることを示している.
プログラムの実行が開始されると, クエリである 2 つの gcd(3) が実行スタックに積ま
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1: h [ gcd(3)#1, gcd(3)#2 ] j ; i
2: ¡!insert h [ gcd(3)#2 ] j f ¤gcd(3)#1 g i
3: ¡!insert h " j f gcd(3)#1, ¤gcd(3)#2 g i
4: ¡!apply h [ gcd(0)#3, gcd(3)#4 ] j ; i
5: ¡!insert h [ gcd(3)#4 ] j f ¤gcd(0)#3 g i
6: ¡!apply h [ gcd(3)#4 ] j ; i
7: ¡!insert h " j f ¤gcd(3)#4 g i
8: ¡!terminate h " j f gcd(3)#4 g i
図 4.5 実行ステップ
れる (1 行目). #1, #2 はその制約をユニークに識別する ID であり, 簡約化によって新
しい制約が生成された場合には, その都度新たな ID が付加される. 次に実行スタックの
先頭に位置する制約を取り出し, 制約ストアに挿入する (2 行目). このとき, #1 の制約
は active 制約となる. active 制約は先頭に¤を付けて表している. 制約ストアに新たに制
約が挿入された場合にはルール適用が試みられるが, その際にはまず active 制約にマッチ
するルールを探索し, 見つかった場合には, そのルールのヘッド部の残りの制約パターン
(partner 制約) にマッチする制約を制約ストア内から探す. この制約ストアに格納されて
いる active 制約以外の制約を passive 制約と呼ぶ. この例では, #1の制約がルール gcdN
の一つ目の制約パターン gcd(N) にマッチするため, ルール gcdN の適用が試みられるが,
2 つ目の制約パターン gcd(M) にマッチする制約が制約ストア内に存在しないため, ルー
ル適用は失敗となる. 全てのルール適用に失敗した active 制約は passive 制約となり, 新
たに実行スタックから制約を取り出し, 制約ストアに挿入する (3 行目). 2 行目と同様に
#2 の制約が active 制約となり, ルール適用が試みられる. 今回はルール gcdN が完全に
マッチするために, ルール gcdN によって簡約化が行われる. 簡約化によって#1, #2 の
制約は消去され, ボディで新たに生成された制約 gcd(0)#3, gcd(3)#4 が実行スタック
に挿入される (4 行目). 以下は同様に, #3 の制約が制約ストアに挿入され (5 行目), ルー
ル gcd0 によって消去される (6 行目). 最後に#4 の制約が制約ストアに挿入され (7 行
目), 適用可能なルールが存在しないために, active 制約から passive 制約に変化している
(8 行目). 実行スタックが空になり, かつ制約ストア内の制約も空, または全て passive 制
約となった段階でプログラムは実行終了となる. 実行終了時に制約ストアに残っている制
約がその計算の解であり, ここでは gcd(3)#4 が最終的な解として求められていることが
分かる.
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4.5 処理系
CHR プログラムを実行可能な各種処理系と, CHR 処理系として最も最適化が進められ
ている SWI-Prolog における最適化手法の解説を行う.
4.5.1 各種処理系
CHR はホスト言語上にライブラリとして提供されている. 最も一般的なホスト言語は
Prolog であり, その代表的な処理系である SWI-Prolog[14], SICStus Prolog, XSB など
は, CHR の代表的な処理系でもある. 他の処理系としては, Haskellをホスト言語とした
Haskell CHR, Concurrent CHR[13] (STM を用いて並列化された処理系), Java をホス
ト言語とした JCHR などが存在する.
4.5.2 SWI-Prolog におけるマッチング最適化モード
SWI-Prolog は Cygwin*1 に標準装備されているなど, 最も一般的な Prolog 処理系で
あり, CHR 処理系としての最適化も最も進んでいる. 高速な CHR 処理系としては, 他に
hProlog[15] が存在し, SWI-Prolog よりも高速に動作する結果を残しているが, 2004 年
頃から更新が行われていない. そうした背景から, 本論文では SWI-Prolog を CHR 処理
系として採用している.
本節では SWI-Prolog における最適化手法として, 共通論理変数を利用したマッチング,
type/mode, array indexing の 3 つを紹介する. なお, 以下の最適化モードは 4.3節で述
べた通り, CHR プログラム内においてオプション指定が必要になる.
共通論理変数を利用したマッチング
次のルールを例に解説する.
aXbX @ a(X), b(X) <=> true.
ルール aXbX は a, b という 1 引数の制約同士が同じ変数を持つ場合に, 両者を消去する.
このルールに対し, クエリとして 1 から N までの異なる整数を持つ 1 引数の a, b という
制約 a(1),: : :,a(N),b(1),: : :,b(N) を与えた場合を考える.
*1 Cygwin Informatnion and Installation, http://www.cygwin.com/
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ルールのヘッド部に同じ名前を持つ論理変数を記述した場合, 通常の実行ではこのルー
ルのマッチングにおける制約探索処理の順序は (i) 1 引数の制約 a を探索, (ii) 1 引数の
制約 b を探索, (iii)両者の引数にある変数が等しいことを確認, となる. (iii)の処理で変
数が等しくないと判定された場合には, ルール適用は失敗となり, 別の a, b の組に対して
マッチングが行われる. すなわち, ルール aXbX は最適化オプション指定命令が無い場合,
次のルール aXbX1 と等価である.
aXbX1 @ a(X), b(X1) <=> X==X1 | true.
この探索の順序では, 最悪の場合のマッチング回数は N2 となり, プログラム実行におけ
る時間計算量を悪化させてしまう可能性がある.
これに対し最適化オプション指定命令を付加した場合では, ルール aXbX のマッチング
における制約探索処理の順序は (i) 1 引数の制約 aを探索, (ii) a が持つ変数と等しい変
数を探索, (iii)その変数が 1 引数の b という名前を持つ制約 b の第一引数に位置してい
ることを確認, へと変更される. 今回与えるクエリでは, 同じ変数を持つ制約 a, b の組は
一つずつしか存在しないため, (iii)の処理によるルール適用の失敗は起こらない. これに
より, 同じ変数を持つ制約 a, b の組をマッチングの失敗無しに (N 回のマッチングで) 探
索することが可能である.
共通論理変数を利用したマッチングは, マッチング時における passive 制約を論理変
数 (論理変数に束縛された値) 主導で探索すること, と言い換えてもよい. 以下に述べる
type/mode, array indexing は, この論理変数主導の制約探索をより優れた計算量で実現
している最適化である.
type/mode
CHR では制約の宣言時に, その制約が持つ論理変数に typeと modeを指定できる. 主
な typeと modeを図 4.6 に示す. 例えば,
:- chr_constraint path(+int,+int).
という宣言では, path という制約の 2 つの変数が常に int 型 (整数値) に束縛されるこ
とを示している.
このように宣言された path 制約を例に, type/modeを指定したときの制約ストア内で
の制約の管理方法を解説する. 図 4.7 は path(3,8) という制約を例にした管理方法であ
る. int 型指定された引数を持つ制約は, その制約の名前と引数個数を組とし, 一つの組
ごとに, int 型指定された引数の数だけ配列形式の制約ストアを確保する. path は 2 引
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mode
+ : 値が束縛された変数
- : 値が未束縛な変数
? ; 束縛済み/未束縛を区別しない
type
int : 整数値が束縛された変数
dense_int : 配列形式の制約ストアの添字が束縛された変数
(他に number, float, any.)
図 4.6 type/mode
数の制約であり, 両引数とも int型が指定されているため, 2 つの配列が確保されている.
第一引数にあたる配列には, path(3,8) の第一引数の値 3 からハッシュ値 hash(3) を計
算し, その値を配列の添字として該当箇所に格納している. 同様に第二引数の値 8 からも
ハッシュ値 hash(8) を計算し, 制約を格納している. この格納方式を取ることで, 上記の
共通論理変数を利用したマッチングにおいて, 論理変数主導の passive 制約の探索を定数
時間で実現している.
array indexing
array indexing [6]は, 上記の type/modeの中でも特に dense_int 型を利用した最適
化である. dense_int 型は稠密な整数型を意味し, dense_int 型を指定された変数が持
つ整数値を直接, 配列形式の制約ストアの添字として使用する. 例えば,
:- chr_constraint path(+dense_int,+dense_int).
という宣言を行うと, 図 4.8 のように, それぞれの引数の値を配列の添字として制約スト
アに格納している. dense_int 型を用いることで, 上記の int型の場合に比べてハッシュ
値計算や ハッシュ値の衝突などを省くことができるため, より高速に制約を探索すること
が可能である.
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図 4.7 int 型の変数を持つ制約の管理方法
図 4.8 dense int 型の変数を持つ制約の管理方法
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第 5章
ハイパーリンクの設計
本章では, 本研究の主題であるハイパーリンクの導入の背景, 目的と設計について解説
する. 一部の設計については第 6 章でも記述している. 本章で記述する内容は, 主に著者
の研究活動の記録ページ*1 の内容を加筆, 修正したものである.
5.1 背景
ハイパーリンク[33] は LMNtal 上でハイパーグラフを記述するために, 本研究で新たに
設計, 実装されたデータ構造である. 本説ではハイパーリンク導入の背景と目的を述べ, 次
いでハイパーリンクの設計について述べる. 実装に関しては第 6 章で述べる.
ハイパーグラフは, 数学におけるグラフを一般化 (拡張) したものである. エッジ (ハイ
パーエッジ) が任意個数のノードを連結することができる. その性質上, 紙上に図示する
ことが困難であるため, 図 5.1 のように集合として表現され, 集合論の用語で解説される
ことが多い.
図 5.1 ハイパーグラフ
*1 SeijiWiki, http://www.ueda.info.waseda.ac.jp/~seiji/wiki/
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図 5.2 ルール ab のマッチング処理
5.1.1 非効率的なマッチングによる時間計算量の悪化
LMNtal のルール適用において, 書換え対象となる部分グラフをグラフ構造全体から
探索する処理をマッチングと呼ぶ (3.5 節) が, このマッチングが非効率的に行われると,
LMNtal プログラムの実行性能 (特に時間計算量) を著しく悪化させてしまう. ここでは,
ab @@ a($x), b($y) :- $x=$y | .
というルールを基に解説する. ルール ab は 1 引数のアトム a, b に同型な構造が接続され
ている場合に, 両者を消去するルールである. このルールのマッチング時のグラフの探索
とガード条件の成否判定の順序は, 図 5.2 のように (i) 1 引数のアトム a を探索, (ii) 1 引
数のアトム b を探索, (iii) 探索したアトム a, b に等価な構造が接続されていればルール
適用成功, となる. このルールに対し, 1 引数のアトム a, b に 1 から N までの異なる整
数アトムが接続されているグラフ a(1),: : :,a(N),b(1),: : :,b(N) を与えた場合を考え
る. 図 5.3 は N = 3 とした場合に起こりうる最悪な場合のマッチング処理である. a(1)
とペアとなる b(1) を探す前に, 他の全てのアトム b とのマッチング検査を行っているた
め, 冗長なマッチングが発生している. N の値をさらに大きくした場合の最良/最悪な場
合のマッチングにおける実行時間を図 5.4 に示す. 実行環境は 8.1.1 節に示す環境と同じ
である. この図から分かる通り, 最悪な場合のマッチングは最良な場合のマッチングと比
べて時間計算量が悪化している.
以上から, 非効率的なマッチングの発生を抑えることは, LMNtal の実行性能向上に有
効であるといえる.
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図 5.3 非効率的なマッチングの例
N 10k 20k 40k 80k
best 0.03 0.06 0.10 0.22
worst 1.02 3.98 16.09 66.76
図 5.4 最良/最悪な場合のマッチングにおける実行時間 [sec]
5.1.2 ハイパーグラフ構造の必要性
上記の内容を踏まえ, 本節では LMNtal 上でハイパーグラフ構造を表現する必要性 [32]
について解説する.
LMNtal はハイパーでないグラフを扱う言語モデルとして設計されているため, ハイ
パーグラフを LMNtal で表現することは想定外である. しかし現実には, 一対一以外の参
照関係を持つ構造, 例えばハイパーグラフのようにある集合に属するデータが他の全ての
データと互いに参照関係にある構造や, 論理変数 (4.2.2節) のように複数のデータが一つ
のデータを参照する多対一の参照関係を持つ構造を記述する必要のあるモデルも存在す
る. 本節ではエッジの数が動的に増減するグラフ問題を例に解説する.
エッジ数が動的に増減するグラフ問題
LMNtal のルールに記述するアトムは, そのアトムが持つ引数を全て明記しなければな
らない. 同じアトム名であっても引数の数が異なれば, それぞれに対応したルールが必要
である. そのため, エッジの数が動的に増減するグラフ問題を LMNtal でエンコードする
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p0 @@ path($i1,$j1,$w1), path($i2,$j2,$w2) :-
$i1=$i2, $j1=$j2, $w1=<$w2 | path($i1,$j1,$w1).
p1 @@ path($i,$j1,$w1), path($j2,$k,$w2) :-
$j1=$j2, $w=$w1+$w2, uniq($i,$j1,$k,$w1,$w2) |
path($i,$j1,$w1), path($j2,$k,$w2), path($i,$k,$w).
図 5.5 最短距離問題 (整数アトムによるノード)
図 5.6 擬似的なハイパーグラフの表現方法
ときは, ノードをアトム, エッジをリンクで表してしまうと, エッジ (リンク) 数の増減に
対応してノード (アトム) の引数の数が増減することになり, ルールでの扱いが困難になっ
てしまう.
そこで LMNtal で上記のようなグラフ問題を表現する際には, エッジをアトム, ノード
をリンクで表せば, エッジに相当するアトムの引数は 2 のまま増減が無いため, より自然
にルールで扱うことが可能となる. しかし, ノードに相当する構造をリンクで表現するた
めには, 1 本のリンクが任意個数の (エッジに相当する) アトムを接続するハイパーグラフ
を表現する必要があり, これは既に述べたリンクの仕様から不可能である. このハイパー
グラフを擬似的に表現するために, これまで筆者を始めとする LMNtal の開発者, 利用者
によっていくつかの手法が提案されてきた. それらは大別すると以下の二つに分類される.
アトムによる擬似的ハイパーグラフ
擬似的にハイパーグラフを表現するためには, 数値アトムなど, 等価な構造によって同
じ集合に属することを表現する手法が一般的である.
例えば, グラフ上の 2 点 I, J 間の距離 W を path(I,J,W) という 3 引数のアトム
で表現し, その集合でグラフを表す. I, J , W は全て自然数である. 図 5.5 はその手法に
基づき, 与えられたグラフ上のあらゆる 2 点間の最短距離を求めるプログラム例である.
ルール p0 は同じ 2 点間の距離を表す path が 2つある場合に, よりW の小さい方だけ
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p0 @@
path(I1,J1,$w1), path(I2,J2,$w2),
{+I1,+I2,$p}, {+J1,+J2,$q} :-
$w1=<$w2 | path(I1,J1,$w1), {+I1,$p}, {+J1,$q}.
p1 @@
path(I,J1,$w1), path(J2,K,$w2),
{n($n1),+I,$p}, {n($n2),+J1,+J2,$q}, {n($n3),+K,$r} :-
uniq($n1,$n2,$n3,$w1,$w2), $w=$w1+$w2 |
path(I,J1,$w1), path(J2,K,$w2), path(I1,K1,$w),
{n($n1),+I,+I1,$p}, {n($n2),+J1,+J2,$q}, {n($n3),+K,+K1,$r}.
図 5.7 最短距離問題 (膜によるノード)
を残すルールであり, ルール p1 は, 例えば path(1,2,1), path(2,3,1) から新しい 2 点
間の距離 path(1,3,2) を生成するルールである. 直感的に記述しやすい手法ではあるが,
図 5.6 の左側に示すように実際に接続関係を持つ構造ではないため, 5.1.1 節で述べた非
効率的なマッチングが発生してしまう. 理想的な時間計算量で実現することが困難である
ため, 実用的な手法であるとは言えない.
膜による擬似的ハイパーグラフ
対して, 膜によって擬似的にハイパーグラフを表現する手法もある.
ノード番号 N を表す n(N) を内部に持つ膜をノードに当たる構造とし, 各 pathアト
ムは膜内の + アトムへとリンクを張ることで, エッジに当たる構造とする. この手法を用
いて上記の最短距離の例を記述すると, 図 5.6 の右側に示すように実際に膜を介した接続
関係を活かし, 非効率的なマッチングを防ぐことが可能である. しかし図 5.7 に示すプロ
グラム例のように, 構造が複雑化することによって記述が困難になったり, この膜を用い
た構造を生成するために処理時間が増大してしまう問題がある. また膜自身のデータ構造
は, リンクのハブ機能として使用するにはリッチな構造であるために, 生成や削除が頻発
すると通常のアトムの生成や削除に比べて実行に時間がかかる. さらに共有構造である膜
が階層グラフ上に実体として存在するため, LMNtal グラフのような階層グラフ上で表現
することは非常に困難である. 以上から膜を用いた方法も実用的な手法ではない.
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図 5.8 ハイパーリンクのイメージ図
5.2 目的
これまで述べてきたように, LMNtal でハイパーグラフを実用的な形で記述することは
ほぼ不可能であった. しかしグラフ問題や論理変数など, ハイパーグラフ構造を必要とす
る例題が存在することもまた事実である.
そこで本研究では, LMNtal 上でハイパーグラフを自然な形で表現可能にし, これらの
例題をより理想的な時間計算量で実行可能にすることで, LMNtal の実行性能を向上させ
ることを目的とする.
5.3 ハイパーリンクの設計
LMNtal 上でハイパーグラフを表現するため, 新たにハイパーリンクと呼ばれるデータ
構造を考案した. 概念としては, ハイパーグラフのハイパーエッジに照らし合わせ, リンク
を拡張するのが自然である. しかし, LMNtal の現行の構文との整合性を取り易くするた
めに, 図 5.8 のように通常のリンク同士をつなぐハブ構造の役割を持つ構造を入れること
で, ハイパーリンクを構成する.
5.3.1 構文
通常のリンクはルールによって生成やつなぎ替えが行われるため, ハイパーリンクもま
た, ルールによって操作されると考えた方が自然である. そこでハイパーリンクに関する
ガード制約や演算子を新たに考案した. 一覧を図 5.9に示す. X は任意のリンク名である
が, H はハイパーリンクへとつながるリンク名が記述される.
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生成 Head :- new(X1); : : : ; new(Xi) j Atom1(X1); : : : ; Atomi(Xi)
型制約 Atom(H) :- hlink(H) j Body
併合 Atom(H1); Atom(H2) :- H1 >< H2
要素数取得 Atom(H1) :- H2 = num (H1) j Body
探索 Atom($x); Atom($x) :- Body
図 5.9 新たに導入したハイパーリンク関連記法の一覧
また, ハイパーリンクとの直接的な関係は無いが, 後述するハイパーリンク型制約が
unary 型にに包含された型であることを受け, 新たに unary 型比較演算子である“==”,
“\==”を追加した. それぞれ与えられた unary 型の構造が等価である, 等価でないことを
確認する. これらは ground 型比較演算子である“=”, “\=”と同様にガードに記述する
演算子である.
5.3.2 意味
各構文の意味は以下の通りである.
生成
ハイパーリンクアトムの生成はルールのガードで行う. 1 引数の new 制約を記述し, 引
数に与えたリンクと同じ名前のリンクをボディに記述することで, 任意の箇所に新規生成
されたハイパーリンクアトムを接続することができる.
一つの new 制約によって生成されたハイパーリンクアトムは, 全て同じ集合に属する
(一つのハイパーリンクとなる). また一つのガードに複数個の new 制約を記述することが
でき, 1 度のルール適用で new 制約の数だけ新たなハイパーリンクを同時に生成すること
ができる.
型制約
LMNtal には int 型, unary 型など, ルールに出現するリンクの先に接続されている構
造をルール適用条件とする型制約が存在する. そこでハイパーリンクアトム専用の型制約
として hlink 型を用意した. 引数に与えられたリンクの先がハイパーリンクへと接続し
ている場合にのみガードは真となり, ルール適用が行われる.
なお hlink 型は, int 型や float 型には属さない unary 型の真部分集合である.
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併合
LMNtal のリンクはコネクタ“=”によって接続される. それに対しハイパーリンクは
複数本のリンクが互いに接続し合うため, 異なるハイパーリンク同士の接続は, 異なる集
合同士の併合に相当する. そこでハイパーリンクの併合を表す新たな演算子として, 併合
演算子“><”(bow-tieと呼称)を追加した. “><”はルールのボディに記述することを想
定している. “><”の両辺にハイパーリンクアトムが接続されたとき, そのハイパーリン
クアトムがそれぞれ属する 2 つのハイパーリンクを併合する. 既に同じ集合に属するハイ
パーリンクアトム同士が“><”の両辺に接続された場合は何も起こらない.
要素数取得
これまで LMNtal では特定の範囲内に存在するアトムの数を瞬時に取得することはで
きなかった. N 個のアトムを数えるためには, N 回ルール適用を行う必要があった.
そこでハイパーリンクの集合論への利用も考え, 任意のハイパーリンクアトムと同じ集
合に属するハイパーリンクアトムの総数を取得することができるガード制約として num
制約を用意した. num 制約の第一引数に与えられたハイパーリンクアトムが属するハイ
パーリンクの要素数を, 第二引数に与えられたリンク先へと返す. なお, num 制約は要素数
を取得する前に hlink 型検査を行う. num の第一引数に与えられた構造がハイパーリン
クアトムでない場合には, ルール適用は失敗する.
探索
同じリンク名が左辺に 2 回現れるルールでは, リンクの一端のアトムと他端のアトムと
の接続関係がマッチングに活かされる. ハイパーリンクもアトム間の接続関係を表す構造
である以上, 同じハイパーリンク名が左辺に 2 回以上現れるルールでは, ハイパーリンク
へとつながるリンクの任意の一端から他の全てのリンク先のアトムを探索可能でなければ
ならない.
そこでこれまで一つのルール左辺で同じ名前を記述することができなかった型付きプロ
セス文脈を, 同名な型付きプロセス文脈がルール左辺に 2 回以上現れることを許すよう,
条件を緩めた. 同名な型付きプロセス文脈がルール左辺に現れた場合, それらは同じハイ
パーリンクへとつながるリンクにのみマッチする. 例えば,
a($x), b($x), c($x) :- .
というルールを記述した場合, これは
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a($x), b($x0), c($x1) :-
hlink($x), hlink($x0), hlink($x1), $x==$x0, $x==$x1 | .
というルールと同じ意味である.
5.4 実行方法
ハイパーリンクを含む LMNtal プログラムのコンパイル方法, および SLIM での実行
方法を示す.
5.4.1 コンパイル
ハイパーリンクは SLIM 上でのみ使用することができるため, コンパイラでのコンパイ
ル時には--slimcode オプションが必須である. さらに, ハイパーリンクの使用を許可す
るため--hl オプションが必要であるため, ハイパーリンクを使用したプログラムをコン
パイルする際には--slimcode --hl を指定することが必要である. 例えば hoge.lmn と
いう LMNtal ソースコードをコンパイルし, 中間命令列を hoge.il というファイルへと
出力する場合は以下のようになる.
$ lmntal --slimcode --hl hoge.lmn > hoge.il
5.4.2 実行
SLIM で実行する際には, --hl オプションの指定が必要である. 例えば hoge.il とい
う中間命令列ファイルを実行する場合は以下のようになる.
$ slim --hl hlge.il
ハイパーリンクの詳細な情報を出力したい場合には, --show-hl オプションを指定す
る. 出力内容については 6.4.3 節にて解説する.
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第 6章
ハイパーリンクの実装
本章では, 本研究の主題であるハイパーリンクの実装方法について解説する. 特に本章
中で関数名を挙げたり, 独自のアルゴリズムが用いられているものについては, 擬似コー
ドによる説明だけでなく実コードを本論文の最後に添付してあるので, 適宜参照されたい.
6.1 実装の概要
ハイパーリンクは LMNtal の実用的なランタイムである SLIM 上で動作させること
を目指し, 追加実装という形で導入を行った. また新たな制約や演算子も追加するため,
LMNtal コンパイラの改良も行った. さらに新たな中間言語も追加した. 使用言語は
SLIMへの実装が C 言語, LMNtal コンパイラへの実装が Java であり, 新たに記述した
コードは合計で 1,000 から 2,000 行程度である.
なお, 以下で述べる処理系内部の動作は, 特に断りが無い限り, コンパイル時
に--slimcode --hl オプションを指定した場合にのみ行われる.
6.2 中間命令の追加
ハイパーリンクの実装に伴い, 新たに中間命令を導入した. 図 6.1 はその一覧である.
各命令の解説は図中に記述している通りであるが, 後述の実装の解説において詳しく解説
する. なお, 以下の説明で確認する, というのは確認できなかった場合には命令が失敗する
ことを表す.
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newhlink [dstatom ]
新たなハイパーリンクアトムを生成し, dstatom へと接続する.
ishlink [srcatom ]
srcatom に接続された構造がハイパーリンクアトムであることを確認する.
getnum [srcatom, dstatom ]
srcatom に接続されたハイパーリンクアトムが属するハイパーリンク内の要素数を
dstatom に接続する.
unifyhlinks [srcmem, srcatom ]
膜 srcmem にある><アトム srcatom に対してハイパーリンクの併合操作を行う.
findproccxt [srcatom1, length1, arg1, srcatom2, length2, arg2 ]
アトム番号 srcatom1 (価数 length1 )の第 arg1 引数の型付きプロセス文脈が, アト
ム番号 srcatom2 (価数 length2 )の第 arg2 引数の型付きプロセス文脈と同名である
ことを示す. 必ず srcatom1 · srcatom2 の関係を満たすように配置される.
図 6.1 新たに追加したハイパーリンク関連の中間命令
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追加した新中間命令を中間命令列に挿入する処理をコンパイラに実装した. 各命令ごと
に解説する.
6.3.1 ハイパーリンクの生成
ガードに new 制約が出現するとき, 中間命令列に newhlink 命令を挿入している.
newhlink はガードにてハイパーリンクアトムを生成する命令であるため, ハイパー
リンクアトムを生成した後に他の成否判定を行う制約によってそのルールが適用
失敗となった場合には, 生成したアトムの解放処理が必要になってしまう. そのた
め, newhlink はガードで成否判定を行う他の中間命令よりも後ろに配置されるよう,
GuardCompiler.java/fixTypedProcesses メソッドにてガード中間命令列の最後に追
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加している.
6.3.2 ハイパーリンクの併合
ルールのボディで生成されるアトムの中に“><”アトムがある場合, 中間命令
列に unifyhlinks を追加している. この処理はルールの右辺をコンパイルする
RuleCompiler.java/compile_r メソッド内において, 他のコンパイル処理の後に
addHyperlinkメソッドによって行われている.
6.3.3 ハイパーリンクの型検査と要素数取得
ガードに hlink, num 制約が出現するとき, それぞれ中間命令列に ishlink 命令,
getnum 命令を挿入している.
6.3.4 ハイパーリンクの探索
ハイパーリンクの探索 (接続関係を利用したマッチング) に関する処理は, 大きく分け
ると以下の 2 つになる. これは CHR 処理系である SWI-Prolog が備える同名な論理変数
を利用したマッチング最適化に相当する.
同名型付きプロセス文脈の分離
従来の LMNtal では, 一つのルール内に同じ名前の型付きプロセス文脈を記述すること
はできなかったが, --hl オプションを指定した場合のみ, これを許すようにした.
コンパイラは同じ名前の型付きプロセス文脈がルール内にあるとき, 一番左にある型付
プロセス文脈をオリジナルとし, それより右側に出現する同名な型付プロセス文脈の名前
をユニークな新しい名前へと変更する. この新しい名前をオリジナルの名前に対してク
ローンと呼ぶ. そしてガード部にオリジナルの型付きプロセス文脈への hlink 型制約と,
オリジナルとクローンの型付きプロセス文脈が等価な構造であることを判定する比較演算
子を追加する. この処理を同名型付きプロセス文脈の分離と呼ぶ.
名前の分離は LMNparser.java/expandRuleAbbreviations メソッド内において, 略
記法の展開などと共に sameTypedProcessContext メソッドによって行われている.
ルールコンパイル時に同じ文脈名 P を見つけると, オリジナルの名前の後ろに 0 からイ
ンクリメントする数値 i を付加したクローンの名前 Pi を生成する. そしてこの名前が
ルール内でユニークなものであることを, ルール中に出現する全ての型付きプロセス文脈
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の名前を取得し比較することで確認している. 既に出現する名前であった場合には, i に 1
を加算し, ユニークであることを確認する処理を繰り返す.
例えば,
a($x), b($x) :- ok.
というルールは,
a($x), b($x0) :- hlink($x), $x==$x0 | ok.
へと変換されている. 上記の例では$x がオリジナル, $x0 がクローンである. またハイ
パーリンクの性質上, 同じ名前が 3 つ以上出現することも許しており, 例えば,
a($x), b($x), c($x) :- ok.
というルールは,
a($x), b($x0), c($x1) :- hlink($x), $x==$x0, $x==$x1 | ok.
へと変換される.
中間命令 findproccxt の挿入
同名型付きプロセス文脈の分離が発生すると, SLIM 側でハイパーリンクの接続関係を
利用したマッチングを行う命令である findproccxt を挿入する処理へと移る.
分離の際にプロセス文脈を表す ProcessContextに,分離された文脈を持つアトム番号,
引数箇所などの情報を保持させておく. この処理は HeadCompiler.java/compileSame-
ProcessContext にて行われる. ここでのアトム番号は, ルール左辺での findatom や
deref 命令などによって取得されたアトムを格納するアトム番号と同じである. これらの
情報を, findproccxt の引数としている.
findproccxt は SLIM において全ての findatom 命令よりも先に実行され, ルール左
辺における同名な型付きプロセス文脈の情報を予め生成しなければならない. そのため,
中堅命令列の生成が終了した後, 全ての findproccxt を全ての findatom 命令よりも前
に配置されるよう, Optimizer.java/findproccxtMove メソッドにて並び替えを行って
いる.
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図 6.2 ハイパーリンクの概要図
6.4 SLIMへの実装
SLIM への実装にあたり, ハイパーリンクに関連する処理をまとめた hyperlink.c,
hyperlink.h を新たに作成し, SLIM ソースファイル群に追加した. その他にも既存の
SLIM ソースファイルに対して変更を行った. 本節で述べる関数, 構造体は, 特に断りが無
い限り全て hyperlink.c, hyperlink.h 内で定義されているものである.
6.4.1 ハイパーリンクの管理
ハイパーグラフは通常のグラフのエッジがハイパーエッジへと拡張された概念である
が, 実装手法としては拡張的なアトムの導入を行っている. ハイパーリンクの概要図を図
6.2 に示す. 2引数の“!”をファンクタに持つアトム (エクスクラメーションアトム, 以下
“!”アトム) に対し, 処理系内部の構造体であるハイパーリンクオブジェクト (以下, 単に
オブジェクトとも)を対応付け, このオブジェクトの集合をハイパーリンクとして管理す
る. “!”アトムとハイパーリンクオブジェクトの組をハイパーリンクアトムと呼ぶ. “!”
アトムの第一引数はハイパーリンクに直接接続するアトムへのリンクであり, 第二引数に
はオブジェクトへのポインタを埋め込む. オブジェクトが持つ数値はハイパーリンク ID
(以下, 単に IDとも)であり, ハイパーリンクアトムを一意に識別する.
既に述べたように, ハイパーリンクに当たる構造が実体を持っていると, 動的に変化す
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る階層グラフ上での管理が困難になる. しかしこの設計では, “!”アトムは実体を持つ
がオブジェクトはグラフ上に実体を持たない. 階層グラフ上の構造と処理系内部でのハイ
パーリンクの管理を自然に結びつけることができる.
6.4.2 Union-Find algorithm
ハイパーリンクはオブジェクトの集合で表現されるため, 異なるハイパーリンク同士
の接続はオブジェクトの併合に相当する. そこで併合関係の管理には既存の Union-Find
algorithm[10]を応用している.
Union-Find algorithm は素集合データの管理手法であり, 任意要素が所属する集合の
解決と, 集合同士の併合を単純なアルゴリズムで高速に処理することができる. 要素を
多分木で管理し, 根をその木の代表ノードとする. 後述の最適化手法を用いることで, 各
処理の償却実行時間を O(®(N)) で実現できる. ® はアッカーマン関数の逆関数である.
実用的な n の値に対して常に 5 未満となることが知られており, 事実上, Union-Find
algorithm の償却実行時間は非常に小さな定数とある.
単純なアルゴリズム
図 6.3 は Union-Find algorithm を表す擬似コードである. p[x] は要素 x の親を表す.
make(x) は根である新しい要素を生成する命令である. 根である要素の親は自身への参照
であるため, p[x] に x 自身を代入している. union(x, y) は要素 x と y が属する集合を併
合する命令である. union 命令は ¯nd 命令, link 命令からなる. link(x, y) は異なる要素
x, y が与えられた場合に, x を y の親とすることで, 要素 x と y の間にリンクを張る命令
である. ¯nd(x) は要素 x が属する木の根を返す命令である. 要素 x の親を再帰的に辿り,
x の親 (p[x]) が x と等しい場合, x はその木の根であるため, それを返り値としている.
最適化されたアルゴリズム
上記のアルゴリズムは単純な実現方法であり, 最悪の場合には計算量が O(N) となる.
より高速に実現するためには, union-by-rank, path-compression[9] によって木の平衡を
保つ必要がある. これら 2 つの手法を用いたアルゴリズムを図 6.4 に示す.
union-by-rank は各要素に直接の子の数 (ランク) を持たせ, link 命令時によりランクの
大きい要素を親とする手法であり, ヒューリスティックに木の平衡を保っている. rank[x]
は要素 x のランクを表す. また path-compression は, ¯nd 命令に よって任意要素 e から
根 r までの探索が発生した場合に, その経路上にある要素 (e も含む) の親を全て r へと
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　 make(x):
　　 p[x] Ã x
　 union(x, y):
　　 link(¯nd(x), ¯nd(y))
　 link(x, y):
　　 if x 6= y
　　　 then p[y] Ã x
　 ¯nd(x):
　　 if x 6= p[x]
　　　 then return ¯nd(p[x])
　　　 else return x
図 6.3 Union-Find algorithm (naive)
　 make(x):
　　 p[x] Ã x
　　 rank[x] Ã 0
　 union(x, y):
　　 link(¯nd(x), ¯nd(y))
　 link(x, y):
　　 if x 6= y
　　　 if rank[x] ¸ rank[y]
　　　　 then p[y] Ã x
　　　　　 rank[x] Ã max(rank[x], rank[y] + 1)
　　　　 else p[x] Ã y
　 ¯nd(x):
　　 if x 6= p[x]
　　　　 then p[x] Ã ¯nd(p[x])
　　 return p[x]
図 6.4 Union-Find algorithm (optimized)
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typedef struct HyperLink{
LmnSAtom atom; // 対応する'!'アトムへのポインタ
int rank; // 全ての子の数
LmnMembrane *mem; // atom の所属膜（findatomで使用）
unsigned long id; // 集合を一意に識別する ID
/* 木構造による併合関係の表現 */
struct HyperLink *parent; // root の場合は自身のポインタ
struct HashSet *children; // 子表
} HyperLink;
図 6.5 HyperLink 構造体 (hyperlink.h)
変更することで, ¯nd 命令の再帰的な呼び出し回数を削減する手法である.
6.4.3 ハイパーリンクオブジェクト
ハイパーリンクオブジェクトの集合は, 各オブジェクトをノードとする多分木構造とし
て管理し, それを前述の Union-Find algorithm に基づいて操作する. ただし, ハイパーリ
ンクの実装のためにアルゴリズムの変更や, Union-Find algorithm がサポートしていな
い処理の追加を行っている.
オブジェクトを表す HyperLink 構造体を図 6.5 に示す. LmnSAtom atom は“!”アト
ムへのポインタであり,“!”アトムの第二引数からのポインタと合わせて双方向の参照を
構成する. int rankは子の数である. LmnMembrane *mem は, atom の所属膜へのポイン
タである. これはハイパーリンクの探索 (ハイパーリンクの接続関係を利用したマッチン
グ) にて利用する. unsinged long id は各オブジェクトに付加されるインクリメンタル
な IDである.
struct HyperLink *parentと struct HashSet *childrenはそれぞれ親オブジェ
クトへのポインタと, 自身を親とする子オブジェクトへのポインタが格納されているハッ
シュ表である. Union-Find algorithm では子への参照を保持する必要は無いが, ハイパー
リンクを介した探索時に木構造全体を走査する必要があるため, ハッシュ表で子への参照
を保持している.
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a(!1). b(!2). c(!3).
== HyperLink =============================================================
[hl_ID] [parent] [linked with] [num] [direct children ( inside info )]
1 root a 3 2,3.
2 1 b 3
3 1 c 3
================================================ 1 group, 3 elements ====
図 6.6 --show-hl オプションによる詳細出力
ランク
Union-Find algorithm のランクが直接の子の数を表すのに対し, rank は自身以下の全
ての子の数の合計である. Union-Find algorithm のランクでは, 全体の要素数を取得する
際に木構造全体を走査する必要が生じるため, 計算回数の削減のためにあらかじめ全ての
子の数を保持させている.
ハイパーリンク ID
ハイパーリンクは根ノードの id をハイパーリンク ID としている. ハイパーリンクの
出力時には, 他のシンボルアトムと同様に“!”アトムを出力した後, その後ろにハイパー
リンク IDを続けて出力する. 例えば図 6.2 のグラフをテキスト出力すると,
a(!1), b(!1), c(!1).
となる.
また SLIM での実行時に--show-hl オプションを指定することで, ハイパーリンクの
詳細を出力することができるが, この際には, 各“!”アトムはハイパーリンク ID ではな
く各々に対応付けられているオブジェクトの id と共に出力される. つまり, 図 6.2 のグラ
フの出力は図 6.6 のようになる. hl_ID が各オブジェクトが持つ id の値であり, parent
は親の hl_ID である (根ノードの場合は root と表示). linked_with は“!”アトムに
直接接続されているアトム名である. num はそのオブジェクトが属するハイパーリンク内
のオブジェクトの数であり, direct children はそのオブジェクトの直接の子の hl_ID
である. また右下の group と element は, それぞれ異なるハイパーリンクの数と, グラフ
全体に存在するハイパーリンクアトムの数を示している.
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図 6.7 ハイパーリンクアトムの削除
6.4.4 ハイパーリンクアトムの生成
新しいハイパーリンクアトムの生成は, lmn_hyperlink_new 関数にて行われる. この
関数では新規アトム (“!”アトム) とハイパーリンクオブジェクトのメモリ確保が行われ
ている. オブジェクトの新規生成では, rank には 0, id には hyperlink_new_id 関数で
生成されるインクリメンタルな数値を代入する. また子表 children は, rank が 0 の場
合には常に NULL ポインタである.
6.4.5 ハイパーリンクアトムの削除
ハイパーリンクアトムの削除は lmn_hyperlink_delete 関数で行われる. グラフの書
換え処理によって“!”アトムが削除された場合には, 対応するハイパーリンクオブジェク
トも削除される. しかし木構造で管理されているオブジェクトを単純に削除すると, 削除
するオブジェクトとその親や子に対して親子関係の更新を行う必要がある. この処理は最
悪, 要素数 N のハイパーリンクに対して O(N) である.
そこで, ハイパーリンクオブジェクトの木構造はそのままに, 削除対象である“!”アト
ムを葉の位置まで交換によって移動させた後に削除する手法を考案した. 図 6.7 はそのア
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ルゴリズムに基づく削除の例である. id が 1 のオブジェクトに対応付けられている“!”
アトムを削除する処理を, 左上の 1 番から右下の 4番まで順に解説する.
このまま根の位置で“!”アトムが削除されると, id = 2, 4, 5 のオブジェクトに対して
親のつなぎ替え処理が起こる. そのため, まず 2 番で id が 1 と 2 のオブジェクトの間で
“!”アトムの交換が行われ, 次いで 3 番で id が 2 と 3 のオブジェクトの間で“!”アトム
の交換が行われている. オブジェクトの交換は hyperlink_swap_atom 関数で行われる.
そして最後に 4 番で葉まで移動した“!”アトム とそれに対応するオブジェクトを削除し
ている. 木構造は平衡を保つように管理しているため, 削除処理は定数時間で可能となる.
なお, オブジェクトが持つ atom の値はこの削除処理によって“!”アトムの位置が変更
されるために, 一意な識別子として利用することはできない. そのために, 各オブジェクト
にインクリメンタルな id が付加された, という経緯がある.
6.4.6 ハイパーリンク属性
3.4.1 節で述べた通り, SLIM のリンクはリンク属性とリンクデータの組からなり, 特別
なアトムを属性によって管理することができる. ハイパーリンクアトムは“!”の名を持
つシンボルアトムであるが, 通常のシンボルアトムとは別の管理となるため, 新たにハイ
パーリンク属性を導入した. ハイパーリンクアトムはシンボルアトムのように実体を持つ
アトムでありながら, データ型アトムとして扱われる.
なお, 今後ハイパーリンク属性の様な, シンボルアトムでありながらデータ型アトムと
して扱われる属性の導入が容易になるように, 拡張アトムという枠組みを導入し, 今後著
者以外の開発者が開発を行い易いようにしている.
6.4.7 ハイパーリンクの併合
ハイパーリンクの併合は lmn_hyperlink_unify 関数で行われる. 2 つのハイパー
リンクオブジェクトを併合するが, Union-Find algorithm に基づき, オブジェクトが
持つ rank の値によってどちらの集合の根を親とするかを決定している. Union-Find
algorithm の union-by-rank がヒューリスティックな手法であるのに対し, rank は木構
造全体のノード数 (正確には根が含まれないため, -1 された数) であるため, ハイパーリ
ンクの併合はヒューリスティックではなく正確に平衡保持を実現できる手法であるとい
える.
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6.4.8 ハイパーリンクの要素数取得
ハイパーリンクの要素数取得は lmn_hyperlink_element_num で行われる. 任意のオ
ブジェクトを引数に与えられると, そのオブジェクトが属する木の根から rank を取得し,
それに根ノードの数を加えた数値を返す.
6.4.9 ハイパーリンクの探索
ハイパーリンクの接続関係を介したルールマッチングを行うために, ハイパーリンクの
探索を実装している. 現在の実装では, 従来の LMNtal の実装を極力変更しない形で実装
しているため, 接続関係が活かされるグラフの構造は限定的である. このことは今後の課
題として 9.2.5 節でも触れている. なお, この節の内容は 6.3.4 節と関連が深い.
ハイパーリンクの探索は, 基本的に既存の findatom 命令の改良と, 新たな
findproccxt 命令を追加することで実現している. 同名な型付きプロセス文脈をヘッド
部に持つルールの中間命令列には, findaotm の前に findproccxt が挿入され, どのアト
ムの第何引数が同名であるかの情報を SLIM 側に伝える.
同名型付きプロセス文脈管理表の作成
SLIM ソースファイルである task.c 内の INSTR_FINDPROCCXT で, 同名な型付きプロ
セス文脈を管理するハッシュ表 hl_sameproccxt にこれらの関係を登録する. 同名な型
付きプロセス文脈を管理するために, 新たに SamaProcCxt と ProcCxt という 2 つの構
造体を導入している. これらの構造体を図 6.8 に示す. SameProcCxt は同名な型付きプ
ロセス文脈を持つアトムのアトム番号 (ルール内で対応付けられている変数番号) に対し
て一つ生成される. SameProcCxt は同名な型付きプロセス文脈を持つアトムのアトム番
号を aotmi, 価数を length に格納し, length を長さとする ProcCxt のポインタ配列を
確保している. ProcCxt は同名な型付きプロセス文脈の出現につき一つ生成される.
例えば,
a(X,$y), b($y,Z) :- ...
というヘッドを持つルールのヘッド部の中間命令列は図 6.9 のようになる. このルール
では$y という同名な型付きプロセス文脈がヘッドに現れているため, findproccxt が
findatom の前に挿入されている. a の第二引数 (処理系内部では 1 番目) の$y がオリジ
ナル側, bの第一引数 (処理系内部では第 0番目)の$yがクローン側となる. findproccxt
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typedef struct SameProcCxt {
int atomi; // findatom の結果を格納する wt[atomi] の atomi
int length; // wt[atomi] に格納するアトムの arity
void **proccxts; // 長さ length の ProcCxt 配列
/* findatom 内で使用される一時領域 */
Vector *tree; // HyperLink tree
LmnLinkAttr start_attr;
} SameProcCxt;
typedef struct ProcCxt
{
int atomi; // findatom の結果を格納する wt[atomi] の atomi
int arg; // アトム wt[atomi] の第 arg 引数であることを示す
HyperLink *start;
struct ProcCxt *original;
} ProcCxt;
図 6.8 SameProcCxt, ProcCxt 構造体 (hyperlink.h)
findproccxt [1, 2, 1, 2, 2, 0]
findatom [1, 0, 'a'_2]
findatom [2, 0, 'b'_2]
図 6.9 ¯ndproccxt が挿入された中間命令列の例
の引数は 1, 2, 1, 2, 2, 0 となっており, これは左から順に, アトム番号 1 (アトム a) が価
数 2 で, その内の 1 番目の引数が同名な型付きプロセス文脈 (オリジナル側) であること
を表し, 続いてアトム番号 2 (アトム b ) が価数が 2 で, その内の 0 番目の引数が同名な
型付きプロセス文脈 (クローン側) であることを表している. アトム番号 1, 2 それぞれに
対して SameProcCxt を生成し, ハッシュ表 hl_sameproccxt にアトム番号をキーとして
SameProcCxt のポインタを保持させる. またそれぞれの SameProcCxt が持つ ProcCxt
の配列は length の値 2 の長さだけ確保される. アトム a の場合は, 0 番目の引数は通常
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findatom 命令の呼び出し:
　 if (!lmn_hyperlink_opt)
　　通常の findatom 処理:
　 else
　　ハイパーリンクを利用したマッチング:
　　　キーから SameProcCxt を取得
　　　 if (lmn_sameproccxt_from_clone)
　　　　クローン側の処理:
　　　　　 lmn_sameproccxt_start
　　　　　 lmn_hyperlink_get_elements
　　　　　 lmn_sameproccxt_all_pc_check_clone
　　　 else
　　　　オリジナル側の処理:
　　　　　通常の findatom 処理:
　　　　　　 lmn_sameproccxt_all_pc_check_original
図 6.10 ハイパーリンクの探索を追加した findatom の大まかな処理の流れ
のリンクであるため, ProcCxt 配列の 0 番目は NULL ポインタを代入し, $y を持つ 1 番
目にのみメモリの確保が行われている. ProcCxt 内の original は, オリジナル側のア
トムの場合には NULL ポインタが代入され, クローン側のアトムの場合にはオリジナル
側の ProcCxt のポインタが格納されている. ここではアトム a の 1 番目の ProcCxt の
original には NULL ポインタが格納され, アトム b の 0 番目の ProcCxt の original
には, アトム a の 1 番目の ProcCxt へのポインタが格納されることになる.
ハイパーリンクを利用した findatom
処理の大まかな流れを実際の関数名などを用いて図 6.10 に示す. またここでも, 適宜
図 6.9 の中間命令列を例に解説する. lmn_hyperlink_opt は--hl オプションを指定し
ている, かつ hl_sameproccxt が NULL ポインタではない, かつ hl_sameproccxt にア
トム番号 (findatom の第一引数) がキーとして登録されている場合に真を返す関数であ
る. lmn_hyperlink_opt が真であれば, ハイパーリンクを利用したマッチングへと移り,
アトム番号を基に hl_sameproccxt から SameProcCxt を取得する.
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lmn_sameproccxt_from_clone は, 取得した SameProcCxt (に対応付けられたアトム
番号) がクローン側のアトムであるか否かを判定する. 例では a アトムはオリジナル側の
文脈を持つため, オリジナル側の処理へと移行する.
オリジナル側の処理では通常の findatom の処理を行うが, lmn_sameproccxt_all_p-
c_check_original で取得した a アトムの引数と, SameProcCxt の ProcCxt 配列とを
比較し, 同名な型付きプロセス文脈がある引数と, メモリ確保されている ProcCxt 配列
の番号が同じであることを確認する. 全ての引数の整合性が取れていれば, クローン側で
探索の始点とするハイパーリンクオブジェクトのポインタを, ProcCxt のメンバである
start に格納し, 次の中間命令の処理へと移行する.
次はクローン側のアトムである b が findatom される. クローン側の処理では
lmn_sameproccxt_start 関数にて, 取得した SameProcCxt の ProcCxt 配列から探
索の始点とすべきハイパーリンクオブジェクトを取得する. このオブジェクトが属する
ハイパーリンクの全オブジェクトを lmn_hyperlink_get_elements によって取得する.
メモリ確保されている ProcCxt が複数ある場合には, 各引数から得られるハイパーリン
クオブジェクトの中から, 最も要素数の少ないハイパーリンクに属するものを選択し, そ
の全要素を取得する. 最も要素数が少ないものを選択することで, マッチングの選択肢を
減らし, マッチングの失敗を極力減らしている. そして, 取得したハイパーリンクオブジェ
クト群から一つずつオブジェクトを取り出し, それに対応する“!”アトムの第一引数が b
アトムへと接続されていることを確認する. その後は, オリジナル側の処理とほぼ同様に,
b アトムが持つ同名な型付きプロセス文脈の引数と, メモリ確保されている ProcCxt 配
列の番号が同じであることの確認を lmn_sameproccxt_all_pc_check_clone 関数にて
行う.
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第 7章
uniq 制約
本章では, 特に CHR プログラムを LMNtal を用いてエンコードする際に必要となる
uniq 制約について解説する. uniq 制約は筆者の卒業研究であるため, 詳細な解説は著者
の卒業論文 [25]に譲る. 本章では uniq 制約の概要と, 卒業論文執筆時以降に行った uniq
制約の改良点を中心に解説する.
7.1 uniq 制約の概要
第 4 章で述べた CHR は, LMNtal よりも開発期間の長い言語であり, 実アプリケー
ションへの利用など実績のある言語である. 構文を含めた多くの点で LMNtal との類似
点が多いため, LMNtal の有用性の証明のために CHRプログラムを LMNtal プログラム
へとエンコードする試みはかねてより行われてきた.
LMNtal, CHR は共にルールによるデータ構造の書換えによって計算処理が進む言語
であり, 書換え可能なデータ構造が存在する限り繰り返し書換えが行われる点に特徴が
ある. しかし, 適用回数が制限されたルールでなければ, 表現困難, あるいは表現不可能
なモデルも存在していた. CHR には同等な集合に対して高々一度だけルール適用を許
す Propagation rule が用意されているため, この問題は解決されている. これに対し,
LMNtal では同型なグラフ構造に対して高々一度だけルール適用を許す言語機能として,
uniq 制約が原 [24]によって Java 版処理系に試験的に導入された (Java版 uniq 制約, 以
下の uniq 制約とは異なる). その後, 著者によって仕様を見直された uniq 制約 が SLIM
に導入された.
本章では主に uniq 制約の非決定実行への対応 [29]について解説する.
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7.1.1 構文・意味
uniq 制約を持つルールの構文は以下の通りである.
Head :- uniq(L1; : : : Ln) j Body.
n ¸ 0 である. uniq 制約は LMNtal ルールのガードに記述する. L1; : : : Ln は ground
型の構造につながるリンクの集合であり, Head に現れるリンク集合の部分集合である.
n = 0 の場合は, リンク集合を囲む ( ) を省略して, uniq のみを記述することができる.
Head :- uniq j Body.
L1; : : : Ln に束縛された同型なグラフ構造集合に対してルールが反応するのは高々 1 回
であり, n = 0 の場合, その uniq 制約が含まれるルールが反応するのは高々 1 回である.
7.2 非決定実行への対応
7.2.1 背景と目的
LMNtal は CHR と異なり, 非決定実行や検証機能を持つため, これに Propagation
rule の概念を導入することは, LMNtal によるモデル検査の応用分野拡大につながるこ
とが予想されていた. そこで uniq制約を SLIM の非決定実行, モデル検査機能に対応さ
せた.
7.2.2 uniq 制約の設計と実装
uniq 制約の設計と実装について述べる. uniq 制約は SLIM 上で動作することを目指
して実装を行ったため, 実装には C 言語を用いた.
uniq 制約はルールのヘッド部にマッチした構造を, 反応履歴として記憶しておくこと
でルールの適用回数を制限する. 以下ではこの反応履歴を単に履歴と呼ぶ.
ルール構造体への履歴表の追加
LMNtal におけるルールは, LmnRule 構造体によって実装されている. LmnRule 構造体
は中間命令列を変換したバイナリ表現やルール名に関する情報を保持している. uniq 制
約の実装時には, ここにさらに履歴を管理するハッシュテーブル history_tbl (履歴表)
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を追加した.
また, 直前に履歴表に追加された履歴を保持する変数 pre_id もあわせて追加した. こ
の pre_id は非決定実行への対応時に使用する変数である.
反応履歴の管理
SLIM 内部では, 出現するバイト列に対して一意な数値 ID を与える機構が用意されい
る (interned string). uniq 制約の引数に接続された ground 型の構造は, 一意なバイト
列へ変換される. このバイト列に対して interned string によって一意な ID を与え, その
ID を履歴表に保持させることで履歴の管理を行っている.
ルールのマッチングが行われる際は, グラフ構造から得られた ID が履歴表に含まれて
いないことを検査する. IDが含まれていなければ, 過去に反応したことがない構造だと判
断し, ルール適用と共に履歴表に IDを挿入する. 履歴表に IDが含まれていた場合には,
過去に反応したことのある構造だと判断し, ルールは適用されない.
非決定実行への対応
この uniq制約を用いた LMNtal プログラムをモデル検査器で実行させる場合, ある 2
つの状態における階層グラフ構造が同型であっても, ルールが持つ履歴表の内容が異なれ
ばその状態から遷移できる状態は異なる. そのためモデル検査においてルールが持つ履歴
表の内容が異なれば別の状態と判定するよう, 状態展開の際のグラフの同型性判定に, 各
ルールが持つ履歴表の等価性判定を併せて行うようにした. 現在の実装では, 一方の履歴
表が保持する要素を取り出し, 他方の履歴表内にそれが含まれるか検査する. 履歴の個数
N に対する計算量は O(N) であり, これを双方の履歴表に対して行う.
7.3 評価実験
ここではいくつかの例題を uniq 制約を含む LMNtal プログラムで記述し, その評価を
行った.
実行環境のハードウェアは Intel (R) Core (TM) 2 Duo 1.80GHz, RAM 2 GBである.
LMNtal プログラムの実行には uniq 制約を導入した ver.0.4.0 の SLIM を使用した. ま
た解説に用いる状態遷移図の出力は, 各プログラムが実行中に取り得る全状態遷移, およ
び状態空間探索を行った結果を状態遷移グラフとして表示する可視化環境が行った.
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p(1), p(1), p(1), p(2), p(2), p(2),
p(3), p(3). p(3), p(4), p(4), p(4).
図 7.1 (m;n) = (4; 3)としたペア生成の初期グラフ
p(X), p(Y) :- X\=Y | pair(X, Y).
pair(X1, Y1), pair(X2, Y2) :-
X1=X2, Y1=Y2 | pair(X1, Y1), p(X2), p(Y2).
図 7.2 uniq制約を用いないペア生成のルール
p(X), p(Y) :-
X\=Y, uniq(X, Y) | p(X), p(Y), pair(X, Y).
図 7.3 uniq制約を用いたペア生成のルール
N 10 15 20 25 5k
uniq制約無し 330 2730 16320 76896 302230
uniq制約有り 294 1806 6561 15717 27344
削減率 [%] 10.91 33.85 59.8 79.56 90.95
図 7.4 ペア生成が取り得る状態数
7.3.1 ペア生成
本例題では uniq制約を含むルールを用いることで, 非決定実行中に生成され得る状態
数が削減できることを示す.
n 人以上のメンバが所属しているグループが m 個存在する. これらのグループから 2
人を選びペアを作る. ただしペアは (i) 同じグループのメンバで構成されてはならず, か
つ (ii) 同じ組合せのペアは 2 つ以上存在してはならない. 今回は簡単のためにm = 4 に
固定し, 各グループのメンバ数は等しく n 人とした. 図 7.1 は (m;n) = (4; 3) とした場
合に与える初期グラフであり, p(X) はグループ X に属するメンバを表す. またさらにグ
ループX, Y によって生成される (X;Y ) ペアと (Y;X) ペアは異なる組合わせとした. こ
の例題を解くプログラムを uniq 制約を用いない場合と用いた場合のルールによって記述
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し, 条件 (i), (ii) を満たしつつ最も多くのペアを作成できる組合せを探す過程で生成され
る状態数を, n を変化させながら比較した.
uniq 制約を用いない場合, 用いた場合のペアを生成するルールをそれぞれ図 7.2, 7.3
に示す. 図 7.2 ではペア生成のルールの他に既に生成されているペアを生成してしまった
場合にはペアを再び解体するルールが必要であるが, 図 7.3 のように uniq制約を用いる
ことで一度生成した組合わせのペアはそれ以上生成されないため, 一本のルールで記述で
きる.
非決定実行によってこのプログラムが実行中に取り得る状態数を 2 · n · 6 の場合に
ついて求め, 表 7.4 に示す. 表 7.4 から分かるように, 全ての n の値において uniq 制約
を用いない場合に対して状態数が削減できており, 特に n = 6 では 90% 以上の状態数を
削減できている.
7.3.2 プレゼント交換
本例題は uniq 制約を含むルールによるモデル検査の例として取り上げる.
n 人の人が各自プレゼントを 1 つずつ用意し, 他の人と互いにプレゼントを交換する
(図 7.5). 一度の交換でプレゼントを交換できるのは 2 人だけであり, 同じ組合わせの 2
人の間での交換は一度だけである. この交換を可能な限り繰り返すと, 最終的に全ての人
が自分が用意したプレゼントを保持している可能性があるか検証する. 今回は n = 4 の場
合について検証する.
このモデルも uniq 制約を用いることで, 図 7.5 に示すように全ての組合せに対して一
度だけ交換を行う動作を一本のルールで表すことができる. p(X;P ) は X という人が P
というプレゼントを持つことを表している. 命題記号は,
p = p(1, book), p(2, toy),
p(3, ball), p(4, candy) :- |
と定義し, \全員が最終的に自分が用意したプレゼントを持つことはない", すなわち
!(¤§p) に対する反例が無いか検証する. LMNtal モデル検査器によって状態空間探索を
行った結果を可視化すると図 7.6 のようになる. 図の最も右にある状態は反例を表してお
り, 全員が最終的に自分が用意したプレゼントを持つ場合があることが分かった.
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p(1, book), p(2, toy), p(3, ball), p(4, candy).
p(A, PA), p(B, PB) :-
A>B, uniq(A, B) | p(A, PB), p(B, PA).
図 7.5 プレゼント交換
図 7.6 プレゼント交換の反例検出結果
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第 8章
プログラム例と評価実験
本章では, 今回 LMNtal 処理系に実装したハイパーリンクの評価について述べる. 論理
変数を持つ言語である CHR のベンチマーク問題を実際にハイパーリンクを用いて記述
し, その記述性と実行時間の比較によって評価を行う. 各例題の解説を先に行い, 記述した
ソースコード, 実験結果はまとめて章末に示す.
8.1 評価実験の概要
従来の LMNtal では表現困難なハイパーグラフに相当する構造を持つモデルをハイ
パーリンクを用いて記述することで, その評価を行う. CHR はハイパーグラフに相当す
る論理変数を持ち, ベンチマーク問題も整備されていることから, 評価実験の対象として
取り上げた.
ここでは実験環境やプログラムの記述方法, 時間計測方法などについて解説する.
8.1.1 実行環境
実行環境のハードウェアは Intel(R) Core(TM)2 Quad 2.60GHz, RAM 4GB, OS は
ubuntu 9.10 である. LMNtal プログラムの実行には, LMNtal コンパイラ (ver.1.20),
SLIM (ver.2.1.3) を使用している. コンパイルは全て--O3 --slimcode --hl を付けて
行い, 実行時間の計測には, LMNtal プログラム内に埋め込み部分的な実行時間を計測す
るモジュールである time.gettime と, 実行時間全体を計測する-p1 オプションを併用
した. CHR プログラムの実行は SWI-Prolog (ver.5.8.3) 上で行い, 全て 4.5.2 節で紹介
した最適化モードで実行を行った. 実行時間の計測には, Prolog の組み込み関数である
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chr : CHR による実装
lmn-int : アトムによる擬似的ハイパーグラフを用いた LMNtal による実装
lmn-mem : 膜による擬似的ハイパーグラフを用いた LMNtal による実装
hyperlink : ハイパーリンクを用いた LMNtal による実装
図 8.1 CHR と LMNtal (3 種類) による記述方法
cputime 関数を用いた.
8.1.2 モデルの記述方法
例題はウェブ上*1 に公開されている CHR のベンチマーク問題を中心に選択している.
CHR は公開されている例題プログラムに, 時間計測のための cputime 関数などを追加し
ただけであり, 基本的に大きな修正は行っていない. これらの CHR プログラムを, 3 種類
の方法によって LMNtal プログラムへとエンコードしている. 図 8.1 は各記述方法の一覧
である. lmn-int, lmn-mem はそれぞれ 5.1.2 節で紹介した数値アトムによる擬似的ハイ
パーグラフ, 膜による擬似的ハイパーグラフを用いて例題を記述した. hyperlink は今回
実装したハイパーリンクよるハイパーグラフを用いて例題を記述している.
以降では各例題ごとに解説を行うが, 記載するソースコードは初期グラフ (初期制約)
を生成するルールの記述を省いている. また CHR の制約は LMNtal のアトムに相当する
データ構造なので, 説明を簡単にするためにどちらかに統一して説明する場合もある.
8.2 ハイパーリンクの基本性能
CHR との性能比較を行う前に, LMNtal 内でのハイパーリンクの基本性能について測
定を行った. CHR との性能比較は 8.3 節以降で述べる.
8.2.1 ハイパーリンクアトムの生成と削除
通常のアトム (シンボルアトム) と, ハイパーリンクアトムの生成と削除にかかる時間
を測定した. 実験結果を示した図 8.2 から, ハイパーリンクアトムはシンボルアトムに比
べて生成と削除にかかる時間が約 2 倍長いが, 時間計算量は等しいことが分かる.
*1 K.U.Leuven CHR System, http://people.cs.kuleuven.be/~tom.schrijvers/CHR/
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N £ 10000 100 200 400 800
simbol atom 1.91 3.72 7.40 14.75
hyperlink atom 3.78 7.65 15.31 31.87
図 8.2 アトムの生成と削除にかかる時間 [sec]
N 1k 2k 4k 8k 16k 32k 64k
membrane 3.84 7.74 15.51 31.11 62.43 125.02 250.13
hyperlink 0.003 0.01 0.02 0.03 0.05 0.10 0.21
図 8.3 要素数の取得にかかる時間 [sec]
8.2.2 要素数取得
従来の LMNtal には, 特定の範囲内に存在する要素数 (アトム数) を瞬時に取得する機
能は存在していなかった. ここでは膜を用いた集合内の要素数の取得と, ハイパーリンク
内の要素数の取得にかかる時間を測定した. それぞれ 10000 個の要素を持つ集合を用意
し, その集合の要素数を N 回取得する操作を行った. 膜を用いた集合は, 適当な数値を引
数に持つ 10000 個の 1 価アトムを膜で囲ったものを一つの集合とみなし, ルール適用に
よってアトムの個数を計算している. 対してハイパーリンクを用いた集合では, 一つのハ
イパーリンクに含まれる 10000個のハイパーリンクアトムの数を, ガードに記述する num
制約によって取得している. 実験結果を示した図 8.3 から, ハイパーリンクを用いた集合
では要素数を短時間で取得できていることが分かる.
8.3 各例題の解説
CHR のベンチマーク問題の中から 6 題選んでいる. CHR における論理変数を利用し
たマッチング最適化が導入されたことによって導入前に比べ理想的な時間計算量を実現し
ている例題が中心である.
8.3.1 例題：構造比較
1 から N までの異なる自然数を引数に持つ 1 引数の a, b という制約集合から, 同じ値
を持つ制約を見つけ出し消去する例題である.
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LMNtal, CHR による記述はそれぞれ図 8.5 から図 8.8 の通りである. lmn-int では,
整数型の比較演算子=:= をガードに記述することで, アトムに接続された構造が等価であ
ることを確認している. lmn-mem では, 同じ膜へのリンクが張られているアトム同士を
発見し削除している. hyperlink では, 同名な型付きプロセス文脈を用いることで, ハイ
パーリンクの接続関係を利用したマッチングが行われている. chr では, 共通の論理変数
を利用したマッチングによって, 両制約が等価な値を持つことが確認されている. この例
題では, LMNtal と CHR のプログラムを見比べると, hyperlink の例が最も CHR の論
理変数を用いた記述方法に近いことが見て取れる.
これらのプログラムに対し, N の値を変化させて実行時間を測定した. 結果を図 8.28
に示す. lmn-int では (実際には接続関係の無い) 整数アトムによって擬似的なハイパー
グラフを表しているために, 非効率的なマッチングが発生して計算量が O(N) となってい
る. lmn-mem では膜を用いて擬似的なハイパーグラフを表しているために, 理想的な計算
量 O(N) での実行が実現されているが, 膜はアトムに比べてリッチなデータ構造であるた
め, hyperlink よりも時間がかかっている. ただし, lmn-mem, hyperlink, chr を比べる
と, LMNtal の基本的な実行性能は CHR に優っていることが分かる.
8.3.2 例題：閉路検出
与えられたグラフ上から 3 頂点からなる閉路を探索し消去する例題である. 今回は N
個のノードを用意し, 各ノードごとに他の 2 ノードとの 3 頂点からなる閉路を構成してい
るエッジ群をクエリとして与える.
LMNtal, CHR による記述はそれぞれ図 8.9 から図 8.12 の通りである. 構造比較の例
題と比べ, 比較する引数の数が 3 つに増えている. lmn-int では, 閉路を検出するために
整数型の比較演算子=:= を 3 つガードに記述している. 見つけるべき閉路の頂点数がより
大きな例題の場合には, ガード部に記述する比較演算子が増えることが容易に想像できる.
また lmn-mem は構造比較の例題よりもさらに構造が複雑化していることが分かる. これ
に対し, やはり hyperlinkが最も chr の記述方法に近いことが分かる.
これらのプログラムに対し, N の値を変化させて実行時間を測定した. 結果を図 8.29
に示す. 結果から, lmn-int だけでなく lmn-mem の時間計算量が悪化していることが分
かる. lmn-mem は lmn-int に比べて非効率的なマッチングを防ぐことができるが, 膜か
ら各アトムを辿る際には, そのアトムのどの引数に接続されているのかは, 実際に探索を
行うまで分からない. つまりマッチングにおける選択肢が増えることになるために, 結果
として計算量が悪化していると考えられる. hyperlink は chr と同程度の計算量を達成
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しており, 単純な実行速度でも chr を上回っている.
8.3.3 例題：不等式制約ソルバ
この例題は 4.3 節で取り上げたものと同じである. 今回はクエリとして, N 個の変数が
1 本の循環構造的な不等式関係をなしている制約群を考える. N = 3 の場合に与えられる
クエリは leq(X,Y),leq(Y,Z),leq(Z,X) となる.
LMNtal, CHR による記述はそれぞれ図 8.13 から図 8.16 の通りである. また実験結果
を図 8.30 に示す. 基本的に閉路探索と同様に与えられたグラフ構造のエッジを動的に増
減させる例題ではあるが, Propagation rule (uniq 制約を含むルール) があるために, 閉
路探索とは異なる実験結果となっている. Propagation rule は, ヘッド部にマッチした制
約の ID を履歴として記憶するのに対し, LMNtal の uniq 制約ではヘッド部にマッチし
たアトムに接続されている構造を履歴として利用する. グラフ構造を辿る処理が発生す
る影響で, LMNtal の方が実行時間が長い. また, lmn-mem よりも hyperlink の方が実
行速度が遅いことに関しては, lmn-mem では int 型の整数値の組が履歴となるのに対し,
hyperlink ではハイパーリンクアトムの組が履歴となる. 実体を持つアトムを辿る方が
処理に時間がかかるために, このような結果になったと考えられる.
8.3.4 例題：フィボナッチ数 (トップダウン)
フィボナッチ数に限っては, LMNtal や CHR ではより簡潔で高速な実装が可能ではあ
るが, 論理変数 (ハイパーリンク) の併合を効果的に利用して冗長な再帰的計算処理を抑
えている例として挙げた. LMNtal, CHR による記述はそれぞれ図 8.17 から図 8.20 の通
りである.
ここでは fib(10,!1) という, 10 番目のフィボナッチ数を求める場合を考える. 書換え
処理の流れを図 8.4 に示す. 最終的に fib(10,!1) のハイパーリンク!1 に結果が接続さ
れることになるが, そこまでの計算処理はこの図のように, fib(10,!1)というグラフを
fib(9,!2), fib(8,!3), !1 = !2+!3.
という構造へ分離され, さらに fib(9,!2), fib(8,!3) も同様に再帰的に分離されてい
く. 最終的に fib(1,X) や fib(0,X) まで分離が行われると, X の位置にあるハイパーリ
ンクに数値 1 が結び付けられ, そこからはボトムアップにフィボナッチ数を順次計算して
いく. しかし単純に実装すると, 同じ N 番目のフィボナッチ数を求める fib(N,X) が複数
発生し, 冗長な計算処理を行わなければならない.
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図 8.4 10 番目のフィボナッチ数を求める例
そこでハイパーリンクの併合を利用して, 一つの N の値に対しては 1 度だけ分離が行
われるようにした. N 番目のフィボナッチ数を求めた実験結果を図 8.31 に示す. 併合は
lmn-int では行えず, また lmn-mem でも, 同じN 番目の fib を探すために整数アトムの
比較を行わなければならず, 結果として lmn-int と同等かそれ以下の時間計算量となっ
ている. 対して, chr と hyperlink では, 併合を効果的に利用して実行性能が向上してい
ることが見て取れる.
CHR ベンチマーク問題の中で再帰的な計算処理を論理変数の併合によって削減してい
る例題としては, 他にアッカーマン関数などがある.
8.3.5 例題：Union-Find algorithm
ハイパーリンクの管理にも用いている Union-Find algorithm である. SLIM の内部に
実装した Union-Find algorithm を利用するのではなく, あくまで LMNtal, CHR のルー
ルによって union などの各命令を表現している. LMNtal, CHR による記述はそれぞれ
図 8.21 から図 8.24 の通りである.
今回は N 個のノードに対し, 全てのノードが最終的に同じ木に属する (union 命令が
N 回発生する) ようなクエリを与える. 実験結果を図 8.32 に示す. この例題についても,
hyperlink は従来の LMNtal よりも優れた実行性能を実現し, chr とも同程度の実行性
能を達成している.
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8.3.6 例題：RAM simulator
RAM simulator[12] は, アドレス (整数値) を持つメモリ領域に格納されているデータ
を, 命令とプログラムカウンタの値によって操作する例題である. 今回選択した例題の中
では, 最もルール数が多い例題であり, 構造が複雑化してしまうため, lmn-mem での実装
は断念した. その他の LMNtal, CHR による記述はそれぞれ図 8.25, 8.26, 8.27 の通りで
ある. 元の CHR プログラムでは 16 本のルールが記述されていたが, 今回は測定結果に再
現性を持たせるため, 適用されるルール数を 5 本に限定している.
メモリの数を 30 とし, カウンタの値 N を変化させて実行時間の測定を行った. 実験結
果を図 8.33 に示す. この例題は非決定性に影響するメモリの数が 30 と固定であるため,
lmn-int であっても時間計算量の悪化は見られないが, 冗長なマッチングは発生している
ため, 実行速度は hyperlink が最も優れている.
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8.4 各例題のソースコードと実験結果
:- chr_constraint a(+dense_int), b(+dense_int).
ab @ a(X), b(X) <=> true.
図 8.5 構造比較 (chr)
ab @@ a($x), b($y) :- $x=:=$y | .
図 8.6 構造比較 (lmn-int)
ab @@ a(X), b(Y), {+X,+Y,$p} :- {$p}.
図 8.7 構造比較 (lmn-mem)
ab @@ a($x), b($x) :- .
図 8.8 構造比較 (hyperlink)
:- chr_constraint edge(+dense_int, +dense_int),
cycle(+int, +int, +int).
cycle @ edge(X,Y), edge(Y,Z), edge(Z,X) <=> cycle(X,Y,Z).
図 8.9 閉路検出 (chr)
cycle @@ edge(X1,Y1), edge(Y2,Z1), edge(Z2,X2) :-
X1=:=X2, Y1=:=Y2, Z1=:=Z2 | cycle(X1,Y1,Z1).
図 8.10 閉路検出 (lmn-int)
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cycle @@ edge(X1,Y1), edge(Y2,Z1), edge(Z2,X2),
{+X1,+X2,n($n1),$x}, {+Y1,+Y2,n($n2),$y},
{+Z1,+Z2,n($n3),$z} :-
int($n1), int($n2), int($n3) |
{n($n1),$x}, {n($n2),$y}, {n($n3),$z}, cycle($n1,$n2,$n3).
図 8.11 閉路検出 (lmn-mem)
cycle @@ edge($x,$y), edge($y,$z), edge($z,$x) :- cycle($x,$y,$z).
図 8.12 閉路検出 (hyperlink)
:- chr_constraint leq(+dense_int, +dense_int).
reflexivity @ leq(X,X) <=> true.
antisymmetry @ leq(X,Y), leq(Y,X) <=> X = Y.
transitivity @ leq(X,Y), leq(Y,Z) ==> leq(X,Z).
idempotence @ leq(X,Y) \ leq(X,Y) <=> true.
図 8.13 不等式制約ソルバ (chr)
reflexivity @@ leq(X1,X2) :- X1=:=X2 | .
antisymmetry @@ leq(X1,Y1), leq(Y2,X2) :- X1=:=X2, Y1=:=Y2 | .
idempotence @@
leq(X1,Y1), leq(X2,Y2) :- X1=:=X2, Y1=:=Y2 | leq(X1,Y1).
transitivity @@
leq(X1,Y1), leq(Y2,Z2) :-
Y1=:=Y2, uniq(X1,Z2) | leq(X1,Y1), leq(Y2,Z2), leq(X1,Z2).
図 8.14 不等式制約ソルバ (lmn-int)
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reflexivity @@ leq(X1,X2), {+X1,+X2,v(V),$p} :- int(V) | {$p}.
antisymmetry @@
leq(X1,Y1), leq(Y2,X2), {+X1,+X2,v(VX),$p}, {+Y1,+Y2,v(VY),$q} :-
int(VX), int(VY) | {$p,$q,v(VX)}.
idempotence @@
leq(X1,Y1), leq(X2,Y2), {+X1,+X2,v(VX),$p}, {+Y1,+Y2,v(VY),$q} :-
int(VX), int(VY) |
leq(X1,Y1), {+X1,v(VX),$p}, {+Y1,v(VY),$q}.
transitivity @@
leq(X1,Y1), leq(Y2,Z2),
{+X1,v(X),$p}, {+Y1,+Y2,v(Y), q}, {+Z2,v(Z),$r} :-
uniq(X,Z), int(Y) |
leq(X1,Y1), leq(Y2,Z2), leq(Z3,X3),
{+X1,+X3,v(X),$p}, {+Y1,+Y2,v(Y),$q}, {+Z2,+Z3,v(Z),$r}.
transitivity2@@
leq(X1,Y1), leq(Y2,Z2),
{+X1,+Z2,v(X),$p}, {+Y1,+Y2,v(Y),$q} :-
uniq(X,X), int(Y) |
leq(X1,Y1), leq(Y2,Z2), leq(Z3,X3),
{+X1,+X3,+Z2,+Z3,v(X),$p}, {+Y1,+Y2,v(Y),$q}.
図 8.15 不等式制約ソルバ (lmn-mem)
reflexivity @@ leq($x,$x) :- .
antisymmetry @@ leq($x,$y), leq($y,$x) :- $x\==$y | $x><$y.
idempotence @@ leq($x,$y), leq($x,$y) :- leq($x,$y).
transitivity @@ leq($x,$y), leq($y,$z) :-
uniq($x,$z) | leq($x,$y), leq($y,$z), leq($x,$z).
図 8.16 不等式制約ソルバ (hyperlink)
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:- chr_constraint fib(+dense_int, +dense_int).
unify @ fib(N,M1), fib(N,M2) <=> M1 = M2.
fib1 @ fib(0,M) ==> M = 1.
fib2 @ fib(1,M) ==> M = 1.
fib3 @ fib(N,M) ==>
N > 1 |
N1 is N-1, fib(N1,M1),
N2 is N-2, fib(N2,M2), M is M1+M2.
図 8.17 フィボナッチ数 (トップダウン) (chr)
unify @@ fib(N1,M1) \ fib(N2,M2) :- N1 =:= N2, int(M2) | .
fib1 @@ fib(0,M) :- M = 1.
fib2 @@ fib(1,M) :- M = 1.
fib3 @@ fib(N,M) :-
N > 1, N1 = N-1, N2 = N-2 |
fib(N1,M1), fib(N2,M2), M = M1+M2.
図 8.18 フィボナッチ数 (トップダウン) (lmn-int)
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unify @@ fib(L1,M1), n{+L1,$n1,n(N1)} \
fib(L2,M2), n{+L2,$n2[],n(N2)} :-
N1 =:= N2, int(M2) | .
fib0 @@ fib(L1,M1), n{+L1,$n1,n(N1)}, v{+M1,$v1},
fib(L2,M2), n{+L2,$n2,n(N2)}, v{+M2,$v2} :-
N1 =:= N2 |
fib(L1,M1), fib(L,M),
n{+L1,$n1,$n2,n(N1),+L}, v{+M1,$v1,$v2,+M}.
fib1 @@ fib(L,M), n{+L,$p,n(0)}, v{+M,$q} :-
n{$p,n(0)}, v{$q,v(1)}.
fib2 @@ fib(L,M), n{+L,$p,n(1)}, v{+M,$q} :-
n{$p,n(1)}, v{$q,v(1)}.
add @@ v{+H,$r} = v{$p,v(X)} + v{$q,v(Y)} :-
Z = X+Y |
v{$p,v(X)}, v{$q,v(Y)}, v{+H,$r,v(Z)}.
fib3 @@ fib(L,M), n{+L,$p,n(N)}, v{+M,$q} :-
N > 1, N1 = N-1, N2 = N-2 |
fib(L1,M1), n{+L1,n(N1)}, v{+M1,+_M1},
fib(L2,M2), n{+L2,n(N2)}, v{+M2,+_M2},
n{$p,n(N)}, v{$q} = _M1+_M2.
図 8.19 フィボナッチ数 (トップダウン) (lmn-mem)
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unify @@ fib($n,N1,M1), fib2($n,N2,M2) :- hlink(M1), int(N2) |
fib($n,N1,M1), M1 >< M2.
fib1 @@ fib2(N,0,M) :- hlink(N) | v2(M,1).
fib2 @@ fib(N,1,M) :- hlink(N) | v(M,1).
fib3 @@ fib($n,N,M), n($n,L,$n1,N1,$n2,N2) :-
hlink($n1), hlink($n2), new($x), new($y),
int(N), int(L), int(N1), int(N2) |
fib($n1,N1,$x), fib2($n2,N2,$y), M = $x+$y.
add @@ v($x,X), v2($y,Y), H = $x+$y :- Z = X+Y | v(H,Z), v2($x,X).
図 8.20 フィボナッチ数 (トップダウン) (hyperlink)
:- chr_constraint make(+element),
find(?element,?element),
union(+element,+element),
(?element) ~> (+element),
link(+element,?element),
root(+element,?natural),
make @ make(A) <=> root(A,0).
union @ union(A,B) <=> find(A,X), find(B,Y), link(X,Y).
findNode @ A ~> B, find(A,X) <=> find(B,X), A ~> X.
findRoot @ root(B,_) \ find(B,X) <=> X=B.
linkEq @ link(A,A) <=> true.
linkLeft @ link(A,B), root(A,NA), root(B,NB) <=> NA>=NB |
B ~> A, NA1 is max(NA,NB+1), root(A,NA1).
linkRight @ link(B,A), root(A,NA), root(B,NB) <=> NA>=NB |
B ~> A, NA1 is max(NA,NB+1), root(A,NA1).
図 8.21 Union-Find algorithm (chr)
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make @@ make(A) :- root(A,0).
union @@ union(A,B) :- find(A,X), find(B,Y), link(X,Y).
findNode @@ '~>'(A1,B), find(A2,link(find(X))) :-
A1 =:= A2, int(X) |
find(B,link(find(X))), '~>'(A1,X).
findRoot @@ root(B1,R) \ find(B2,X) :- B1 =:= B2 | X = B1.
linkEq @@ link(A1,A2) :- A1 =:= A2 | .
linkLeft @@ link(A1,B1), root(A2,NA), root(B2,NB) :-
A1 =:= A2, B1 =:= B2, NA>=NB, NB1 = NB+1 |
'~>'(B1,A1), NA1 = max(NA,NB1), root(A1,NA1).
linkRight @@ link(B1,A1), root(A2,NA), root(B2,NB) :-
A1 =:= A2, B1 =:= B2, NA>=NB, NB1 = NB+1 |
'~>'(B1,A1), NA1 = max(NA,NB1), root(A1,NA1).
max1 @@ H = max(A,B) :- A =< B | H = B.
max2 @@ H = max(A,B) :- A > B | H = A.
図 8.22 Union-Find algorithm (lmn-int)
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make @@ make(A) :- root(A,0).
union @@ union(A,B), {+A,v(VA),$p}, {+B,v(VB),$q} :-
int(VA), int(VB) |
find(A1,X), find(B1,Y), link(X,Y),
{+A1,v(VA),$p}, {+B1,v(VB),$q}.
findNode @@ '~>'(A1,B), find(A2,link(find(X))),
{+A1,+A2,v(VA),$p}, {+B,v(VB),$q}, {+X,v(VX),$r} :-
int(VA), int(VB), int(VX) |
find(B1,link(find(X1))), '~>'(A3,X2),
{+A3,v(VA),$p}, {+B1,v(VB),$q}, {+X1,+X2,v(VX),$r}.
findNode1 @@ '~>'(A1,B), find(A2,link(find(X))),
{+A1,+A2,+X,v(VA),$p}, {+B,v(VB),$q} :-
int(VA), int(VB) |
find(B1,link(find(X1))), '~>'(A3,X2),
{+A3,+X1,+X2,v(VA),$p}, {+B1,v(VB),$q}.
findRoot @@ root(B1,R), find(B2,X), {+B1,+B2,v(VB),$p} :-
int(VB) |
root(B1,R), {+B1,+B3,v(VB),$p}, X=B3.
linkEq @@ link(A1,A2), {+A1, +A2, v(V), $p} :-
int(V) | {v(V), $p}.
linkLeft @@ link(A1,B1), root(A2,NA), root(B2,NB),
{+A1,+A2,v(VA),$p}, {+B1,+B2,v(VB),$q} :-
int(VA), int(VB), NA>=NB, NB1 = NB+1 |
'~>'(B3,A3), NA1 = max(NA,NB1), root(A4,NA1),
{+A3,+A4,v(VA),$p}, {+B3,v(VB),$q}.
linkRight @@ link(B1,A1), root(A2,NA), root(B2,NB),
{+A1,+A2,v(VA),$p}, {+B1,+B2,v(VB),$q} :-
int(VA), int(VB), NA>=NB, NB1 = NB+1 |
'~>'(B3,A3), NA1 = max(NA,NB1), root(A4,NA1),
{+A3,+A4,v(VA),$p}, {+B3,v(VB),$q}.
max1 @@ H = max(A,B) :- A =< B | H = B.
max2 @@ H = max(A,B) :- A > B | H = A.
図 8.23 Union-Find algorithm (lmn-mem)
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make @@ make(A) :- root(A,0).
union @@ union(A,B) :- find(A,X), find(B,Y), link(X,Y).
findNode @@ '~>'($a,B), find($a,link(find(X))) :-
hlink(X) | find(B,link(find(X))), '~>'($a,X).
findRoot @@ root($b,R) \ find($b,X) :- X=$b.
linkEq @@ link($a,$a) :- .
linkLeft @@ link($a,$b), root($a,NA), root($b,NB) :-
NA>=NB, NB1 = NB+1 |
'~>'($b,$a), NA1 = max(NA,NB1), root($a,NA1).
linkRight @@ link($b,$a), root($a,NA), root($b,NB) :-
NA>=NB, NB1 = NB+1 |
'~>'($b,$a), NA1 = max(NA,NB1), root($a,NA1).
max1 @@ H = max(A,B) :- A =< B | H = B.
max2 @@ H = max(A,B) :- A > B | H = A.
図 8.24 Union-Find algorithm (hyperlink)
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:- chr_constraint mem(+dense_int,+int),
prog(+dense_int,+int,+any,+int),
prog_counter(+dense_int).
% add value of register B to register A
add@
prog(L,L1,add(B),A), mem(B,Y) \ mem(A,X), prog_counter(L) <=>
Z is X+Y, mem(A,Z), prog_counter(L1).
% subtract value of register B from register A
sub@
prog(L,L1,sub(B),A), mem(B,Y) \ mem(A,X), prog_counter(L) <=>
Z is X-Y, mem(A,Z), prog_counter(L1).
% jump to label A if register R is zero, otherwise continue
cjump0@
prog(L,L1,cjump(R),A), mem(R,X) \ prog_counter(L) <=> X == 0 |
prog_counter(A).
cjumpN@
prog(L,L1,cjump(R),A), mem(R,X) \ prog_counter(L) <=> X =\= 0 |
prog_counter(L1).
% halt
halt@
prog(L,L1,Instr,_) \ prog_counter(L) <=> Instr == halt | true.
図 8.25 RAM simulator (chr)
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% add value of register B to register A
add@@
prog(L1,LN, add(B1),A1), mem(B2,Y) \ mem(A2,X), prog_counter(L2) :-
A1 =:= A2, B1 =:= B2, L1 =:= L2, Z = X + Y, int(LN) |
mem(A1,Z), prog_counter(LN).
% subtract value of register B from register A
sub@@
prog(L1,LN, sub(B1),A1), mem(B2,Y) \ mem(A2,X), prog_counter(L2) :-
A1 =:= A2, B1 =:= B2, L1 =:= L2, Z = X - Y, int(LN) |
mem(A1,Z), prog_counter(LN).
% jump to label A if register R is zero, otherwise continue
cjump0@@
prog(L1,LN,cjump(R1),A), mem(R2,0) \ prog_counter(L2) :-
L1 =:= L2, R1 =:= R2, int(A) | prog_counter(A).
cjumpN@@
prog(L1,LN,cjump(R1),A), mem(R2,X) \ prog_counter(L2) :-
X =\= 0, L1 =:= L2, R1 =:= R2, int(LN) | prog_counter(LN).
% halt
halt@@
prog(L1,LN,halt,_) \ prog_counter(L2) :- L1 =:= L2 | .
図 8.26 RAM simulator (lmn-int)
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% add value of register B to register A
add@@
prog($l,LN, add($b),$a), mem($b,Y) \ mem($a,X), prog_counter($l) :-
Z = X + Y, hlink(LN) |
mem($a,Z), prog_counter(LN).
% subtract value of register B from register A
sub@@
prog($l,LN, sub($b),$a), mem($b,Y) \ mem($a,X), prog_counter($l) :-
Z = X - Y, hlink(LN) |
mem($a,Z), prog_counter(LN).
% jump to label A if register R is zero, otherwise continue
cjump0@@
prog($l,LN,cjump($r),A), mem($r,0) \ prog_counter($l) :-
hlink(A) | prog_counter(A).
cjumpN@@
prog($l,LN,cjump($r),A), mem($r,X) \ prog_counter($l) :-
X =\= 0, hlink(LN) | prog_counter(LN).
% halt
halt@@
prog($l,LN,halt,_) \ prog_counter($l) :- .
図 8.27 RAM simulator (hyperlink)
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図 8.28 構造比較の実験結果
図 8.29 閉路検出の実験結果
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図 8.30 不等式制約ソルバの実験結果
N 10 15 20 25 5k 10k 20k 40k
lmn 0.01 0.03 2.00 241.64 - - - -
lmn-mem 0.04 38.7 - - - - - -
lmn-hl 0.00 0.00 0.00 0.00 0.06 0.11 0.22 0.45
chr 0.00 0.00 0.00 0.00 0.03 0.08 0.17 0.37
図 8.31 フィボナッチ数 (トップダウン) の実験結果
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図 8.32 Union-Find algorithm の実験結果
図 8.33 RAM simulatorの実験結果
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第 9章
まとめと今後の課題
本章では LMNtal の階層ハイパーグラフ書換えモデルへの拡張を目指した本研究のま
とめと, 今後の課題について述べる.
9.1 本研究のまとめ
これまで LMNtal 上では表現困難であったデータ間の多様な参照関係をより自然に記
述可能にするために, ハイパーグラフを記述するための新たなデータ構造であるハイパー
リンクを処理系に実装した. これにより, LMNtal が扱う階層グラフ構造はハイパーグラ
フを内包した階層ハイパーグラフ構造へと拡張されたといえる.
そして CHR のベンチマーク問題を中心に, 実際にハイパーリンクを利用したプログラ
ムを記述し, 従来よりも理想的な計算量でプログラムの実行が可能になったこと, 例題に
よっては CHR よりも高速に動作する例題があることなどを確認した.
9.2 今後の課題
本研究における今後の課題について述べる. 課題についてはすぐに実現に移すべきもの
から, 十分検討すべきものまで様々な事項があるが, ここに記載する順序は, それらの実現
度の重みとは関連していない.
9.2.1 様々な例題のエンコード
今回評価実験に用いた例題は, いずれも規模が小さくアルゴリズムにも特に複雑なもの
はなかった. ハイパーリンクの有用性を示すためには, 他の CHR の例題もエンコードす
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る必要がある. 例えば, 与えられた文字列を辞書順にソートする例題 [11] や, フィボナッ
チヒープ [8] によって理想的な計算量を実現しているダイクストラ法 [7] などがある. ま
た CHR に限らず, より大規模で複雑な例題や, 有名なアルゴリズム, 計算体系のエンコー
ドを行う必要がある. エンコードを通じ, 以降で述べるような他の課題へのヒントが得ら
れる可能性が高い.
9.2.2 階層を持つハイパーグラフの定義付け
今回実現した HyperLMNtal は, まだ明確な言語モデルの定義付けがなされていない.
特にハイパーリンクと階層が同居するグラフの定義や, ルールの適用範囲などをどのよう
に定めれば良いのかは自明ではない.
9.2.3 非決定実行への対応
3.4 節で述べたように, SLIM には LMNtal プログラムの全実行状態と経路を網羅的に
探索する非決定実行機能や, それを利用するモデル検査機能が存在する. 今回導入したハ
イパーリンクは非決定実行機能には対応していない. しかし, SLIM の非決定実行機能は
現在も改良が続けられており, 今後さらに LMNtal のシステム検証分野への利用が進むこ
とは確実である. また, ハイパーグラフを用いたモデル化に関する研究には, 回路設計にお
ける分割問題や文献 [19] など様々なものがある.
ハイパーリンクを非決定実行に対応させる際に必要となるのは, 非決定実行時に働く状
態の等価判定 (グラフ同型性判定) 機能と, SLIM が備える並列実行機能への対応である.
特にグラフ同型性判定への対応は, 生成の過程が異なるために異なる ID を持つハイパー
リンク同士をどのように等価とみなすのか, という問題を解決しなければならない.
9.2.4 ハイパーリンクへのデータ束縛の検討
CHR では論理変数に値が束縛されることにより, ルール実行時に任意の値を持つ論理
変数から制約の探索を行うことができる. また, 値が未束縛の論理変数にある値 I が束縛
されるのと同時に, 他の I が束縛されている論理変数との併合が完了する.
ハイパーリンクで論理変数への値の束縛を表現する場合には,
atom(!1), n(!1, 123).
のように記述する. この例では atom アトムが持つハイパーリンク!1 には, 2 引数の n
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アトムが持つ 123 という値が代入されている, という意味である. findproccxt 命令に
よってマッチング時におけるハイパーリンクの探索は定数時間で行えるため, 擬似的な値
の束縛を表現できる.
今回の研究では, 実際にモデルを記述する上でこのような擬似的な表現方法を取り入れ
た例題がいくつかあったが, CHR と比べて計算量が異なる例は見当たらなかった. ただ
し, ハイパーリンクに値が束縛されるのと同時に, 同じ値を持つ別のハイパーリンクと併
合する機能は備わっていないため, (記述できないわけではないが) モデルを記述する際に
は工夫が必要である.
また, ハイパーリンクは膜を超えて接続関係を持つ構造であるため, 従来のように膜に
よる計算の局所化に制限されないルール適用が行える可能性もある. 例えば 2 つの膜を用
意し, 両膜内をハイパーリンクによって結ぶ. そして片方の膜内でハイパーリンクへと何
らかのデータを代入することで, 他方の膜内でそのデータを受け取るような, プロセス間
通信のようなモデルを表現できるようになるかもしれない. これらの機能は十分な検討が
必要である.
9.2.5 ハイパーリンクを介した探索の改良
ハイパーリンクの探索は, 現行の LMNtal の実装を極力変更しない形で実装が行われて
いる. クローン側の型付きプロセス文脈を引数に持つアトムが, ¯ndatom で探索が行われ
ている場合にのみ, このハイパーリンクの接続を介したマッチングが行われる. 例えば
list = [n($x)], list = [m($x)] :- .
というルールのヘッド部の中間命令列は図 9.1 のようになるが, クローン側の型付きプロ
セス文脈を引数に持つ m アトムが, 下から 3 行目の中間命令 func の中で探索されている
ため, findatom 内のハイパーリンクの探索処理が実行されない. ハイパーリンクの接続
関係により厳密に従った探索を実現するためには, 同名な型付きプロセス文脈がある (ハ
イパーリンクの接続を介したマッチングを行ないたい) 場合には, クローン側の型付きプ
ロセス文脈を引数に持つアトムを findatom で探索するようにコンパイラを改良する必
要がある.
9.2.6 ハイパーリンク専用のリンク名の導入
ハイパーリンクの探索に同名な型付きプロセス文脈を利用しているが, 同名の場合にの
み hlink 型制約が暗黙的に付加されるなど, 通常の型付きプロセス文脈と明確に区別され
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findproccxt [3, 2, 0, 7, 2, 0] <-- 7 がクローン側の型付きプロセス文脈
findatom [1, 0, 'list'_1]
deref [2, 1, 0, 2]
func [2, '.'_3]
deref [3, 2, 0, 1]
func [3, 'n'_2]
deref [4, 2, 1, 0]
func [4, '[]'_1]
findatom [5, 0, 'list'_1]
neqatom [5, 1]
deref [6, 5, 0, 2]
func [6, '.'_3]
deref [7, 6, 0, 1]
func [7, 'm'_2] <-- 7 が findatom の中に無いので最適化は働かない
deref [8, 6, 1, 0]
func [8, '[]'_1]
図 9.1 ハイパーリンクを介した探索が行われない場合の中間命令列
た記法ではない. ハイパーリンク専用の名前の記述方法, 例えば
a(!x), b(!x), c(!x) :- .
のような記号を新たに導入したほうが, ユーザにとって明確で分かりやすい記法になると
考える.
84
謝辞
本研究を進めるにあたり, 多くの方からご指導, ご助言をいただきました.
上田和紀教授には, 研究の進め方や論文のまとめ方, 発表の仕方など, 様々なご指導を賜
わりました. 先生の言葉の端々には, 研究分野に限らない様々な (特にエスニックな料理
に関する) 知識が散りばめられており, 配属されてからの 3 年間, 退屈とは無縁な研究生
活を送ることができました. 心よりお礼を申し上げます. ありがとうございました.
既にご卒業されている研究室の諸先輩方にも, 研究, 就職活動に関して相談に乗ってい
ただきました. 特に同じ言語であった石川力氏, 斉藤和佳子氏, 堀泰祐氏には大変お世話に
なりました. ありがとうございました. また大谷順司氏には, 卒業後も我々 15 期の良き相
談相手, 良き遊び相手としてお世話になっております.
同期の仲間にも, 深く感謝いたします. 高松市内と就職活動を共に駆け抜けた綾野貴之
氏, 常に 15期の保護者的存在であった岩澤宏希氏, 卒業後もなお影響力の衰えない久米秀
典氏, 研究への真摯な取り組みを見せてくれた後町将人氏, 卒業後も仲間として共に日本
を盛り上げていく鈴木宏史氏, 隣の席の村岡崇章氏. 時には苦しいこともあった研究室生
活でしたが, この仲間の存在が, 私をここまで導いてくれました. ありがとう, これからも
よろしく. 村岡崇章氏と共にスペイン代表を操り, オランダ代表に勝利を収めた日のこと
は忘れません.
高田賢士郎氏を始めとした個性派揃いの後輩達にも, 大変お世話になりました. 後輩達
が作る上田研究室がどのようなものになるのか, 今から楽しみです.
またコーヒーメーカーは, 毎日の活力となるおいしいコーヒーを淹れてくださいました.
他にも PCやプリンターや宴会など, 多くの方が私の研究活動をサポートしてくださいま
した. ありがとうございました.
最後に, 筆者を支え, 暖かく見守り続けてくれた家族に, 言葉足らずですが感謝の意を述
べさせていただきます. いつもありがとう.
2011年 2月　小川 誠司
85
参考文献
[1] FrÄuhwirth, T.: Theory and Practice of Constraint Handling Rules, Journal of
Logic Programming, Special Issue on Constraint Logic Programming, Vol. 37,
1998, pp.95{138.
[2] FrÄuhwirth, T.: Constraint Handling Rules, Cambridge University Press, The
Ebinburgh Building, Cambrige CB2 8RU, UK, 2009.
[3] Sneyers, J., Weert, P. V., Schrijvers, T. and Koninck, L. D.: As Time Goes By:
Constraint Handling Rules { A Survey of CHR Research between 1998 and 2007,
Theory and Practice of Logic Programming, 2010, 10 (1), pp. 1{47.
[4] FrÄuhwirth, T. and Brisset, P.: Optimal placement of base stations in wireless
indoor telecommunication, Principles and Practice of Constraint Programming,
vol. 1520, 1998, pp. 476{480.
[5] FrÄuhwirth, T. and Abdennadher, S.: The Munich rent advisor, A success for
logic programming on the internet, Theory and Practice of Logic Programming,
1, 3, 2001, pp. 303{319.
[6] Sneyers, J.: Chapter 7 Indexing Techniques: Optimizing compilation and com-
putational complexity of Constraint Handling Rules, PhD, thesis, K. U. Leuven,
Belgium, 2008, pp. 121{128.
[7] Sneyers, J., Schrijvers, T. and Demoen, B.: Dijkstra's algorithm with Fibonacci
heaps: An executable description in CHR, Workshop on Logic Programming,
2006, pp. 182-191.
[8] Fredman, M. L. and Tarjan, R. E.: Fibonacci heaps and their uses in improved
network optimization algorithms, Journal of the Association for Computing Ma-
chinery, Vol. 34, No. 3, July, 1987, pp. 596{615.
[9] Schrijvers, T. and FrÄuhwirth, T.: Optimal union-¯nd in Constraint Handling
86
Rules, Theory and Practice of Logic Programming, 2005, pp. 1{2, pp. 213{224.
[10] Galil, Z. and Italiano, G. F.: Data Structures and Algorithms for Disjoint Set
Union Problems, Association for Computing Machinery, Computing Surveys 23,
3, 319®, 1991.
[11] FrÄuhwirth, T.: Complete Propagation Rules for Lexicographic Order Constraints
over Arbitrary Domains, Constraint Solving and Constraint Logic Programming,
2005, pp. 14{28.
[12] FrÄuhwirth, T.: Sneyers, J., Schrijvers, T. and Demoen, B.: The Computational
Power and Complexity of Constraint Handling Rules, Association for Computing
Machinery, Program. Lang. Syst. 31 (2), 2009.
[13] Lam, E. S. L. and Sulzmann, M.: A Concurrent Constraint Handling Rules Im-
plementation in Haskell with Software Transactional Memory, Declarative Aspect
of Multicore Programming, 2007.
[14] Wielemaker, J.: SWI-Prolog 5.8 Reference Manual, January, 2010.
[15] Demoen, B.: Dynamic attributes, their hProlog implementation, and a ¯rst eval-
uation, Department of Computer Science, K. U. Leuben, Report CW 350, Leu-
ven, Belgium, 2002.
[16] Colmerauer, A. and Roussel, P.: The birth of Prolog, 2nd ACM SIGPLAN con-
ference on the History of Programming Languages, ACM Press.
[17] Ueda, K.: LMNtal as a Hierarchical Logic Programming Lnaguage, Theoretical
Computer Science, Vol. 410, No. 46, pp. 4784{4800, 2009.
[18] Ueda, K., Ayano, T., Hori, T., Iwasawa, H. and Ogawa, S.: Hierarchical Graph
Rewriting as a Unifying Tool for Analyzing and Understanding Nondeterminis-
tic Systems, International Confederation for Thermal Analysis and Calorimetry,
LNCS5684, Springer-Verlag, 2009, pp.349{355.
[19] 高橋英和, 井田哲雄: グラフ書換による計算折り紙のモデル化と実現, コンピュータ
ソフトウェア, Vol.27, No.2(2010), pp.2{13.
[20] 上田和紀, 加藤紀夫: 言語モデル LMNtal, コンピュータソフトウェア, Vol.21,
No.2(2004), pp.126{142.
[21] 乾敦行, 工藤晋太郎, 原耕司, 水野謙, 加藤紀夫, 上田和紀: 階層グラフ書換え言語
LMNtal の処理系, コンピュータソフトウェア, Vol. 25, No. 2(2008), pp.44{47.
[22] 水野謙, 永田貴彦, 加藤紀夫, 上田和紀: LMNtal ルールコンパイラにおける内部命令
の設計, 情報処理学会第 66 回全国大会論文集, 2005, pp.203{204.
87
[23] 石川力, 堀泰祐, 岡部亮, 村山敬, 上田和紀: 軽量な LMNtal 実行時処理系 SLIM の
設計と実装, 情報処理学会第 70 回全国大会, 2008.
[24] 原耕司: LMNtalにおける CHRの実現, 早稲田大学大学院理工学研究科, 修士論文,
2005.
[25] 小川誠司: LMNtal実行時処理系 SLIMへの uniq 制約の導入, 早稲田大学理工学部,
卒業論文, 2008.
[26] 斉藤和佳子: LMNtal 階層グラフの可視化手法の提案と実装, 早稲田大学大学院基幹
理工学研究科, 修士論文, 2009.
[27] 堀泰祐: LMNtal実行時処理系 SLIMにおける検証機能の性能最適化, 早稲田大学大
学院基幹理工学研究科, 修士論文, 2009.
[28] 綾野貴之, 上田和紀: LMNtal 検証ビジュアルツール LaViT, 第 8 回ディペンダブル
システムワークショップ, 日本ソフトウェア科学会ディペンダブルシステム研究会,
S8{1, 2010
[29] 小川誠司, 綾野貴之, 上田和紀: LMNtalを用いた状態空間探索, 第 23回人工知能学
会全国大会, 2H2{3, 2009.
[30] 綾野貴之, 堀秦祐, 岩澤宏希, 小川誠司, 上田和紀: 統合開発環境による LMNtal モ
デル検査, 第 11回プログラミングおよびプログラミング言語ワークショップ論文集,
2009, pp. 1{15.
[31] 綾野貴之, 堀秦祐, 岩澤宏希, 小川誠司, 上田和紀: 統合開発環境による LMNtalモデ
ル検査, コンピュータソフトウェア, Vol. 27, No. 4 (2010), pp. 197{214.
[32] 小川誠司, 上田和紀: LMNtal グラフのハイパーグラフへの拡張, 第 4 回 63 号館ハ
イテクリサーチセンターシンポジウム, P10, 2010.
[33] 小川誠司, 目黒学, 上田和紀: 階層グラフ書換えモデルを拡張した HyperLMNtal の
実現, 第 25回人工知能学会全国大会, 2011, 発表予定.
88
Appendix.A
LMNtal コンパイラソースコード
LMNtal コンパイラへの追加実装の際に著者が新たに記述した Java ソースコードの内,
本論文中で触れたものを添付する. 内容は ver.1.20 に基づく.
A.1 RuleCompiler.java/addHyperlink
/** hyperlink 関連の命令列を生成する */
private void addHyperlink() {
for(Atom atom : rhsatoms){
int atomID = rhsatomToPath(atom);
if (atom.functor.equals(new SymbolFunctor("><", 2)))
body.add( new Instruction(Instruction.UNIFYHLINKS, rhsmemToPath(atom.mem), atomID));
}
}
A.2 LMNparser.java/sameTypedProcessContext
/** 同名型付きプロセス文脈の分離：
* 　左辺に 2 回以上$p が出現した場合に、新しい名前$q にして $p=$q を型制約に追加する
* a($p), a($p) :- ... → a($p), a($q) :- $p = $q | ...
*/
private void sameTypedProcessContext(LinkedList head, LinkedList cons, HashMap ruleProcNameMap) {
HashMap usedProcNameMap = new HashMap(); // 既に出現しているプロセス文脈名
int j = 0;
/* ガード制約で出現するプロセス文脈の名前表を作成 */
processContextNameMap(head, ruleProcNameMap);
processContextNameMap(cons, ruleProcNameMap);
/* ヘッドに同名のプロセス文脈が出現する場合には、ユニークな名前に変更する */
separateProcessContext(head, cons, ruleProcNameMap, usedProcNameMap);
}
/** 型付きプロセス文脈の名前表を作成する */
private void processContextNameMap(LinkedList list, HashMap ruleProcNameMap) {
ListIterator it = list.listIterator();
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while (it.hasNext()) {
Object obj = it.next();
if (obj instanceof SrcAtom) {
SrcAtom sAtom = (SrcAtom)obj;
for (int i = 0; i < sAtom.getProcess().size(); i++) {
Object subobj = sAtom.getProcess().get(i);
if (subobj instanceof SrcProcessContext) {
SrcProcessContext srcProcessContext = (SrcProcessContext)subobj;
String name = srcProcessContext.getName();
if (!ruleProcNameMap.containsKey(name))
ruleProcNameMap.put(name, srcProcessContext);
}
}
} else if (obj instanceof SrcMembrane) {
SrcMembrane sMem = (SrcMembrane)obj;
processContextNameMap(sMem.getProcess(), ruleProcNameMap);
}
}
}
/** ヘッドに同名のプロセス文脈が出現する場合には、ユニークな名前に変更する */
private void separateProcessContext(LinkedList head, LinkedList cons,
HashMap ruleProcNameMap, HashMap usedProcNameMap) {
ListIterator it = head.listIterator();
int j = 0;
while (it.hasNext()) {
Object obj = it.next();
if (obj instanceof SrcAtom) {
SrcAtom sAtom = (SrcAtom)obj;
for (int i = 0; i < sAtom.getProcess().size(); i++) {
Object subobj = sAtom.getProcess().get(i);
if (subobj instanceof SrcProcessContext) {
SrcProcessContext srcProcessContext = (SrcProcessContext)subobj;
String name = srcProcessContext.getName();
if (usedProcNameMap.containsKey(name)) {
/* name の後ろに数字をつけることで、新しい名前とする */
String newName = name + j;
while (ruleProcNameMap.containsKey((newName))) {
j++;
newName = name + j;
}
srcProcessContext.name = newName;
usedProcNameMap.put(newName, srcProcessContext);
ruleProcNameMap.put(newName, srcProcessContext);
LinkedList<SrcProcessContext> procList = new LinkedList();
procList.add(new SrcProcessContext(name));
procList.add(new SrcProcessContext(newName));
SrcAtom sa = new SrcAtom("==", procList);
cons.add(sa);
/* --hl-opt ではガードに hlink 型チェックを追加して、構造比較にかかる時間を短縮している */
if (Env.hyperLinkOpt) {
LinkedList<SrcProcessContext> procList2 = new LinkedList();
procList2.add(new SrcProcessContext(name));
SrcAtom sa2 = new SrcAtom("unary", procList2);
cons.add(sa2);
LinkedList<SrcProcessContext> procList3 = new LinkedList();
procList3.add(new SrcProcessContext(newName));
SrcAtom sa3 = new SrcAtom("unary", procList3);
cons.add(sa3);
}
/* オリジナルの名前を持つ型付きプロセス文脈に、新しい名前を記憶させる */
SrcProcessContext oriProcessContext = (SrcProcessContext)ruleProcNameMap.get(name);
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if (oriProcessContext.getSameNameList() == null) {
oriProcessContext.sameNameList = new LinkedList();
}
oriProcessContext.getSameNameList().add(newName);
}else{
usedProcNameMap.put(name, srcProcessContext);
}
}
}
} else if (obj instanceof SrcMembrane) {
SrcMembrane sMem = (SrcMembrane)obj;
separateProcessContext(sMem.getProcess(), cons, ruleProcNameMap, usedProcNameMap);
}
}
}
A.3 HeadCompiler.java/compileSameProcessContext
/* 同名型付きプロセス文脈の分離に伴い、中間命令 findproccxt を追加する */
void compileSameProcessContext(Membrane mem, InstructionList list) {
List<Instruction> insts = list.insts;
　 HashMap<String, String> sameNameMap = new HashMap<String, String>();
　 HashMap<String, Atom> linkNameToAtomMap = new HashMap<String, Atom>();
　 makeSameNameMap(mem, sameNameMap, linkNameToAtomMap);
　 sameProcessContext(mem, list, sameNameMap, linkNameToAtomMap);
}
void makeSameNameMap(Membrane mem, HashMap sameNameMap, HashMap linkNameToAtomMap) {
　 for (ProcessContext pc : mem.typedProcessContexts) {
　　 if (pc.hasSameName()) {
　　　 for (int i = 0; i < pc.getSameNameList().size(); i++)
　　　　 sameNameMap.put(pc.getSameNameList().get(i).toString(), pc.linkName);
　　}
　}
　 for (Atom atom : mem.atoms) {
　　 for (int i = 0; i < atom.args.length; i++)
　　　 linkNameToAtomMap.put(atom.args[i].name, atom);
　}
　 for (Membrane submem : mem.mems)
　　 makeSameNameMap(submem, sameNameMap, linkNameToAtomMap);
}
void sameProcessContext(Membrane mem,
InstructionList list,
HashMap sameNameMap,
HashMap linkNameToAtomMap) {
　 List<Instruction> insts = list.insts;
　 String newname = null;
　
　 for (Atom newatom : mem.atoms){
　　 for (int i = 0; i < newatom.args.length; i++) {
　　　 newname = newatom.args[i].name;
　　　
　　　 if (sameNameMap.containsKey(newname)){
　　　　 String oriname = (String)sameNameMap.get(newname);
　　　　 Atom oriatom = (Atom)linkNameToAtomMap.get(oriname);
　　　　 for (int j = 0; j < oriatom.args.length; j++) {
　　　　　 if (oriatom.args[j].name.equals(oriname)) {
　　　　　　 if (atomToPath(oriatom) <= atomToPath(newatom))
　　　　　　　 insts.add(new Instruction(Instruction.FINDPROCCXT,
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　　　　　　　　　 atomToPath(oriatom),
oriatom.args.length,
j,
atomToPath(newatom),
newatom.args.length,
i));
　　　　　　 else
　　　　　　　 insts.add(new Instruction(Instruction.FINDPROCCXT,
　　　　　　　　　 atomToPath(newatom),
newatom.args.length,
i,
atomToPath(oriatom),
oriatom.args.length,
j));
　　　　　}
　　　　}
　　　}
　　}
　}
　 for (Membrane submem : mem.mems) {
　　 sameProcessContext(submem, list, sameNameMap, linkNameToAtomMap);
　}
}
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Appendix.B
SLIM ソースコード
SLIM への追加実装の際に著者が新たに記述した C 言語ソースコードの内, 本論文中で
解説したものを添付する. 内容は ver.2.1.3 に基づく. 特に断りがない場合, ソースコード
は全て hyperlink.h または hyperlink.c 内のものである.
B.1 ハイパーリンクの生成
unsigned long hyperlink_new_id()
{
return hyperlink_id++;
}
void lmn_hyperlink_make(LmnSAtom at)
{
HyperLink *hl;
hl = LMN_MALLOC(HyperLink);
hl->atom = at;
hl->rank = 0;
hl->mem = NULL;
hl->id = hyperlink_new_id();
hl->parent = hl;
hl->children = NULL;
LMN_SATOM_SET_LINK(LMN_SATOM(at), 1, (LmnWord)hl);
LMN_SATOM_SET_ATTR(LMN_SATOM(at), 1, 0);
}
/* 新しい hyperlink の生成 */
LmnSAtom lmn_hyperlink_new()
{
LmnSAtom atom;
atom = lmn_new_atom(LMN_HL_FUNC);
lmn_hyperlink_make(atom);
return atom;
}
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B.2 ハイパーリンクの削除
/* HyperLink の atom, mem のみを交換する */
void hyperlink_swap_atom(HyperLink *hl1, HyperLink *hl2)
{
LmnSAtom t_atom;
LmnMembrane *t_mem;
t_atom = hl1->atom;
hl1->atom = hl2->atom;
hl2->atom = t_atom;
LMN_SATOM_SET_LINK(hl1->atom, 1, (LmnWord)hl1);
LMN_SATOM_SET_LINK(hl2->atom, 1, (LmnWord)hl2);
t_mem = hl1->mem;
hl1->mem = hl2->mem;
hl2->mem = t_mem;
}
/*
* atom の削除に呼応して HyperLink 構造体を削除する（最適化 ver.）
*
* 子をたくさん持つ HyperLink を削除してしまうと, 削除後の木構造の再構築に
* 時間がかかる（全ての子に対して親の更新を行うなど）ため、
* 削除する HyperLink は木構造の葉であることが望ましい
*
* HyperLink 木は変更せずに、HyperLink に対応している atom を親子間での交換を繰り返して
* 末端に向かって移動させ、葉に到達した時点でその位置の HyperLink を削除する
*/
void lmn_hyperlink_delete(LmnSAtom at)
{
HyperLink *hl, *parent, *child;
if ((hl = lmn_hyperlink_at_to_hl(at))) {
while (hl->children) {
child = hyperlink_head_child(hl);
hyperlink_swap_atom(hl, child);
hl = child;
}
if ((parent = hl->parent) != hl) {
hashset_delete(parent->children, (HashKeyType)hl);
hyperlink_rank_calc(parent, -1);
if (parent->rank == 0) {
hashset_free(parent->children);
parent->children = NULL;
}
}
LMN_FREE(hl);
}
}
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B.3 ハイパーリンクの併合
/* Union-Find algorithm の最適化 (Path Compression)
* ある HyperLink から lmn_hyperlink_get_root で root まで辿ったとき、
* その経路上にある全ての HyperLink を root の直接の子として再設定する
*/
void hyperlink_path_compression(HyperLink *root, Vector *children)
{
HyperLink *hl, *old_parent;
HashSet *old_parent_children;
int i, j, n, sub_rank;
n = vec_num(children);
for (i = 0; i < n; i++) {
hl = (HyperLink *)vec_get(children, i);
old_parent = hl->parent;
if (old_parent != root) {
/* 旧親に対する処理 */
old_parent_children = old_parent->children;
hashset_delete(old_parent_children, (HashKeyType)hl);
sub_rank = hl->rank + 1;
for (j = i + 1; j < n; j++) {
((HyperLink *)vec_get(children, j))->rank -= sub_rank;
}
if (hashset_num(old_parent_children) == 0) {
hashset_free(old_parent_children);
old_parent->children = NULL;
}
/* 新親 (root) に対する処理 */
hl->parent = root;
hashset_add(root->children, (HashKeyType)hl);
}
}
}
/* root を返す */
HyperLink *lmn_hyperlink_get_root(HyperLink *hl)
{
if (hl->parent == hl) return hl;
HyperLink *parent_hl, *current_hl;
Vector *children;
int n;
current_hl = hl;
parent_hl = hl->parent;
//seiji
/* hl と root の間に他の HyperLink が無ければ path compression は起こらない
* ＝ 要素数が 2 以下であれば、path compression は起こらない
*/
if ((n = lmn_hyperlink_element_num(parent_hl) > 2)) {
children = vec_make(lmn_hyperlink_element_num(parent_hl));
while (parent_hl != current_hl) {
vec_push(children, (LmnWord)current_hl);//seiji
current_hl = parent_hl;
parent_hl = current_hl->parent;
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}
if (children) {
if (vec_num(children) > 1)
hyperlink_path_compression(parent_hl, children);//parent_hl は root になっている
vec_free(children);
}
} else {
while (parent_hl != current_hl) {
current_hl = parent_hl;
parent_hl = current_hl->parent;
}
}
return parent_hl;
}
/* child を parent の子として併合する（parent, child は共に root）*/
HyperLink *hyperlink_unify(HyperLink *parent, HyperLink *child)
{
child->parent = parent;
if (!parent->children)
parent->children = hashset_make(2);
hashset_add(parent->children, (HashKeyType)child);
parent->rank = parent->rank + child->rank + 1;
return parent;
}
/* 2 つの hyperlink を併合し、親となった方を返す
* rank のより大きい (子を多く持つ) 方を親とする
* rank が等しい場合は hl1 を hl2 の親とする
* */
HyperLink *lmn_hyperlink_unify(HyperLink *hl1, HyperLink *hl2)
{
HyperLink *root1, *root2, *result;
int rank1, rank2;
root1 = lmn_hyperlink_get_root(hl1);
root2 = lmn_hyperlink_get_root(hl2);
if (root1 == root2) return root1;
rank1 = hl1->rank;
rank2 = hl2->rank;
// printf("rank %p %d %p %d\n", hl1, rank1, hl2, rank2);
if (rank1 >= rank2) result = hyperlink_unify(root1, root2);
else result = hyperlink_unify(root2, root1);
return result;
}
B.4 ハイパーリンクの探索 (task.c)
/* hyperlink の接続関係を利用したルールマッチング最適化 */
SameProcCxt *spc;
LmnSAtom linked_pc;
int i, atom_arity, element_num;
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atom_arity = LMN_FUNCTOR_ARITY(f);
/* 型付きプロセス文脈 atomi が original/clone のどちらであるか判別 */
spc = (SameProcCxt *)hashtbl_get(hl_sameproccxt, (HashKeyType)atomi); // hl_sameproccxt はグローバル
変数, hyperlink.c 参照
if (lmn_sameproccxt_from_clone(spc, atom_arity)) { /** hyperlink の接続関係から findatom */
/* 探索の始点となる hyperlink と同じ集合に含まれる hyperlink 群を (Vector*)LMN_SPC_TREE(spc) に取得 */
lmn_hyperlink_get_elements(LMN_SPC_TREE(spc), lmn_sameproccxt_start(spc, atom_arity));
/* (Vector*)LMN_SPC_TREE(spc) の最後に格納されている HyperLink は探索の対象外なので要素数は-1 される */
if ((element_num = vec_num(LMN_SPC_TREE(spc)) - 1) <= 0) return FALSE;
/* ----------------------------------------------------------------------- *
* この時点で探索の始点とすべきハイパーリンクの情報が spc 内に格納されている *
* ----------------------------------------------------------------------- */
if (lmn_mem_get_atomlist((LmnMembrane *)wt[memi], LMN_HL_FUNC)) { // ハイパーリンクアトムが膜内にある
か
at[atomi] = LMN_ATTR_MAKE_LINK(0);
tt[atomi] = TT_ATOM;
for (i = 0; i < element_num; i++) {
linked_pc = ((HyperLink *)vec_get(LMN_SPC_TREE(spc), i))->atom;
wt[atomi] = LMN_SATOM_GET_LINK(linked_pc, 0);
/* 本来 findatom するはずだったファンクタと一致しているか
* || hyperlink アトムの接続先の引数が正しいか
* || 本来 findatom するはずだったアトムと所属膜が一致しているか */
if (LMN_SATOM_GET_FUNCTOR(wt[atomi]) != f
|| LMN_SPC_SATTR(spc) != LMN_SATOM_GET_ATTR(linked_pc, 0)
|| LMN_HL_MEM(lmn_hyperlink_at_to_hl(linked_pc)) != (LmnMembrane *)wt[memi])
continue;
if (lmn_sameproccxt_all_pc_check_clone(spc, LMN_SATOM(wt[atomi]), atom_arity)
&& interpret(rc, rule, instr)) {
return TRUE;
}
profile_backtrack();
}
}
} else { /* 通常の findatom */
atomlist_ent = lmn_mem_get_atomlist((LmnMembrane*)wt[memi], f);
if (atomlist_ent) {
EACH_ATOM(atom, atomlist_ent, ({
wt[atomi] = (LmnWord)atom;
at[atomi] = LMN_ATTR_MAKE_LINK(0);
tt[atomi] = TT_ATOM;
if (lmn_sameproccxt_all_pc_check_original(spc, atom, atom_arity)
&& interpret(rc, rule, instr)) {
return TRUE;
}
profile_backtrack();
}));
}
}
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Appendix.C
CHR 関連文献
本論文中で参考文献として挙げている CHR に関する論文の概要をまとめる. 内容は著
者が調査時に残したメモ書きに基づく.
[1] Theory and Practice of Constraint Handling Rules
CHR の言語仕様についてまとめた, 多くの CHR の論文の原著である.
[2] Theory and Practice of Constraint Handling Rules
CHR に関する研究をまとめた書籍である. 2009 年に発行された. CHR について調査
したい場合には, まずはこの書籍から読み進めると良い.
[3] As Time Goes By: Constraint Handling Rules { A Survey of CHR
Research between 1998 and 2007
タイトルの通り, 1998 年から 2007 年までの CHR に関する研究をまとめたサーベイ論
文である. 文献 [2] よりも個々の研究内容について詳細に述べられている.
[4] Optimal placement of base stations in wireless indoor telecommunica-
tion
CHR が利用されている実アプリケーションについて書かれた文献である. ワイヤレス
トランスミッタを室内にどのように設置するかを求めるソフトウェアである.
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[5] The Munich rent advisor, A success for logic programming on the
internet
同じく, CHR が利用されている実アプリケーションについて書かれた文献である. ド
イツのミュンヘン市内の地代について, 様々な条件の下で公平な金額を求めるソフトウェ
アである.
[6] Optimizing compilation and computational complexity of Constraint
Handling Rules
dense_ind 型や, それを用いた高速な制約の探索について解説している.
[7] Dijkstra's algorithm with Fibonacci heaps: An executable description
in CHR
フィボナッチヒープのアルゴリズムを用いた理想的なダイクストラ法を, CHR を用い
て記述する方法について解説している.
[9] Optimal union-¯nd in Constraint Handling Rules
Union-Find algorithm を CHR を用いて記述する方法について解説している.
[11] Complete Propagation Rules for Lexicographic Order Constraints over
Arbitrary Domains
与えられた複数の文字列を辞書順にソートする問題を CHR を用いて記述する方法につ
いて解説している.
[12] The Computational Power and Complexity of Constraint Handling
Rules
RAM simulator を CHR を用いて記述する方法について解説している.
[13] A Concurrent Constraint Handling Rules Implementation in Haskell
with Software Transactional Memory
CHR プログラムを並列に実行可能な処理系 Concurrent CHR (CCHR) について解説
されている. 論文執筆時には, CCHR の著者のWeb ページ閉鎖されてしまっていたため,
この論文が唯一に近い文献であると思われる.
