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Abstract
Testing procedures for assessing a parametric regression model with circular response and
Rd-valued covariate are proposed and analyzed in this work both for independent and for
spatially correlated data. The test statistics are based on a circular distance comparing a
(non-smoothed or smoothed) parametric circular estimator and a nonparametric one. Prop-
erly designed bootstrap procedures for calibrating the tests in practice are also presented.
Finite sample performance of the tests in different scenarios with independent and spatially
correlated samples, is analyzed by simulations.
Keywords: Model checking, Circular data, Local polynomial regression, Spatial correlation,
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1 Introduction
In many scientific fields, such as oceanography, meteorology or biology, data are angular mea-
surements (points in the unit circle of a circular variable), which are accompanied by auxiliary
observations of other Euclidean random variables. The joint behavior of these circular and Eu-
clidean variables can be analyzed by considering a regression model, allowing at the same time
to explain the possible relation between the variables and also to make predictions on the vari-
able of interest. Parametric regression estimators for linear-circular models (circular response
and Euclidean covariates) with independent data have been studied by Fisher and Lee (1992),
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Presnell et al. (1998), and Kim and SenGupta (2017), among others. In the presence of spa-
tial correlation, Jona-Lasinio et al. (2012), Wang and Gelfand (2014), Lagona et al. (2015) and
Mastrantonio et al. (2016) for instance, employed parametric methods to model circular spatial
processes. Alternatively, nonparametric regression approaches can be used to deal with these in-
ference problems. For this purpose, kernel-type estimators of the regression function in a model
with a circular response and a Rd-valued covariate have been introduced by Meila´n-Vila et al.
(2020a,c). Notice that if the bandwidth matrix is appropriately chosen, these methods provide
more flexible estimators than those obtained using parametric approaches, avoiding misspecifi-
cation problems. However, if a parametric regression model is assumed and it holds, parametric
methods usually provide estimators which are more efficient and easier to interpret. In this
context, goodness-of-fit tests can be designed, providing a tool for assessing a general class of
parametric linear-circular regression models.
There is a substantial literature on testing parametric regression models involving Eu-
clidean data, including Kozek (1991), Ha¨rdle and Mammen (1993), Gonza´lez Manteiga and
Vilar Ferna´ndez (1995), Biedermann and Dette (2000), Park et al. (2015), Meila´n-Vila et al.
(2020b), and Meila´n-Vila et al. (2020d), among others. See Gonza´lez-Manteiga and Crujeiras
(2013) for a review. The previous testing procedures are based on measuring differences between
a suitable parametric estimator under the null hypothesis and a nonparametric one. Specifically,
L2-norm or supremum-norm tests, among others, can be employed for regression models with
Euclidean responses and covariates. In the context of regression models with directional re-
sponse and directional or Euclidean explanatory variables, the literature on goodness-of-fit tests
is relatively scarce. In this setting, Deschepper et al. (2008) proposed an exploratory tool and a
lack-of-fit test for circular-linear regression models (Euclidean response and circular covariates).
The same problem was studied by Garc´ıa-Portugue´s et al. (2016), using nonparametric methods.
The authors proposed a testing procedure based on the weighted squared distance between a
smooth and a parametric regression estimator, where the smooth regression estimator was ob-
tained by a projected local regression on the sphere. However, the problem of assessing a certain
class of parametric linear-circular regression models, that is, for a regression model with circular
response and Rd-valued covariates (up to the authors knowledge) has not been considered in the
statistical literature yet, neither for independent nor for spatially dependent observations.
In this work, new approaches for testing a linear-circular parametric regression model (cir-
cular response and Rd-valued covariate) are proposed and analyzed both for independent and
spatially correlated errors. The test statistics employed in these procedures are based on a com-
parison between a (non-smoothed or smoothed) parametric fit under the null hypothesis and a
nonparametric estimator of the circular regression function. More specifically, two different test
statistics are considered. In the first one, the parametric estimator of the regression function
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under the null hypothesis is directly used, while in the second one, a smooth version of this
estimator is employed. Notice that, in this framework, a suitable measure of circular distance
must be employed (see Jammalamadaka and SenGupta, 2001, Section 1.3.2). The null hypoth-
esis that the regression function belongs to a certain parametric family if the distance between
both fits exceeds a certain threshold. To perform the parametric estimation, a circular analog to
least squares regression is used (see Fisher and Lee, 1992; Lund, 1999). For the nonparametric
alternative, kernel-type regression estimators (Meila´n-Vila et al., 2020a,c) are considered.
For the application in practice of the proposals, the test statistics should be accompanied
by a calibration procedure. In this case, this is not based on the asymptotic distribution, given
that the convergence to the limit distribution under the null hypothesis will presumably be
too slow. Different bootstrap methods are designed and their performance is analyzed and
compared in empirical experiments. For independent data, standard resampling procedures
adapted to the context of regression models with circular response are used: a parametric
circular residual bootstrap (PCB) and a nonparametric circular residual bootstrap (NPCB). The
PCB approach consists in using the residuals obtained from the parametric fit in the bootstrap
algorithm. If the circular regression function belongs to the parametric family considered in
the null hypothesis, then the residuals will tend to be quite similar to the theoretical errors
and, therefore, it is expected that the PCB method has a good performance. Following the
proposal by Gonza´lez-Manteiga and Cao (1993), the NPCB method aims to increase the power
of the test and, for this purpose, the residuals obtained from the nonparametric fit are the ones
employed in the bootstrap procedure. The previous resampling procedures (PCB and NPCB)
for independent data must be properly adapted for handling spatial correlation. Two specific
procedures for test calibration which take the spatial correlation into account are also introduced:
a parametric spatial circular residual bootstrap (PSCB) and a nonparametric spatial circular
residual bootstrap (NPSCB). Similarly to the PCB, but now for spatially correlated errors, the
PSCB considers the residuals obtained from the parametric fit under the null hypothesis. The
relevant difference between PCB and PSCB is that, in order to mimic the dependence structure
of the errors, a spatial circular process is fitted to the residuals in PSCB. Samples coming from
the fitted process are employed in the bootstrap algorithm. The steps followed in NPSCB are
similar at those employed in PSCB, but the residuals are obtained from the nonparametric
regression estimator.
This paper is organized as follows. Section 2 is devoted to present some ideas of goodness-
of-fit tests for circular regression models. The parametric and nonparametric circular regression
estimators employed in the test statistics are presented in Sections 2.1 and 2.2, respectively.
Section 2.3 introduces the testing problem and the proposed test statistics. A description of
the calibration algorithms considered is given in Section 2.4. Section 2.5 contains a simulation
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study for assessing the performance of the tests when using the PCB and NPCB resampling
approaches to approximate the sampling distribution of the test statistics. The extension of the
testing procedures for spatially correlated data is presented in Section 3. Section 3.1 contains
bootstrap approaches to calibrate the tests in this spatial framework. A simulation study for
assessing the performance of the tests using PSCB and NPSCB methods is provided in Section
3.2. Finally, some conclusions and ideas for further research are provided in Section 4.
2 Goodness-of-fit tests for circular regression models with inde-
pendent data
Let {(Xi,Θi)}ni=1 be a random sample from (X,Θ), where Θ is a circular random variable taking
values on T = [0, 2pi), andX is a random variable with density f and support onD ⊆ Rd. Assume
that the following regression model holds:
Θi = [m(Xi) + εi](mod 2pi), i = 1, . . . , n, (1)
where m is a circular regression function, and εi, i = 1, . . . , n, is an independent sample of
a circular variable ε, with zero mean direction and finite concentration. This implies that
E[sin(ε) | X = x] = 0. Additionally, the following notation is used: `(x) = E[cos(ε) | X = x],
σ21(x) = Var[sin(ε) | X = x], σ22(x) = Var[cos(ε) | X = x] and σ12(x) = E[sin(ε) cos(ε) | X = x].
Considering the regression model (1), one of the aims of the present research is to propose
and study different testing procedures to assess the suitability of a general class of parametric
circular regression models. Specifically, in this work, we focus on the following testing problem:
H0 : m ∈Mβ = {β0 + g(βT1X), β0 ∈ R,β1,∈ Rd} vs. Ha : m /∈Mβ, (2)
where g is a link function mapping the real line onto the circle. As pointed out in Section
1, the procedure proposed in this work consists in comparing a (non-smoothed or smoothed)
parametric fit with a nonparametric estimator of the circular regression function m, measuring
the circular distance between both fits and employing this distance as a test statistic. The
parametric and nonparametric estimation methods considered in this proposal are described in
what follows.
2.1 Parametric circular regression estimator
As mentioned in the Introduction, our proposal requires a parametric estimator of the circular
regression function m, once a parametric family is set as the null hypothesis. Notice that, for
instance, the procedures based on least squares for Euclidean data, are not appropriate when
the response variable is of circular nature. Minimizing the sum of squared differences between
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the observed and predicted values may lead to erroneous results, since the squared difference is
not an appropriate measure on the circle.
A circular analog to least squares regression for models with a circular response and a set of
Euclidean covariates was presented by Lund (1999). Specifically, assume the regression model
(1) holds and consider m ∈ Mcβ = {mβ,β ∈ B}, where mβ is a certain parametric circular
regression model with parameter vector β. A parameter estimate of β could be obtained by
minimizing the sum of the circular distances between the observed and predicted values as
follows:
βˆ = arg min
β
n∑
i=1
{1− cos [Θi −mβ(Xi)]} . (3)
The value of the parameter minimizing the previous expression will be used to construct the
parametric circular regression estimator, namely, mβˆ.
An equivalent parameter estimator can be obtained using a maximum-likelihood approach
(Lund, 1999). If it is assumed that the response variable (conditional on X) has a von Mises
distribution with mean direction given by mβ and concentration parameter κ, the maximum
likelihood estimator of mβ maximizes the following expression
n∑
i=1
cos [Θi −mβ(Xi)] . (4)
Notice that the circular least squares estimator given in (3) also maximizes the expression
(4) and, therefore, as pointed out before, assuming a von Mises distribution, the circular least
squares estimator coincides with the maximum likelihood estimator. For further details see Lund
(1999).
Assuming that the response variable follows a von Mises distribution and considering asMcβ
the parametric family Mβ given in (2), an iteratively reweighted least squares algorithm can
be used to compute the maximum likelihood estimators of κ, β0 and β1 (see Lund, 1999; Fisher
and Lee, 1992). The extension of these results to the case of a generic parametric family has
not been explicetly considered.
2.2 Nonparametric circular regression estimator
A nonparametric regression estimator for m in model (1) is presented in this section. Notice
that the circular regression function m is the conditional mean direction of Θ given X which,
at a point x, can be defined as the minimizer of the risk E{1 − cos[Θ − m(X)] | X = x}.
Specifically, the minimizer of this cosine risk is given by m(x) = atan2[m1(x),m2(x)], where
m1(x) = E[sin(Θ) | X = x] and m2(x) = E[cos(Θ) | X = x]. Therefore, replacing m1 and m2
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by appropriate estimators, an estimator for m can be directly obtained. In particular, a whole
class of kernel-type estimators for m at x ∈ D can be defined by considering local polynomial
estimators for m1(x) and m2(x). Specifically, estimators of the form:
mˆH(x; p) = atan2[mˆ1,H(x; p), mˆ2,H(x; p)] (5)
are considered, where for any integer p ≥ 0, mˆ1,H(x; p) and mˆ2,H(x; p) denote the pth order
local polynomial estimators (with bandwidth matrix H) of m1(x) and m2(x), respectively. The
special cases p = 0 and p = 1 yield a Nadaraya–Watson (or local constant) type estimator and
a local linear type estimator of m(x), respectively. Asymptotic properties of these estimators,
considering model (1), have been studied by Meila´n-Vila et al. (2020c).
2.3 The test statistics
In this section, in order to check if the circular regression function belongs to a general class of
parametric models, goodness-of-fit tests are presented. We consider the testing problem (2).
Test statistics to address (2) are proposed and studied. The first approach considers a
weighted circular distance between the nonparametric and parametric fits:
T 1n,p =
∫
D
{1− cos[mˆH(x; p)−mβˆ(x)]}w(x)dx, (6)
for p = 0, 1, where w is a weight function that helps in mitigating possible boundary effects. The
estimators mˆH(x; p), for p = 0, 1, are the Nadaraya-Watson or the local linear type estimators
of the circular regression function m, given in (5). The parametric estimator mβˆ was described
in Section 2.1.
The second approach is similar to the first one, but considering a smooth version of the
parametric fit:
T 2n,p =
∫
D
{1− cos[mˆH(x; p)− mˆH,βˆ(x; p)]}w(x)dx, (7)
where mˆH,βˆ(x; p), for p = 0, 1, are smooth versions of the parametric estimator mβˆ, which are
given by:
mˆH,βˆ(x; p) = atan2[mˆ1,H,βˆ(x; p), mˆ2,H,βˆ(x; p)],
with
mˆj,H,βˆ(x; 0) =

∑n
i=1KH(Xi − x) sin[mβˆ(Xi)]∑n
i=1KH(Xi − x)
if j = 1,
∑n
i=1KH(Xi − x) cos[mβˆ(Xi)]∑n
i=1KH(Xi − x)
if j = 2,
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mˆj,H,βˆ(x; 1) =

eT1 (X TxWxX x)−1X TxWxSˆ if j = 1,
eT1 (X TxWxX x)−1X TxWxCˆ if j = 2,
being Sˆ = (sin[mβˆ(X1)], . . . , sin[mβˆ(Xn)])
T and Cˆ = (cos[mβˆ(X1)], . . . , cos[mβˆ(Xn)])
T .
In order to formally address problem (2) using the test statistics T 1n,p and T
2
n,p given in (6)
and in (7), respectively, it is essential to approximate the distribution of the test statistic under
the null hypothesis. Deriving the asymptotic distribution of the statistics is out of the scope of
this work. However, some guidelines to compute these expressions are provided in Section 4. For
the application in practice of our proposal, the distribution of the tests under the null hypothesis
is approximated using bootstrap procedures and analyzed through an empirical study.
If the null hypothesis in the testing problem given in (2) holds, then the (non-smoothed or
smoothed) parametric fit and the nonparametric circular regression estimator will be similar
and, therefore, the value of the test statistics T 1n,p and T
2
n,p will be relatively small. Conversely,
if the null hypothesis does not hold, the fits will be different and the value of T 1n,p and T
2
n,p
will be fairly large. So, the null hypothesis will be rejected if the circular distance between
both fits exceeds a critical value. For a visual illustration of the performance of the tests
(where, for the sake of simplicity, a model with a single covariate is considered), suppose that
a sample of size n = 100 is generated following model (1), with regression function (10), with
c = 0, and random errors εi drawn from a von Mises distribution vM(0, 10). If we want to
test if m(X) ∈ {β0 + 2atan(β1X), β0, β1 ∈ R}, using the test statistics given in (6) and in (7),
the estimators mˆh(x; p), mβˆ(x) and mˆh,βˆ(x; p) (denoting by h the smoothing parameter when
d = 1) must be computed. In this case, the estimator obtained from (3) is considered for the
parametric fit. The local linear type estimator mˆh(x; 1) given in (5) is employed to compute
the nonparametric counterpart. A triweight kernel and the optimal bandwidth obtained by
minimizing the circular average squared error (CASE), defined as:
CASE[mˆH(x; p)] =
1
n
n∑
i=1
{1− cos [m(Xi)− mˆH(Xi; p)]} , (8)
for p = 0, 1 and d = 1, are considered to compute mˆh(x; 1) and mˆh,βˆ(x; 1). Figure 1 shows in
red lines the local linear type regression estimator (left panel), the parametric fit (center panel)
and the smooth version of the parametric fit (right panel), with sample points and the circular
regression function (black lines). It seems that all estimates are very similar and, therefore, the
value of the test statistics T 1n,p and T
2
n,p should be small, and consequently, there would possibly
be no evidences against the assumption that the circular regression function belonging to the
parametric family mβ(X) = β0 + 2atan(β1X).
Notice that the test statistics given in (6) and in (7), respectively, depend on the bandwidth
matrix H (or on the bandwidth parameter h, if d = 1). A non-trivial problem in goodness-
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Figure 1: Red lines: local linear type regression estimator (left), parametric fit (center) and smooth
version of the parametric fit (right), with sample points and circular regression function (black lines).
Sample of size n = 100 generated on the unit interval, following model (1), with regression function (10),
for c = 0, and circular errors εi drawn from a vM(0, 10).
of-fit testing is the bandwidth choice, since the optimal bandwidth for estimation may not be
the optimal one for testing (being not even clear what optimal means). For instance, Fan
et al. (2001), Eubank et al. (2005) and Hart (2013) gave some strategies on bandwidth selection
in testing problems. This issue was also discussed further in detail by Sperlich (2013). As
usual in the context of goodness-of-fit tests for regression based on nonparametric smoothers,
the performance of the test statistics will be analyzed for a range of bandwidths, in order to
evaluate the impact of this parameter in the numerical results.
2.4 Calibration in practice
Once a suitable test statistic is available, in order to solve the testing problem (2), a procedure
for calibration of critical values is required. This task can be done by means of bootstrap
resampling algorithms.
In what follows, a description of two different bootstrap proposals designed to approximate
the distribution (under the null hypothesis) of the tests statistics given in (6) and in (7) for
independent data (PCB and NPCB) are presented. The main difference between them is the
mechanism employed to obtain the residuals. As noted in the Introduction, the residuals in PCB
come from the parametric regression estimator. On the other hand, for the NPCB algorithm,
the residuals are obtained from the nonparametric regression estimator. In order to present the
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PCB and NPCB resampling methods, a generic bootstrap algorithm is described. No matter
the method used, mˆ denotes the parametric or the nonparametric circular regression estimator.
Algorithm 1
1. Compute the parametric or the nonparametric regression estimates (described in Sections
2.1 and 2.2, respectively), namely mˆ(Xi), i = 1, . . . , n, depending if a parametric (PCB) or a
nonparametric (NPCB) bootstrap procedure is employed.
2. From the residuals εˆi = [Θi − mˆ(Xi)](mod 2pi), i = 1, . . . , n, draw independent bootstrap
residuals, εˆ∗i , i = 1, . . . , n.
3. Bootstrap samples are {(Xi,Θ∗i )}ni=1 with Θ∗i = [mβˆ(Xi) + εˆ∗i ](mod 2pi), being mβˆ(Xi) the
parametric regression estimator under H0.
4. Using the bootstrap sample {(Xi,Θ∗i )}ni=1, the bootstrap test statistics T 1,∗n,p and T 2,∗n,p are
computed as in (6) and in (7).
5. Repeat Steps 2-4 a large number of times B.
In Step 1 of the previous algorithm, in the PCB approach, the circular regression function is
estimated parametrically, employing the procedure described in Section 2.1. Alternatively, the
NPCB tries to avoid possible misspecification problems by using more flexible regression esti-
mation methods than those employed in PCB. Then, using the same arguments as in Gonza´lez-
Manteiga and Cao (1993) to increase the power of the test, in the NPCB method, the nonpara-
metric circular regression estimator given in (5) is employed in Step 1 of the bootstrap Algorithm
1.
Notice that the empirical distribution of the B bootstrap test statistics can be employed to
approximate the finite sample distribution of the test statistics T 1n,p and T
2
n,p, under the null
hypothesis. Denoting by {T j,∗n,p,1, . . ., T j,∗n,p,B} (for j = 1, 2) the sample of the B bootstrap test
statistics given in (6) and in (7), and defining its (1−α) quantile tj,∗α,p, the null hypothesis in (2)
will be rejected if T jn,p > t
j,∗
α,p. Additionally, the p-values of the test statistics (j = 1, 2) can be
approximated by:
p-value =
1
B
B∑
b=1
I{T j,∗n,p,b>T jn,p}. (9)
2.5 Simulation study
The finite sample performance of the proposed tests, using the bootstrap approaches described in
Algortihm 1 for their calibration, is illustrated in this section with a simulation study, considering
a regression model with a single real-valued covariate and also with a bidimensional one.
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2.5.1 Simulation experiment with a single covariate
In order to study the performance of the proposed tests considering a regression model with a
circular response and a single real-valued covariate, the parametric regression family M1,β =
{β0 + 2atan(β1X), β0, β1 ∈ R} is chosen. For different values of c the regression function
m(X) = 2atan(X) + c · asin(2X5 − 1) (10)
is considered. Therefore, the parameter c controls whether the null (c = 0) or the alternative
(c 6= 0) hypotheses hold in problem (2). Values c = 0, 1, and 2 are considered in the study.
For each value of c, 500 samples of sizes n = 50, 100 and 200 are generated on the unit interval,
following model (1) with regression function (10) and circular errors εi drawn independently
from a von Mises distribution vM(0, κ), for different values of κ (5, 10 and 15).
To analyze the behavior of the test statistics given in (6) and in (7) in the different scenarios,
the bootstrap procedures described in Section 2.4 are applied, using B = 500 replications. The
non-smoothed or smoothed parametric fits used for constructing (6) and (7) are computed using
the procedures given in Sections 2.1 and 2.3, respectively. The nonparametric fit is obtained
using the estimator given in (5), for p = 0, 1, with a triweight kernel. We address the bandwidth
selection problem by using the same procedure as the one used in Ha¨rdle and Mammen (1993),
Alcala´ et al. (1999), or Opsomer and Francisco-Ferna´ndez (2010), among others, applying the
tests on a grid of several bandwidths. In order to use a reasonable grid of bandwidths, the
optimal bandwidth selected by minimizing the CASE given in (8), for d = 1, is calculated for
each scenario. In this case, the values of the CASE optimal bandwidths are in the interval
[0.2, 0.6]. Therefore, the values of the bandwidth parameter h = 0.15, 0.25, 0.35, 0.45, 0.55, 0.65,
are considered to compute both test statistics (6) and (7). The weight function used in both
tests is w(x) = I{x∈[1/√n,1−1/√n]}, to avoid possible boundary effects.
Effect of sample size. Proportions of rejections of the null hypothesis, for a significance level
α = 0.05, considering κ = 10, and different sample sizes, are shown in Tables 1 and 2, when
using T 1n,p and T
2
n,p, respectively. If c = 0 (null hypothesis) and using the Nadaraya–Watson
type estimator, the proportions of rejections are certainly much lower than the expected values.
Using this estimator, the test works fairly well when PCB is employed. NPCB provides really
bad results. When the local linear type estimator is used, the proportions of rejections are
similar to the theoretical level, although these proportions are quite affected by the value of
h. For alternative assumptions (c = 1 and c = 2), as expected, as the sample size increases
the proportions of rejections are larger and increase with c. As pointed out before, substantial
differences have been found when the local linear type estimator is employed, providing more
satisfactory results than those obtained when the Nadaraya–Watson fit is used. Using the local
linear estimator, NPCB presents a slightly better performance than PCB. Although both test
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statistics provide a similar behavior of the testing procedure, T 2n,p seems to give slightly better
results.
Effect of κ. The performance of the tests (for α = 0.05) is studied for n = 200 and for
different values of the concentration parameter κ in Tables 3 and 4, when using T 1n,p and T
2
n,p,
respectively. If c = 0 and considering the local linear type estimator, the proportions of re-
jections are similar to the theoretical level when using both bootstrap approaches (PCB and
NPCB). Results obtained when the Nadaraya–Watson fit is used are quite poor, specially when
NPCB is employed. For alternative assumptions, as expected, large values of the concentration
parameter κ lead to an increase in power, which justifies the correct performance of the boot-
strap procedures. Considerable differences have been found if the Nadaraya–Watson or local
linear type estimators are employed in the test statistics, especially when NPCB is used.
2.5.2 Simulation experiment with several covariates
The extension for regression models with a circular response and two covariates is analyzed in
this section. For this purpose, the parametric regression family M2,β = {β0 + 2atan(β1X1 +
β2X2), β0, β1, β2 ∈ R} is chosen, and for different values of c the regression function
m(X) = 2atan(−X1 + X2) + c · asin(2X31 − 1), (11)
being X = (X1, X2), is considered. For each value of c (c = 0, 1, and 2), 500 samples of sizes n =
100, 225 and 400 are generated on a bidimensional regular grid in the unit square, following model
(1), with regression function (11) and circular errors εi drawn from a von Mises distribution
vM(0, κ), for κ = 5, 10 and 15. The bootstrap procedures described in Section 2.4 are applied,
using B = 500 replications. The non-smoothed or smoothed parametric fits used for constructing
(6) and (7) are computed using the procedures given in Sections 2.1 and 2.3, respectively. The
nonparametric fit is obtained using the estimator given in (5), for p = 0, 1, with a multiplicative
triweight kernel. In order to simplify the calculations, the bandwidth matrix is restricted to
a class of diagonal matrices with both equal elements. In this case, the diagonal elements of
the CASE optimal bandwidths are in the interval [0.3, 0.8]. Therefore, diagonal bandwidth
matrices H = diag(h, h) with different values of h, h = 0.25, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, are
considered to compute both test statistics (6) and (7). The weight function used in both tests
is w(x) = I{x∈[1/√n,1−1/√n]×[1/√n,1−1/√n]}, to avoid possible boundary effects.
Effect of sample size. Proportions of rejections of the null hypothesis, for a significance level
α = 0.05, considering κ = 10, and different sample sizes, are shown Tables 5, when using T 1n,p. It
can be observed that using both bootstrap methods (PCB and NPCB), the test has a reasonable
behavior. If c = 0 (null hypothesis) and considering the local linear estimator, the proportions
of rejections are similar to the theoretical level. As for a single covariate, results using the
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Nadaraya–Watson type estimator and NPCB are really bad. For alternative assumptions (c = 1
and c = 2), NPCB presents a slightly better performance than the PCB, when using the local
linear type estimator. Notice that, in most of the cases, an increasing power of the test when
the values of h increase is observed. For all the scenarios, the power of the test becomes larger
as the value of c increases. Again, considerable differences have been found when the local linear
type estimator is employed. Similar conclusions to those given for T 1n,p were obtained when the
test statistic T 2n,p was employed (see Table 6).
Effect of κ. The performance of the bootstrap procedures is analyzed for n = 400 and for
different values of the concentration parameter κ when using T 1n,p, for α = 0.05, in Table 7. If
c = 0, the proportions of rejections are similar to the theoretical level when using both bootstrap
approaches (PCB and NPCB). For larger values of the concentration parameter κ, the bandwidth
values providing an effective calibration must be smaller. For alternative assumptions, if the
value of the concentration parameter κ is larger, an increasing power is obtained. In almost
all scenarios, some differences have been found if the Nadaraya–Watson or the local linear type
estimators are employed in the test statistics. Results considering the test statistic T 2n,p are
summarized in Table 8. Similar conclusions to those provided for T 1n,p were obtained.
3 Goodness-of-fit tests for circular regression models with spa-
tially correlated data
The testing problem (2) is addressed in Section 2 for independent data, by constructing weighted
circular test statistics. In this section, these test statistics are also analyzed considering a linear-
circular regression model with spatially correlated errors.
Assume the linear-circular regression model given in (1), but supposing that the circular
errors are spatially correlated. More specifically, we consider the linear-circular regression model
given in (1):
Θi = [m(Xi) + εi](mod 2pi), i = 1, . . . , n, (12)
where m is a smooth trend or regression function and the εi are random angles, such that,
E[sin(εi) | X = x] = 0, and additionally, satisfying in this dependence framework that
Cov[sin(εi), sin(εj) | Xi,Xj ] = σ21ρ1,n(Xi −Xj),
Cov[cos(εi), cos(εj) | Xi,Xj ] = σ22ρ2,n(Xi −Xj),
Cov[sin(εi), cos(εj) | Xi,Xj ] = σ12ρ3,n(Xi −Xj),
with σ2k < ∞ for k = 1, 2, and σ12 < ∞. The continuous stationary correlation functions ρk,n
satisfy ρk,n(0) = 1, ρk,n(x) = ρk,n(−x), and |ρk,n(x)| ≤ 1, for any x ∈ D ⊂ Rd, and k = 1, 2, 3.
The subscript n in ρk,n indicates that the correlation functions vary with n (specifically, the
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correlation functions are assumed to be short-range and shrink as n goes to infinity). Note
also that the subscript k does not correspond to an integer sequence and it just indicates if the
correlation corresponds to the sine process (k = 1), the cosine process (k = 2) or if it is the
cross-correlation between them (k = 3).
In order to solve the testing problem (2) in this context, the estimator described in Sec-
tion 2.1 is likewise employed for the parametric fit. Probably, more accurate results would be
obtained if an estimator taking the spatial dependence structure into account is considered.
However, the problem of estimating parametrically the regression function accounting for the
dependence structure (up to our knowledge) has not been considered in the statistical literature.
Some guidelines about a possible iterative least squares estimator (taking the possible spatial
dependence structure into account) are provided in Section 4. Kernel-type estimators given in
(5) are employed for the nonparametric fit. These nonparametric estimators have been studied
in Meila´n-Vila et al. (2020a) in the context of spatially correlated data.
For illustration purposes, a sample of size n = 400 is generated on a bidimensional regular
grid in the unit square, assuming the linear-circular regression model (12), with regression
function (11), being c = 0. The circular spatially correlated errors εi, i = 1, . . . , n, are drawn
from a wrapped Gaussian spatial process (Jona-Lasinio et al., 2012) with the following steps:
εi = Yi(mod 2pi), i = 1, . . . , n,
where {Yi = Y (Xi), i = 1, . . . , n} is a realization of a real-valued Gaussian spatial process,
where each observation can be decomposed as:
Yi = µ+ wi, i = 1, . . . , n, (13)
being µ = µ(Xi) the mean and wi random variables of a zero mean Gaussian spatial process with
Cov(wi, wj | Xi,Xj) = σ2ρn(Xi−Xj). The variance of wi is denoted by σ2 and ρn is a continuous
stationary correlation function satisfying ρn(0) = 1, ρn(x) = ρn(−x), and |ρn(x)| ≤ 1, ∀x. Note
that a realization of this wrapped Gaussian spatial process can be written in vector form as
ε = (ε1, . . . , εn)
T , with mean direction vector µ1n, being 1n a n × 1 vector with every entry
equal to 1, and covariance matrix σ2Rn, where Rn(i, j) = ρn(Xi −Xj) is the (i, j)-entry of the
correlation matrix Rn.
In this particular example, the circular spatially correlated errors are drawn from a wrapped
Gaussian spatial process, considering that, in (13), µ = 0 and wi is a zero mean process with
exponential covariance structure:
Cov(wi, wj | Xi,Xj) = σ2[exp(−‖Xi −Xj‖/ae)], (14)
with σ2 = 1 and ae = 0.3. In order to test if m(X) ∈ {β0 + 2atan(β1X1 + β2X2), β0, β1, β2 ∈
R}, being X = (X1, X2), using the test statistics given in (6) and in (7), mˆH(x; p), mβˆ(x)
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Figure 2: Circular regression function (top left), the local linear type regression estimator (top right), the
parametric fit (bottom left) and the smooth version of the parametric fit (bottom right). Sample of size
n = 400 generated on a bidimensional regular grid in the unit square, following model (1), with regression
function (11), for c = 0, and circular errors εi drawn from from wrapped Gaussian spatial processes with
zero mean and exponential covariance structure, given in (14), with σ2 = 1 and ae = 0.3.
and mˆH,βˆ(x; p) fits must be computed. For the parametric counterpart, the estimator ob-
tained from (3) is employed, while local linear type estimators are used for the nonparametric
smoothers. A multiplicative triweight kernel and the optimal bandwidth obtained by minimizing
the CASE, given in (8), of the local linear type estimator are considered to compute mˆH(x; 1)
and mˆH,βˆ(x; 1). Figure 2 shows the theoretical circular regression function (11), with c = 0 (top
left panel), the local linear type regression estimator (top right panel), the parametric fit (bottom
left panel) and the smooth version of the parametric fit (bottom right panel). It can be seen that
estimates at top right, bottom left and bottom right panels seem to be very similar and, therefore,
the value of the test statistics T 1n,p and T
2
n,p should be small. Consequently, the formal applica-
tion of the tests will probably lead to assert that there is no evidences against the assumption
that the regression function belongs to the parametric family mβ(X) = β0+2atan(β1X1+β2X2),
with X = (X1, X2).
Practical methods to calibrate the test statistics T 1n,p and T
2
n,p given in (6) and in (7) for
spatially correlated data are presented in the following section.
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3.1 Calibration in practice
This section is devoted to present bootstrap resampling methods to calibrate in practice the
test statistics T 1n,p and T
2
n,p given in (6) and in (7), respectively, considering the linear-circular
regression model (12) with spatially correlated errors.
The bootstrap Algorithm 1, which was designed for independent data, should not be used for
spatial processes, as it does not account for the correlation structure. The aim of this section is
to describe two different proposals for test calibration which take the dependence of the data into
account (PSCB and NPSCB). The main difference between the proposals is how the resampling
residuals (required for mimicking the dependence structure of the errors) are computed. In
PSCB (similarly to PCB), the residuals are obtained from the parametric regression estimator,
while in NPSCB (analogously to NPCB), the residuals are obtained from the nonparametric
regression estimator. In both approaches, in order to imitate the dependence structure of the
errors, an appropriate spatial circular process model is fitted to the residuals.
Next, a generic bootstrap algorithm is introduced to present the PSCB and NPSCB re-
sampling approaches. As in Algorithm 1, no matter the method used, either parametric or
nonparametric, mˆ denotes the parametric or the nonparametric circular regression estimator.
Algorithm 2
1. Compute the parametric or the nonparametric regression estimates (described in Sections
2.1 and 2.2, respectively), namely mˆ(Xi), i = 1, . . . , n, depending if a parametric (PSCB) or
a nonparametric (NPSCB) bootstrap procedure is employed.
2. From the residuals εˆi = [Θi − mˆ(Xi)](mod 2pi), i = 1, . . . , n, fit a spatial circular process.
3. Generate a random sample from the fitted model, εˆ∗i , i = 1, . . . , n.
4. Bootstrap samples are {(Xi,Θ∗i )}ni=1 with Θ∗i = [mβˆ(Xi) + εˆ∗i ](mod 2pi), being mβˆ(Xi) the
parametric regression estimator.
5. Using the bootstrap sample {(Xi,Θ∗i )}ni=1, the bootstrap test statistics T 1,∗n,p and T 2,∗n,p are
computed as in (6) and in (7).
6. Repeat Steps 3-5 a large number of times B.
Notice that Algorithm 2 is a modification of Algorithm 1. Two additional steps are included
in Algorithm 2 (Steps 2 and 3) trying to mimic properly the spatial dependence structure of the
cirular errors in the bootstrap procedure.
As pointed out in Section 2.4 for independent data, considering the test statistics T jn,p (j =
1, 2), given in (6) and in (7), the null hypothesis in (2) will be rejected if T jn,p > t
j,∗
α,p, where
tj,∗α,p is the (1 − α) quantile of the sample of the B bootstrap test statistics {T j,∗n,p,1, . . ., T j,∗n,p,B}.
Moreover, the p-values of the test statistics can be approximated as in (9).
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3.2 Simulation experiment
The performance of the proposed test statistics and the bootstrap procedures, described in
Algorithm 2, are analyzed in a simulation study. The parametric circular regression family
M2,β given in Section 2.5.2 is chosen, and for different values of c (c = 0, 1, 2), the regression
function (11) is considered.
In this study, 500 samples of sizes n = 100, 225 and 400 are generated on a bidimensional
regular grid in the unit square, assuming the linear-circular regression model (1), with regres-
sion function (11), but considering circular spatially correlated errors generated from wrapped
Gaussian spatial processes (Jona-Lasinio et al., 2012). The realizations of the circular (error)
{εi, i = 1, . . . , n} are generated considering a zero mean process with the exponential covariance
structure given in (14). The value of the variance σ2 is fixed equal to one, and different values
of the range parameter are considered: ae = 0.1, 0.3, 0.6.
The performance of Algorithm 2 is analyzed in this section. Notice that Algorithm 1, which
was designed for independent observations, should not be used in a spatial framework. In order
to illustrate this issue, Tables 9 and 10 show the proportions of rejections of the null hypothesis
for different sample sizes and α = 0.05, when using T 1n,p and T
2
n,p, respectively, for p = 0, 1
when using Algorithm 1, but the circular errors are spatially correlated as explained before.
Considering both test statistics, it may seem that PCB and NPCB present a good behavior in
terms of power. However, the proportions of rejections under the null hypothesis are very large.
Results for n = 400 and different spatial dependence degrees (controlled by the range parameter,
ae) are summarized in Tables 11 and 12, when using T
1
n,p and T
2
n,p, respectively, for p = 0, 1.
Again, it can be obtained that the tests do not work properly under the null hypothesis.
The bootstrap procedures described in Algorithm 2 are now applied, using B = 500 repli-
cations. As pointed out previously, the test statistics T 1n,p and T
2
n,p given in (6) and in (7),
are computed using the non-smoothed or smoothed parametric fits given in Sections 2.1 and
2.3, respectively, while the nonparametric fit is obtained using the estimator given in (5), for
p = 0, 1, with a multiplicative triweight kernel. In practice, in order to implement the bootstrap
Algorithm 2, a wrapped Gaussian spatial process model is employed in Step 2. Following the
proposal by Jona-Lasinio et al. (2012), the model fitting within a Bayesian framework is per-
formed using a Markov Chain Monte Carlo method. Assuming a linear Gaussian spatial process
of the form (13), to perform a Bayesian fit of the model, priors are needed for the model param-
eters. The authors suggest a normal prior for µ, a truncated inverse gamma prior for σ2, and a
uniform prior (with support allowing small ranges up to ranges a bit larger than the maximum
distance over the region) for the decay parameter 3/ae. More specifically, the prior of µ is a
Gaussian distribution with zero mean and variance one. For σ2, we consider an inverse Gamma,
IG(aσ, bσ), with aσ = 2 and bσ = 1, then the mean is bσ/(aσ − 1) = 1. The continuous uniform
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distribution defined on the interval (0.001, 1) is used as the prior for the decay parameter. The
parameters are updated using a Metropolis–Hastings algorithm (Hastings, 1970). For further
details on the wrapped Gaussian spatial model fitting we refer to Jona-Lasinio et al. (2012). The
mean of the posteriori parameter estimates are considered in Step 3 of Algorithm 2. Notice that
in this case, the circular spatially correlated errors are generated from wrapped Gaussian spatial
processes, and in Step 2 of Algorithm 2, a wrapped Gaussian spatial process model is employed
for model fitting. This modeling only allows symmetric marginal distributions. Therefore, if the
errors were drawn by using other procedure, such as a projected Gaussian spatial process (with
asymmetric marginals), it would be more convenient to use an alternative approach.
In order to analyze the effect of the bandwidth matrix in the test statistics, T 1n,p and T
2
n,p are
computed in a grid of several bandwidths. As in the experiment shown in Section 2.5.2 in a inde-
pendence framework, the bandwidth matrix is restricted to be diagonal with both equal elements,
H = diag(h, h). In this case, the different values of h = 0.25, 0.40, 0.55, 0.70, 0.85, 1.00, 1.15, 1.30
are considered. Moreover, the same weight function w as in Section 2.5.2 is used here.
Table 13 shows the proportions of rejections of the null hypothesis for different sample sizes
and α = 0.05, when using T 1n,p. Under the null hypothesis (c = 0), it can be observed that
the test has an acceptable performance using both bootstrap approaches PSCB and NPSCB.
The proportions of rejections are similar to the theoretical level considered, namely α = 0.05.
However, these proportions clearly depend on the value of the bandwidth h. For alternative
assumptions (c = 1 and c = 2), the performance of the test is satisfactory. As expected, the
power of the test is larger when the value of c is also larger. A slightly better performance of the
is obtained when considering the test statistic T 2n,p. In this case, the proportions of rejections of
the null hypothesis are presented in Table 14.
Results for n = 400 and different spatial dependence degrees (ae = 0.1, 0.3, 0.6) are shown
in Table 15, when using T 1n,p. PSCB and NPSCB approaches provide good results for both
the null and the alternative hypotheses. As expected, the power of the test is larger when the
dependence structure is weaker. In these scenarios, results considering the test statistic T 2n,p are
summarized in Table 16.
4 Conclusions and further research
Testing procedures for assessing a parametric circular regression model (with circular response
and Rd-valued covariate) were proposed and analyzed in this work for independent and for
spatially correlated data. Specifically, the test statistics were constructed by measuring a circular
distance between a parametric fit (non-smoothed or smoothed) and a nonparametric estimator
of the circular regression function. For the parametric approach, taking into account that
the classical least squares regression method is not appropriate when the response variable is of
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circular nature, a circular analog was used (Fisher and Lee, 1992; Lund, 1999). Other parametric
fitting approaches, such as maximum likelihood methods, could be used instead. Regarding the
nonparametric fit, local polynomial type estimators were considered in the test statistics.
Although the asymptotic distribution of the tests, under the null and under local alternatives,
is out of the scope of this work, some guidelines to calculate this expression are provided in this
section. As pointed out by Kim and SenGupta (2017), using Taylor series expansions, the
function 1 − cos(Θ) can be approximated by Θ2/2, for Θ ∈ [0, 2pi). Therefore, the expressions
1 − cos[mˆH(x; p) − mβˆ(x)] and 1 − cos[mˆH(x; p) − mˆH,βˆ(x; p)] in the test statistics T 1n,p and
T 2n,p, given in (6) and in (7), respectively, can be approximated by 1/2[mˆH(x; p)−mβˆ(x)]2 and
1/2[mˆH(x; p) − mˆH,βˆ(x; p)]2, respectively. Consequently, T 1n,p and T 2n,p can be approximated
by test statistics similar to the ones used, for example, in Ha¨rdle and Mammen (1993) or in
Meila´n-Vila et al. (2020d), for regression models with Euclidean response and covariates. Notice
that the regression estimators involved in the test statistics T 1n,p and T
2
n,p have more complicated
expressions than those in Ha¨rdle and Mammen (1993) or in Meila´n-Vila et al. (2020d). Therefore,
as intuition suggests, it will be more difficult to calculate close expressions of their asymptotic
distributions.
For practical implementation, bootstrap resampling methods were used to calibrate the test.
For independent data, two procedures have been designed and compared: PCB and NPCB. Both
methods are based on computing the residuals and generating independent bootstrap resamples.
The main difference between them is the mechanism employed to obtain the residuals. In
PCB, the residuals come from the parametric regression estimator. Alternatively, in NPCB,
the residuals are obtained from the nonparametric regression estimator. For dependent data, in
order to imitate the distribution of the (spatially correlated) errors, new bootstrap procedures
were proposed: PSCB and NPSCB. Again, the main difference between both approaches is how
the residuals are obtained. In the case of the PSCB, the residuals come from the parametric fit,
whereas in NPSCB, the residuals are obtained from the nonparametric estimator. In practice,
in order to implement the procedure, a wrapped Gaussian spatial process model (Jona-Lasinio
et al., 2012) was fitted to them to mimic the dependence structure. This wrapped Gaussian
spatial process model was fitted within a Bayesian framework, therefore, some prior parameter
values must be provided to use the Markov Chain Monte Carlo model fitting. For further
details on wrapped Gaussian model fitting, we refer to Jona-Lasinio et al. (2012). Alternatively,
other spatial-circular process models, such as asymmetric wrapped Gaussian spatial processes
(Mastrantonio et al., 2016) or projected Gaussian spatial processes (Wang and Gelfand, 2014)
could be employed to model the residuals, and thus try to imitate the dependence structure of
the errors. Notice that once the model is fitted, error bootstrap samples are generated from
it. These errors bootstrap samples could be also employed to design a parametric iterative
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least squares estimator, accounting for the possible spatial dependence structure, that could be
used in the tests for spatially correlated data (instead of the parametric fit given in Section
(6)). Specifically, using the errors bootstrap samples, the variance-covariance matrix of the
circular errors can be approximated. Then, applying a Cholesky decomposition of this matrix,
the original circular responses and the Rd-valued covariate are transformed, as it is done in the
generalized least squares method. Finally, the parameter estimate is obtained applying (3) to the
transformed observations. Obviously, this algorithm could be applied iteratively. Although, we
have not applied this method in practice, we do not believe that it provides great improvements
over using the circular least squares method described in Section 2.1, even though the data are
indeed dependent. The possible benefits of taking the correlation of the data into account could
be offset by the difficulty of adequately estimating the varaince-covariance matrix of the circular
errors.
For independent data, in the majority of scenarios considered in the simulation study, results
obtained with NPCB improve those achieved by PCB, especially, for alternative assumptions.
Moreover, a better behavior is observed when T 2n,p, given in (7), is employed. In general, the
local linear type estimator seems to show a slightly better performance. For spatially correlated
data, it can be obtained that both tests do not work properly under the null hypothesis, when
using PCB and NPCB designed for independence. Regarding PSCB and NPSCB, the use of
nonparametric residuals in the bootstrap procedure provides the best results. As expected, the
power of the test is larger when the spatial dependence structure is weaker. More satisfactory
results are achieved when T 2n,1 is used. In both frameworks (independent and spatially correlated
data), the proportions of rejections of the null hypothesis clearly depend on the bandwidth
matrix considered.
The procedures used in the simulation study were implemented in the statistical environment
R (R Development Core Team, 2020), using functions included in the npsp and CircSpaceTime
packages (Ferna´ndez-Casal, 2019; Jona-Lasinio et al., 2019).
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Estimator c n Method h = 0.15 h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65
Nadaraya—Watson 0 50 PCB 0.026 0.036 0.038 0.036 0.036 0.042
NPCB 0.008 0.008 0.012 0.018 0.020 0.022
100 PCB 0.024 0.030 0.026 0.028 0.028 0.030
NPCB 0.006 0.008 0.016 0.014 0.016 0.018
200 PCB 0.018 0.016 0.028 0.028 0.028 0.034
NPCB 0.000 0.002 0.008 0.010 0.008 0.008
1 50 PCB 0.096 0.078 0.054 0.044 0.034 0.026
NPCB 0.008 0.022 0.016 0.018 0.014 0.010
100 PCB 0.168 0.118 0.070 0.030 0.016 0.014
NPCB 0.010 0.022 0.016 0.010 0.008 0.006
200 PCB 0.346 0.192 0.064 0.022 0.006 0.004
NPCB 0.060 0.050 0.026 0.006 0.004 0.000
2 50 PCB 0.312 0.274 0.174 0.076 0.042 0.024
NPCB 0.058 0.074 0.056 0.028 0.016 0.008
100 PCB 0.734 0.606 0.300 0.084 0.026 0.010
NPCB 0.242 0.228 0.112 0.034 0.008 0.006
200 PCB 0.980 0.928 0.488 0.094 0.016 0.002
NPCB 0.940 0.802 0.298 0.032 0.002 0.000
Local linear 0 50 PCB 0.032 0.036 0.034 0.040 0.042 0.042
NPCB 0.048 0.040 0.044 0.048 0.046 0.050
100 PCB 0.026 0.026 0.032 0.032 0.036 0.034
NPCB 0.028 0.028 0.032 0.034 0.036 0.034
200 PCB 0.024 0.028 0.028 0.034 0.036 0.034
NPCB 0.026 0.034 0.026 0.036 0.040 0.046
1 50 PCB 0.100 0.124 0.148 0.162 0.156 0.152
NPCB 0.142 0.156 0.170 0.184 0.184 0.174
100 PCB 0.212 0.264 0.300 0.324 0.318 0.304
NPCB 0.250 0.306 0.344 0.352 0.352 0.336
200 PCB 0.504 0.604 0.642 0.660 0.668 0.666
NPCB 0.548 0.636 0.674 0.686 0.692 0.680
2 50 PCB 0.380 0.506 0.574 0.606 0.618 0.598
NPCB 0.478 0.582 0.638 0.672 0.678 0.670
100 PCB 0.856 0.934 0.952 0.958 0.962 0.962
NPCB 0.896 0.944 0.964 0.972 0.970 0.970
200 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000
Table 1: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes and κ = 10. The test statistic T 1n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c n Method h = 0.15 h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65
Nadaraya–Watson 0 50 PCB 0.030 0.032 0.032 0.034 0.034 0.032
NPCB 0.008 0.010 0.010 0.012 0.014 0.014
100 PCB 0.022 0.028 0.024 0.028 0.028 0.030
NPCB 0.006 0.006 0.010 0.008 0.008 0.010
200 PCB 0.020 0.024 0.034 0.024 0.022 0.026
NPCB 0.004 0.004 0.004 0.004 0.004 0.004
1 50 PCB 0.092 0.102 0.098 0.090 0.070 0.066
NPCB 0.010 0.022 0.026 0.024 0.028 0.030
100 PCB 0.194 0.210 0.180 0.158 0.128 0.108
NPCB 0.008 0.030 0.026 0.030 0.036 0.034
200 PCB 0.444 0.432 0.386 0.304 0.202 0.158
NPCB 0.084 0.114 0.102 0.078 0.056 0.048
2 50 PCB 0.312 0.352 0.312 0.250 0.192 0.152
NPCB 0.062 0.100 0.098 0.090 0.070 0.060
100 PCB 0.788 0.818 0.760 0.650 0.528 0.406
NPCB 0.296 0.390 0.346 0.266 0.192 0.132
200 PCB 0.994 0.988 0.982 0.962 0.914 0.838
NPCB 0.888 0.916 0.868 0.782 0.634 0.420
Local linear 0 50 PCB 0.032 0.032 0.040 0.044 0.042 0.040
NPCB 0.044 0.042 0.046 0.050 0.052 0.050
100 PCB 0.026 0.028 0.038 0.032 0.030 0.030
NPCB 0.026 0.030 0.038 0.036 0.036 0.036
200 PCB 0.028 0.028 0.028 0.024 0.032 0.038
NPCB 0.026 0.030 0.030 0.022 0.032 0.038
1 50 PCB 0.106 0.118 0.144 0.140 0.156 0.146
NPCB 0.140 0.154 0.168 0.182 0.188 0.180
100 PCB 0.214 0.260 0.288 0.290 0.290 0.270
NPCB 0.248 0.298 0.324 0.334 0.336 0.312
200 PCB 0.502 0.582 0.610 0.618 0.644 0.620
NPCB 0.536 0.610 0.632 0.650 0.654 0.640
2 50 PCB 0.380 0.500 0.548 0.570 0.562 0.558
NPCB 0.476 0.574 0.620 0.626 0.638 0.620
100 PCB 0.840 0.924 0.944 0.946 0.948 0.944
NPCB 0.894 0.944 0.962 0.966 0.960 0.958
200 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 0.998
Table 2: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes and κ = 10. The test statistic T 2n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
21
Estimator c κ Method h = 0.15 h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65
Nadaraya–Watson 0 5 PCB 0.034 0.024 0.032 0.030 0.040 0.044
NPCB 0.012 0.010 0.008 0.014 0.018 0.018
10 PCB 0.018 0.016 0.028 0.028 0.028 0.034
NPCB 0.000 0.002 0.008 0.010 0.008 0.008
15 PCB 0.028 0.022 0.032 0.032 0.026 0.026
NPCB 0.002 0.006 0.006 0.006 0.008 0.008
1 5 PCB 0.148 0.088 0.048 0.024 0.014 0.008
NPCB 0.040 0.030 0.014 0.010 0.006 0.000
10 PCB 0.346 0.192 0.064 0.022 0.006 0.004
NPCB 0.060 0.050 0.024 0.006 0.004 0.000
15 PCB 0.578 0.306 0.062 0.014 0.004 0.002
NPCB 0.064 0.046 0.018 0.004 0.000 0.000
2 5 PCB 0.736 0.586 0.256 0.072 0.022 0.000
NPCB 0.490 0.372 0.132 0.044 0.008 0.000
10 PCB 0.980 0.928 0.488 0.094 0.016 0.002
NPCB 0.940 0.802 0.298 0.032 0.002 0.000
15 PCB 1.000 0.976 0.698 0.106 0.006 0.002
NPCB 0.818 0.644 0.226 0.040 0.004 0.000
Local linear 0 5 PCB 0.030 0.030 0.024 0.024 0.028 0.030
NPCB 0.034 0.030 0.024 0.024 0.028 0.030
10 PCB 0.024 0.028 0.028 0.034 0.036 0.034
NPCB 0.026 0.034 0.026 0.036 0.040 0.046
15 PCB 0.026 0.034 0.030 0.034 0.038 0.040
NPCB 0.026 0.030 0.028 0.034 0.034 0.036
1 5 PCB 0.200 0.262 0.282 0.306 0.290 0.278
NPCB 0.216 0.276 0.306 0.314 0.320 0.294
10 PCB 0.504 0.604 0.642 0.660 0.668 0.666
NPCB 0.548 0.636 0.674 0.686 0.692 0.680
15 PCB 0.764 0.836 0.878 0.880 0.868 0.850
NPCB 0.784 0.856 0.882 0.882 0.872 0.868
2 5 PCB 0.872 0.916 0.930 0.942 0.942 0.928
NPCB 0.884 0.918 0.938 0.946 0.940 0.930
10 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000
15 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000
Table 3: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
values of κ and n = 400. The test statistic T 1n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c κ Method h = 0.15 h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65
Nadaraya–Watson 0 5 PCB 0.034 0.026 0.024 0.030 0.026 0.028
NPCB 0.010 0.010 0.010 0.010 0.008 0.010
10 PCB 0.020 0.024 0.034 0.024 0.022 0.026
NPCB 0.004 0.004 0.004 0.004 0.004 0.004
15 PCB 0.024 0.034 0.038 0.028 0.028 0.026
NPCB 0.000 0.002 0.002 0.002 0.002 0.002
1 5 PCB 0.176 0.166 0.142 0.110 0.090 0.076
NPCB 0.048 0.062 0.056 0.048 0.038 0.036
10 PCB 0.444 0.432 0.386 0.304 0.202 0.158
NPCB 0.084 0.114 0.102 0.078 0.056 0.048
15 PCB 0.716 0.688 0.626 0.520 0.402 0.278
NPCB 0.096 0.150 0.130 0.088 0.074 0.054
2 5 PCB 0.800 0.804 0.764 0.658 0.520 0.376
NPCB 0.552 0.586 0.530 0.422 0.292 0.188
10 PCB 0.994 0.988 0.982 0.962 0.914 0.838
NPCB 0.888 0.916 0.868 0.782 0.634 0.420
15 PCB 1.000 1.000 1.000 1.000 0.994 0.966
NPCB 0.974 0.974 0.966 0.922 0.816 0.614
Local linear 0 5 PCB 0.032 0.028 0.022 0.022 0.028 0.026
NPCB 0.034 0.028 0.026 0.030 0.030 0.028
10 PCB 0.028 0.028 0.028 0.024 0.032 0.038
NPCB 0.026 0.030 0.030 0.022 0.032 0.038
15 PCB 0.028 0.034 0.038 0.034 0.034 0.034
NPCB 0.026 0.038 0.036 0.036 0.032 0.034
1 5 PCB 0.198 0.252 0.264 0.272 0.268 0.250
NPCB 0.218 0.274 0.280 0.290 0.280 0.264
10 PCB 0.502 0.582 0.610 0.618 0.644 0.620
NPCB 0.536 0.610 0.632 0.650 0.654 0.640
15 PCB 0.752 0.826 0.862 0.868 0.868 0.858
NPCB 0.782 0.846 0.874 0.874 0.884 0.868
2 5 PCB 0.870 0.910 0.918 0.932 0.928 0.918
NPCB 0.884 0.916 0.930 0.942 0.938 0.932
10 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 0.998
15 PCB 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000
Table 4: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
values of κ and n = 400. The test statistic T 2n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65 h = 0.75 h = 0.85
Nadaraya–Watson 0 100 PCB 0.030 0.038 0.042 0.048 0.062 0.072 0.072
NPCB 0.000 0.012 0.030 0.036 0.042 0.044 0.042
225 PCB 0.028 0.030 0.044 0.054 0.054 0.050 0.046
NPCB 0.002 0.008 0.016 0.028 0.026 0.024 0.022
400 PCB 0.038 0.044 0.036 0.034 0.034 0.032 0.026
NPCB 0.002 0.010 0.012 0.014 0.016 0.014 0.014
1 100 PCB 0.104 0.078 0.048 0.024 0.010 0.008 0.008
NPCB 0.028 0.036 0.026 0.008 0.006 0.006 0.006
225 PCB 0.360 0.288 0.132 0.058 0.020 0.008 0.006
NPCB 0.120 0.116 0.060 0.022 0.008 0.004 0.002
400 PCB 0.724 0.556 0.278 0.084 0.026 0.008 0.004
NPCB 0.346 0.308 0.134 0.048 0.008 0.000 0.000
2 100 PCB 0.568 0.554 0.430 0.284 0.156 0.084 0.052
NPCB 0.422 0.440 0.334 0.212 0.118 0.060 0.046
225 PCB 0.988 0.980 0.940 0.782 0.494 0.254 0.106
NPCB 0.950 0.938 0.866 0.648 0.382 0.160 0.072
400 PCB 1.000 1.000 0.998 0.960 0.780 0.474 0.250
NPCB 1.000 1.000 0.990 0.926 0.668 0.348 0.180
Local linear 0 100 PCB 0.030 0.034 0.048 0.050 0.062 0.066 0.068
NPCB 0.044 0.048 0.058 0.062 0.062 0.064 0.068
225 PCB 0.030 0.032 0.028 0.038 0.042 0.042 0.042
NPCB 0.024 0.030 0.032 0.038 0.042 0.044 0.044
400 PCB 0.042 0.040 0.042 0.038 0.030 0.036 0.038
NPCB 0.034 0.038 0.040 0.030 0.032 0.036 0.036
1 100 PCB 0.102 0.066 0.034 0.008 0.004 0.004 0.000
NPCB 0.158 0.106 0.038 0.014 0.004 0.004 0.000
225 PCB 0.362 0.264 0.140 0.058 0.020 0.008 0.004
NPCB 0.372 0.280 0.152 0.068 0.022 0.008 0.004
400 PCB 0.724 0.614 0.396 0.198 0.066 0.030 0.020
NPCB 0.722 0.616 0.392 0.190 0.076 0.032 0.020
2 100 PCB 0.574 0.548 0.442 0.302 0.176 0.098 0.070
NPCB 0.640 0.600 0.478 0.342 0.202 0.114 0.078
225 PCB 0.992 0.990 0.976 0.916 0.776 0.638 0.472
NPCB 0.992 0.994 0.980 0.924 0.804 0.664 0.508
400 PCB 1.000 1.000 1.000 0.998 0.992 0.976 0.932
NPCB 1.000 1.000 1.000 0.998 0.996 0.984 0.940
Table 5: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
sample sizes and κ = 10. The test statistic T 1n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65 h = 0.75 h = 0.85
Nadaraya–Watson 0 100 PCB 0.032 0.036 0.044 0.046 0.050 0.052 0.052
NPCB 0.044 0.048 0.052 0.050 0.058 0.060 0.058
225 PCB 0.022 0.022 0.026 0.022 0.030 0.028 0.026
NPCB 0.026 0.026 0.022 0.022 0.022 0.026 0.024
400 PCB 0.030 0.034 0.040 0.042 0.036 0.038 0.030
NPCB 0.032 0.032 0.040 0.036 0.030 0.034 0.034
1 100 PCB 0.196 0.292 0.328 0.334 0.330 0.324 0.318
NPCB 0.076 0.142 0.190 0.216 0.250 0.254 0.258
225 PCB 0.558 0.648 0.668 0.664 0.642 0.628 0.598
NPCB 0.216 0.370 0.440 0.458 0.464 0.454 0.448
400 PCB 0.892 0.930 0.938 0.924 0.904 0.888 0.856
NPCB 0.534 0.714 0.784 0.794 0.772 0.730 0.710
2 100 PCB 0.806 0.884 0.902 0.906 0.898 0.894 0.884
NPCB 0.816 0.928 0.960 0.976 0.984 0.986 0.990
225 PCB 0.998 1.000 1.000 0.998 0.996 0.996 0.996
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
400 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Locall linear 0 100 PCB 0.040 0.048 0.060 0.054 0.062 0.050 0.050
NPCB 0.060 0.064 0.066 0.064 0.066 0.070 0.068
225 PCB 0.032 0.032 0.030 0.038 0.046 0.044 0.046
NPCB 0.038 0.034 0.032 0.044 0.048 0.044 0.042
400 PCB 0.030 0.034 0.040 0.042 0.036 0.038 0.030
NPCB 0.032 0.032 0.040 0.036 0.030 0.034 0.034
1 100 PCB 0.132 0.220 0.292 0.332 0.336 0.344 0.342
NPCB 0.194 0.266 0.332 0.368 0.382 0.386 0.370
225 PCB 0.398 0.554 0.636 0.672 0.680 0.682 0.672
NPCB 0.418 0.552 0.640 0.670 0.678 0.676 0.662
400 PCB 0.944 0.984 0.994 0.994 0.990 0.990 0.988
NPCB 0.938 0.978 0.994 0.994 0.992 0.988 0.988
2 100 PCB 0.508 0.736 0.856 0.894 0.904 0.904 0.898
NPCB 0.556 0.752 0.854 0.898 0.902 0.902 0.902
225 PCB 0.980 0.996 0.998 1.000 1.000 1.000 1.000
NPCB 0.980 0.996 0.998 0.998 1.000 1.000 1.000
400 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 6: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
sample sizes and κ = 10. The test statistic T 2n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c κ Method h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65 h = 0.75 h = 0.85
Nadaraya–Watson 0 5 PCB 0.030 0.030 0.042 0.042 0.042 0.036 0.034
NPCB 0.008 0.022 0.028 0.028 0.034 0.032 0.030
10 PCB 0.038 0.040 0.036 0.032 0.032 0.028 0.026
NPCB 0.002 0.010 0.012 0.014 0.014 0.016 0.014
15 PCB 0.040 0.044 0.042 0.034 0.034 0.032 0.028
NPCB 0.000 0.004 0.012 0.008 0.012 0.008 0.006
1 5 PCB 0.378 0.310 0.152 0.070 0.032 0.018 0.006
NPCB 0.194 0.186 0.094 0.040 0.018 0.008 0.002
10 PCB 0.724 0.556 0.278 0.084 0.026 0.008 0.004
NPCB 0.346 0.308 0.134 0.048 0.008 0.000 0.000
15 PCB 0.922 0.776 0.372 0.098 0.028 0.008 0.004
NPCB 0.474 0.416 0.154 0.046 0.008 0.002 0.000
2 5 PCB 0.988 0.976 0.918 0.728 0.500 0.282 0.154
NPCB 0.968 0.952 0.876 0.646 0.410 0.230 0.130
10 PCB 1.000 1.000 0.998 0.960 0.780 0.474 0.250
NPCB 1.000 1.000 0.990 0.926 0.668 0.348 0.180
15 PCB 1.000 1.000 1.000 0.998 0.906 0.590 0.294
NPCB 1.000 1.000 1.000 0.980 0.788 0.422 0.182
Local linear 0 5 PCB 0.026 0.034 0.040 0.038 0.042 0.038 0.038
NPCB 0.026 0.036 0.038 0.038 0.042 0.038 0.038
10 PCB 0.042 0.040 0.042 0.038 0.030 0.036 0.038
NPCB 0.034 0.038 0.040 0.030 0.032 0.036 0.036
15 PCB 0.038 0.044 0.040 0.038 0.032 0.038 0.038
NPCB 0.030 0.036 0.038 0.036 0.034 0.040 0.038
1 5 PCB 0.354 0.268 0.176 0.090 0.046 0.020 0.014
NPCB 0.360 0.290 0.178 0.094 0.048 0.020 0.012
10 PCB 0.724 0.614 0.396 0.198 0.066 0.030 0.020
NPCB 0.722 0.616 0.392 0.190 0.076 0.032 0.020
15 PCB 0.936 0.802 0.560 0.294 0.140 0.050 0.022
NPCB 0.922 0.792 0.554 0.302 0.136 0.050 0.026
2 5 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
10 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
15 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 7: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of κ and n = 400. The test statistic T 1n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c κ Method h = 0.25 h = 0.35 h = 0.45 h = 0.55 h = 0.65 h = 0.75 h = 0.85
Nadaraya–Watson 0 5 PCB 0.026 0.028 0.036 0.030 0.030 0.026 0.028
NPCB 0.004 0.004 0.010 0.014 0.016 0.020 0.016
10 PCB 0.030 0.034 0.040 0.042 0.036 0.038 0.030
NPCB 0.032 0.032 0.040 0.036 0.030 0.034 0.034
15 PCB 0.032 0.034 0.042 0.044 0.036 0.036 0.036
NPCB 0.024 0.024 0.038 0.044 0.042 0.036 0.036
1 5 PCB 0.492 0.544 0.542 0.538 0.522 0.504 0.490
NPCB 0.290 0.414 0.456 0.452 0.438 0.418 0.410
10 PCB 0.892 0.930 0.938 0.924 0.904 0.888 0.856
NPCB 0.534 0.714 0.784 0.794 0.772 0.730 0.710
15 PCB 0.980 0.988 0.988 0.988 0.984 0.976 0.964
NPCB 0.990 0.998 0.998 0.998 0.998 0.998 0.998
2 5 PCB 0.998 0.998 0.998 0.998 0.994 0.984 0.982
NPCB 0.990 0.998 0.998 0.994 0.988 0.980 0.970
10 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
15 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Local linear 0 5 PCB 0.030 0.024 0.024 0.026 0.028 0.030 0.026
NPCB 0.046 0.046 0.050 0.050 0.050 0.054 0.052
10 PCB 0.030 0.034 0.040 0.042 0.036 0.038 0.030
NPCB 0.032 0.032 0.040 0.036 0.030 0.034 0.034
15 PCB 0.034 0.042 0.040 0.044 0.038 0.042 0.040
NPCB 0.024 0.024 0.038 0.044 0.042 0.036 0.036
1 5 PCB 0.566 0.684 0.744 0.776 0.786 0.794 0.786
NPCB 0.574 0.692 0.752 0.776 0.794 0.790 0.780
10 PCB 0.944 0.984 0.994 0.994 0.990 0.990 0.988
NPCB 0.938 0.978 0.994 0.994 0.992 0.988 0.988
15 PCB 0.990 0.998 0.998 0.998 0.998 0.998 0.998
NPCB 0.990 0.998 0.998 0.998 0.998 0.998 0.998
2 5 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
10 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
15 PCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
NPCB 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Table 8: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of κ and n = 400. The test statistic T 2n,p for p = 0, 1 is employed, and the Algorithm 1 is used.
Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 100 PCB 0.694 0.696 0.566 0.388 0.182 0.096 0.072 0.048
NPCB 0.224 0.380 0.336 0.232 0.108 0.056 0.032 0.026
225 PCB 0.994 0.978 0.902 0.608 0.348 0.190 0.108 0.084
NPCB 0.930 0.902 0.760 0.484 0.266 0.120 0.052 0.038
400 PCB 1.000 0.994 0.962 0.732 0.426 0.240 0.162 0.132
NPCB 1.000 0.982 0.914 0.632 0.348 0.172 0.106 0.084
1 100 PCB 0.446 0.474 0.384 0.310 0.256 0.146 0.056 0.028
NPCB 0.424 0.474 0.384 0.306 0.238 0.138 0.050 0.024
225 PCB 0.716 0.588 0.474 0.388 0.326 0.256 0.120 0.048
NPCB 0.740 0.592 0.480 0.390 0.322 0.242 0.116 0.052
400 PCB 0.802 0.714 0.606 0.478 0.386 0.326 0.224 0.166
NPCB 0.816 0.730 0.612 0.482 0.384 0.318 0.204 0.154
2 100 PCB 0.594 0.706 0.680 0.622 0.548 0.492 0.384 0.300
NPCB 0.744 0.754 0.712 0.672 0.606 0.564 0.516 0.444
225 PCB 0.732 0.704 0.646 0.574 0.504 0.458 0.420 0.384
NPCB 0.758 0.714 0.654 0.592 0.526 0.472 0.446 0.422
400 PCB 0.754 0.688 0.616 0.548 0.510 0.440 0.394 0.374
NPCB 0.758 0.702 0.630 0.552 0.516 0.452 0.416 0.386
Local linear 0 100 PCB 0.696 0.728 0.634 0.562 0.494 0.434 0.366 0.336
NPCB 0.778 0.756 0.672 0.592 0.530 0.492 0.424 0.396
225 PCB 0.996 0.984 0.966 0.928 0.882 0.832 0.772 0.722
NPCB 0.996 0.988 0.966 0.932 0.894 0.852 0.790 0.742
400 PCB 1.000 1.000 0.988 0.982 0.960 0.928 0.910 0.878
NPCB 1.000 1.000 0.990 0.982 0.960 0.928 0.914 0.880
1 100 PCB 0.450 0.522 0.510 0.484 0.466 0.448 0.436 0.430
NPCB 0.586 0.582 0.556 0.538 0.510 0.480 0.470 0.456
225 PCB 0.742 0.666 0.616 0.566 0.548 0.534 0.520 0.504
NPCB 0.798 0.732 0.662 0.622 0.594 0.578 0.554 0.550
400 PCB 0.832 0.776 0.740 0.700 0.680 0.658 0.638 0.634
NPCB 0.864 0.818 0.780 0.758 0.738 0.706 0.692 0.676
2 100 PCB 0.602 0.750 0.768 0.766 0.750 0.736 0.724 0.710
NPCB 0.824 0.824 0.814 0.804 0.802 0.794 0.784 0.778
225 PCB 0.746 0.752 0.740 0.726 0.722 0.706 0.680 0.678
NPCB 0.802 0.798 0.790 0.780 0.772 0.760 0.734 0.728
400 PCB 0.772 0.762 0.750 0.742 0.712 0.692 0.676 0.664
NPCB 0.816 0.808 0.794 0.786 0.770 0.764 0.732 0.722
Table 9: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes. Model parameters: σ2 = 0.16 and ae = 0.3. The test statistic T
1
n,p for p = 0, 1 is employed,
and the Algorithm 1 is used. Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 100 PCB 0.698 0.690 0.560 0.486 0.432 0.324 0.268 0.232
NPCB 0.218 0.362 0.332 0.288 0.228 0.170 0.144 0.126
225 PCB 0.996 0.982 0.928 0.856 0.780 0.682 0.580 0.530
NPCB 0.936 0.902 0.790 0.698 0.596 0.482 0.400 0.366
400 PCB 1.000 0.994 0.984 0.958 0.892 0.836 0.772 0.706
NPCB 1.000 0.986 0.942 0.868 0.780 0.700 0.598 0.548
1 100 PCB 0.448 0.510 0.470 0.428 0.410 0.408 0.404 0.400
NPCB 0.430 0.504 0.470 0.432 0.416 0.420 0.398 0.394
225 PCB 0.734 0.652 0.588 0.548 0.526 0.512 0.502 0.502
NPCB 0.758 0.674 0.594 0.548 0.530 0.516 0.500 0.502
400 PCB 0.826 0.774 0.724 0.698 0.672 0.664 0.650 0.648
NPCB 0.840 0.778 0.742 0.696 0.688 0.668 0.654 0.648
2 100 PCB 0.602 0.736 0.726 0.690 0.652 0.610 0.572 0.550
NPCB 0.832 0.834 0.826 0.820 0.816 0.808 0.800 0.800
225 PCB 0.752 0.732 0.710 0.688 0.658 0.634 0.610 0.596
NPCB 0.770 0.742 0.714 0.696 0.676 0.646 0.634 0.634
400 PCB 0.774 0.748 0.726 0.696 0.684 0.662 0.650 0.634
NPCB 0.774 0.752 0.736 0.706 0.684 0.674 0.658 0.654
Local linear 0 100 PCB 0.700 0.728 0.630 0.560 0.496 0.420 0.372 0.344
NPCB 0.780 0.760 0.676 0.590 0.530 0.478 0.420 0.404
225 PCB 0.996 0.986 0.968 0.926 0.876 0.844 0.788 0.742
NPCB 0.996 0.986 0.968 0.932 0.890 0.850 0.806 0.774
400 PCB 1.000 1.000 0.988 0.982 0.964 0.934 0.892 0.878
NPCB 1.000 1.000 0.990 0.982 0.966 0.936 0.898 0.882
1 100 PCB 0.450 0.522 0.510 0.484 0.466 0.448 0.436 0.430
NPCB 0.596 0.594 0.566 0.542 0.524 0.504 0.500 0.492
225 PCB 0.746 0.684 0.638 0.602 0.586 0.568 0.568 0.558
NPCB 0.808 0.740 0.684 0.642 0.616 0.610 0.600 0.606
400 PCB 0.840 0.792 0.762 0.736 0.728 0.716 0.710 0.712
NPCB 0.866 0.822 0.794 0.768 0.762 0.752 0.746 0.742
2 100 PCB 0.602 0.750 0.768 0.766 0.750 0.736 0.724 0.710
NPCB 0.828 0.830 0.824 0.814 0.806 0.800 0.800 0.800
225 PCB 0.752 0.762 0.756 0.742 0.738 0.730 0.724 0.722
NPCB 0.806 0.804 0.796 0.790 0.788 0.780 0.776 0.774
400 PCB 0.780 0.778 0.770 0.760 0.758 0.756 0.754 0.752
NPCB 0.824 0.818 0.816 0.802 0.798 0.792 0.792 0.790
Table 10: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes. Model parameters: σ2 = 0.16 and ae = 0.3. The test statistic T
2
n,p for p = 0, 1 is employed,
and the Algorithm 1 is used. Significance level: α = 0.05.
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Estimator c ae Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 0.1 PCB 0.864 0.624 0.336 0.102 0.042 0.016 0.006 0.004
NPCB 0.388 0.296 0.156 0.058 0.020 0.004 0.002 0.000
0.3 PCB 1.000 0.994 0.962 0.732 0.426 0.240 0.162 0.132
NPCB 1.000 0.982 0.914 0.632 0.348 0.172 0.106 0.084
0.6 PCB 0.986 0.976 0.948 0.870 0.654 0.432 0.296 0.246
NPCB 0.986 0.974 0.930 0.810 0.558 0.364 0.238 0.194
1 0.1 PCB 0.794 0.644 0.500 0.326 0.222 0.170 0.114 0.068
NPCB 0.814 0.660 0.508 0.324 0.218 0.168 0.112 0.056
0.3 PCB 0.802 0.714 0.606 0.478 0.386 0.326 0.224 0.166
NPCB 0.816 0.730 0.612 0.482 0.384 0.318 0.204 0.154
0.6 PCB 0.786 0.704 0.622 0.566 0.466 0.392 0.292 0.234
NPCB 0.800 0.718 0.632 0.562 0.464 0.380 0.274 0.226
2 0.1 PCB 0.772 0.706 0.612 0.494 0.378 0.286 0.242 0.220
NPCB 0.778 0.712 0.624 0.510 0.402 0.296 0.254 0.240
0.3 PCB 0.754 0.688 0.616 0.548 0.510 0.440 0.394 0.374
NPCB 0.758 0.702 0.630 0.552 0.516 0.452 0.416 0.386
0.6 PCB 0.782 0.738 0.660 0.600 0.562 0.502 0.480 0.458
NPCB 0.792 0.746 0.678 0.614 0.568 0.514 0.486 0.470
Local linear 0 0.1 PCB 0.888 0.672 0.522 0.420 0.396 0.338 0.288 0.254
NPCB 0.884 0.680 0.534 0.436 0.398 0.346 0.298 0.270
0.3 PCB 1.000 1.000 0.988 0.982 0.960 0.928 0.910 0.878
NPCB 1.000 1.000 0.990 0.982 0.960 0.928 0.914 0.880
0.6 PCB 0.988 0.982 0.970 0.960 0.952 0.940 0.924 0.914
NPCB 0.988 0.982 0.970 0.960 0.954 0.946 0.926 0.916
1 0.1 PCB 0.836 0.804 0.774 0.746 0.724 0.694 0.654 0.648
NPCB 0.902 0.872 0.832 0.796 0.774 0.748 0.712 0.704
0.3 PCB 0.832 0.776 0.740 0.700 0.680 0.658 0.638 0.634
NPCB 0.864 0.818 0.780 0.758 0.738 0.706 0.692 0.676
0.6 PCB 0.786 0.704 0.622 0.566 0.466 0.392 0.292 0.234
NPCB 0.828 0.802 0.770 0.744 0.724 0.706 0.670 0.660
2 0.1 PCB 0.808 0.810 0.798 0.780 0.756 0.730 0.710 0.688
NPCB 0.882 0.878 0.862 0.858 0.838 0.806 0.778 0.758
0.3 PCB 0.772 0.762 0.750 0.742 0.712 0.692 0.676 0.664
NPCB 0.816 0.808 0.794 0.786 0.770 0.764 0.732 0.722
0.6 PCB 0.796 0.790 0.774 0.758 0.754 0.742 0.730 0.718
NPCB 0.838 0.830 0.818 0.802 0.786 0.768 0.762 0.760
Table 11: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of ae. Model parameters: σ
2 = 0.16 and n = 400. The test statistic T 1n,p for p = 0, 1 is employed,
and the Algorithm 1 is used. Significance level: α = 0.05.
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Estimator c ae Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 0.1 PCB 0.860 0.640 0.472 0.378 0.318 0.254 0.210 0.180
NPCB 0.388 0.294 0.218 0.168 0.130 0.104 0.074 0.062
0.3 PCB 1.000 0.994 0.984 0.958 0.892 0.836 0.772 0.706
NPCB 1.000 0.986 0.942 0.868 0.780 0.700 0.598 0.548
0.6 PCB 0.988 0.978 0.960 0.942 0.928 0.902 0.874 0.864
NPCB 0.988 0.978 0.958 0.928 0.876 0.830 0.790 0.756
1 0.1 PCB 0.826 0.782 0.754 0.730 0.712 0.716 0.714 0.716
NPCB 0.850 0.806 0.768 0.742 0.732 0.730 0.726 0.722
0.3 PCB 0.826 0.774 0.724 0.698 0.672 0.664 0.650 0.648
NPCB 0.840 0.778 0.742 0.696 0.688 0.668 0.654 0.648
0.6 PCB 0.798 0.762 0.714 0.678 0.658 0.648 0.642 0.642
NPCB 0.818 0.772 0.724 0.694 0.664 0.662 0.648 0.650
2 0.1 PCB 0.800 0.794 0.758 0.728 0.700 0.680 0.662 0.654
NPCB 0.818 0.808 0.764 0.738 0.704 0.686 0.668 0.664
0.3 PCB 0.774 0.748 0.726 0.696 0.684 0.662 0.650 0.634
NPCB 0.774 0.752 0.736 0.706 0.684 0.674 0.658 0.654
0.6 PCB 0.796 0.772 0.748 0.728 0.704 0.660 0.646 0.640
NPCB 0.808 0.778 0.756 0.726 0.712 0.676 0.656 0.648
Local linear 0 0.1 PCB 0.888 0.682 0.534 0.436 0.400 0.360 0.314 0.284
NPCB 0.888 0.674 0.554 0.444 0.402 0.366 0.318 0.298
0.3 PCB 1.000 1.000 0.988 0.982 0.964 0.934 0.892 0.878
NPCB 1.000 1.000 0.990 0.982 0.966 0.936 0.898 0.882
0.6 PCB 0.988 0.982 0.970 0.960 0.952 0.938 0.932 0.920
NPCB 0.988 0.982 0.972 0.962 0.956 0.946 0.932 0.920
1 0.1 PCB 0.842 0.824 0.792 0.764 0.748 0.738 0.734 0.736
NPCB 0.916 0.884 0.852 0.824 0.808 0.802 0.812 0.806
0.3 PCB 0.840 0.792 0.762 0.736 0.728 0.716 0.710 0.712
NPCB 0.866 0.822 0.794 0.768 0.762 0.752 0.746 0.742
0.6 PCB 0.806 0.770 0.746 0.726 0.718 0.702 0.688 0.688
NPCB 0.836 0.812 0.780 0.758 0.744 0.730 0.722 0.718
2 0.1 PCB 0.800 0.798 0.792 0.766 0.734 0.720 0.682 0.674
NPCB 0.772 0.698 0.604 0.490 0.372 0.280 0.240 0.222
0.3 PCB 0.780 0.778 0.770 0.760 0.758 0.756 0.754 0.752
NPCB 0.824 0.818 0.816 0.802 0.798 0.792 0.792 0.790
0.6 PCB 0.804 0.800 0.788 0.782 0.776 0.766 0.762 0.760
NPCB 0.526 0.542 0.534 0.524 0.508 0.492 0.466 0.450
Table 12: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of ae. Model parameters: σ
2 = 0.16 and n = 400. The test statistic T 2n,p for p = 0, 1 is employed,
and the Algorithm 1 is used. Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 100 PSCB 0.030 0.030 0.024 0.032 0.018 0.010 0.000 0.000
NPSCB 0.018 0.020 0.014 0.018 0.014 0.004 0.000 0.000
225 PSCB 0.036 0.034 0.034 0.024 0.020 0.016 0.012 0.008
NPSCB 0.022 0.026 0.018 0.012 0.002 0.002 0.002 0.002
400 PSCB 0.032 0.034 0.038 0.024 0.012 0.006 0.000 0.000
NPSCB 0.024 0.028 0.032 0.018 0.010 0.004 0.000 0.000
1 100 PSCB 0.086 0.144 0.136 0.132 0.092 0.030 0.014 0.010
NPSCB 0.098 0.138 0.134 0.130 0.086 0.030 0.014 0.010
225 PSCB 0.132 0.154 0.144 0.108 0.068 0.012 0.004 0.002
NPSCB 0.134 0.144 0.134 0.108 0.066 0.012 0.004 0.002
400 PSCB 0.142 0.144 0.118 0.102 0.052 0.014 0.004 0.004
NPSCB 0.140 0.148 0.118 0.100 0.052 0.018 0.004 0.004
2 100 PSCB 0.668 0.664 0.634 0.592 0.554 0.464 0.350 0.278
NPSCB 0.688 0.682 0.652 0.610 0.572 0.506 0.394 0.330
225 PSCB 0.578 0.564 0.520 0.458 0.414 0.354 0.284 0.212
NPSCB 0.592 0.578 0.528 0.466 0.420 0.372 0.310 0.258
400 PSCB 0.774 0.748 0.726 0.696 0.684 0.662 0.650 0.634
NPSCB 0.552 0.526 0.472 0.402 0.358 0.314 0.250 0.210
Local linear 0 100 PSCB 0.030 0.032 0.028 0.032 0.028 0.024 0.026 0.030
NPSCB 0.058 0.044 0.054 0.050 0.052 0.046 0.044 0.044
225 PSCB 0.032 0.028 0.034 0.028 0.030 0.028 0.024 0.020
NPSCB 0.044 0.040 0.050 0.038 0.040 0.040 0.040 0.038
400 PSCB 0.030 0.028 0.036 0.036 0.036 0.030 0.034 0.034
NPSCB 0.042 0.042 0.042 0.044 0.046 0.040 0.036 0.034
1 100 PSCB 0.088 0.192 0.238 0.248 0.246 0.236 0.216 0.208
NPSCB 0.172 0.246 0.278 0.292 0.286 0.266 0.252 0.238
225 PSCB 0.146 0.216 0.228 0.222 0.214 0.206 0.198 0.192
NPSCB 0.188 0.244 0.252 0.244 0.242 0.228 0.220 0.216
400 PSCB 0.166 0.210 0.204 0.212 0.212 0.198 0.190 0.180
NPSCB 0.222 0.254 0.264 0.262 0.242 0.232 0.216 0.210
2 100 PSCB 0.670 0.702 0.722 0.718 0.696 0.686 0.668 0.656
NPSCB 0.732 0.744 0.748 0.746 0.724 0.716 0.700 0.690
225 PSCB 0.602 0.628 0.620 0.612 0.598 0.582 0.552 0.550
NPSCB 0.658 0.670 0.656 0.644 0.628 0.614 0.600 0.590
400 PSCB 0.562 0.576 0.570 0.560 0.548 0.520 0.514 0.506
NPSCB 0.610 0.604 0.596 0.586 0.572 0.558 0.538 0.528
Table 13: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes. Model parameters: σ2 = 0.16 and ae = 0.3. The test statistic T
1
n,p for p = 0, 1 is employed,
and the Algorithm 2 is used. Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 100 PSCB 0.030 0.032 0.026 0.024 0.036 0.028 0.024 0.024
NPSCB 0.018 0.018 0.018 0.018 0.012 0.012 0.014 0.012
225 PSCB 0.036 0.034 0.034 0.024 0.020 0.016 0.012 0.008
NPSCB 0.022 0.022 0.024 0.018 0.014 0.006 0.004 0.006
400 PSCB 0.030 0.032 0.036 0.030 0.026 0.026 0.024 0.030
NPSCB 0.024 0.028 0.032 0.024 0.022 0.016 0.020 0.020
1 100 PSCB 0.086 0.154 0.176 0.194 0.198 0.200 0.192 0.178
NPSCB 0.098 0.166 0.184 0.198 0.196 0.200 0.190 0.174
225 PSCB 0.136 0.172 0.184 0.192 0.194 0.192 0.180 0.164
NPSCB 0.138 0.160 0.178 0.190 0.190 0.186 0.178 0.162
400 PSCB 0.148 0.176 0.192 0.196 0.204 0.192 0.182 0.174
NPSCB 0.148 0.180 0.192 0.194 0.196 0.192 0.184 0.178
2 100 PSCB 0.674 0.680 0.674 0.658 0.634 0.602 0.578 0.560
NPSCB 0.694 0.696 0.690 0.668 0.640 0.616 0.604 0.594
225 PSCB 0.590 0.602 0.586 0.558 0.542 0.514 0.482 0.474
NPSCB 0.602 0.602 0.594 0.580 0.546 0.522 0.504 0.500
400 PSCB 0.558 0.548 0.542 0.520 0.488 0.432 0.410 0.390
NPSCB 0.564 0.556 0.550 0.522 0.502 0.456 0.436 0.424
Local linear 0 100 PSCB 0.030 0.032 0.028 0.030 0.028 0.024 0.030 0.032
NPSCB 0.058 0.044 0.056 0.050 0.046 0.046 0.044 0.044
225 PSCB 0.032 0.028 0.028 0.028 0.026 0.030 0.024 0.022
NPSCB 0.044 0.044 0.048 0.040 0.034 0.038 0.040 0.038
400 PSCB 0.030 0.028 0.034 0.034 0.034 0.028 0.034 0.036
NPSCB 0.040 0.040 0.042 0.042 0.044 0.036 0.040 0.040
1 100 PSCB 0.120 0.178 0.254 0.280 0.262 0.236 0.212 0.202
NPSCB 0.180 0.272 0.290 0.308 0.300 0.288 0.282 0.278
225 PSCB 0.146 0.220 0.238 0.230 0.224 0.218 0.212 0.206
NPSCB 0.188 0.248 0.258 0.246 0.244 0.236 0.236 0.232
400 PSCB 0.168 0.214 0.222 0.220 0.224 0.220 0.222 0.224
NPSCB 0.226 0.262 0.274 0.264 0.250 0.248 0.258 0.260
2 100 PSCB 0.674 0.710 0.732 0.732 0.716 0.700 0.690 0.686
NPSCB 0.738 0.758 0.762 0.762 0.754 0.740 0.730 0.722
225 PSCB 0.608 0.644 0.642 0.626 0.618 0.614 0.610 0.604
NPSCB 0.670 0.686 0.678 0.664 0.652 0.646 0.642 0.640
400 PSCB 0.566 0.590 0.582 0.580 0.582 0.570 0.572 0.566
NPSCB 0.622 0.624 0.618 0.614 0.610 0.608 0.602 0.594
Table 14: Proportions of rejections of the null hypothesis for the parametric family M1,β with different
sample sizes. Model parameters: σ2 = 0.16 and ae = 0.3. The test statistic T
2
n,p for p = 0, 1 is employed,
and the Algorithm 2 is used. Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 0.1 PSCB 0.038 0.042 0.030 0.028 0.014 0.006 0.002 0.000
NPSCB 0.010 0.022 0.022 0.016 0.008 0.004 0.000 0.000
0.3 PSCB 0.032 0.034 0.038 0.024 0.012 0.006 0.000 0.000
NPSCB 0.024 0.028 0.032 0.018 0.010 0.004 0.000 0.000
0.6 PSCB 0.032 0.034 0.028 0.018 0.008 0.006 0.004 0.004
NPSCB 0.030 0.030 0.022 0.010 0.004 0.000 0.000 0.000
1 0.1 PSCB 0.654 0.650 0.636 0.600 0.572 0.554 0.540 0.528
NPSCB 0.706 0.692 0.670 0.644 0.614 0.590 0.564 0.550
0.3 PSCB 0.142 0.144 0.118 0.102 0.052 0.014 0.004 0.004
NPSCB 0.140 0.148 0.118 0.100 0.052 0.018 0.004 0.004
0.6 PSCB 0.088 0.102 0.114 0.116 0.104 0.104 0.100 0.088
NPSCB 0.150 0.156 0.164 0.160 0.144 0.142 0.132 0.124
2 0.1 PSCB 0.766 0.694 0.598 0.482 0.362 0.278 0.234 0.216
NPSCB 0.772 0.698 0.604 0.490 0.372 0.280 0.240 0.222
0.3 PSCB 0.774 0.748 0.726 0.696 0.684 0.662 0.650 0.634
NPSCB 0.552 0.526 0.472 0.402 0.358 0.314 0.250 0.210
0.6 PSCB 0.282 0.328 0.298 0.240 0.174 0.120 0.082 0.062
NPSCB 0.432 0.402 0.362 0.326 0.268 0.224 0.184 0.166
Local linear 0 0.1 PSCB 0.036 0.032 0.044 0.040 0.042 0.042 0.038 0.034
NPSCB 0.036 0.038 0.048 0.040 0.048 0.044 0.038 0.034
0.3 PSCB 0.030 0.028 0.036 0.036 0.036 0.030 0.034 0.034
NPSCB 0.042 0.042 0.042 0.044 0.046 0.040 0.036 0.034
0.6 PSCB 0.032 0.026 0.032 0.026 0.024 0.024 0.016 0.016
NPSCB 0.048 0.042 0.046 0.034 0.032 0.030 0.022 0.018
1 0.1 PSCB 0.654 0.650 0.636 0.600 0.572 0.554 0.540 0.528
NPSCB 0.706 0.692 0.670 0.644 0.614 0.590 0.564 0.550
0.3 PSCB 0.166 0.210 0.204 0.212 0.212 0.198 0.190 0.180
NPSCB 0.222 0.254 0.264 0.262 0.242 0.232 0.216 0.210
0.6 PSCB 0.088 0.102 0.114 0.116 0.104 0.104 0.100 0.088
NPSCB 0.150 0.156 0.164 0.160 0.144 0.142 0.132 0.124
2 0.1 PSCB 0.800 0.798 0.792 0.766 0.734 0.720 0.682 0.674
NPSCB 0.838 0.834 0.822 0.808 0.786 0.748 0.726 0.702
0.3 PSCB 0.562 0.576 0.570 0.560 0.548 0.520 0.514 0.506
NPSCB 0.610 0.604 0.596 0.586 0.572 0.558 0.538 0.528
0.6 PSCB 0.286 0.336 0.368 0.364 0.344 0.320 0.298 0.276
NPSCB 0.526 0.542 0.534 0.524 0.508 0.492 0.466 0.450
Table 15: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of ae. Model parameters: σ
2 = 0.16 and n = 400. The test statistic T 1n,p for p = 0, 1 is employed,
and the Algorithm 2 is used. Significance level: α = 0.05.
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Estimator c n Method h = 0.25 h = 0.40 h = 0.55 h = 0.70 h = 0.85 h = 1.00 h = 1.15 h = 1.30
Nadaraya–Watson 0 0.1 PSCB 0.038 0.038 0.038 0.038 0.042 0.042 0.042 0.044
NPSCB 0.010 0.020 0.032 0.028 0.022 0.024 0.034 0.028
0.3 PSCB 0.030 0.032 0.036 0.030 0.026 0.026 0.024 0.030
NPSCB 0.024 0.028 0.032 0.024 0.022 0.016 0.020 0.020
0.6 PSCB 0.030 0.030 0.030 0.018 0.014 0.006 0.006 0.006
NPSCB 0.030 0.024 0.028 0.014 0.008 0.004 0.004 0.004
1 0.1 PSCB 0.640 0.648 0.634 0.620 0.606 0.598 0.598 0.596
NPSCB 0.658 0.656 0.646 0.624 0.606 0.612 0.606 0.602
0.3 PSCB 0.148 0.176 0.192 0.196 0.204 0.192 0.182 0.174
NPSCB 0.148 0.180 0.192 0.194 0.196 0.192 0.184 0.178
0.6 PSCB 0.090 0.094 0.084 0.080 0.070 0.064 0.056 0.052
NPSCB 0.104 0.104 0.102 0.098 0.088 0.074 0.060 0.056
2 0.1 PSCB 0.786 0.794 0.746 0.708 0.690 0.664 0.648 0.634
NPSCB 0.794 0.794 0.752 0.712 0.694 0.672 0.652 0.644
0.3 PSCB 0.558 0.548 0.542 0.520 0.488 0.432 0.410 0.390
NPSCB 0.564 0.556 0.550 0.522 0.502 0.456 0.436 0.424
0.6 PSCB 0.294 0.340 0.318 0.266 0.212 0.170 0.132 0.120
NPSCB 0.438 0.422 0.396 0.370 0.334 0.298 0.278 0.258
Local linear 0 0.1 PSCB 0.036 0.030 0.042 0.040 0.044 0.042 0.038 0.038
NPSCB 0.036 0.040 0.048 0.040 0.048 0.042 0.038 0.038
0.3 PSCB 0.030 0.028 0.034 0.034 0.034 0.028 0.034 0.036
NPSCB 0.040 0.040 0.042 0.042 0.044 0.036 0.040 0.040
0.6 PSCB 0.034 0.026 0.028 0.026 0.026 0.026 0.018 0.018
NPSCB 0.048 0.038 0.044 0.036 0.032 0.030 0.026 0.022
1 0.1 PSCB 0.658 0.668 0.658 0.626 0.602 0.610 0.616 0.612
NPSCB 0.718 0.706 0.692 0.670 0.668 0.650 0.660 0.662
0.3 PSCB 0.168 0.214 0.222 0.220 0.224 0.220 0.222 0.224
NPSCB 0.226 0.262 0.274 0.264 0.250 0.248 0.258 0.260
0.6 PSCB 0.092 0.108 0.114 0.120 0.114 0.114 0.108 0.104
NPSCB 0.152 0.158 0.166 0.166 0.160 0.158 0.154 0.152
2 0.1 PSCB 0.816 0.824 0.820 0.810 0.808 0.806 0.804 0.806
NPSCB 0.856 0.860 0.860 0.850 0.846 0.846 0.844 0.840
0.3 PSCB 0.566 0.590 0.582 0.580 0.582 0.570 0.572 0.566
NPSCB 0.622 0.624 0.618 0.614 0.610 0.608 0.602 0.594
0.6 PSCB 0.294 0.352 0.374 0.384 0.378 0.364 0.344 0.334
NPSCB 0.532 0.548 0.546 0.538 0.534 0.532 0.522 0.510
Table 16: Proportions of rejections of the null hypothesis for the parametric family M2,β with different
values of ae. Model parameters: σ
2 = 0.16 and n = 400. The test statistic T 2n,p for p = 0, 1 is employed,
and the Algorithm 2 is used. Significance level: α = 0.05.
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