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Chapter 1
INTRODUCTION
1.1 Overview
This thesis is devoted to the theoretical description of charge transport across dif-
ferent interfaces. Electronic transport is a most interesting topic for both tech-
nical applications and fundamental understanding of basic physical phenomena.
Although electrical phenomena were already known to the Ancient Greeks, sys-
tematic studies regarding stationary charge transport (i.e. electrical current) have
not been possible until the year 1800, when A. Volta succeeded in building the
prototype of today’s batteries. After the discovery of the electron in experiments
on ionized gases by J. J. Thomson at the Cavendish Laboratory in Cambridge
(1897), P. Drude (1900) gave the first microscopic model for electrical conduction
by describing the electrons in a metal according to the kinetic theory of gases.
Despite its success in explaining many observations, some properties of metals
measured at low temperatures, like the specific heat, drastically disagree with the
predictions of this model. The underlying classical concepts proved to be causing
the disagreement. Therefore, reliable descriptions of charge transport need to be
based on quantum mechanics.
As the trend of miniaturization continues, the classical description of the phys-
ical phenomena breaks down when approaching the atomic scale, since quantum
effects become dominant. Therefore, it becomes mandatory to give a detailed
quantum description of the physical properties of the systems in order to under-
stand their electronic structure. A new chapter of physics has been introduced
7
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investigating mesoscopic systems. The motion of electrons in such devices has
to be described by quantum theory in order to understand coherent quantum phe-
nomena, like quantum Hall effect [1], Coulomb blockade [2] and conductance
quantization [3, 4].
Another new field is called nanophysics, referring to the investigation of mat-
ter on the atomic scale. The characterization and manipulation of these nanosys-
tems require experimental and theoretical methods working together. In the 1980s,
the scanning tunneling microscope (STM) and atomic force microscope (AFM)
gave a significant push to nanoscience. On the other hand, the constant improve-
ment and introduction of novel computer architectures have allowed an ever in-
creasing use of simulations for the analysis of the behaviour of systems at this
scale.
A basic question that needs to be addressed before the fabrication of func-
tional electronic devices is: how can we construct the device and understand the
conductance of a bulk, wire, and molecule connected to two metallic electrodes?
To calculate charge transport across an electrode-material-electrode junction, it is
necessary to specify the geometry, the methodology for the computation of the
conductance, the Hamiltonian and how the bias voltage across the junction will
be treated. Indeed a set of recent theoretical developments has created a new
direction of research that influences physics and other sciences. These are the
advances in concepts and computational algorithms that have made it possible to
treat real systems, as found in nature, as well as idealized model problems. The
developments have occurred in recent years and are now the basis for most current
research concerning the electronic structure of matter [5]:
• many-body perturbation methods for spectra of excitations;
• quantum Monte Carlo methods, which can deal directly with interacting
many-body systems;
• density functional theory for the electronic ground state, and its extensions
for excited states.
The density functional theory (DFT) has played and still plays an essential
role in the field of computational physics of materials. DFT has been very popular
for calculations in solid state physics since the 1970s. Within the DFT framework,
8
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the ground state of an interacting system of electrons in an external potential can
be expressed as a functional of the ground state electronic density. Although the
theory in principle is exact, there is an unknown part in the energy functional
called the exchange-correlation energy that needs to be approximated for practical
applications.
The functionality of electronic devices depends crucially on the transport char-
acteristics of interfaces. Several methods, based on electronic structure calcula-
tions, have been developed to address the problem of transmission at interfaces
and nanocontacts. In the field of mesoscopic and nanoscopic physics there are two
different approaches that have been widely used to model ballistic electronic trans-
port: the Landauer method [6] and the non-equilibrium Green’s function (NEGF)
method [7]. These approaches have become useful especially since it has been
possible to fabricate devices of high purity and small dimensions. As an exam-
ple, in such systems it is possible to confine a two-dimensional electron gas and
drive it through a narrow constriction. In such an experiment the quantization of
the conductance has been observed for the first time and interpreted in terms of
the Landauer theory [4]. The same methods have then been widely applied in
molecular transport.
The first-principles approach which combines the non-equilibrium Green’s
function technique and density functional theory has proven to be very success-
ful. The method can be summarized as follows. First, a non-equilibrium self-
consistent procedure based on DFT and NEGF is used to determine the single-
particle effective potential. Second, a Landauer-type formula is used to calcu-
late the current, by relating the current to the integral of the single-particle trans-
mission probability over energies. Several DFT-based non-equilibrium transport
codes are available, like McDCal [8] and TranSIESTA [9]. The present study
employs the SMEAGOL program package [10,11], a flexible and efficient imple-
mentation which consists of a direct summation of both open and closed scattering
channels together with a regularization procedure for the Hamiltonian. As a con-
sequence, materials with complex electronic structures can be handled.
The electronic structure near interfaces in solids has attracted growing atten-
tion over the last decades due to its importance for technological applications. For
these applications new functional heterojunctions are needed. For example, metal-
oxide heterostructures gained great scientific and technological interest mainly
9
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due to its advanced gate application in novel MOSFET devices [12] and in fer-
roelectric memories for the case of ferroelectric oxides [13]. The properties of
interfaces differ significantly from those of bulk materials. The energy difference
between the characteristic electronic band structures of the materials changes and
will strongly affect the electronic transport properties. For example, the charge
redistribution at metal-superconductor interfaces can impose severe restrictions
on the critical current in wire and tape applications of high-temperature supercon-
ductors [14, 15].
Interfaces are also important in semiconductor physics such as for metal-
semiconductor interfaces. The energy distribution of the interface states in the
semiconductor gap plays physically a very important role for the properties of
metal-semiconductor barriers and affects the electrical properties of the related
devices [16]. A review on recent developments has been given by Ahn et al. [17],
including the creation of highly conductive two-dimensional electron gases at in-
terfaces between insulators [18–20], and the induced charge density in organic-
inorganic devices [21–23]. The electron transport across metallic multilayers is
of special importance for understanding the giant magnetoresistance in ferromag-
netic heterostructures, like Fe/Cr multilayers [24, 25]. Also, hot-electron scatter-
ing in Au/Fe/Au trilayers is affected by the metal-metal interfaces [26]. In partic-
ular, the attenuation of the electrons strongly depends on the thickness of the Fe
interlayer.
Regarding non-magnetic systems, the properties of metal-metal interfaces, for
instance, are of interest in many metallurgical applications [27]. For Co/Cu, Fe/Cr,
and Au/Ag multilayers the resistance can be increased or decreased by interface
disorder, depending on the specific system [28]. Of crucial importance is the
understanding of the interplay between interface geometry, electronic structure,
functionality, and performance. To elucidate these properties we have performed
first-principles calculations based on density functional theory. We concentrated
our investigation on metal-metal and metal-insulator (oxide) interfaces.
10
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1.2 Outline of the Thesis
This thesis is organised as follows.
Chapter 2:
A brief overview of density functional theory (DFT) is presented. We also
discuss how the electronic structure can be calculated. Subsequently, all approxi-
mations that are used to simplify DFT are discussed. The pseudopotential method
for solving the Kohn-Sham equations is described.
Chapter 3:
This chapter gives a description of the transport problem where the basic con-
cepts of the Landauer-Bu¨ttiker formalism and the non-equilibrium Green’s func-
tion (NEGF) method are discussed. The transport properties are calculated using
the SMEAGOL package.
Chapter 4:
The electronic transport for clean metals is discussed. The bulk (clean) metals
are Al, Cu, Ag and Au. In addition, the transport properties for rough metal in-
terfaces are studied. The rough interfaces include vacancy, non-metallic impurity,
metallic impurity, metallic interlayer and multilayers.
Chapter 5:
The electronic structure and transport properties of metal-insulator-metal (MIM)
junctions are addressed. The Au-MgO-Au junction has two configurations: either
Au atoms lie on top O or on top Mg. For these configurations the influence of
MgO thickness, interface spacing and O vacancies are tackled.
Chapter 6:
Finally, we provide a summary and conclusion of our results of this thesis.
Appendices:
Appendices A and B include theoretical background about the history of exchange-
correlation functionals and pseudopotentials, respectively. The general current
formula is derived by using non-equilibrium Green’s function in appendix C. We
give in appendix D short notes about the density of states.
11
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Chapter 2
THEORETICAL BASIS OF
DENSITY FUNCTIONAL
THEORY
2.1 Overview
The problem of calculating the electronic structure of a many-particle system is a
complicated problem, and a lot of effort has been made to tackle it by various the-
oretical approaches. Among these, many-body perturbation theory is very popular
among theoretical physicists because it allows one to make systematic corrections
by adding higher order terms of the perturbation expansion [29, 30]. This method
is especially fruitful when a model Hamiltonian can be found and a small param-
eter exists in which the series can be evaluated. An analytical treatment of the
problem may also be possible within this approach [31]. Many-body perturbative
theory can also be used in combination with other approaches to perform ab initio
calculations (ab initio is from the Latin: from beginning) for atoms, molecules and
solids [32–34]. However, the number of particles that can be treated within such a
scheme is relatively small due to the high computational cost of the calculations.
A number of non-perturbative methods that are not based on any kind of
expansion with respect to a small parameter has been developed [35–37]. The
Monte-Carlo and configuration interaction methods are among the most accurate
ones. The configuration interaction method [38] is based on a variational proce-
13
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dure and ensures very accurate results for electronic spectra of single atoms and
small molecules, but it turns out to be too expensive for extended systems. In re-
cent years there has also been progress in developing Monte-Carlo methods [37]
for treating molecular systems and solids. In spite of this progress further develop-
ment is needed to reduce the computational cost of the calculations, as well as to
resolve problems associated with calculating excited states in order to reproduce
the entire band structure of solids, for instance. All the above-mentioned meth-
ods deal with the many-particle wave function of the system, which is calculated
approximately in different ways.
A completely different approach was proposed by Hohenberg and Kohn [39]
who formulated the many-particle problem as a variational problem for the to-
tal energy as a functional of the density of electrons. This energy functional has
a minimum at the exact ground state density. Later Kohn and Sham suggested
in [40] to write the electron density in terms of fictitious non-interacting parti-
cles. The variational minimum can then be found by solving a set of non-linear
equations for these independent particles. This simplifies the many-particle prob-
lem considerably, which explains why density functional theory has become such
a popular tool for electronic structure calculations [41]. A drawback of DFT is
that the exact form of the energy functional is not known and approximations are
needed to construct a practical form [42]. There is also a fundamental limitation
of DFT because it is originally designed as an exact theory for the ground state
only. Time-dependent density functional theory overcomes this limitation [43].
2.2 The Quantum Many Body Problem
A crystal consists of Na atoms, Ne electrons and the number of nuclei is NN =
Na. Each nucleus has charge Z · e, where Z is the atomic number of the chemical
element and e is the elementary charge. The exact many-particle Hamiltonian for
14
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this system is:
Hˆ = −
NN∑
I
~
2
2MI
∇2RI −
Ne∑
i
~
2
2me
∇2ri +
1
2
Ne∑
i6=j
e2
|ri − rj| −
Ne,NN∑
i,I
e2ZI
|ri − RI |
+
1
2
NN∑
I 6=J
e2ZJZI
|RI − RJ | , (2.1)
where the mass of the nucleus at RI is MI and the electrons have mass me and
are at ri. The first term is the kinetic energy operator of the nuclei, the second
of the electrons. The last three terms describe the Coulomb interaction between
electrons and other electrons, between electrons and nuclei, and between nuclei
and other nuclei. The time-independent Schro¨dinger equation for the many-body
system is:
Hˆ|ψ〉 = E|ψ〉, (2.2)
where Hˆ is given by Eq. (2.1), ψ is the wave function, and E is the total en-
ergy. In order to solve Eq. (2.2) some assumptions or approximations are made.
The first one is called the Born-Oppenheimer approximation (adiabatic approxi-
mation) [44]. The nuclei are much heavier and therefore much slower than the
electrons. We can hence ‘freeze’ them at fixed positions and assume the electrons
to be in instantaneous equilibrium with them. So, the kinetic energy of the nuclei
is zero. In addition, the last term reduces to a constant and Eq. (2.1) becomes:
Hˆ = − ~
2
2me
Ne∑
i
∇2ri +
1
2
Ne∑
i6=j
e2
|ri − rj| −
Ne,NN∑
i,I
e2ZI
|ri − RI |
= Tˆ + Vˆ + Vˆext, (2.3)
where Tˆ is the kinetic energy of the electrons, Vˆ the electron-electron interaction
and Vˆext the potential energy due to the nuclei. The quantum many body Hamilto-
nian obtained after applying the Born-Oppenheimer approximation is much sim-
pler than the original one, but it is impossible to solve Eq. (2.2) exactly by using
this approximation. The difficulty comes from the second term in this equation,
Vˆ . Because of this term we cannot write the total many-electron wave function as
a product of single-particle wave functions. Several methods exist to reduce the
Hamiltonian, Eq. (2.3), to an approximate but tractable form. A historically very
important one is the Hartree-Fock method (HF) [44]. The main problem of the HF
15
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method is in large scale electronic structure calculations, for example and particu-
larly in molecular electronics problems where the computational time is extremely
expensive. In addition, the HF method does not contain a correlation potential and
some properties are overestimated, like the band gap. A new approach is needed
which significantly reduces the number of variables.
2.3 Density Functional Theory
The solution of the many-particle system in terms of the wave function ψ requires
the use of sophisticated computational methods [38]. A completely different ap-
proach was proposed in density functional theory (DFT). The total ground state
energy is then calculated as an integral over a function that depends upon the den-
sity of the ground state only, i.e. the energy is a functional of the density. A formal
proof for DFT was provided by the Hohenberg-Kohn theorems, see subsection
2.3.1. Density-functional theory has its conceptual roots in the Thomas-Fermi
model [45] of a uniform electron gas and the Slater local exchange approxima-
tion, see subsection 2.3.2. In many cases DFT gives quite satisfactory results for
solid state calculations in comparison to experimental data, at relatively low com-
putational costs when compared to other ways of solving the quantum-mechanical
many-body problem.
The literature on DFT and its applications is very large. Some representative ex-
amples are the following books [46–48] and review articles [41,49]. The two core
elements of DFT are the Hohenberg-Kohn (HK) theorems [39, 50] and the Kohn-
Sham (KS) equations [40]. The former is mainly conceptual, but via the second
the most common implementations of DFT have been done.
2.3.1 Hohenberg-Kohn Theorems
Following the idea of using a density functional for solving the many-particle
problem, Hohenberg and Kohn formulated their famous theorems [39], which
turned out to be a milestone in the density functional formalism.
Theorem 1 There is a one-to-one correspondence between the external potential,
Vext(r), of the many-body Hamiltonian, Eq. (2.3), and the corresponding ground
state electron density, ρ0(r).
16
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This theorem is proved by contradiction. Consider two different potentials
Vext(r) and V ′ext(r) which differ by more than a trivial constant. These poten-
tials give rise to the same density ρ0(r) and they define two different Schro¨dinger
equations; their ground state wave functions are ψ0 and ψ′0. We consider two
Hamiltonians. One of them is Hˆ which contains the potential Vext(r) and has the
total energy E0 and wave function ψ0 and the other one is Hˆ ′ which contains the
potential V ′ext(r) and has the total energy E ′0 and wave function ψ′0. According to
the variational principle (the variational principle states that the energy is mini-
mal with respect to a variation of the wave function, and is an upper bound to the
ground state energy), assuming the ground state to be non-degenerate:
E0 = 〈ψ0|Hˆ|ψ0〉 < 〈ψ′0|Hˆ|ψ′0〉, (2.4)
and
〈ψ′0|Hˆ|ψ′0〉 = 〈ψ′0|Hˆ ′|ψ′0〉+〈ψ′0|Vˆext−Vˆ ′ext|ψ′0〉 = E ′0+〈ψ′0|Vˆext−Vˆ ′ext|ψ′0〉, (2.5)
so that
E0 < E
′
0 + 〈ψ′0|Vˆext − Vˆ ′ext|ψ′0〉, (2.6)
where the inequality is a consequence of the fact that the two potentials are dif-
ferent in a non-trivial way. Interchanging Vˆext and Vˆ ′ext, we obtain in the same
way:
E ′0 < E0 − 〈ψ0|Vˆext − Vˆ ′ext|ψ0〉. (2.7)
Adding inequalities (2.6) and (2.7), we obtain
E0 + E
′
0 < E
′
0 + E0 + 〈ψ′0|Vˆext − Vˆ ′ext|ψ′0〉 − 〈ψ0|Vˆext − Vˆ ′ext|ψ0〉. (2.8)
But the last two terms in the right hand side of inequality (2.8) give∫
d3rρ′0(r){Vext(r)− V ′ext(r)} −
∫
d3rρ0(r){Vext(r)− V ′ext(r)} = 0, (2.9)
because we considered the assumption that the densities ρ0(r) and ρ′0(r) cor-
responding to the two potentials are the same. This leads to the contradiction
E0 + E
′
0 < E
′
0 + E0 and proves that our assumption is wrong and the potential
Vext(r) is unique up to an additive constant. Now, one can write the total energy
17
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as a functional of the electron density:
E[ρ(r)] = 〈ψ|Tˆ + Vˆ |ψ〉+ 〈ψ|Vˆext|ψ〉
= F [ρ(r)] +
∫
ρ(r)Vext(r)d
3r, (2.10)
where
F [ρ(r)] = 〈ψ|Tˆ + Vˆ |ψ〉, (2.11)
and |ψ〉 is the ground state of Hˆ . The special property of the functional F [ρ(r)] is
its universality, because it does not depend on the external potential.
Theorem 2 The minimization of the functional E[ρ(r)], for a given external po-
tential, yields the exact ground state energy E0.
The variational principle gives the following inequality:
E[ρ(r)] = 〈ψ|Hˆ|ψ〉 > E[ρ0(r)] (2.12)
and E0 = E[ρ0(r)]. The Hohenberg-Kohn theorems provide us with an exact
method for calculating the ground state energy. To describe other ground state
properties one has to define density functionals corresponding to these properties,
like polarizations. Because the exact expressions for the functionals are not known
approximations are needed in order to construct them.
2.3.2 The Kohn-Sham Equations
While the Hohenberg-Kohn theorem rigorously establishes that we may use the
density, and the density alone, as a variable to find the ground-state energy of
an Ne-electron problem, it does not provide us with any useful computational
scheme. The equations of Kohn and Sham turn DFT into a practical tool [40]. To
understand these equations we should mention the Thomas-Fermi theory (TF). It
is the simplest example of a density functional theory based upon the free electron
model. The kinetic energy of an electron is approximated by a function of the local
density [41]:
ETF [ρ(r)] =
~
2
2me
κ
∫
d3rρ5/3(r)+
e2
2
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′| +
∫
d3rVext(r)ρ(r),
(2.13)
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where the first and second terms are related to the kinetic energy of electrons and
the electrostatic energy of the electron-electron interaction, respectively, and κ =
3(3π2)2/3/5. If the density functional Eq. (2.13) is minimized (by the variational
principle):
δ
δρ(r)
{ETF [ρ(r)]− µ
∫
d3rρ(r)} = 0, (2.14)
one obtains
5
3
~
2
2me
κρ2/3(r) + e2
∫
d3r′
ρ(r′)
|r− r′| + Vext(r) = µ, (2.15)
where µ is a Lagrange multiplier or the chemical potential of the system. Eq.
(2.15) is called Thomas-Fermi equation [41]. It is clear that Eq. (2.15) should be
solved with respect to the electron density ρ(r). However, the density functional
for the kinetic energy in Eq. (2.13) is not exact. The approximate treatment of
the kinetic energy within the framework of the Thomas-Fermi theory gives rise to
many problems [41], since the kinetic energy in TF was obtained by assuming that
the density of electrons has slow spatial variations. Furthermore, the exchange-
correlation effects between electrons are not taken into account in TF theory.
To simplify the discussion, Kohn and Sham suggested that the energy as a
functional of the electron density is a sum of four terms
EKS[ρ(r)] = T [ρ(r)]+
e2
2
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′| +Exc[ρ(r)]+
∫
d3rVext(r)ρ(r),
(2.16)
where T is the exact kinetic energy of an auxiliary system of non-interacting par-
ticles with the density ρ(r). If we apply the variational principle on Eq. (2.16) we
get
δT [ρ(r)]
δρ(r)
+ e2
∫
d3r′
ρ(r′)
|r− r′| +
δExc[ρ(r)]
δρ(r)
+ Vext(r) = µ. (2.17)
The density of electrons can be calculated for single-particle wave functions
ψn as:
ρ(r) =
Ne∑
n=1
ψn(r)ψ
∗
n(r), (2.18)
and ψn are obtained from
HˆKSψn(r) = εnψn(r), (2.19)
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guess ρ(r)
⇓
Calculate VH(r) and Vxc(r) (1)
⇓
HˆKSψn = εnψn
⇓
ρj = ρj+1 No, go to (1)
⇓ Yes
ρj is the self-consistent density
Figure 2.1: Flow chart describing the self-consistent procedure.
where
HˆKS = − ~
2
2me
∇2 + VH(r) + Vxc(r) + Vext(r) (2.20)
is called Kohn-Sham Hamiltonian. The Hartree potential
VH(r) = e
2
∫
d3r′
ρ(r′)
|r− r′| , (2.21)
can also be obtained also by solving the Poisson equation for the scalar potential:
∇2VH(r) = −4πe2ρ(r), (2.22)
while the exchange-correlation energy functional Vxc is given by:
Vxc(r) =
δExc[ρ(r)]
δρ(r)
, (2.23)
and the single-particle energies εn are just Lagrange multipliers to ensure the nor-
malization. The eigenvalue problems Eq. (2.19) are called Kohn-Sham (KS) equa-
tions and they are identical to a set of single particle Schro¨dinger-like equations.
We do not know the exchange-correlation Exc energy functional explicitly; the
approximate form of Exc that is used in our calculations will be discussed in the
next section. We note that the single-particle wave functions ψn are not the wave
functions of electrons! They describe a set of non-interacting KS quasi-particles.
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Only the overall density of these quasi-particles is guaranteed to be equal to the
true electron density. Also the single-particle energies εn are not single-electron
energies. Both the Hartree operator VˆH and the exchange-correlation operator Vˆxc
depend on the density ρ(r), which in turn depends on the ψn, which are being
searched. This problem can be solved by an iterative self-consistent procedure
(see Fig. 2.1).
2.4 The Exchange-Correlation Functional
The most difficult problem in any electronic structure calculation is posed by the
need to take into account the effects of the electron-electron interaction. Elec-
trons repel each other due to the Coulomb interaction between their charges. The
Coulomb energy of a system can be reduced by keeping the electrons spatially
separated, but this has to be balanced against the kinetic-energy cost of deforming
the electronic wave functions in order to separate the electrons. The wave func-
tion of a many-electron system must be antisymmetric under exchange of any two
electrons because electrons are fermions. The antisymmetry of the wave function
produces a spatial separation between electrons that have the same spin and thus
reduces the Coulomb energy of the system. This reduction in energy due to anti-
symmetry in the wave function is called exchange energy. The Coulomb energy
can be reduced further if the electrons that have opposite spins are also spatially
separated, this decrease is called the correlation energy.
Modeling the exchange and correlation interactions becomes difficult within
KS DFT as the exact functionals for exchange and correlation are not known ex-
cept for the homogeneous (uniform) electron gas. However, approximations exist
that permit the calculation of real systems. So we make some approximations like
the local density approximation (LDA) [40, 51] which is widely used:
ELDAxc =
∫
d3rρ(r)exc[ρ(r)]. (2.24)
The functional exc for the homogeneous (uniform) electron gas [52] is numeri-
cally known.
The next logical step to improve on LDA is by including the gradient of the
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density. This approximation is therefore called the generalized gradient approxi-
mation (GGA) [53]:
EGGAxc =
∫
d3rF (ρ,∇ρ). (2.25)
It should be mentioned here that both LDA and GGA are local approximations
while the exact exchange-correlation potential is non-local (Appendix A).
2.5 How Can We Solve the Kohn-Sham Equations?
There are two different schemes to solve the Kohn-Sham Eq. (2.19). In the first
scheme the Kohn-Sham Hamiltonian and wave function are discretized on a nu-
merical grid by using a real-space approach [41,54]. The second scheme relies on
expanding the Kohn-Sham orbitals over a complete basis set. This scheme is used
in the SIESTA package. Within this scheme the KS orbitals are expanded as
ψi(r) =
∑
l
cilφl(r), (2.26)
where φl(r) is a basis set of functions. We can separate the basis sets into two
major groups [55–58]: plane waves (PW) and localized atomic orbitals. It is also
possible to construct a mix of these two groups. Plane waves require a large num-
ber of basis functions in order to describe localized states. On the other hand,
there are a number of advantages in using a localized basis set. One of these is
that the range of interaction is finite and consequently Hamiltonian matrix ele-
ments go to zero for orbitals that are far apart in space. Therefore the Hamiltonian
and the overlap matrix, Sij = 〈φi|φj〉, become relatively sparse saving memory
and computer time. This common basis set is composed of a finite number of
atomic orbitals (linear combination of atomic orbitals (LCAO) ansatz), centered
at each atomic nucleus. Initially, these atomic orbitals were Slater orbitals, which
decay exponentially with distance from the nuclei. Later, it was realized that these
Slater-type orbitals could be approximated as linear combinations of Gaussian or-
bitals. On the one hand it is easier to calculate overlap and other integrals with
Gaussian basis functions, on the other hand very large numbers of Gaussian func-
tions are needed for an accurate description of each orbital, which requires huge
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computational memory. The smallest of these sets are called minimal (also single-
zeta, SZ) basis sets, and they are composed of one basis function for each atomic
orbital. The largest set can contain literally dozens to hundreds of basis functions
on each atomic orbital.
It is the valence electrons which principally take part in the bonding. In recog-
nition of this fact, it is common to represent valence orbitals by more than one
basis function. Basis sets in which there are multiple basis functions correspond-
ing to each valence atomic orbital, are called valence double (DZ), triple (TZ),
quadruple-zeta (QZ), etc. basis sets. Using a linear combination of basis functions
the problem reduces to that of finding the expansion coefficients that minimize Eq.
(2.19).
2.6 Pseudopotential
The calculations are still very complex due to the large number of electrons in the
system. To simplify matters, the concept of norm-conserving pseudopotentials
[59] and later ultrasoft pseudopotentials [60] has been developed.
It is well known that most physical properties of solids depend on the valence
electrons to a much greater extent than on the core electrons. Pseudopotential
theory allows us to use an effective potential that absorbes the effect of the core
electrons on the valence electrons into a pseudopotential, so that the core elec-
trons are not needed anymore to describe the valence electrons. Thus the original
solid is now replaced by pseudo-valence electrons and pseudo-ion cores. These
pseudoelectrons experience exactly the same potential outside the core region as
the original electrons but have a much softer potential inside the core, i.e. the
rapid oscillation of the wave function in the core region is removed (no radial
nodes). Pseudopotentials [59–67] are constructed in such a way that they are
much smoother than the original all electron potentials (Appendix B). That re-
duces the dimension of the basis set. There is no unique recipe to construct a
pseudopotential, but there are two conditions which should be verified for any
good pseudopotential:
1- Only a small number of basis functions is used.
2- It can be used in whatever environment (molecule, cluster, solid, surface, insu-
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lator, metal,...).
2.7 SIESTA Code
The increase in computer power and the progress in numerical methods have al-
lowed ab initio calculations of increasingly more complex and larger systems with
an increasing number of atoms Na. In the HF LCAO and DFT PW methods the
computer time and memory scales with Na like N2a or N3a [54].
SIESTA (Spanish Initiative for Electronic Simulations with Thousands of Atoms)
is a linear system-size scaling order-N DFT LCAO method for periodic systems
that was developed as a general purpose, flexible DFT computer code [68]. We can
use SIESTA to perform electronic structure calculations and ab initio molecular
dynamics simulations of molecules and solids [68]. The SIESTA density func-
tional for crystalline solids uses numerical atomic orbital (AO) basis sets. The
exchange-correlation functionals LDA and GGA are implemented in the SIESTA
code. This code uses the norm-conserving pseudopotentials in its fully nonlocal
(Kleinman-Bylander) form.
The first step in the SIESTA method calculation is the choice of pseudopo-
tentials. The SIESTA method relies on the use of strictly confined basis atomic
orbitals, i.e. orbitals that are zero beyond a certain radius which is called cutoff
radius rc. This keeps the energy variational and the matrix elements of the Hamil-
tonian have finite range. Within the nonlocal pseudopotential approximation, the
standard KS one-electron Hamiltonian is written as:
HˆKS = Tˆ +
∑
I
Vˆ locI +
∑
I
Vˆ nlocI + VˆH + Vˆxc, (2.27)
where I is an atom index, and the pseudopotential operator is the sum of the local
Vˆ locI and nonlocal Vˆ nlocI parts of the pseudopotential of atom I .
In order to eliminate the long range of V locI it is screened with the screened
neutral atom (NA) potential V NAI which is created by a neutral atom charge density
ρNAI . The neutral atom potential is defined as follows [57]:
V NAI = V
loc
I + e
2
∫
d3r′
ρNA(r′)
|r− r′| , (2.28)
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this potential is short range, since the core attraction and the electron Coulomb
repulsion of the neutral atom charge cancel each other beyond rc. Substituting
from Eq. (2.28) into Eq. (2.27) one gets:
HˆKS = Tˆ +
∑
I
Vˆ nlocI +
∑
I
Vˆ NAI + δVˆH + Vˆxc, (2.29)
where
δVH(r) = e
2
∫
d3r′
ρ(r′)− ρNA(r′)
|r− r′|
= e2
∫
d3r′
δρ(r′)
|r− r′| . (2.30)
Here δρ(r′) = ρ(r′)−ρNA(r′). The first three terms in Eq. (2.29) are independent of
the charge density ρ(r) and their matrix elements are calculated in reciprocal space
and tabulated as a function of interatomic distance. On the other hand δVˆH and
Vˆxc depend on the charge density ρ(r) and the matrix elements of these potentials
are calculated on a real space grid.
There are two numerical procedures to find the ground state of HˆKS: (i) Di-
rect diagonalization method and (ii) Iterative minimization method. The second
method is very convenient for calculations which include large systems or large
basis sets. This method was developed to deal with nonorthonormal basis sets
to calculate the overlap matrix and after that the Gram-Schmidt orthonormaliza-
tion procedure is used to restrict the minimization to orthonormal states during
the energy minimization. The principle problem of exact diagonalization is that
the computational time needed increases as N3a with the number of atoms Na.
Several iterative order-N methods have been developed, i.e. whose computational
cost scales only linearly with the number of atoms [69–72].
Two options are available for minimizing the ground state: direct diagonal-
ization and order-N in the SIESTA code. Order-N in SIESTA contains two con-
stituents: The first is the calculation of the wave functions ψi(r) describing the
ground state of the system by the minimization of a modified energy functional,
which does not require an explicit orthogonalization step, but for which the wave
functions become automatically orthonormal at the minimum.
The second is the restriction of the minimization of the energy functional to
wave functions which are localized in space (Wannier-like wave functions). Each
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atom I is assigned a number of states equal to int(ZvalenceI /2 + 1) so that, if dou-
bly occupied, they can contain at least one excess electron (they can also become
empty during the minimization of the energy functional). These states are con-
fined to a sphere of radius Rc (different from the cutoff of the LCAO basis orbital
rc) centered at nuclei RI .
The SIESTA method provides a very general scheme to perform a range of
calculations from very fast to very accurate, depending on the needs and stage
of the simulation, of all kinds of molecule, material and surface. It allows DFT
simulations of more than a thousand atoms in modest PC workstations, and over a
hundred thousand atoms in parallel platforms. The numerous applications of the
SIESTA DFT LCAO method can be found on the SIESTA code site [68].
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Chapter 3
QUANTUM ELECTRON
TRANSPORT
3.1 Transport Problem
Mesoscopic systems are intermediate between the microscopic and the macro-
scopic scales. Several important discoveries such as the quantum Hall effect and
the quantization of conductance are all results of intense studies of electron trans-
port in the mesoscopic regime [73, 74].
When electrons move in a material they scatter from impurities, other lattice
defects and from phonons. Usually, the scattering from other electrons is less
important [75]. The scattering causes electrical resistance. In macroscopic-size
electronic components, the conductance follows:
G = σA/L, (3.1)
where σ is the conductivity, A the perpendicular area of the conductor, and L
is the length. Ohm’s law is understandable because typically the scatterers are
uniformly distributed within the material, and a longer device has also more scat-
terers to reduce the collective electron drift motion. According to this law the
conductance should vanish as the conductor gets narrower and A → 0, and it
becomes infinite for very short conductors, L → 0. This behaviour relies on the
assumption that the conductivity does not depend on the size of the conductor
because it is a macroscopically defined quantity, which is assumed to be homoge-
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nous over the conductor. If the size of the conductor reaches the atomic scale
then the homogeneity of the conductivity is violated, and Ohm’s law must break
down. The failure of Ohm’s law was indeed seen in experiments on quantum
point contacts [4] and atomic-sized wires [76], where a stair-case behavior of the
conductance was observed during narrowing of the point contact and elongation
of the wire, respectively. An important issue is to define the characteristic size of
the conductor when the macroscopic description is no longer applicable.
There are three length scales that are important in determining this size [73]:
• the de Broglie wavelength, i.e. the electron wavelength at the Fermi-level,
which is related to the kinetic energy of the electrons;
• the mean free path, which is the average distance that an electron passes
without changing its momentum, e.g. such events occur due to scattering at
impurities;
• the phase relaxation length, which is the average distance that an electron
passes without destroying its phase. Phase loss takes place due to inelastic
scattering caused by the electron-electron and electron-phonon interactions.
A conductor usually exhibits ohmic behavior if its size is much larger than any of
these length scales. The characteristic lengths depend on the material considered,
and they can be affected by temperature or magnetic field. If the dimensions of the
conductor is intermediate between microscopic and macroscopic then it is called a
mesoscopic conductor having a size of tens or hundreds nanometers. Microscopic
conductors have nanometer dimensions, and are often called atomic-sized con-
ductors. Because the phase relaxation length in the mesoscopic and atomic-scaled
conductors is larger than their dimensions, the electronic transport can be treated
as coherent. The latter means that a fully quantum-mechanical treatment is re-
quired for an adequate description of the electron propagation in such conductors.
In the following we report on a computational technique that can be used for
solving the electronic coherent transport problem in mesoscopic and nanoscale
conductors. A quantum-mechanical formulation of the electronic transport through
small conductors was first proposed by Landauer [6, 73]. Landauer suggested a
simple formula which established the relation between the transmission probabil-
ity of the electron and the electronic conductance in one-dimensional conductors.
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Figure 3.1: Schematic of the system used to study electron transport.
Landauer’s idea was generalized by Fisher and Lee [77] for multi-channel three-
dimensional conductors, using the linear response formalism. Bu¨ttiker [78, 79]
proposed a multi-channel Landauer formula for multi-probe devices. A brief
overview of the Landauer-Bu¨ttiker formalism is given next.
3.1.1 The Landauer Approach
The Landauer approach is a milestone in this field because of its conceptual sim-
plicity and its predictive power. In the Landauer approach one imagines to have
a small region (molecule, or any nanoscopic structure) connected to two macro-
scopic regions (the electrodes). One ideally partitions the system in several re-
gions (see Fig. 3.1): (i) a central region (C) that includes the sample and a portion
of the electrodes that is influenced (through geometric and charge rearrangements)
by the presence of the molecule; (ii) a left (L) and right (R) lead connected to the
molecule; (iii) two electron reservoirs connected to the leads, in equilibrium at
some electrochemical potential µL/R. The leads (often simply called electrodes)
are assumed to be ballistic conductors, i.e. conductors with no scattering and thus
with transmission probability equal to one. Often one does not distinguish be-
tween leads and reservoirs: what is meant in that case is that the leads are macro-
scopic regions that can be treated as electron reservoirs at fixed electrochemical
potential. According to Landauer, transport, in such a geometry, should be viewed
as a scattering problem: an incident carrier flux from one of the leads is scattered
by the region C and transmitted to the other lead. The current will then be pro-
portional to the transmission coefficient, i.e. the probability for an electron to be
transmitted from one lead to the other. This approach applies to a system of elec-
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Figure 3.2: A two-dimensional system assumed to be uniform in the x-direction
and the confining potential V (y).
trons in which no inelastic scattering mechanisms are present: transport is there-
fore assumed to be coherent. We will now present a derivation of the Landauer
formula that is by no means rigorous, but nonetheless it shows what are the ma-
jor assumptions in this approach. A rigorous derivation of the Landauer formula
in the linear response regime can be found in [73]. Let us consider for simplic-
ity a two-dimensional system in which the conductor (the central region in Fig.
3.1) is uniform in the x direction and has a transverse confining potential V (y)
in the y direction. We can take such potential to be harmonic, see Fig. 3.2. The
Schro¨dinger equation in the conductor is then:(
p2x
2m
+
p2y
2m
+ V (y)
)
ψ(x, y) = Eψ(x, y). (3.2)
The solutions of Eq. (3.2) can be put in the form
ψ(x, y) =
1√
L
eikxχ(y), (3.3)
where L is the length of the conductor over which the wave functions are normal-
ized. The potential V (y) gives rise to quantized levels that we can label with the
index n. These levels are called subbands or transverse modes, in analogy to the
terminology used for electromagnetic waveguides. The dispersion relation En(k)
is quadratic for each subband, and different subbands are separated by a constant
amount, given our choice of the confining potential. At a fixed energy E there will
be a finite number of subbands crossing that energy: we use the symbol M(E) to
denote this quantity [73].
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One then assumes that the application of a bias V to the electrodes shifts the
electrochemical potential of the reservoirs such that µL − µR = eV . In the Lan-
dauer approach one further assumes that the contacts are not reflecting, i.e. an
electron in the conductor can enter the electrode without suffering any reflection.
Here the reservoirs are then treated as the classical analog of the radiative black
body: they adsorb incident carriers without reflection and they emit carriers with a
fixed thermal equilibrium distribution. So the states in the left lead corresponding
to positive momentum in the x direction (+k) are occupied with the equilibrium
distribution fL(E) and the ones with negative momentum (−k) in the right lead
are occupied with the distribution fR(E). With these assumptions we are now
in a position to compute the current. We will first neglect all possible scattering
processes in the central region C, meaning that transport is assumed to be ballistic
in that region. A uniform electron gas with n electrons per unit length moving
with velocity v carries a current equal to env. Given that the electron density of
a single +k state in a conductor of length L is 1/L, the current that the +k state
carries is
I+ =
e
L
∑
k
vkfL(Ek) =
e
L
∑
k
1
~
∂E
∂k
fL(Ek). (3.4)
Converting the sum over k into an integral in Eq. (3.4):∑
k
→ 2L
∫
dk
2π
, (3.5)
(factor 2 is for spin) and including the contribution of all subbands one gets:
I+ =
2e
h
∫ ∞
−∞
fL(E)M(E)dE, (3.6)
where M(E) is the number of propagating modes at energy E and ~ = h/2π. In
the same way we can calculate the contribution to the current coming from states
with negative momentum:
I− =
2e
h
∫ ∞
−∞
fR(E)M(E)dE. (3.7)
If we assume that the number of modes is constant over the energy range µR <
E < µL, at zero temperature, the total current can be obtained by:
I = I+ − I−. (3.8)
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Substituting from Eq. (3.6) and Eq. (3.7) into Eq. (3.8) we obtain:
I(V ) =
2e2
h
M
µR − µL
e
=
2e2
h
MV, (3.9)
and from Eq. (3.9) one can write the conductance as:
GC =
2e2
h
M. (3.10)
We notice that the conductance in Eq. (3.10) is quantized because the integer
nature of M . Furthermore the resistance is given by:
RC = G
−1
C =
h
2e2M
=
12.9
M
kΩ. (3.11)
Somewhat surprisingly, this resistance is finite for an ideal conductor even though
there is no electron scattering. This resistance comes from the contact of the
conductor and the reservoirs so it is called contact resistance. These predictions
have been confirmed by a number of experiments in mesoscopic semiconductor
systems [4] in which by changing the gate voltage applied to the conductor (and
thus changing the number of transverse modes M ) the conductance is increased
stepwise by units of 2e2/h, in agreement with Eq. (3.10). The unit G0 = 2e2/h
is called quantum of conductance. If we now allow for the conductor to have a
transmission probability T different from one (at this point we assume it to be
energy independent) the conductance is given by:
G =
2e2
h
TM. (3.12)
We can extend this result to the general case in which both T and M are energy
dependent, and obtain the current as follows:
I =
2e
h
∫ ∞
−∞
T (E)M(E)(fL(E)− fR(E))dE. (3.13)
In the linear response regime and at low temperatures this gives:
G =
2e2
h
T (EF )M(EF ), (3.14)
where EF is the Fermi energy of the system.
32
QUANTUM ELECTRON TRANSPORT
The experimental measurements have shown that a monoatomic gold wire be-
tween two gold surfaces has a conductance of one quantum and has a single trans-
verse mode contributing to the current [80–82]. So this system behaves like a
perfect ballistic conductor according to the Landauer picture.
How can we calculate the energy dependent transmission function of the con-
ductor C to apply the Landauer approach? What is the relation between the
transmission function of the conductor C and the applied voltage V ? The non-
equilibrium Green’s function is used to answer these two questions.
3.1.2 Non-Equilibrium Green’s Function Method
The first-principles theoretical studies of the atomic and electronic structure as
well as the transport properties of molecular devices are important and useful,
since they supplement and guide the experiments. For the calculation of the
junction conductance, the non-equilibrium Green’s function (NEGF) formalism
has proved to be a powerful and formally rigorous approach [83, 84]. For non-
interacting electrons and neglecting inelastic scattering the NEGF and Landauer
formalisms are equivalent [83].
In the NEGF method, one partitions the system in the same way as in the
Landauer method. The electronic structure of the different regions are computed,
depending on different implementations of the NEGF method, in different ways.
When a cluster geometry, i.e. a stable aggregation or group of atoms or molecules
distinguished by certain physical or chemical features from other similar stable
micro objects, is adopted then the central region (C) is isolated into the cluster
and the electrodes are considered bulk-like [85]. In other implementations the
electronic structure is computed with periodic boundary conditions (pbc) [9, 86].
In this case the portion of the electrodes included in the calculation must be big
enough so that, away from the molecule, the leads have bulk properties and also
big enough to avoid spurious interactions between the periodic replicas of the
molecule. After we compute the wave function of the ground state, the Green’s
function of the region C is computed. The effect of the leads on the molecule is
taken into account through the self-energies of the leads. This approach involves
the calculation of the lead surface Green’s function for all the energies in the mesh
considered and typically this is the most expensive part of the calculation. Once
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this is done, one computes the new charge density in the region C and the new po-
tential and repeats the calculation until self-consistency is reached. To calculate
the current, the Landauer formula Eq. (3.13) is commonly used, where the trans-
mission function is computed from the Green’s function and the self-energies.
The inclusion of effects like inelastic scattering or electron-electron interactions
are possible in this formalism by adding to the molecule Green’s function the
appropriate self-energies that take into account such effects [73]. In the field of
molecular transport only few attempts have been done in this direction [87, 88],
whereas more literature is available for mesoscopic systems [89].
Though the electronic structure of isolated molecules and periodic solids can
be calculated accurately and efficiently with density functional theory (DFT) un-
der the Kohn-Sham (KS) ansatz [5, 48]. The NEGF+DFT approach combines the
NEGF formalism with DFT employing a finite set of local orbitals and should
be regarded as a practical method, rather than a rigorously exact theory. In order
to use the NEGF+DFT approach properly and to know where further improve-
ments are needed in future studies, we should know the various approximations
involved. Using the non-equilibrium Keldysh formalism, Meir and Wingreen de-
rived a formula for the current through a region of interacting electrons coupled
to two multichannel leads where the electrons are non-interacting by using or-
thonormal basis sets to describe the wave functions [83]. Recently, Thygesen has
generalized the current formula to non-orthogonal basis sets [84], which lays a
firm foundation for the commonly used NEGF+DFT approach in which local ba-
sis functions are often employed. Here, for simplicity, the derivation of the current
formula is given following Meir and Wingreen (Appendix C) .
Let us discuss why the leads are important for the transport characteristics
of the molecule. In a molecule in vacuum one can think of electronic orbitals
with well defined energies. Coupling the molecule to leads will change this struc-
ture. An electron can hop from the molecule into the lead and back, and therefore
has a finite lifetime in the molecule. This leads to a broadening of the molecu-
lar orbitals in energy. Details of hybridization will determine the broadening and
shifting of the orbital energies and thus are crucial for understanding the transmis-
sion through the molecule in a profound manner. The leads are taken into account
in the transport calculation via a self-energy, which describes the coupling of the
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molecule system to the surrounding medium, the leads. Including the leads in
the self-energy makes the calculation of the molecule numerically very cheap at a
first glance, but the self-energy is a very complex operator since it has to contain
all information about the interaction between the molecular orbitals and the leads.
An exact self-energy for realistic systems is not easily constructed, and approxi-
mations often lead to artifacts in the transmission function. Instead of ignoring the
leads in the self-consistent (SC) calculation, one can deal with the hybridization
by including a finite number of lead atoms in the DFT calculation, introducing
the so called extended molecule and coupling the extended molecule to leads via
a self-energy. The advantage of the extended molecule in comparison with the
molecule in vacuum is that hybridization is explicitly included in the DFT calcu-
lation.
Among the packages using a combination of DFT and the non-equilibrium
Green’s functions method for calculating transport properties, SMEAGOL is cho-
sen for our investigations [10, 11]. SMEAGOL is based on the DFT package
SIESTA [68] which provides the required basis set of local atomic orbitals. The
surface Green’s functions are calculated using semi-analytical expressions, which
result in a great improvement with respect to recursive methods.
The McDCal code [8], for example, likewise relies on an atomic orbital basis
[57] but solves the electrostatic problem by a real-space multi-grid approach [90].
On the other hand, the GECM transport code [91, 92] simplifies the treatment of
the leads by introducing a tight-binding Bethe lattice [93]. The TranSIESTA code
[9] is an extension of SIESTA, solving the electrostatic problem in momentum
space and calculating the surface Green’s functions by direct integration.
3.2 SMEAGOL Code and the Transport Problem
SMEAGOL (Spin and Molecular Electronics Algorithm on a Generalized atomic
Orbital Landscape) [10, 11] is based on the non-equilibrium Green’s function
(NEGF) formalism for one-particle Hamiltonians. In its present form it uses den-
sity functional theory (DFT) with the numerical implementation contained in the
code SIESTA [68]. It has been designed to describe two-terminal conductance ex-
periments, where two electrodes of macroscopic size sandwich a nanometer-size
device (a molecule, an atomic point contact, a tunneling barrier, etc.). It should
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be noticed that the two semi-infinite current-voltage probes are defect-free crys-
talline metals. These have a regular periodic structure and a bulk unit cell along
which the direction of the transport can be defined. It is convenient to introduce
the concept of principal layer (PL). A principal layer is the smallest cell that re-
peats periodically in the direction of the transport constructed in such a way to
interact only with the nearest-neighbor PL’s. This means that all the matrix ele-
ments between wave functions belonging to two non-adjacent PL’s vanish.
The system under investigation is described by an infinite hermitian matrix H
which is written as:
H =

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . 0 H−1 H0 H1 0 . . . . . . . . . . . . . . .
. . . . . . 0 H−1 H0 HLM . . . . . . . . . . . . . . .
. . . . . . . . . 0 HML HM HMR 0 . . . . . . . . .
. . . . . . . . . . . . 0 HRM H0 H1 0 . . .
. . . . . . . . . . . . . . . 0 H−1 H0 H1 0 . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

.
(3.15)
One can write the above matrix in the following way: HL HLM 0HML HM HMR
0 HRM HR
 . (3.16)
H0 is defined as the N ×N matrix describing all interactions within a PL, where
N is the total number of degrees of freedom (basis functions) in the PL (note that
we use calligraphic symbolsH for infinitely dimensional matrices and capitalized
letters H for finite matrices). Similarly H1 is the N × N matrix describing the
interaction between two PL’s. Finally HM is the M ×M matrix describing the
extended molecule (EM) and HLM (HRM ) is the N ×M matrix containing the
interaction between the last PL of the left-hand side (right-hand side) lead and
the extended molecule (Fig. 3.3). The Green’s function Gr is calculated from the
equation (
ǫ+S −H)Gr = I, (3.17)
where ǫ+ = limδ→0+(E+iδ), S is the overlap matrix which is calculated by using
a nonorthogonal basis set and I is an infinitely-dimensional identity matrix (after
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Figure 3.3: An open system with a molecule sandwiched between two electrodes
(leads).
that we drop the symbol r indicating the retarded quantities). One can rewrite Eq.
(3.17) in the following form: ǫ
+SL −HL ǫ+SLM −HLM 0
ǫ+SML −HML ǫ+SM −HM ǫ+SMR −HMR
0 ǫ+SRM −HRM ǫ+SR −HR

 GL GLM GLRGML GM GMR
GRL GRM GR

= I. (3.18)
We have partitioned the Green’s functions G into infinite blocks describing the
left- and right-hand side leads GL and GR. The interaction between the leads
and the extended molecule is described by GLM , GRM . GLR describes the direct
scattering between the leads, and GM is the finite block describing the extended
molecule. The final expression for GM has the form:
GM =
[
ǫ+SM −HM − ΣL − ΣR
]−1
, (3.19)
where we have introduced the retarded self-energies for the left- and right-hand
side lead:
ΣL/R =
(
ǫ+SML/R −HML/R
)
GsML/R
(
ǫ+SL/RM −HL/RM
)
. (3.20)
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GsML/R is the retarded surface Green’s function of the leads, i.e. the leads retarded
Green’s function evaluated at the PL neighboring to the extended molecule. There
are a number of techniques to calculate the surface Green’s function of a semi-
infinite system. These techniques range from recursive methods [94] to semi-
analytical constructions [11]. SMEAGOL uses the generalization of the scheme
to non-orthogonal basis sets. This method gives us a prescription for calculating
the retarded surface Green’s function exactly (Appendix C). The main idea is to
construct the Green’s function for an infinite system as a summation of Bloch
states with both real and imaginary wave-vectors, and then to apply the appropri-
ate boundary conditions to obtain the Green’s function for a semi-infinite lead.
All the electronic structure information of the extended molecule connected
to the leads are contained in the retarded Green’s function GM . One can get the
conductance of the system by applying the Fisher-Lee relation [77]:
G =
2e2
h
Tr[ΓLG
†
MΓRGM ], (3.21)
where Tr represents the trace, i.e. the sum over diagonal elements, and
ΓL/R = i[ΣL/R(E)− Σ†L/R(E)]. (3.22)
Eq. (3.21) is evaluated at the Fermi energy EF . The quantity Tr[ΓLG†MΓRGM ] is
the energy dependent total transmission coefficient of standard scattering theory
[78].
When an external bias V is applied, the charge distribution on the extended
molecule will differ from the one at equilibrium since both the net charge and
the electrical polarization are affected by the bias. This will determine a new
electrostatic potential profile with different scattering properties. The only effect
of the external bias on the electrodes is a rigid shift of the on-site energies. The
Hamiltonian then takes the form: HL + SL
eV
2
HLM + SLM eV2 0
HML + SML eV2 HM HMR−SMR eV2
0 HRM − SRM eV2 HR−SR eV2
 . (3.23)
The Hamiltonian of the extended molecule,
HM = HM [ρ], (3.24)
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depends on the density matrix. This density matrix is calculated using the lesser
Green’s function [73, 95]:
ρM =
1
2πi
∫
dE G<M(E). (3.25)
The non-equilibrium Green’s function formalism provides the following expres-
sion:
G<M(E) = iGM [ΓLf(E − µL)− ΓRf(E − µR)] , (3.26)
where
ΓL/R = i
[
ΣL/R(E ± eV/2)− Σ†L/R(E ± eV/2)
]
, (3.27)
µL/R = µ± eV/2. (3.28)
Here f(x) and µ indicate the Fermi function and the chemical potential, respec-
tively.
The self-consistent calculation proceeds by first choosing a trial charge ρ0 to
calculate HM from Eq. (3.24). Then the quantities ΣL/R, ΓL/R and GM are calcu-
lated from Eq.’s (3.20), (3.27) and (3.19), respectively. By using these quantities
we can evaluate G<M from Eq. (3.26), the density matrix ρ1M from Eq. (3.25) and
the new charge density ρ1 is computed from
ρ1(r) = 〈r|ρ1M |r〉 (3.29)
This process is iterated until
Max|ρj(r)− ρj+1(r)| < δ. (3.30)
where δ ≪ 1 is the tolerance parameter.
Finally, the current can be calculated using [83]
I =
2e
h
∫
dE T (E, V )[f(E − µL)− f(E − µR)], (3.31)
where
T (E, V ) = Tr[ΓLG
†
MΓRGM ]. (3.32)
To extract the transport properties of the extended molecule at equilibrium, i.e.
at zero-bias one can add and subtract GMΓRG†Mf(E − µL) to Eq. (3.26)
G<M(E) = −2iIm[GM ]f(E−µL)+GMΓRG†M {ΓLf(E − µR)− ΓRf(E − µL)} ,
(3.33)
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where
ΓL + ΓR = i[(G
†
M)
−1 −G−1M ], (3.34)
2iIm[GM ] = GM −G†M . (3.35)
Using Eq. (3.33) the density matrix can be written as the sum of two contributions
ρM = ρeq + ρneq (3.36)
where
ρeq =
−1
π
∫
dE Im[GM ]f(E − µL), (3.37)
and
ρneq =
1
2π
∫
dE GMΓRG
†
M {ΓLf(E − µR)− ΓRf(E − µL)} . (3.38)
ρeq can be interpreted as the density matrix at equilibrium, i.e. both reservoirs have
the same chemical potential, while ρneq contains all the corrections due to the non-
equilibrium conditions. The energy integration in ρneq is limited by the two Fermi
functions of the leads, and therefore one needs to perform the integration only in
the energy range between the two chemical potentials. In contrast the integration
in ρeq is unlimited, but the integral can be performed in the complex plane using a
standard contour integral technique [96], since GM is both analytical and smooth.
Despite being unbounded, in the lower part of the energy axis the integral of Eq.
(3.37) only requires the inclusion of all occupied states. At energies below a
certain threshold, the integrand goes to zero quite quickly. Hence we can choose a
finite value for the lower limit of integration ensuring all the available states below
EF are counted.
40
QUANTUM ELECTRON TRANSPORT
HˆKSM (ρ)ψn = εnψn (1)
⇓
GM = [ESM −HKSM − ΣL − ΣR]−1
⇓
G<M(E) = iGM [ΓLf(E − µL)− ΓRf(E − µR)]
⇓
ρM =
∫
dEG<M(E)
⇓
Max|ρj − ρj+1| < δ No, go to (1)
⇓ Yes
I =
2e
h
∫
dE T (E, V ) [f(E − µL)− f(E − µR)]
Figure 3.4: Flow chart describing the self-consistent procedure for transport cal-
culations.
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Chapter 4
TRANSPORT PROPERTIES OF
METAL-METAL INTERFACES
4.1 Introduction
Our study is focused on the following metals: gold (Au), silver (Ag), copper
(Cu) and aluminum (Al). Au and Ag are called noble metals because of their
chemical stability; they have positive standard reduction potentials and are highly
resistant to oxidation, even at elevated temperatures [97–100]. The three met-
als Au, Ag and Cu are called coinage metals [101] due to their former usage.
Coinage metals have several applications because of their catalytic, chemical, op-
tical, magnetic, mechanical, and electrical properties. The catalytic activity of
noble metals is widely exploited in production or disposal of different chemi-
cal compounds. Coinage metals are used as catalysts in hydrocarbon conversion
reactions [102] and in magnetic data storage including antiferromagnetically cou-
pled magnetic recording media [103,104] and magnetic random access memories
(MRAMs) [104]. Aluminum and aluminum alloys are used in a wide variety of
products: cans, foils and kitchen utensils, as well as parts of airplanes, rockets
and other items that require a strong, light material. Although it does not conduct
electricity as well as copper, it is used in electrical transmission lines because of
its light weight.
The study of metallic interfaces is very important due to their catalytic and
magnetic properties which are associated with modifications in electronic struc-
4.2. Computational Details and Structure Setup
ture. To understand the transport properties of metallic interfaces we study in this
chapter properties of:
• bulk (clean) simple metals;
• distorted interfaces which include a buckled interface plane and interface
with vacancy;
• metallic and non-metallic impurities interfaces;
• metallic interlayer interfaces;
• metallic multilayer interfaces and interface alloy.
4.2 Computational Details and Structure Setup
The principal layer of the leads comprises two unit cells. Furthermore, the scat-
tering region consists of six fcc unit cells in each case. The generalized gradient
approximation (GGA) for the exchange correlation potential is employed. A mesh
of a 15× 15× 100 Monkhorst-Pack k-grid is used in the leads calculation, while
a mesh of 10×10×1 k-points is utilized to evaluate the transmission coefficient
and current at different bias voltages. The direct diagonalization method is used
to calculate the ground state wave functions. The density matrix is calculated by
using up to 50 energy points on the semi-circle in the complex plane, up to 100
energy points along the line in the complex plane, and up to 50 poles in the Fermi
distribution. The structures are assumed to be periodic in the xy-plane with z be-
ing the transport direction [001]. The transmission coefficient is normalized by
the number of transverse k-points. In order to highlight the effects of our prin-
cipal distortions, further structural relaxation effects are not taken into account.
This is well justified because previous studies of Al nanocontacts have indicated
only minor alterations of the bond lengths in the contact region [105].
4.3 Transport Properties of Bulk Metal
The structure for bulk (clean) metals is shown in Fig. 4.1. The sp hybrid metal Al
and the coinage metals (Au, Ag, Cu) have been the object of our main study. The
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Figure 4.1: Structure under investigation: Bulk metal.
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Figure 4.2: Total Al DOS (left-hand side) and transmission coefficient (right-hand
side) of bulk Al [106].
pseudopotentials for coinage metals include d valance states. We use a double
zeta basis set for calculating the transport properties of bulk metals.
The density of states (DOS) (see Appendix D) and transmission coefficient
T (E, V = 0) of Al are displayed in Fig. 4.2. Aluminum is a good example of
a sp hybrid metal with the 3s23p1 valence state. The s band prevails above −10
eV (see Fig. 4.2, left-hand side). The total and partial, i.e. the angular projected,
densities of states are related to the nearly free electron model, since DOS is pro-
portional to the square root of the energy [107]. T (EF , V = 0), right-hand side
of Fig. 4.2, can be interpreted if we compare it with DOS. The onset point for
transmission coefficient and density of states is the same. This means that the
transmission starts when electronic states are available above −11.0 eV (onset
point). The T (E, V = 0) is closely related to the DOS shape so one can ex-
plain T (E, V = 0) by using nearly free electron model, i.e. T (E) ∼ E [106].
45
4.3. Transport Properties of Bulk Metal
 0
 1
 2
 3
-12 -10 -8 -6 -4 -2  0  2  4
D
O
S 
(1/
eV
)
E-EF (eV)
total
6s
5d
 0
 1
 2
 3
-12 -10 -8 -6 -4 -2  0  2  4
T(
E,
0)
E-EF (eV)
Figure 4.3: Total Au DOS (left-hand side) and transmission coefficient (right hand
side) of bulk Au [106].
The quantitative evaluation of the transmission coefficient yields for the conduc-
tance G = G0 · T (EF , V = 0), with G0 = 2e2/h, values of about 1.5 G0 for
Al. In metallic conductors, the transmission probability is produced from many
channels, so T (E, V = 0) is larger than one.
We discuss now the electronic structure and equilibrium transport properties
for coinage metals. From Fig. 4.3, left-hand side, the substantial deviations from
the free electron behaviour appear in the vicinity of the Fermi energy. The devi-
ations are due to the appearance of flat d bands which are more localized. Also
the s band dominates below −5 eV and d dominates in the energy range −7 eV
< E−EF < −2 eV. Although the d states are filled, the d band lies within the oc-
cupied region of the conduction band (sp band) and perturbs its otherwise nearly
free electron character. Right-hand side of Fig. 4.3 demonstrates that the trans-
mission coefficient reflects the DOS shape. The starting point of T (EF , V = 0) is
near −10 eV and high values appear in the energy range −8 eV < E −EF < −2
eV. We find that the transmission increases linearly with increasing energy in the
vicinity of the Fermi energy. The conductance value for Au is 1 G0 [106].
The density of states and transmission coefficient for other coinage metals Ag
and Cu are similar to Au [106], since they have a very similar valence electronic
structure: fully occupied d states at about −2 eV below the Fermi level and a
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Figure 4.4: Transmission coefficient of bulk Cu (left-hand side) and bulk Ag
(right-hand side) [106].
single s valence electron (with substantial sd- hybridization) as shown in Fig. 4.4.
The transmission starts near −9.5 eV and −8 eV for Cu and Ag respectively.
There is no change for the conductance of the Au, Cu, and Ag. The width of d
band transmission for Au is about −6 eV whereas the width of transmission is
about −4 eV and −3.5 eV for Cu and Ag bulks, respectively, see Fig. 4.3 and Fig.
4.4. These widths are related to the width of the bulk DOS of Au 5d, Cu 3d and
Ag 4d bands.
Turning to the non-equilibrium properties, i.e. the influence of applied volt-
age on the transmission coefficient, in general the application of a potential bias
across a homogeneous metallic conductor does not produce a potential drop. This
corresponds to the known fact that a pure metal cannot sustain an internal electric
field. Nevertheless it is interesting to investigate how an artificially imposed po-
tential drop affects the transport properties of clean and defective interfaces [106].
This gives us an indication on how the system responds to an external electrical
perturbation. Within SMEAGOL it is possible to impose such a potential drop
by simply setting the difference between the chemical potentials of the leads to
eV , in such a way that a potential drop of V is artificially established across the
scattering region. Note that the resulting external electric field then depends on
the length of the scattering region itself. With this in mind we have re-calculated
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Figure 4.5: Transmission coefficient of Au bulk (left-hand side) and Al bulk
(right-hand side) interfaces at voltages of 0.2 Volt and 0.8 Volt [106].
the transmission coefficient as a function of energy for different imposed potential
drops. The results are shown in Fig. 4.5, where we use the same convention as for
the V = 0 case to plot T (E, V 6= 0) with the energy scale measured relative to
the equilibrium EF .
Since the external potential V disturbs the periodicity of the electronic states
along the transport direction, a reduction of T (E, V 6= 0), as compared to T (E, V =
0), is expected. This expectation is partially confirmed in the case of bulk Au (see
the left-hand side of Fig. 4.5), for which T (E, V = 0.8V ) is reduced by 40% with
respect to T (E, V = 0) in the energy range corresponding to the Au 5d density of
states, and by ≈ 10% well above the Fermi level. In contrast, the suppression of
the transmission coefficient is much smaller for bulk Al interface (see the right-
hand side of Fig. 4.5), amounting to ≈ 10% above −4 eV. Below this energy, we
have no reduction at all. Of course, this observation finds its origin in the free
electron character of the Al electronic states below−4 eV, with the same explana-
tion applying to the Au data at the low energy edge and around EF . Since for both
the Al and Au interfaces the value of the transmission coefficient at EF is hardly
modified by the external potential, little changes in the conductivity are predicted
in the linear response [106].
The calculated I-V characteristics obtained by artificially imposing the poten-
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Figure 4.6: I-V characteristics for Au bulk and Al bulk [106].
tial drop are presented in Fig. 4.6 and support this conjecture [106]. The I-V char-
acteristics seem almost perfectly linear. To close this section we have remarked
that the non-equilibrium properties for Cu and Ag are similar to Au [106].
4.4 Transport Properties of Buckled and Vacancy
Interfaces
A buckled interface means that we shift the neighbouring interface atoms zigzag-
like by 10% of the fcc lattice constant along the [001] direction. The vacancy
configuration is created by removing each second interface atom. It therefore
models a series of mono-atomic contacts. The structure of buckled interface and
interface with vacancy are displayed in Fig. 4.7. The transport properties of buck-
led interface is studied for Au only and the influence of the interface with vacancy
on the transmission coefficient is studied for Al, Au, Cu, and Ag.
The distorted interface by vacancies for sp-hybrid Al system (see Fig. 4.8) re-
duces the transmission coefficient by 40% with respect to the values of Al bulk.
This suppression does not depend on the energy [106]. Also, the onset point is
shifted about 1 eV towards the Fermi energy. Interestingly, the linear slope of
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Figure 4.7: Structures under investigation: Buckled interface (top) and interface
with vacancy (bottom) [106] .
T (E, V = 0) below −4 eV is not reproduced by the vacancy calculation. We
attribute this fact to a strong perturbation of the Al electronic structure near va-
cancies, which can be traced back to a reduced isotropy of the chemical bonding
and, therefore, a suppression of the sp-hybridization [105]. Next the transmis-
sion coefficients of the interface with vacancy and the buckled interface for Au
are addressed (see Fig. 4.9). We find also a clear decrease of transmission in the
whole energy range [106]. The amplitude of the transmission, at around −4 eV,
is reduced by 55% as compared to the bulk system. For E − EF > −2 eV the
reduction is less pronounced, amounts to 25%. An interface buckling has a sim-
ilar effect [106], as illustrated on the right-hand side of Fig. 4.9. In particular,
almost the same reduction of the transmission coefficient is observed below −2
eV, whereas in the energy range from −2 eV to 5 eV it is significantly smaller,
amounting to 15%. This finding can be attributed to the well-known differences
in the localization of the Au electronic states below and above −2 eV. We finally
mention that the conductance of buckled interfaces is larger than the conductance
of interfaces with vacancy. The onset of T (E, V = 0) already appears at −10 eV,
while it is found at −8 eV for the vacancy system.
For the influence of vacancies on the Cu and Ag, the reduction of the transmis-
sion with vacancy interfaces is the same [106]. The onset point of transmission
coefficient for these elements is moved ≈ 1 eV towards the Fermi energy, see Fig.
4.10. The I-V characteristic for buckled interfaces and interfaces with vacancy
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Figure 4.8: Transmission coefficient of the Al interface with vacancy, compared
to the corresponding bulk [106].
 0
 1
 2
 3
-12 -10 -8 -6 -4 -2  0  2  4
T(
E,
0)
E-EF (eV)
Au bulk
vacancy
 0
 1
 2
 3
-12 -10 -8 -6 -4 -2  0  2  4
T(
E,
0)
E-EF (eV)
Au bulk
 buckling
Figure 4.9: Transmission coefficient of the Au interface with vacancy (left-hand
side) and the buckled interface (right hand side), compared to bulk Au [106].
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Figure 4.10: Transmission coefficient of the Cu (left-hand side) and Ag (right-
hand side) interface with vacancy, each compared to the corresponding bulk inter-
face [106].
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shows linear characteristic (see Fig. 4.11). The suppression of the transmission co-
efficient is proportional to the reduction of the conductance, extracted from these
I-V [106], amounting to 25% for the vacancy systems and to 15% for the buckled
interface, with respect to the bulk values.
4.5 Transport Properties of Different Impurities and
Interlayer Interfaces
Impurity systems are generated by replacing each second interface atom by an
impurity atom (Si, Cu, Mg, S, Ni, Ag), see the structure in Fig. 4.12. The valence
electrons are described by a single zeta basis set. In the first step in this section
we compare the effects of non-metallic and metallic impurities. As non-metallic
impurities we consider Si (electronic configuration 3s23p2, chemically inert) and
the chalcogen S (electronic configuration 3s23p4) which are typical impurities
found in Au. Crystalline Si and S are insulators. In Fig. 4.12 we compare between
the effect of Si and the effect of impurities on the transmission coefficient T (E)
and also show corresponding data for a vacancy system; compare to our previous
section (Fig. 4.9, left-hand side). The conductance obtained for the three systems
shows rather similar values close to G = 0.6 · G0, where G0 = 2e2/h. Just
below the Fermi energy EF the transmission coefficient grows almost linearly
with the energy, reflecting a delocalized nature of the related states. In addition,
the reduction of the transmission due to the impurities in the energy range from−6
eV to −2 eV, where the Au 5d states dominate, is similar in all three cases [108].
Since the d bands are more sensitive to local disorder [109], the reduction here is
much stronger than near EF . Minor differences between the three systems in Fig.
4.13 concern the lower band edge. Below −8 eV (s-like Au) T (E) is suppressed
Figure 4.12: Structure under investigation: Interface with impurity.
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Figure 4.13: Transmission coefficient of the interfaces with S and Si impurities,
compared to the interface with a vacancy [108].
for both the S impurity and the vacancy. Between−8 eV and−6 eV (s- and d-like
Au) the impurities do not reproduce the reduction of T (E) as found for vacancies.
For the Si impurity the transmission coefficient starts at −10 eV due to Au-Si
hybridization. Apart from that, non-metallic impurities resemble the effects of
vacancies even quantitatively [106].
Turning to the metallic impurities Cu, Mg, and Ni, firstly we discuss the com-
parison between the transmission coefficient of Au bulk and interface with Cu
impurity. Fig. 4.14 shows that due to the stronger localization of the Cu 3d or-
bitals, the transmission is reduced by 40% below −2 eV, with respect to bulk Au
interface. In contrast, we find no reduction for the higher energy itinerant states.
Moreover the shift of the onset point is very small. These calculations (for Cu)
are completed by using a double zeta basis set. The comparison between the cal-
culations using single zeta basis set and that using double zeta basis set are shown
in Fig. 4.15. The difference between them does not affect our study. Now for
Mg and Ni impurities, Mg is a metal which can be described by a nearly-free
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Figure 4.14: Transmission coefficient of the Cu impurity system, compared to the
bulk Au interface [106, 108].
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Figure 4.15: Transmission coefficient of the interfaces with Cu impuritie by using
single zeta (SZ) and double zeta (DZ).
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Figure 4.16: Transmission coefficient of the interfaces with Cu, Ni, and Mg im-
purities [108].
electron model. Ni and Cu, on the other hand, are transition metals with narrow
d-bands. Despite this different physical nature of the three metals, they behave
rather similar when acting as impurities in Au [108], see Fig. 4.16. The onset of
T (E) is found at −9.5 eV and the conductance is ∼ 0.8 ·G0. Also, the reduction
of T (E) in the Au 5d dominated energy range is comparable. The only difference
is the pronounced dip in T (E) obtained for the Ni impurity near EF . While the
Ni 3d states are located at about −1 eV [110], i.e. in the energy range of the Au
sd-hybridized states, the Cu 3d states appear at about −2 eV, i.e. in the Au 5d
dominated energy range. Thus, only the Ni 3d states can interact with the Au s-d
hybride states and form d-d hybride states. The Au 6s states, in turn, hybridize
with the Ni 4s states and shift to much lower energies. As a consequence, the
transmission is strongly reduced in the vicinity of the Fermi energy [108].
The I-V characteristics of systems with Cu, Mg, and S impurities are com-
pared in Fig. 4.17. We find the highest conductivity for Cu, since in this case the
electronic structure of the impurity is closely related to that of the Au host. When
the states deviate more but the impurity is still metallic, see Mg, the conductivity
is reduced but not as much as in the case of a non-metallic impurity, see S [108].
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Figure 4.17: I-V characteristics of the interfaces with Cu, S, and Mg impurities
[108].
We next compare full impurity interlayers of Cu, Ni, and Ag, which all crys-
tallize in a fcc structure. Fig. 4.18 displays the structure of the interlayer system.
The noteworthy reduction of the transmission appears below −2 eV for Cu inter-
layer with respect to the transmission of the bulk Au [108]. However T (E, V = 0)
above 1 eV is not varied. The transmission starts at −9 eV (see Fig. 4.19). In ad-
dition, the lattice constant and valence electronic structure of Ag are very similar
to Au. The transmission mediated by the Au 5d states usually is smaller in inter-
layer than in impurity systems, while both the onset of T (E) and the conductance
agree very well. The transmission coefficients of Cu, Ni, and Ag interlayer sys-
tems are depicted in Fig. 4.20. In order to understand the high values of T (E) in
the Ag case, as compared to Cu and Ni, we address the related densities of states
(DOS): Since the Cu and Ni 3d bands are very narrow, they do not hybridize with
the Au states and the Au 5d transmission consequently is significantly reduced.
In contrast, Ag has 4d states in the whole energy range between −8 eV and −2
eV and therefore strongly hybridizes with the Au host. Furthermore, the reduced
transmission between −2 eV and the Fermi level in the case of the Ni interlayer
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Figure 4.18: Structure under investigation: Interface with metallic interlayer
[108].
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Figure 4.19: Transmission coefficient of the Cu interlayer system, compared to
the bulk Au interface [106, 108].
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Figure 4.20: Transmission coefficient of the Cu, Ni, and Ag interlayer systems
[108].
system has the same origin as discussed before for the Ni impurity [108].
4.6 Transport Properties of Multilayers and Inter-
face Alloys
Artificially made metallic multilayers form a class of material allowing for the
combination and optimization of physical properties. With the advance of multi-
layer synthesizing techniques these new materials have become an important sub-
ject for both fundamental and technical studies. As a consequence the number of
metallic multilayer systems rapidly increases with the development of theoretical
interest. On the other hand the electronic structure of alloys have been extensively
studied experimentally and theoretically [111, 112]. An alloy is a metal formed
from an intimate combination of two or more elements [113].
In this section we deal with various modifications of the interlayer system.
First, we discuss the influence of an increasing interlayer thickness (multilayers).
Second, we consider interlayers which are not atomically sharp but show interface
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Figure 4.21: Structures under investigation: Interface alloy (top), and two-
component interlayer (bottom). Blue, gray, and yellow spheres indicate Au, Ag,
and Cu atoms, respectively.
alloy formation. Third, we investigate two-component interlayers. The interface
alloy and two-component structures are shown in Fig. 4.21.
The influence of the interlayer thickness is studied for Au/nAg/Au heterostruc-
tures with nAg monolayers. According to Fig. 4.22 the conductance of the system
decreases with growing n, where no saturation is found up to n = 8. In addition,
the shape of T (E) is closely related to the shape of the bulk DOS of the two-
component. In the case of a single interlayer, T (E) resembles the DOS of the
Au host. Therefore, a linear increase of T (E) between −10 eV and −8 eV (Au
s states) and a high transmission in the energy range of the Au 5d states are ob-
served. With increasing n, however, the shape of T (E) is given by the bulk Ag
DOS. Since the width of the bulk Ag 4d bands (∼ 3.5 eV) is smaller than the
width of the Au 5d bands (∼ 6 eV), the broad peak in T (E) narrows with growing
n. In fact, for n = 8 the Ag 4d band width reappears. The starting point shifts
towards the Fermi energy by increasing n. In addition, at the transmission maxi-
mum around −4 eV the amplitude is suppressed strongly for growing n because
of the localized nature of the d states. On the contrary, the reduction of the con-
ductance is much less pronounced, amounting to 4% at n = 4 and 16% at n = 8
with respect to the n = 1 value. Finally, we note that these results are specific for
the Au/nAg/Au system and may change for other systems, since they depend on
details of the electronic structures of the component materials [108].
It is known that alloys can be formed at metallic interfaces [114]. We address
this issue by comparing the n = 2 interlayer system to a configuration with alloy
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Figure 4.22: Transmission coefficient of the Ag interlayer system for interlayer
thicknesses of n = 1, 4, and 8 [108].
 0
 0.5
 1
 1.5
 2
 2.5
-12 -10 -8 -6 -4 -2  0  2  4
T(
E,
0)
E-EF (eV)
Au/nAg/Au n=1n=2
alloy
Figure 4.23: Transmission coefficient of the interface alloy, compared to the n = 1
and n = 2 interlayer system [108].
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layers next to a single Ag interlayer, see the first structure of Fig. 4.21. Both
systems comprise the same number of Ag atoms. According to Fig. 4.23, the
transmission is slightly reduced as compared to the n = 1 curve, which traces
back to the additional impurities, and, analogously, is higher than the double Ag
layer. Moreover, it is worth mentioning that the alloy formation affects T (E)
almost uniformly in the studied energy range [108].
As seen before, the electronic structure of the impurity/interlayer material
strongly influences T (E). This becomes even more critical when multiple in-
terlayers of different materials are considered, as we shall demonstrate for the
Au/AgCu/Au heterostructure, which we compare to the Au/AgAg/Au heterostruc-
ture in Fig. 4.24. Since the conductance is reduced neither for the Au/AgAg/Au
heterostructure nor for a single Cu interlayer, see Fig. 4.19, it is not surprising that
the conductance of the two-component interlayer system also resembles the Au
host. The suppression of the transmission below −2 eV is due to the narrow Cu
3d bands, see our earlier discussion. It is even larger than a single Cu interlayer,
since the Ag-Cu interface results in a further localization of these states. The
shape of T (E) of the two-component interlayer system again can be interpreted
as a superposition of the component effects [108].
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Figure 4.24: Transmission coefficient of the Au/AgCu/Au heterostructure, com-
pared to the Au/AgAg/Au [108].
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Chapter 5
TRANSPORT PROPERTIES OF
METAL-INSULATOR-METAL
HETEROSTRUCTURES
5.1 Introduction
Physical and chemical properties of metal/oxide heterostructures are of great inter-
est because these systems have such different properties that they find wide tech-
nological applications such as structural materials, photovoltaic devices, hetero-
geneous catalysis, coating and sensors [115,116]. On the other hand, metal/oxide
insulators serve as tunneling barriers in several nanodevices and therefore they
have to be extremely thin to guarantee sufficiently large currents at low applied
voltage. Various metal/MgO (001) interfaces have been studied, both experi-
mentally [117–122] and theoretically [123–133]. From the experimental point
of view, significant progress has been achieved in the determination of the atomic
structure of ceramic-metal interfaces, particularly by high resolution electron mi-
croscopy [134] and atom probe field ion microscopy [135]. Furthermore, spatially
resolved electron energy loss spectroscopy is able to elucidate the electronic struc-
ture of ceramic-metal interfaces [136].
An understanding of the geometric and electronic structure in the interfacial
region between the metal and the oxide at an atomic scale is vital to ensure a con-
tinued and controlled improvement of these materials and of their use in different
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technological devices.
Magnesium lies very close to being a free-electron-like metallic solid with
only a very weak bulk crystal potential. The valence band electronic structure is
expected to closely resemble a free-electron-like parabola. In contrast, magne-
sium oxide is close to an ideal insulating ionic solid with a valence band structure
dominated by the strong potential of the ionic cores. The different chemical bond-
ing and electronic structure exhibited by these two systems provides an opportu-
nity to test the applicability of theoretical models to two extreme examples of the
solid state. MgO has been more widely studied both experimentally [137–139]
and theoretically [140–142] compared to metallic magnesium.
Electronic structure calculations of metal/MgO interfaces have been performed
with a variety of methods at various levels of theory. Finite-cluster models of
the metal/MgO interfaces were studied using both Hartree-Fock (HF) [126] and
DFT [128, 133] methods. An embedded cluster method was applied using a DFT
approach [143]. Periodic slab calculations have mainly used different DFT meth-
ods [124, 125, 127, 131, 132, 144] based on either the local density approxima-
tion (LDA) or the generalized gradient approximations (GGA) using either full-
potential methods such as full potential linear muffin-tin orbital (FLMTO) and
full-potential linearized augmented- plane-waves (FLAPW) or pseudopotential
plane-wave methods (PP-PW). Despite many differences between the aforemen-
tioned calculations, several general conclusions can be drawn. Nobel metal adhe-
sion on the oxide substrates occurs mainly due to interaction between the d and
O 2p energy bands. The formation of the bond across the interface seems to be
caused by a complex charge redistribution in the Ag layer [130] but not very much
charge transfer or orbital overlap occur.
The last decade has witnessed further progress in information technology,
which was initialized by two fundamental discoveries being closely connected
to the magnetism in ultrathin magnetic layers. The discovery of the phenomenon
of interlayer exchange coupling in 1986 by P. Gru¨nberg and Co-workers [145] and
the giant magnetoresistance (GMR) effect in 1988, by the groups of P. Gru¨nberg
and A. Fert [24, 25] mark the advent of the field of spin-based electronics (spin-
tronics), in which magnetism and solid state electronics are joining to exploit spin-
dependent transport processes [146]. The GMR effect is based on the arrangement
of two successive magnetic layers, separated by a very thin non-magnetic layer.
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The tunnel junctions with ferromagnetic metals like Fe-MgO-Fe heterostructure
often are considered a prototypical metal-insulator-metal system. This hetrostruc-
ture is of great importance in spintronics [146]. Therefore it has been subject to
intensive experimental and theoretical research, see [147] and the references given
therein.
Point defects in oxides determine the optical, electronic, and transport proper-
ties of the material. A detailed understanding and a control at atomistic level of the
nature (and concentration) of point defects in oxides are therefore of fundamen-
tal importance to synthesize new materials with well-defined properties. Before
point defects could be created in controlled conditions, they have to be known in
all aspects of their physical properties. The accurate theoretical description of the
electronic structure of point defects in oxides is essential for the understanding of
their structure properties relationship. In a broad classification, one can recognize
at least 12 major kinds of point defects. We focus on defects due to vacancies in
MgO. Experimentally, vacancies have been found on the surfaces of Au nanopar-
ticles embedded in MgO [148]. Beyond, defects have been observed on the [001]
surface of ultrahigh vacuum cleaved single MgO crystals [149]. Since Au can
form a chemical bond with defects [150], the Au-vacancy interaction must be
taken into consideration when modeling Au-MgO heterointerfaces [151]. Practi-
cally, the most often observed defects in MgO are oxygen vacancies. Once the
vacancies are formed, their electronic structures could be changed by adding or
removing electrons in them [149].
Oxygen vacancies are usually called color or F centers from the German word
for color, Farbe. V centers indicate Mg vacancies. The vacancies can have dif-
ferent formal charges. For example, the removal of a neutral O atom results in a
neutral F center; the removal of an O− ion in an F+ center (paramagnetic); the
removal of an O2− ion in an F 2+ center. The subscripts distinguish a surface F
center, FS , from the bulk counterpart, F . The neutral O vacancies are generally
stable in bulk MgO [152]. O and Mg vacancies appear not only in MgO bulk
crystals but especially accumulate at interfaces [153].
A basic property of polar Au/MgO interfaces is the termination. The Au/MgO
interface can in principle be terminated by an O (i.e. O on top of Au) or by a Mg
(i.e. Mg on top of Au) layer Experimentally, the oxygen termination appears to
be strongly preferred.
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In this chapter we discuss:
• the transport through clean Au-(MgO)n-Au heterostructures, where n indi-
cates the number of unit cells, is of great interest. It is therefore our aim to
analyse the dependence of the current on structural details;
• the dependence of the transport properties of the heterostructure on the
thickness of the MgO interlayer;
• the influence of the interface spacing on transport properties of the het-
erostructure;
• F centers in MgO, which appear at the interface and in the bulk of the het-
erostructure.
5.2 Computational Method and Structural Setup
We construct the Au-MgO-Au supercell by sandwiching an MgO layer, which
is n = 1, 2, or 3 fcc MgO unit cells thick (i.e., 3, 5, or 7 MgO monolayers),
between two semi-infinite fcc Au [100] electrodes. The junctions are assumed
to be periodic in the xy-plane with z being the transport direction. To study the
transport properties we consider two configurations of the Au-MgO-Au junction:
Either the interface Au atoms lie on top of O (conf. I) or on top of Mg (conf.
II). Figure 5.1 displays the structure for conf. I. Due to a 3% lattice mismatch
between Au and MgO we have to introduce a minor lattice strain by setting the
MgO lattice constant to the Au value aAu = 4.09 A˚ instead of aMgO = 4.2 A˚. For
the Au-MgO distance, i.e. the interface spacing, we study values of d = 2.05, 2.5,
and 3.06 A˚. All calculations were performed using the local density approximation
(LDA) approach and a minimal basis set (simple zeta, SZ), analogous to related
studies [154].
The system properties were converged with respect to 15×15×100 k-points
in the leads calculation, while a mesh of 10×10×1 k-points is used to evaluate the
transmission coefficient and current at different bias voltages. To determine the
density matrix, we choose up to 16 energy points on the real axis and 16 energy
points on both the semi-circle and the line in the complex plane. In addition, 16
poles in the Fermi distribution are employed.
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Figure 5.1: Heterostructures under investigation (from top to bottom): n = 1, 2, 3
unit cells of MgO sandwiched between Au leads. The O-terminated interface
(conf. I) is shown.
We have thoroughly checked our electronic structure results of bulk MgO and
bulk Au by comparing them to data from previous studies. In particular, the band
gap of MgO is found to be 5.16 eV (see Fig. 5.2), which agrees well with the theo-
retical values reported in Refs. [155] and [156], but is lower than the experimental
value of 7.8 eV [157] due to the underestimation of band gaps by the local density
approximation. Fig. 5.2 shows that O 2p states dominate in the energy range−7.8
eV < E − EF < −2.4 eV. However Mg 3s states dominate at energies higher
than 2 eV. One can notice that the overlapping between Mg an O states appears at
−6.5 eV.
5.3 Charge Transport through the Clean Junction
We first study the electronic structure of conf. I (O-terminated) at an interface
spacing of d = 2.05 A˚. To this aim, we analyse the projected density of states
(PDOS) (see Appendix D), see Fig. 5.3. On the left-hand side, the PDOS of
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Figure 5.2: DOS of bulk MgO [158].
atoms right at the interface is plotted for the n = 1 system. A strong hybridization
between the Au and MgO states is evident. As compared to bulk MgO, additional
interface states due to Au-O bond are found near the lower MgO band edge at −8
eV and at −4 eV [131]. Thus, formation of an interface Au-O bond is evident at
energies −9 eV, −8 eV and at −4 eV. At −9 eV one can see the overlap between
the Au, Mg, and O states. The hybridization between O and Mg still appears
near −6 eV and new hybridization occurs at −9 eV. Au induced gap states fill
up the MgO band gap and leave the interface metallic. The onset point of PDOS
for this structure is −10 eV for all atoms. This starting point is similar to the
corresponding one of the leads Au (see Fig. 4.4 Chapter 4). The occupied states in
the energy range between−10 and−2 eV are O 2p dominated, whereas the Mg 3s
states dominate at energies higher than 1 eV. So the position of occupied states are
shifted if we compare between them and the position of the occupied states of bulk
MgO (see Fig. 5.3). The band gap does not appear in the PDOS of the O atoms
at interface [158]. The PDOS calculated for O and Mg atoms in the center of the
interlayer turns out to be bulk-like even for the thin n = 1 interlayer, see the right-
hand side of Fig. 5.3. When the thickness of the MgO layer increases to n = 2 the
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Figure 5.3: Projected DOS of atoms at the interface for n = 1 (left-hand side)
and of O atoms in the center of the MgO interlayer for n = 1, 2, 3 (right-hand
side) [158].
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Figure 5.4: Transmission coefficient (left-hand side) and I-V characteristic (right-
hand side) for n = 1, 2, 3 [158].
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Figure 5.5: The dependence of transmission coefficient on applied voltage [158].
peaks at −8 and −4 eV, reminiscent of the Au-O bonding, vanish. While distinct
differences are visible in the PDOS of the central MgO layer for n = 1 and n = 2,
the result for n = 3 largely resembles the n = 2 PDOS. The PDOS of the bulk
atoms of O and Mg shows that there is band gap [158]. Corresponding transport
data are shown in Fig. 5.4. For low energies of −10 to −6 eV the shape of the
transmission coefficient as a function of the energy, T (E, 0), is closely related to
the PDOS of the central MgO layer, see the right-hand side of Fig. 5.3. However,
the transmission vanishes at about −5.5 eV although there is a significant PDOS
up to −4 eV for all systems under investigation. Only for the n = 1 interlayer
transmission is found up to about −3 eV, where the transmission peak at −4 eV
is related to the interface states. The Au induced gap states lead to a remarkable
transmission at the Fermi energy in the n = 1 case. Since they cannot penetrate
into the center of thicker MgO interlayers, the transmission at the Fermi energy is
drastically reduced in these cases [158]. The transmission gap for n = 1 is about
2 eV and increases to 4 eV for n = 2. For n = 3 the change of the value of
transmission gap is very small with respect to corresponding one of n = 2.
The I-V characteristic therefore shows a much higher conductance for n = 1
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Figure 5.6: Heterostructures under investigation: The Mg-terminated interface
(conf. II) is shown [158].
than for n = 2, 3; note the scaling factor of 0.2.
Figure 5.5 shows the dependence of transmission coefficient on the applied
voltage, T (E, V ), for n = 1. There is no change in the behaviour of transmission
coefficient with increasing applied voltage such as at the Fermi energy and the
band gap [158]. However around −6.8 eV the height of T (E, V ) is reduced by
32% for V = 0.2 Volt and by 51% for V = 0.6 Volt as compared to V = 0.
Turning to conf. II (Mg-terminated), the structur is displayed in Fig. 5.6. No
Au-MgO bond is established since hybridized states are missing in the PDOS,
see Fig. 5.7. There is no state for O and Mg below −8 eV and we can not see
hybridization between Au and MgO above −8 eV. The effect of no bond between
Au-MgO appears also on the starting point of the PDOS. The starting point for
O and Mg PDOS appears at −8 eV which is different from the starting point
of Au (−10 eV). The Au induced gap states reappear around the Fermi energy
and again a reduced band gap is found for the interface Mg states [158]. The
O PDOS of the central MgO layer is similar for n = 2 and n = 3 but deviates
slightly in the n = 1 case. Moreover, with the interlayer thickness the Mg-O
hybridization increases and the PDOS peaks become more pronounced. A minor
shoulder due to the Au induced gap states is present at −1.8 eV for n = 1 but
disappears for the thicker MgO interlayers. The onset point of DOS of O and
Mg atoms in the bulk is like the corresponding one at the interface. Due to the
weak coupling to the metal, the shape of T (E, 0) in Fig. 5.8 again resembles the
PDOS of bulk MgO. The starting point of transmission coefficient corresponds to
the starting point of PDOS of O and Mg at the interface and bulk. We find that the
conductance of the tunnel junction in conf. II is smaller than that obtained for conf.
I [158]. With increasing thickness of the MgO interlayer, dMgO, it decreases nicely
exponentially, G = T (EF ) ∝ exp(−dMgO/1.41 A˚), see the logarithmic plot in
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Figure 5.7: Projected DOS of atoms at the interface for n = 1 (left-hand side)
and of O atoms in the center of the MgO interlayer for n = 1, 2, 3 (right-hand
side) [158].
Fig. 5.8. The influence of applied voltage on the transmission coefficient, for
n = 1, are shown in Fig. 5.9. The effect appears only in the energy range−7.8 eV
< E−EF < −2 eV, where the reduction of the height of transmission coefficient
increases as the applied voltage increases. We observe that the reduction of the
height of T (E, V ) by increasing the applied voltage for the tunnel junction in
conf. II is less than obtained for corresponding one in the conf. I. The starting
point of the transmission coefficient shifts by eV/2 towards the Fermi energy as
increasing V .
In a next step, we study the influence of the interface spacing on the charge
transport through the Au-MgO-Au junction. As an example, we consider conf. I
for n = 1. The left-hand side of Fig. 5.10 shows the PDOS for interface atoms
at an interface spacing of d = 3.06 A˚. The data resemble the PDOS of the Mg-
terminated system at d = 2.05 A˚, see Fig. 5.7. We can not see any overlap between
Au, O, and Mg states. One hybridization between O and Mg states appears at −5
eV. In particular, there is no sign of an Au-O bond. Therefore, we find that an
Au-MgO distance of about 3 A˚ is sufficient to fully suppress the Au-O bonding.
The starting point of PDOS of O and Mg (−6.2 eV) differs from the starting point
of the Au (−9.6 eV) [158]. The O PDOS of atoms in the central MgO layer
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Figure 5.8: Transmission coefficient for n = 1, 2, 3. A logarithmic plot of the data
in a reduced energy range is shown on the right-hand side [158].
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Figure 5.9: The dependence of transmission coefficient on applied voltage [158].
75
5.3. Charge Transport through the Clean Junction
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
−12 −10 −8 −6 −4 −2  0  2  4
PD
O
S 
(1/
eV
)
E−EF (eV)
conf. I
interface
d=3.06 Å
Au
O
Mg
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
−12 −10 −8 −6 −4 −2  0  2  4
PD
O
S 
(1/
eV
)
E−EF (eV)
conf. I
bulk
O, d=2.05 Å
O, d=2.50 Å
O, d=3.06 Å
Figure 5.10: Projected DOS of atoms at the interface spacing d = 3.06 A˚ for
n = 1 (left-hand side) and of O atoms in the center of the MgO interlayer at
different values of the interface spacing for n = 1 (right-hand side) [158].
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
−12 −10 −8 −6 −4 −2  0  2  4
T(
E,
0)
E−EF (eV)
conf. I d=2.05 Å
d=2.50 Å
d=3.06 Å
 0
 0.5
 1
 1.5
 2
 2.5
 0  0.1  0.2  0.3  0.4  0.5  0.6
I (µ
A)
Voltage (V)
conf. I d=2.05 Å
d=2.50 Å
d=3.06 Å
Figure 5.11: Transmission coefficient (left-hand side) and I-V characteristic
(right-hand side) at interface spacings of 2.05 A˚, 2.50 A˚, and 3.06 A˚ for n = 1
[158].
76
TRANSPORT PROPERTIES FOR METAL-INSULATOR-METAL
HETEROSTRUCTURES
at different interface spacings is compared on the right-hand side of Fig. 5.10. It
has been found theoretically that the stable Au-MgO distance is d = 2.5 A˚ [151].
In this case the PDOS turns out to be similar to both bulk MgO and conf. II at
d = 2.05 A˚, see Fig. 5.7. The band width amounts to ∼ 6 eV, while it is ∼ 7
eV for the shorter spacing. As to be expected, it decreases further to ∼ 5 eV for
d = 3.06 A˚. The rigid band shift with growing interface spacing is connected to
the fact that the interface becomes more and more surface-like [158].
Fig. 5.11 addresses the transport at different interface spacings. Both the on-
set and the shape of T (E, 0) are determined by the corresponding PDOS, see the
right-hand side of Fig. 5.10. Above the Fermi energy as the interface spacing
increases the transmission coefficient decreases. Furthermore, the I-V character-
istic in Fig. 5.11 demonstrates that the conductance is exponentially suppressed
when the interface spacing increases [158].
5.4 Effects of O Vacancies
The effect of vacancies is discussed subsequently for conf. I and an interface spac-
ing of d = 2.05 A˚. We study the following configurations: An interface O vacancy,
a symmetric vacancy generated by removing an O atom from the center of the
MgO interlayer, an asymmetric vacancy located at 1/4 of the MgO interlayer (for
n = 2), see Fig. 5.12, and a situation with two vacancies located at 1/4 and 3/4 of
the MgO interlayer (for n = 2).
For the Au-MgO-Au junction with n = 1 and an interface vacancy the PDOS
of the interface atom is shown on the left-hand side of Fig. 5.13. As compared to
the clean system, see Fig. 5.3, vacancy induced Mg states in the energy range be-
tween −2.4 and −0.4 eV are created. Therefore, the energy gap in the Mg states
has vanished. Since the vacancy induced Mg states and the Au induced gap states
are located in the same energy range they are difficult to separate. Au-O bonds
do not appear in this case where the vacancy breaks these bonds. We show on the
right-hand side of Fig. 5.13 the PDOS of atoms in the central MgO layer. The
vacancy induced Mg states are clearly visible [158]. We find Mg states dominates
at energies higher than −1 eV where we can not see that in the clean system, see
right-hand side of Fig. 5.3. When we change the position of vacancy to become a
symmetric vacancy the PDOS of the interface atoms is displayed on the left-hand
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Figure 5.12: Heterostructures under investigation (from top to bottom): An in-
terface O vacancy, a symmetric vacancy in n = 1 unit cell and an asymmetric
vacancy in n = 2 unit cell, respectively. The O-terminated interface (conf. I) is
shown.
side of Fig. 5.14. Also the vacancy induced Mg states are produced between the
energy range −2.4 and −0.4 eV. The main difference as compared to the inter-
face vacancy system, see right-hand side of Fig. 5.12, is that the contribution of
vacancy induced Mg states in this case is more than in the case of interface va-
cancy above −4 eV [158]. The transmission of the Au-MgO-Au junction with
n = 1 is enhanced by the incorporation of the interface and symmetric vacancy as
compared to the clean system, see Fig. 5.15. The starting point of the transmis-
sion coefficient of the interface vacancy case is similar to the starting point of the
symmetric vacancy case, −9.5 eV, which is different from the onset point of the
clean case, where the vacancies break some bonds as we discussed before. The
conductance of the symmetric system (0.4 G0) is higher than the conductance of
the interface system (0.2 G0). Moreover, the transmission coefficient shows that
the induced Mg states at the energies above −3 eV for the symmetric vacancy
system is more than interface vacancy system [158]. Enhancement of the trans-
mission therefore depends on both the position of the vacancies and interface
spacing. The influence of the interface spacing in O-deficient systems is shown in
78
TRANSPORT PROPERTIES FOR METAL-INSULATOR-METAL
HETEROSTRUCTURES
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
−12 −10 −8 −6 −4 −2  0  2  4
PD
O
S 
(1/
eV
)
E−EF (eV)
conf. I
interface
d=2.05 Å
1 interf.vac.
Au
O
Mg
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
−12 −10 −8 −6 −4 −2  0  2  4
PD
O
S 
(1/
eV
)
E−EF (eV)
conf. I
bulk
d=2.05 Å
1 interf.vac.
O
Mg
Figure 5.13: Projected DOS of atoms at the interface (left-hand side) and in the
center of the MgO interlayer (right-hand side) for n = 1 and an interface vacancy;
d = 2.05 A˚ [158].
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Fig. 5.16. Corresponding PDOS data for atoms at the interface and in the central
MgO layer, we find that the vacancy induced Mg states now are located close to
the Fermi energy, which further enhances the conductance [158]. The onset point
of the O and Mg states appears at −7.5 which is different from the onset point in
the case of clean with interface spacing 3.06 A˚ (see Fig. 5.10) and a symmetric
vacancy with interface spacing 2.05 A˚ (see Fig. 5.14). Further enhancement of the
transmission can be achieved by introducing a second vacancy, for n = 2, which
is illustrated by the T (E, 0) data in Fig. 5.17. The vacancy induced Mg states
are produced between the energy range −3 and −2 eV. An asymmetric vacancy,
in contrast, has almost no effect. Therefore the enhancement of the transmission
depends on the density of vacancies [158]. I-V characteristic reflects the effect of
various vacancies configurations on the conductance, see right-hand side of Fig.
5.17.
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Chapter 6
SUMMARY AND CONCLUSION
The details of metal-metal and metal-oxide interfaces have a strong influence on
the electronic structure of the junction. The understanding of these details is cru-
cial from a basic scientific point of view. We have calculated the transport prop-
erties of metal-metal and metal-oxide interfaces using ab initio calculations in the
framework of DFT and non-equilibrium Green’s function. This study was done
by using the SMEAGOL package.
We have confirmed the capability of SMEAGOL to deal with extended sys-
tems. The transport through smooth and distorted fcc Al, Cu, Ag, and Au in-
terfaces has been addressed, where we particularly have identified regimes of
(nearly) free electrons. We find that the shape of T (E, V = 0) is closely related
to the DOS shape. Investigating various kinds of distortions, we find that vacancy
sites have a huge effect on T (EF , V = 0). Buckling of the interface atomic lay-
ers reduces the transmission strongly when localized Cu, Ag, and Au d states are
involved. A relevant reduction of T (EF , V = 0) is also found for (nearly) free
electrons. The electronic states at the Fermi energy have been affected by this
distortion but there is no change in the electronic configurations. In contrast, in-
sertion of impurities with electronic configurations similar to the host compound
does not reduce the conductance of the device. A full impurity interlayer drasti-
cally suppresses transmission via directed d bonds, while T (EF , V = 0) again is
hardly altered.
The transmission coefficient of non-metallic impurity systems has the same
behaviour as the transmission coefficient of vacancy system, since these systems
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do not contribute to the electronic states at the Fermi energy. In the case that
an impurity, interlayer, or interface alloy resembles the Au electronic structure,
its incorporation alters the transmission only marginally. However, when distinct
bonds are formed between the contaminant and the Au host the transmission can
be strongly affected. We find only a minor interdependence between multiple
modifications, i.e. their cumulative effect is well described in terms of a superpo-
sition of the individual effects. The influence of the layer thickness depends on
the details of the electronic structures of the component materials. For our specific
system, Au/nAg/Au, the conductance decreases as n increases.
We have also studied the transport properties of Au-MgO-Au tunnel junctions.
In particular, we have investigated the influence of the thickness of the MgO in-
terlayer, the interface termination, and the interface spacing. As to be expected
for tunnel junctions, an exponential decay of the conductance as a function of
the interlayer thickness is found when the interface is Mg-terminated. Additional
interface states appear in the O-terminated configuration due to the formation of
Au-O bonds, modifying the exponential behaviour. An increasing interface spac-
ing suppresses the Au-O bonding and the transmission becomes independent of
structural details. The Au induced gap states are found to be similar in both ter-
minations. Moreover, the conductance decreases exponentially with the interface
spacing, since the Au-MgO coupling becomes weaker. The latter is reflected by a
rigid band shift of the MgO states towards the Fermi energy.
Our results confirm that O vacancies lead to additional states within the MgO
band gap and, therefore, can enhance the conductance of the junction. The effect
of symmetric vacancies turns out to be much larger than found for asymmetric
vacancies. Moreover, the conductance can be enhanced by increasing the vacancy
concentration (the number of vacancies per unit cell). In contrast to a clean junc-
tion where a growing interface spacing always yields a reduction of the conduc-
tance, the rigid band shift of the MgO states here transfers the vacancy induced
states to the Fermi energy, which can be used to enhance the conductance in O
deficient systems.
As a consequence, we have identified two main mechanisms which determine
the conductance of Au-MgO-Au junctions: (i) Introduction of O vacancies in-
creases the transparency of the MgO interlayer due to the creation of additional
electronic states close to the Fermi energy. (ii) The interface spacing then can
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be used to fine-tune these states and, therefore, to fine-tune the conductance. Al-
though the interface coupling is a very efficient parameter, it is difficult to control
in the experiment.
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Appendix A
HISTORY OF
EXCHANGE-CORRELATION
FUNCTIONALS
A.1 Local Density Approximation
The effective potential in the Kohn-Sham Hamiltonian Eq. (2.20) includes the
external potential and the effects of the Coulomb interactions between the elec-
trons, e.g. the exchange and correlation interaction. In principle, it also includes
the difference in kinetic energy between the fictitious noninteracting system and
the real system. In practice, however, this difference is ignored in many mod-
ern functionals as the empirical parameters appear, which necessarily introduces
some kinetic-energy correction if they are based on experiment [159]. Model-
ing the exchange and correlation interactions is necessary within KS DFT as the
exact functionals for exchange and correlation are not known except for the ho-
mogeneous (uniform) electron gas. However, approximations exist that permit
the calculation of real systems. The simplest approximation is the local-density
approximation (LDA), based upon the exact exchange energy for a uniform elec-
tron gas, which can be obtained from the Thomas-Fermi (TF) model, and from
fits to the correlation energy for a uniform electron gas. The approximation in
the TF model concerns the kinetic energy. For the homogeneous interaction-free
electron gas the density is constant and the kinetic energy per unit volume in this
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model is proportional to density ρ5/3. The TF expression for the energy of a gas
of electrons in a given external potential is
ETF [ρ(r)] =
~
2
2me
κ
∫
d3rρ5/3(r)+
e2
2
∫
d3r
∫
d3r′
ρ(r)ρ(r′)
|r− r′| +
∫
d3rVext(r)ρ(r),
(A.1)
where κ = 3(3π2)2/3/5. The first and second terms are related to the kinetic en-
ergy of electrons and the electrostatic energy of the electron-electron interaction,
respectively.
The importance of this equation is not so much how well it is able to really
describe the energy even of an atom, but that the energy is given completely in
terms of the electron density ρ(r). This is an example of a density-functional
for energy allowing us to map a density ρ(r) onto an energy E without any addi-
tional information required. Furthermore, the TF model employs the variational
principle assuming that the ground state of the system is connected to the elec-
tron density for which the energy Eq. (A.1) is minimized under the constraint of
N =
∫
d3rρ(r).
Slater’s approximation of HF exchange [160] is another example of exploiting
the electron density as the central quantity. In this case, the nonlocal HF exchange
energy is approximated proportional to
∫
d3rρ4/3(r). This approximate expres-
sion depends only on the local values of the electron density ρ(r) representing a
density-functional for the exchange energy (in the TF model exchange and cor-
relation effects are completely neglected). This formula was originally derived
as an approximation to the HF exchange, without any reference to the density-
functional theory but it is conceptually connected with this theory. The 4/3 power
law for the dependence of the exchange interaction on the electron density was
also obtained from a completely different approach using the concept of the uni-
form electron gas. Combined with the TF energy this approximation is known as
the Thomas-Fermi-Dirac model having conceptual importance for DFT methods.
In particular, it seems natural that the exchange-correlation energy Exc is approx-
imated by a sum of the exchange Ex and correlation Ec energies. In LDA for the
exchange energy calculation the Dirac-Slater exchange energy is used
Ex ∼
∫
d3rρ4/3(r), (A.2)
or the more complicated exchange energy suggested by Barth and Hedin [51]. For
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the correlation energy functional Ec[ρ(r)] the situation is more complicated since
even for a homogeneous electron gas it is not known analytically. Early approxi-
mate expressions for the correlation energy in homogeneous systems were based
on applying the perturbation theory and were suggested by Barth and Hedin [51],
Gunnarsson and Lundqvist [161]. With the onset of highly precise calculations of
the correlation energy for the electron liquid by Ceperley and Alder (CA) [162] the
approximations for the correlation energy in a homogeneous system are made by
parametrization of CA data for a free-electron gas. There are known parameteri-
zations of Vosko- Wilk-Nisair [163], Perdew-Zunger [42] and Perdew-Wang [52].
The three latter parameterizations of the LDA are implemented in most stan-
dard DFT program packages (both for molecules and solids) and in many cases
give almost identical results. On the other hand, the earlier parameterizations of
the LDA, based on perturbation theory can deviate substantially and are better
avoided. The energy density εxc is treated as a sum of individual exchange and
correlation contributions. Two different kinds of densities are involved [159]: the
electron density is a per unit volume density, while the energy density is a per
particle density. The LDA for Exc formally consists in
ELDAxc [ρ(r)] =
∫
d3rρ(r)
(
εhomc [ρ(r)] + ε
hom
x [ρ(r)]
)
=
∫
d3rρ(r)εhomxc [ρ(r)].
(A.3)
The energy densities εhomx and εhomc refer to a homogeneous system, i.e. the
exchange-correlation energy is simply an integral over all space with the exchange-
correlation energy density at each point assumed to be the same as in a homoge-
neous electron gas with that density. Nevertheless, LDA has proved amazingly
successful, even when applied to systems that are quite different from the electron
liquid that forms the reference system for the LDA.
For many decades the LDA has been applied in, e.g., calculations of band
structures and total energies in solid-state physics. The LDA provides surpris-
ingly good results for metallic solids with delocalized electrons, i.e. those that
most closely resemble the uniform electron gas (jellium). At the same time, there
are well-known disadvantages of LDA for solids. LDA revealed systematic short-
comings in the description of systems with localized electrons and as a result the
underestimation of bond distances and overestimation of binding energies. LDA
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calculations as a rule give calculated band gaps that are too small. In quantum
chemistry of molecules LDA is much less popular because the local formulation of
the energy expression does not account for the electronic redistribution in bonds.
For well-localized electrons the non exact cancelation of the self-energy part (self-
interaction) of the Hartree term in the LDA exchange functional is important (in
HF energy the self-energy part in the Hartree term is canceled by the correspond-
ing part of the exchange term). LDA fails to provide results that are accurate
enough to permit a quantitative discussion of the chemical bond in molecules.
LDA exploits knowledge of the density at point ρ(r). The real systems, such as
molecules and solids, are inhomogeneous (the electrons are exposed to spatially
varying electric potentials produced by the nuclei) and interacting (the electrons
interact via the Coulomb interaction). The way density-functional theory, in the
local-density approximation, deals with this inhomogeneous many-body problem
is by decomposing it into two simpler (but still highly nontrivial) problems: the
solution of a spatially uniform many-body problem (the homogeneous electron
liquid) yields the uniform exchange-correlation energy, and the solution of a spa-
tially inhomogeneous noninteracting problem (the inhomogeneous electron gas)
yields the particle density. Both steps are connected by the local-density approx-
imation, which shows how the exchange-correlation energy of the uniform inter-
acting system enters the equations for the inhomogeneous noninteracting system.
In the local spin-density approximation (LSDA) the exchange-correlation en-
ergy can be written in terms of either of two spin densities ρα and ρβ
ELSDAxc [ρ
α(r), ρβ(r)] =
∫
d3rρ(r)εhomxc [ρ
α(r), ρβ(r)]. (A.4)
The particular way in which the inhomogeneous many-body problem is de-
composed, and the various possible improvements on the LDA, are behind the
success of DFT in practical calculations, in particular, materials. The most im-
portant improvement of LDA is connected with the attempt to introduce a spa-
tially varying density and include information on the rate of this variation in the
functional. The corresponding functionals, known as semilocal functionals, are
considered in the next section.
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A.2 Beyond the Local Density Approximation
The first successful extensions to the LDA were developed in the early 1980s when
it was suggested to supplement the density ρ(r) at a particular point r with infor-
mation about the gradient of the electron density at this point in order to account
for the nonhomogeneity of the real electron density [164]. LDA was interpreted
as the first term of a Taylor expansion of the uniform density, hence the form of
the functional was termed the gradient expansion approximation (GEA). It was
expected to obtain better approximations of the exchange-correlation functional
by extending the series with the next lowest term. In practice, the inclusion of
low-order gradient corrections almost never improves on the LDA, and the energy
often even worsens it. The reason for this failure is that the GEA has lost many
of the properties that made the LDA physically meaningful [164]. Higher-order
corrections, on the other hand, are exceedingly difficult to calculate, and little is
known about them. It was a major breakthrough when it was realized, in the early
1980s, that instead of power-series-like systematic gradient expansions one could
employ more general functions of ρ(r) and ∇ρ(r), which need not proceed order
by order. Such functionals, of the general form
EGGAxc [ρ
α, ρβ] =
∫
d3rf [ρα, ρβ,∇ρα,∇ρβ], (A.5)
have become known as generalized-gradient approximations (GGAs) [165]. GGA
functionals are the workhorses of density-functional theory in present day. Dif-
ferent GGAs differ in the choice of the function f [ρ,∇ρ]. Note that this makes
different GGAs much more different from each other than the different parame-
terizations of the LDA: essentially there is only one correct expression for εhomxc [ρ]
and the various parameterizations of the LDA are merely different ways of writ-
ing it. On the other hand, depending on the method of construction employed
for obtaining f [ρ,∇ρ] one can obtain very different GGAs. In particular, GGAs
used in molecular quantum chemistry typically proceed by fitting parameters to
test sets of selected molecules. On the other hand, the GGAs used in physics
tend to emphasize exact constraints on the density-functional for the exchange-
correlation energy [166]. In this approach, the density-functional approximations
are assigned to various rungs according to the number and kind of their local in-
gredients [166].
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The lowest rung is the local spin-density approximation LSDA, the second
rung is the generalized gradient approximation GGA (semilocal functionals). More
accurate functionals of higher rungs can be called ”beyond-GGA functionals” or
nonlocal functionals. Third-rung Meta-GGA (MGGA) functionals depend, in ad-
dition to the density and its derivatives, also on the kinetic-energy density [167].
Fourth-rung hybrid functionals mix a fraction of the Fock exchange into the DFT
exchange functional. MGGA and hybrid functionals can be called orbital func-
tionals because they are represented not only in terms of the electron density, but
also contain parts represented in single-particle Kohn.Sham orbitals. Still another
type of orbital functional is the self-interaction correction (SIC). Higher-rung
density-functionals are increasingly more complex. The semi empirical function-
als are fitted to selected data from experiment or from the ab-initio calculations.
The higher the rung of the functional the larger is the number of parameters. Once
a rung has been selected, there remains little choice about which constraints to
satisfy (but greater freedom in how to satisfy them), [166]. Accuracy is expected
to increase up the ladder of rungs as additional local ingredients enable the satis-
faction of additional constraints. A short summary of exact constraints on Exc can
be found in [166].
Nowadays, the most popular GGA functionals are PBE (denoting the func-
tional proposed in 1996 by Perdew, Burke and Ernzerhof [53] in physics, and
BLYP (denoting the combination of Becke’s 1988 exchange functional [168] with
the 1988 correlation functional of Lee, Yang and Parr [169]) in chemistry. PWGGA
denotes the GGA functional, suggested by Perdew and Wang [165, 170]. Many
other GGA-type functionals are also available, and new ones continue to ap-
pear. The new meta-GGA functional TPSS (Tao-Perdew-Staroverov-Scuseria)
[171] supersedes an older one the PKZB (Perdew- Kurth-Zupan-Blaha) func-
tional [172]. The known functionals are modified as has been done recently for the
PBE functional to improve its accuracy for thermodynamic and electronic proper-
ties of molecules [167, 173].
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PSEUDOPOTENTIAL
The pseudopotential method allows us to create a smoother potential for the va-
lence electrons only; the work of Phillips and Kleinman first established the theo-
retical basis of the pseudopotential method [61]. Since this approach is one of the
pillars of modern electronic structure theory, we will describe its main ideas here.
In order to develop the pseudopotential for a specific atom we consider it as
isolated, and denote by |ψ(n)〉 the single-particle (sp) states which are the solutions
of the single-particle Schro¨dinger equations. To calculate these states for all the
electrons of the atom, using as an external potential that of its nucleus. Let us
separate explicitly the single-particle states into valence and core sets, identified
as |ψ(v)〉 and |ψ(c)〉 respectively. These satisfy the Schro¨dinger type equations
Hˆsp|ψ(v)〉 = E(v)|ψ(v)〉, (B.1)
Hˆsp|ψ(c)〉 = E(c)|ψ(c)〉, (B.2)
where Hˆsp is the appropriate single-particle Hamiltonian for the atom: it contains
a potential V sp which includes the external potential due to the nucleus, as well as
all the other terms arising from electron-electron interactions. Now let us define a
new set of single-particle valence states |φ(v)〉 through the following relation:
|ψ(v)〉 = |φ˜(v)〉 −
∑
c
〈ψ(c)|φ˜(v)〉|ψ(c)〉. (B.3)
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Applying the single-particle Hamiltonian Hˆsp to these states, we obtain
Hˆsp|φ˜(v)〉 −
∑
c
〈ψ(c)|φ˜(v)〉|Hˆsp|ψ(c)〉 = E(v)
(
|φ˜(v)〉 −
∑
c
〈ψ(c)|φ˜(v)〉|ψ(c)〉
)
,
(B.4)
which, taking into account that Hˆsp|ψ(c)〉 = E(c)|ψ(c)〉, gives(
Hˆsp −
∑
c
(E(v) − E(c))|ψ(c)〉〈ψ(c)|
)
|φ˜(v)〉 = E(v)|φ˜(v)〉. (B.5)
Therefore, the new states φ˜(v) obey a single-particle equation with a modified
potential, but have the same eigenvalues E(v) as the original valence states ψ(v).
The modified potential for these states is called the pseudopotential (ps), given by
Vˆ ps = Vˆ sp +
∑
c
(E(v) − E(c))|ψ(c)〉〈ψ(c)|, (B.6)
and, correspondingly, the |φ˜(v)〉’s are called pseudo-wave functions. Why is this
a useful approach? First, consider the definition of the pseudo-wave functions
through Eq. (B.3): what this definition amounts to is projecting out of the valence
wave functions any overlap they have with the core wave functions. In fact, the
quantity ∑
c
|ψ(c)〉〈ψ(c)|, (B.7)
is a projection operator that achieves exactly this result. So the new valence states
defined through Eq. (B.3) have zero overlap with core states, but they have the
same eigenvalues as the original valence states. Moreover, the potential that these
states experience includes, in addition to the regular potential Vˆ sp, the term∑
c
(E(v) − E(c))|ψ(c)〉〈ψ(c)|, (B.8)
which is strictly positive, because E(v) > E(c) (valence states have by definition
higher energy than core states). Thus, this term is repulsive and tends to push
the corresponding states φ˜(v) outside the core. In this sense, the pseudopotential
represents the effective potential that valence electrons feel, if the only effect of
core electrons is to repel them from the core region. Therefore the pseudo-wave
functions experience an attractive Coulomb potential which is shielded near the
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position of the nucleus by the core electrons, so it should be a much smoother
potential without the 1/r singularity due to the nucleus at the origin. Farther away
from the core region, where the core states vanish exponentially, the potential that
the pseudo-wave functions experience is the same as the Coulomb potential of an
ion, consisting of the nucleus plus the core electrons. In other words, through the
pseudopotential formulation we have created a new set of valence states, which ex-
perience a weaker potential near the atomic nucleus, but the proper ionic potential
away from the core region. Since it is this region in which the valence electrons
interact to form bonds that hold the solid together, the pseudo-wave functions pre-
serve all the important physics relevant to the behaviour of the solid. The fact that
they also have exactly the same eigenvalues as the original valence states, also
indicates that they faithfully reproduce the behaviour of true valence states. There
are some aspects of the pseudopotential, at least in the way that was formulated
above, that make it somewhat suspicious. First, it is a non-local potential, see
Eq. (B.6). This certainly complicates things. The pseudopotential also depends
on the energy E(v), as the above relationship demonstrates, which is an unknown
quantity if we view Eq. (B.5) as the Schro¨dinger equation that determines the
pseudo-wave functions φ(v) and their eigenvalues. Finally, the pseudopotential is
not unique. This can be demonstrated by adding any linear combination of |ψ(c)〉
states to |φ˜(v)〉 to obtain a new state |φ̂(v)〉:
|φ̂(v)〉 = |φ˜(v)〉+
∑
c′
αc′ |ψ(c′)〉, (B.9)
where αc′ are numerical constants. Using Eq. (B.5), we obtain(
Hˆsp +
∑
c
|ψ(c)〉〈ψ(c)|
)(
|φ̂(v)〉 −
∑
c′
αc′ |ψ(c′)〉
)
=
E(v)
(
|φ̂(v)〉 −
∑
c′
αc′|ψ(c′)〉
)
(B.10)
We can now use 〈ψ(c)|ψ(c′)〉 = δcc′ to reduce the double sum on the left hand side
of this equation to a single sum, and eliminate common terms from both sides to
arrive at (
Hˆsp +
∑
c
|ψ(c)〉〈ψ(c)|
)
|φ̂(v)〉 = E(v)|φ̂(v)〉. (B.11)
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This shows that the state |φ̂(v)〉 obeys exactly the same single-particle equation as
the state |φ˜(v)〉, which means it is not uniquely defined, and therefore the pseu-
dopotential is not uniquely defined. All these features may cast a long shadow
of doubt on the validity of the pseudopotential construction in the mind of the
skeptic (a trait not uncommon among physicists). Practice of this art, however,
has shown that these features can actually be exploited to define pseudopotentials
that work very well in reproducing the behaviour of the valence wave functions
in the regions outside the core, which are precisely the regions of interest for the
physics of solids. As an example, we discuss next how typical pseudopotentials
are constructed for calculations of the properties of solids [63]. We begin with a
self-consistent solution of the single-particle equations for all the electrons in an
atom (core and valence). For each valence state of interest, we take the calculated
radial wave function and keep the tail starting at some point slightly before the last
extremum. When atoms are placed at usual interatomic distances in a solid, these
valence tails overlap significantly, and the resulting interaction between the cor-
responding electrons produces binding between the atoms. We want therefore to
keep this part of the valence wave function as realistic as possible, and we identify
it with the tail of the calculated atomic wave function. We call the radial distance
beyond which this tail extends the cutoff radius rc, so that the region r < rc cor-
responds to the core. Inside the core, the behaviour of the wave function is not as
important for the properties of the solid. Therefore, we can construct the pseudo-
wave function to be a smooth function which has no nodes and goes to zero at
the origin. We can achieve this by taking some combination of smooth functions
which we can fit to match the true wave function and its first and second derivative
at rc, and approach smoothly to zero at the origin. This hypothetical wave function
must be normalized properly. Having defined the pseudo-wave function, we can
invert the Schro¨dinger equation to obtain the potential which would produce such
a wave function. This is by definition the desired pseudopotential: it is guaranteed
by construction to produce a wave function which matches exactly the real atomic
wave function beyond the core region r < rc, and is smooth and nodeless inside
the core region, giving rise to a smooth potential. We can then use this pseudopo-
tential as the appropriate potential for the valence electrons in the solid. We note
here two important points: (i) The pseudo-wave functions can be chosen to be
nodeless inside the core, due to the non-uniqueness in the definition of the pseu-
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dopotential and the fact that their behaviour inside the core is not relevant to the
physics of the solid. The true valence wave functions have many nodes in order to
be orthogonal to core states. (ii) The nodeless and smooth character of the pseudo-
wavefunctions guarantees that the pseudopotentials produced by inversion of the
Schro¨dinger equation are finite and smooth near the origin, instead of having a
1/r singularity like the Coulomb potential. Of course, each valence state will give
rise to a different pseudopotential, but this is not a serious complication as far
as actual calculations are concerned. All the pseudopotentials corresponding to
an atom will have tails that behave like Zvalence/r , where Zvalence is the valence
charge of the atom, that is, the ionic charge for an ion consisting of the nucleus and
the core electrons. The huge advantage of the pseudopotential is that now we have
to deal with the valence electrons only in the solid (the core electrons are essen-
tially frozen in their atomic wave functions), and the pseudopotentials are smooth
so that standard numerical methods can be applied (such as Fourier expansions) to
solve the single-particle equations. There are several details of the construction of
the pseudopotential that require special attention in order to obtain potentials that
work and actually simplify calculations of the properties of solids, but we will not
go into these details here. Suffice to say that pseudopotential construction is one
of the arts of performing reliable and accurate calculations for solids, but through
the careful work of many physicists in this field over the last couple of decades
there exist now very good pseudopotentials for essentially all elements of interest
in the Periodic Table [59].
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Appendix C
Non-equilibrium theory
C.1 Non-equilibrium Green’s Function
In order to calculate the non-equilibrium Green’s function we consider a system
evolving under a Hamiltonian which can be split into
H = h+H
′
(t), (C.1)
where h is the time-independent part of the Hamiltonian. It is assummed the
time-dependent part of the Hamiltonian H ′(t) vanishes at t < t0, i.e. it represents
a perturbation which is switched on at t = t0. This perturbation part may be an
electric field or any external applied field. Before the perturbation is turned on,
the system is assumed to be described by the thermal equilibrium density matrix
ρ(h) =
exp(−βh)
Tr[exp(−βh)] , (C.2)
where β = 1
kBT
, Tr represents the trace, kB is the Boltzmann constant and T is
the temperature. For t ≥ 0 the main task would be to calculate statistical averages
associated with a quantum mechanical operator O
〈OH(t)〉 = Tr[ρ(h)OH(t)]. (C.3)
Here the subscript H indicates that the time-dependence is governed by the full
Hamiltonian, i.e. OH(t) is written in the Heisenberg picture. The definition in Eq.
(C.3) can be generalized to many time-dependent quantities.
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Figure C.1: Contour C.
C.2 Contour Ordered Green’s Function
The contour ordered Green’s functions are defined on the so called Keldysh con-
tour shown in Fig. C.1. The Keldysh contour is defined in the complex plane
starting at t0 and running along the real time axis, passing through t1 and t1′ once
and finally returning to t0. The Green’s function is given by:
G(1, 1′) = −i〈TC [ψH(1)ψ†H(1′)]〉, (C.4)
where the average given by 〈〉 is defined on a suitable non-equilibrium statistics,
TC is the contour-ordering operator, ψH and ψ†H are the field operators in the
Heisenberg picture. It is important to note that their time evolution is with respect
to a the real time t. Thus the complex time τ consists of a real time t and a branch
label, i.e., the ordering on the contour is determined by t and the branch label.
The shorthand notation (1) ≡ (x1, t1) (or (1) ≡ (x1, τ1) when appropriate) [95].
Due to the two branches the contour ordered Green’s function contains four
different real time Green’s functions, corresponding to the following placements
of the time labels contour
G(1, 1′) =

Gc(1, 1
′) t1, t1′ ∈ C1
G>(1, 1
′) t1 ∈ C2, t1′ ∈ C1
G<(1, 1
′) t1 ∈ C1, t1′ ∈ C2
Gc˜(1, 1
′) t1, t1′ ∈ C2
Here Gc and Gc˜ are respectively the time ordered and anti time ordered Green’s
functions:
Gc(1, 1
′) = −i〈T [ψH(1)ψ†H(1′)]〉
= −iθ[t1 − t1′ ]〈ψH(1)ψ†H(1′)〉+ iθ[t1′ − t1]〈ψ†H(1′)ψH(1)〉 (C.5)
100
GENERAL CURRENT FORMULA
Gc˜(1, 1
′) = −i〈T˜ [ψH(1)ψ†H(1′)]〉
= −iθ[t1′ − t1]〈ψH(1)ψ†H(1′)〉+ iθ[t1 − t1′ ]〈ψ†H(1′)ψH(1)〉 (C.6)
The greater Green’s function G> and the lesser Green’s function G< are given by:
G>(1, 1′) = −i〈ψH(1)ψ†H(1′)〉, (C.7)
G<(1, 1′) = i〈ψ†H(1′)ψH(1)〉. (C.8)
Another set of important functions are the retarded and the advanced Green func-
tions. They are defined as
Gr(1, 1′) = −iθ[t1 − t1′ ]〈{ψH(1), ψ†H(1′)}〉
= θ[t1 − t1′ ][G>(1, 1′)−G<(1, 1′)], (C.9)
Ga(1, 1′) = iθ[t1′ − t1]〈{ψH(1), ψ†H(1′)}〉
= θ[t1′ − t1][G<(1, 1′)−G>(1, 1′)] (C.10)
Here curly brackets denote an anticommutator. One can notice that the equilib-
rium and non-equilibrium Green’s functions are structurally equivalent. The only
differece is the replacement of real integrals by contour integrals [95].
C.3 General Current Formula
We consider the transport of electrons in a system which can be divided into three
regions: A central region (C), a left lead (L), and a right lead (R). The leads are
metallic and connect the scattering region with two thermal reservoirs that are
maintained at the chemical potentials µL and µR. Following Meir and Wingreen
[83] we shall derive an expression for the current through the system under quite
general conditions to be stated below.
When a bias voltage is applied, the junction device is driven out of equilibrium
and Eq. (C.4) describes this system. In non-equilibrium situations the retarded
Green’s function and the lesser Green’s function are independent, and they are
both very important. The retarded and advanced Green’s functions have a nice an-
alytic structure (poles in one half plane) and are suitable for calculating a physical
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response. The lesser Green’s function is directly linked to physical observables,
for example, the electron density is determined as follows [95]:
n(~r, t) = 〈ψ†H(~r, t)ψH(~r, t)〉 = −iG<(~r, t;~r, t). (C.11)
For steady states, the Green’s functions only depend on the time difference
t− t′, for which we can use Fourier transform on the energy. The Hamiltonian of
the junction can be is written as:
H = HL,R +HC +HT
=
∑
k,α∈L,R
n
εkαc
†
kαckα +HC({dn}†; {dn})
+
∑
k,α∈L,R
n
Vkα,nc
†
kαdn + V
∗
kα,nd
†
nckα, (C.12)
where ckα(c†kα) and dn(d†n) are annihilation (creation) operators in the leads and
the central region, respectively. In this picture the description of the leads is at
the single-particle level, while only the coupling between the leads and the cen-
tral region makes the problem to be fully interacting. Before the coupling be-
tween the three regions is established, the left and right leads maintain their own
thermal equilibrium with the associated Fermi levels µL and µR, respectively.
The corresponding Green’s functions in the leads for the uncoupled systems are
g<kα(E) = 2iπf(εkα − µL/R)δ(E − εkα) and gr,akα(E) = (E − εkα ± iη)−1, where
f(E) = 1/[1 + exp(βE)] is the Fermi distribution function and η is a small pos-
itive number ensuring proper convergence of the Fourier integrals. As the leads
are coupled to the central region, a current will start to flow. After some time the
system achieves a steady state. In the following we consider the steady current at
a certain time t. The steady current from the left lead into the central region can
be defined as [95]:
IL(t) =
ie
~
〈[NL(t), H(t)]〉, NL =
∑
k,α∈L
c†kαckα (C.13)
where NL is the number operator of the left lead. Doing the algebraic calculations
for the commutator, the current turns out to be expressed as:
IL(t) =
ie
~
∑
k,α∈L
n
Vkα,n〈ckα(t)†dn(t)〉 − V ∗kα,n〈d†n(t)ckα(t)〉. (C.14)
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Now define two new Green’s functions (we set ~ = 1, and reintroduce it in the
final expression for the current):
G<n,kα(t, t
′) = i〈c†kα(t′)dn(t)〉, (C.15)
G<kα,n(t, t
′) = i〈d†n(t′)ckα(t)〉. (C.16)
It can be seen that the current is given by the time-diagonal components of these
two Green’s functions. From Eq.’s (C.14), Eq. (C.15) and Eq. (C.16) one can
write:
IL(t) =
e
~
∑
k,α∈L,R
n
Vkα,nG
<
n,kα(t, t)− V ∗kα,nG<kα,n(t, t)
=
2e
~
∑
k,α∈L,R
n
Re
[
Vkα,nG
<
n,kα(t, t)
]
. (C.17)
Next, one needs an expression for G<kα,n(t − t′). For the present case, with
noninteracting leads, a general relation for the contour-ordered Green function
G<kα,n(τ − τ ′) can be derived rather easily with the equation-of-motion technique.
Since the non-equilibrium theory is structurally equivalent to equilibrium theory,
it is sufficient to consider the T = 0 equation of motion for the time-ordered
Green function Gkα,n:
−i ∂
∂t′
Gn,kα(t− t′) = εkαGn,kα(t− t′) +
∑
m
Vk,α,mGnm(t− t′), (C.18)
where we defined the central region time-ordered Green function functionGnm(t−
t′) = −i〈T {dn(t)d†m(t′)}〉. Eq. (C.18) can be rewritten as
Gn,kαg
−1
kα =
∑
m
Vkα,mG
t
nm (C.19)
where g−1kα = −i ∂∂t′ − εkα. The solution of Eq. (C.19) is given by
Gn,kα(t− t′) =
∑
m
∫
dt1Gnm(t− t1)V ∗kα,mgtkα(t1 − t′). (C.20)
This equation has in non-equilibrium precisely the same form, except that the
intermediate time integration runs on the complex contour:
Gn,kα(τ, τ
′) =
∑
m
∫
dτ1Gnm(τ, τ1)V
∗
kα,mgkα(τ1, τ
′). (C.21)
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Here Gnm(τ, τ1) is the contour-ordered Green’s function for the central region.
The analytic continuation rules can be applied to Eq. (C.21), and we find
G<n,kα(t−t′) =
∑
m
∫
dt1V
∗
kα,m[G
r
nm(t−t1)g<kα(t1−t′)+G<nm(t−t1)gakα(t1−t′)].
(C.22)
The Fourier transform of Eq. (C.22) is
G<n,kα(E) =
∑
m
V ∗kα,m[G
r
nm(E)g
<
kα(E) +G
<
nm(E)g
a
kα(E)]. (C.23)
Thus, using Eq. (C.17), the current becomes
IL(t) =
2e
~
∫
dE
2π
Re
∑
k,α∈L
n,m
Vkα,nV
∗
kα,m[G
r
nm(E)g
<
kα(E) +G
<
nm(E)g
a
kα(E)]
 .
(C.24)
In the following, explicit reference to the E dependence will sometimes be omit-
ted to simplify the notations. It is useful to convert the momentum summation
into an energy integration by introducing the broadening function of the left lead
ΓLmn(E) = 2π
∑
k,α∈L
δ(E − εkα)Vkα,nV ∗kα,m. (C.25)
There are two terms in the current expression (C.24). Consider, for example, the
piece involving Grnm, which we evaluate as
2e
~
∫
dE
2π
∫
dεkΓ
L(εk)Re[G
r(E)iδ(E − εk)fL(E)]
=
2e
~
∫
dE
2π
fL(E)Γ
L(E)Re[iGr(E)]
= −2e
~
∫
dE
2π
fL(E)Γ
L(E)Im[Gr(E)]
= i
2e
~
∫
dE
2π
fL(E)Γ
L(E)[Gr(E)−Ga(E)]. (C.26)
Similar manipulations can be applied to the other term, and the current from left
(right) contact to central region becomes
IL/R(t) =
ie
~
∫
dE
2π
Tr
[
ΓL/R
{
G<(E) + fL/R (G
r(E)−Ga(E))}] . (C.27)
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In steady state, the current will be uniform, so that the general expression for the
current through a two-terminal electrode-molecule-electrode device is
I =
IL − IR
2
=
ie
2~
∫
dE
2π
Tr
[(
ΓL − ΓR)G< + (fLΓL − fRΓR) (Gr −Ga)] .
(C.28)
Clearly, the current is determined by three factors: (1) the coupling between
the central region and the leads, accounted for by the broadening functions ΓL
and ΓR; (2) the occupation of the energy levels, given by the Fermi functions fL
and fR for the leads and by iG< for the central region; (3) the energy levels in the
central region, given by i(Gr−Ga). This current formula is a very powerful result,
which is valid for two-terminal devices with any arbitrary structure. The practical
problem of its application is how to calculate these Green’s functions, which is not
an easy task. Both the lesser Green’s function and the retarded Green’s function
of the central region must be calculated in the presence of tunneling, which can
be realized by simultaneously solving the Keldysh equation for G< and the non-
equilibrium Dyson equation for Gr,a:
G< = Gr[Σ<L + Σ
<
R + Σ
<
int]G
a, (C.29)
Gr,a = gr,a + gr,a[Σr,aL + Σ
r,a
R + Σ
r,a
int]G
a. (C.30)
Here, gr,a are the reference non-interacting retarded and advanced Green’s func-
tion for the central region. The lesser, retarded and advanced self-energies Σ<,r,aR
for the central region include two parts, one is due to the coupling to the left
and right leads, the other is due to the interactions limited in the central region
that should be determined by suitable approximations. It should be noted that
the exact many-body self-energy operators are usually non-hermitian and energy-
dependent. For the single particle case, that is, when the interaction in the central
region is also treated with a mean-field approximation like the Hartree-Fock (HF)
approximation or the Kohn-Sham DFT, the Hamiltonian of the central region can
be written as HC =
∑
n εnd
†
ndn and the current formula can be further simplified.
In this case, one part of the retarded and advanced self-energies that originates
from the electron-electron interaction in the central region is approximated by
some suitable potentials which can be adsorbed in the Hamiltonian for the central
region. Thus, the retarded and advanced self-energies only include the part due to
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the coupling to the left and right leads, which take the following form:
Σr,anm =
Vkα,nV
∗
kα,m
E − εkα ± iη . (C.31)
Comparing with the definition of the broadening function, it can be seen that
the broadening function is equal to twice the imaginary part of the retarded self-
energy, i.e.,
ΓL/R = i(ΣrL/R − ΣaL/R). (C.32)
Similarly, the lesser self-energy also includes only the part due to the coupling to
the leads:
Σ<nm = i(fLΓ
L + fRΓ
R). (C.33)
Thus, the lesser Green’s function for the non-interacting central region is
G< = ifLG
rΓLGa + ifRG
rΓRGa. (C.34)
Putting Eq. (C.32) and Eq. (C.34) into Eq. (C.28) and using the relation Gr−Ga =
−iGr(ΓL + ΓR)Ga, we get the current formula for the non-interacting case:
I =
e
h
∫
dE(fL − fR)T (E), (C.35)
where T (E) = Tr[ΓLGrΓRGa] is the transmission function. If we assume that
the two spin contributions are degenerate, then the current formula becomes
I =
2e
h
∫
dE(fL − fR)T (E) (C.36)
This is the Landauer formula, which connects the current to the transmission
across a scattering region. It should be stressed that this formalism and its in-
terpretation break down in the presence of interactions in the central region.
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DENSITY OF STATES
In the numerical calculations we repeatedly calculate both total and projected den-
sities of states. The density of states for a system described by the Hamiltonian
matrix Hˆ is defined by [174]:
DOS(E) =
∑
i
〈ψi|δ(E − Hˆ)|ψi〉, (D.1)
where |ψi〉 is the eigenstates of the Hamiltonian Hˆ . One can rewrite Eq. (D.1) as
DOS(E) =
∑
i
〈ψi|ψi〉δ(E − εi), (D.2)
here εi are a discrete set of eigenenergies. So for a complete and orthonormal
basis set, the density of states is a set of delta peaks. Eq. (D.2) can be written as
follows:
DOS(E) =
∑
i
PDOSi(E) (D.3)
where the PDOS is the projected density of states
PDOSi(E) =
∑
j
〈ψj|i〉〈i|ψj〉δ(E − εj). (D.4)
Here the quantity PDOSi(E) expresses the density of states projected onto |i〉.
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