The computerized techniques currently employed at the Wyoming Infrared Observatory to obtain infrared photometric and imaging data are described. The techniques used for bolometers are described in detail. Methods used for other detector systems are sketched. The first-order reduction processes; removing background gradients, aligning and coadding images, and photometric calibration, are described in detail. Some of the more sophisticated means of processing images are outlined.
I. Introduction
Because radiation at 5, 10, and 20 microns often comes from dust particles heated to temperatures between 150 K and 500 K, this wavelength region is especially promising for the study of extended objects. When dust grains are heated directly by luminous stars, regardless of surface temperature, or by diffuse radiation in an ionized region, the dust-emission region can often be resolved by ground-based infrared (IR) telescopes. These conditions are met by circumstellar dust shells, galactic H ii regions, planetary nebulae, and the nuclei of some galaxies. The development of techniques to examine as carefully as possible the spatial distribution of IR radiation is of continuing interest to IR astronomers.
Observing techniques for the thermal infrared are complicated by large background levels which originate principally in the telescope and atmosphere. The ideal method of IR observing would be to rapidly switch the telescope from the object of interest to a nearby sky position. Speed is essential in any switching technique because small drifts in the temperature of the telescope or sky will produce changes in the background much larger than the astronomical signals. Large telescopes cannot be driven even small distances rapidly enough to accomplish adequate cancellation. The standard solution to this problem has been to use an articulating secondary mirror to switch the image on the detector from the object to a nearby sky position (Low and Rieke 1974) .This has led to the development of secondary mirrors that can be precisely digitally controlled.
The standard IR telescope has an articulating secondary which can be "chopped" over several arc minutes at frequencies from dc to tens of Hz. The chopping secondary removes the first-order effects of the background due to the telescope or sky. Even with secondary mirror chopping, there is a small residual signal due to the slightly different view of the telescope seen by the detector at the two positions: object and sky. This signal will slowly drift because of changes in the telescope emission (due to flexures or thermal gradients) or sky emission. The standard technique to remove these effects is to move the telescope in the direction of the secondary chop so that the star occupies the former sky position. The difference between the two responses is twice the signal to be attributed to the star. By repeating this operation frequently the residual signal from the telescope or sky and its first derivative with respect to time can be removed. Typical time scales for this beamswitching operation are tens of seconds (Gillett, Low, and Stein 1968) .
Several techniques to map extended objects have been developed based on standard photometric techniques. The simplest mode of operation is to obtain photometric data at selected points within the object to be mapped. These photometric observations are transferred to a twodimensional drawing, and a contour map is drawn. A more elaborate technique is to scan the object slowly, and record the signal on a chart recorder. The set of observed profiles through the object is used to construct a contour map. This technique is only good for bright sources since it is sensitive to fluctuations in the telescope and sky difference signal. Both of these methods are slow, require much operator interaction, and are subject to large systematic errors due to positioning errors and changes in sky transparency during the observation period.
At the Wyoming Infrared Observatory we have developed high-speed techniques that take advantage of the fine positional control available for our secondary mirror position and new digital sampling technology to construct high quality images in the thermal IR. These techniques have been extended to the near infrared and the optical. Several papers have reported results using these techniques; Gehrz et al. (1982) , Hackwell, Grasdalen, and Gehrz (1982) , Bentley (1982) , and Bentley et al. (1984) .
Here, we describe in detail a previously unpublished technique used to demodulate chopped data from bolometer detectors; and we show how to extend the meth-od to a photomultiplier photometer, and an integrating InSb photometer. The InSb photometer will be described in detail in a forthcoming paper. We discuss both the use of our image-processing computer system for the data analysis and our unique calibration techniques.
II. Treatment of Bolometer Signals
Our goal was to obtain data at a fast rate so that an entire image could be recorded very quickly. This reduces the risks involved in taking individual photometric points. The speed requirement means that the traditional lock-in amplifier technique is not applicable. These devices typically have time constants of one second in the mode generally used for infrared astronomy and are not readily bent to our application. We wanted to be able to generate a 64 X 64 pixel map in less than ten minutes, meaning that every single chop of the secondary mirror must result in an accurate measurement of the signal present at the spatial position represented by each chop. We use a high-speed analog-to-digital converter to sample the signal while the object is on the detector and then subtract the signal when the sky position is on the detector. The signal is passed through a low-pass filter and digitally sampled above the Nyquist frequency to integrate the noise correctly. The detector of choice for the thermal infrared under high background conditions is a bolometer. Bolometers measure the changes in detector temperature produced by the bulk absorption of the incident IR radiation and thus their response lags the incident signal. The signals are not square waves but have the characteristic rise and fall of the bolometer's thermal time constant. The electronic low-pass filters also have time delays associated with them.
In practice, the signals are passed through a low-pass and high-pass filter pair. The frequency limits of these two filters are typically set under computer control to transmit between 2 Hz and 30 Hz. The highest frequency of the low-pass filter is set to ensure that the five millisecond samples that we usually use are adequate to sample the signal. Figure 1 shows typical signals recorded from a bright star.
We have developed a technique to demodulate the bolometer signal that uses the observation of a bright star to determine the expected shape of the waveform. This waveform is then used to produce a best estimate for the signal strength of the unknown program object. A sequence of sample signals during the positive ('star' portion) of the chop is recorded. During the negative ('sky' portion) of the chop, the sequence of signals is sequentially subtracted from the positive beam results to form a time, i, sequence of differences, 8(i). Each chop cycle produces a sequence of differences. Since the signal from the detector has been smoothed and delayed, the precise form of this difference sequence will depend on the details of the observing setup, e.g., the time constant of the (1)
The question, then, is how to estimate the strength of the signal, S, in the presence of noise, a(i), which in turn depends on how the noise, o(i), is distributed over the time sequence. In the bolometer case the noise arises in the large background and the expected value of a is not a function of the signal strength or time. Thus the noise can be added as a constant to the S(i)'s. The best estimate of the signal strength, S, for each time can be written as
which gives an estimate of the signal and its uncertainty for each time. The noise in each such estimate is inversely proportional to the value of W(i). The appropriate weighting is to multiply each estimate by the inverse square of the error, [W(i)/o] 2 . The final estimate of the signal strength, S, can be taken as the sum of all the correctly weighted estimates. Since the same series is evaluated for each chop we do not need to normalize the result by the sum of the weights. Our final estimate for the parameter, U, linearly proportional to the signal strength, S, is
The prescription is simple: form the differences, multiply each by the appropriate waveform parameter, and form the sum. The waveform parameters are determined by observing a bright star for an extended period of time and accumulating the differences. After normalization these differences form the set of waveform parameters. We have found it adequate to normalize the waveform parameters to a maximum absolute value of 16 and retain them as integers. The waveform is generated by 20 seconds of integration on a bright star. Previously the Wyoming group has developed several instruments that have multiple detectors in them (Gehrz, Hackwell, and Smith 1976) . To handle these systems we keep a separate waveform for each detector.
Since the waveform does not depend on time, in the photometric mode the difference sequences are allowed to accumulate for the full integration time, typically ten seconds, before they are analyzed.
III. Forming Images
This treatment of the bolometer signals enables us to form a datum from a single chop that is individually significant. To form images we drive the secondary so that successive chops refer to sequential portions of the sky. The procedure is to drive the secondary along the direction of chopping taking a single chop at each spatial point. Since most of our background radiation is from the telescope we keep the 'sky' beam the same angular distance from the 'star' position for each spatial point. Any component of the telescope background which varies linearly with position will be removed. Since the secondary can be driven at tens of Hz, it can easily be driven precisely at rates of tens of arc seconds per second, which is far faster than the telescope can be driven precisely. At the end of a single scan the secondary is returned to its starting position and the telescope is moved one pixel width in the direction perpendicular to the chop. The procedure begins on the image center and the telescope and secondary mirror are offset before the actual data-taking begins. As each scan line is completed the data are plotted on a Tektronix 4010 graphics terminal. The operator uses this plot to monitor the progress of the data taking and the noise level.
Mapping with the photomultiplier (PMT) and InSb systems follows nearly the same procedure. The PMT counts are integrated over the time that the secondary is on the object position. In the PMT case there is no reference position for the secondary. The sky level is obtained by observing a predetermined sky position for a time determined by the area over which the final image will be integrated. The flexibility in time spent measuring the sky level means that up to a factor of ^/2 improvement in signal-to-noise ratio over "chopped" data can be achieved for the same observing time. If the entire image is to be integrated, an equal amount of time must be spent on the sky integration so that the factor of ■ \J2 improvement is not achieved. Data from the PMT photometer have been reported by DeGioia-Eastwood et al. (1984) , DeGioia-Eastwood (1984) , and Price and .
The InSb detector uses a direct-current technique similar to the PMT system. The current produced by the detector is integrated by the preamplifier on a capacitor and the voltage on the capacitor is sampled every millisecond. For each charging cycle the software computes the least-squares slope which represents the charging current on the capacitor. Initially this system was developed to use the standard IR chopping techniques and our early experiments recorded both the object and reference beam signals. Examination of these data revealed that, for most applications, the sky and telescope background shortward of three microns is sufficiently stable that the techniques used in the optical can be applied to the near infrared data. Thus the object and reference beam images can be used independently, and an improvement of \/2 in the signal-to-noise ratio can be achieved in this case as well.
IV. Data Analysis
The image data are recorded on floppy disks which are later analyzed on an image-processing system in the Physics and Astronomy Department on campus. The software for this system was provided as part of the purchase of the image-processing computer from Forth, Inc.
The first step in image analysis of thermal IR data is to deal with the background signal, which usually has a complex shape because the telescope aspect varies over the secondary sweep. We have developed two techniques to remove this background variation. The first is a beam-switching technique. Because these background variations arise in the telescope, they can be removed by observing a blank field. However, this technique seriously degrades the signal-to-noise ratio in the image. It is usually practical to observe the same source but with the source in the reference position, a technique analogous to the standard beam-switching mode commonly used for thermal IR photometry. In this case the telescope background remains the same but the signal from the source is negative. By subtracting this image from the original image, the telescope background variations will be removed and the source signal doubled. Subtraction increases the noise by a factor of \/2, so that the final signal-to-noise ratio is increased by a factor of \/2. This technique is a particularly useful tool for sources which are faint and extended, but does demand that the positioning of the telescope be very precise. If the source has not been placed exactly in the reference beam the process will not work:' shifting the reference beam map will destroy the cancellation of the telescope background signal, but if the map is not shifted the source signals will not be properly added. A major advantage of the beam-switching technique is that it does allow direct examination of the two off-source beam positions. If, instead of subtracting the two images, they are added, the result will be an image of the telescope background signal minus the reference image for the 'star' position plus the reference image for the 'sky' position. An example of this process is given in Figure 2 .
The second method is to fit a model to the background variations. Several scan lines that are assumed to be free of source signal are coadded. Typical choices are the five lines on the east and west edges of the image. The resulting sum is subtracted directly. Usually this is not satisfactory. In a 64-element sky buffer one expects several points to be more than one standard deviation from the mean. If only ten lines are added together, the improvement in noise is only a factor of three. Thus the c d sky buffer will contain noise which, when subtracted from the image, will result in noticeable errors which appear as east-west bands in the image. This process is illustrated in Figure 3 . The excess noise can be avoided by forming an analytic fit to the sky buffer, we use a leastsquares Chebyshev polynomial routine. This process takes into account the correlations between adjacent pixels in the image. By using third-order terms we can usually successfully remove the telescope background. The results of this process are also shown in Figure 3 . Only in extreme cases is a fourth-order term necessary. This technique is based on the assumption that at least some of the original image does not contain diffuse emission. For pictures of planets, compact objects, or calibration stars this technique is preferred because it involves the least manipulation of the telescope. Calibration of the images is carried out in a straightforward manner using images of standard stars. The flux density of the standard star has been spread out by the instrument beam and seeing over an effective pointspread function
where O is the observed image, R is the response of the system, PSF is the point spread function, and F is the flux density of the standard star. We denote convolution with the * symbol. Since the point-spread function does not change the total flux density of the source
where the integral is taken over solid angle, £2. The response of the system is thus given by
The units of R are counts steradian/unit flux density. Dividing an image by R will convert the observed counts into surface brightness (flux density/steradian). This procedure is particularly attractive because it does not require any assumptions about the detailed shape of the point-spread function. Details of the beam do enter in deriving the limiting flux density for point sources and evaluating the spatial frequency content of the resulting map. Given the noise at each point in a surface brightness map, the peak value of the point-spread function is required to derive the limiting flux density for point sources. This is given by FSF(peak) = O(peak)/ f OdQ .
The reciprocal of PSF(peak) is a measure of the beam area and is equivalent to the area of a beam of uniform response. The limiting flux density can be found by multiplying the limiting surface brightness by this effective beam area.
In assessing a map for structural details it is critical to Fig. 3 -This figure illustrates sky subtraction using a sky buffer. The first panel is a raw 10-¡im image of W3. Again the image is 64 x 64 pixels with 1" pixel spacing. In this case the beam had an effective area of 27 square arc seconds and a FWHM of 574. North is at the top and east is to the left. Frame (b) is the result of subtracting the mean of the first and last five columns. The effects of random noise in this mean are apparent. In frame (c) skv subtraction was accomplished using an analytic fit to the skv buffer. In this case an analytic third-order polynomial fit was made to the mean of the first and last five columns. Comparison with frame (b) illustrates the superiority of this technique.
know the actual size of the beam, particularly its halfpower points. This can be deduced directly from the calibration image. A simple procedure is to evaluate the area enclosed by the points which have intensities greater than the half-peak response value. All of the operations described above can be carried out easily using the software provided by Forth, Inc. A square region of interest (ROI) mask is driven over the image, the position and size of the ROI being controlled by the cursor keys on the computer terminal. We have found this method of driving the ROI far superior to the more traditional joy stick since it provides improved feedback to the operator. In particular, fine motions are easily accomplished; the position of the ROI is obviously digitized so that equating one stroke of the cursor keys to one pixel motion gives complete control over the positioning of the ROI. When the ROI is positioned, several commands are available to modify or examine its properties. The shape can be altered, circular or elliptical shapes can be inscribed within the square, or arbitrary points can be added or removed from the ROI using a cursor and specific terminal keys. Also points that are above or below a specified intensity can be removed from the ROI. The standard statistics package reports the area, volume, mean intensity, standard deviation of the mean, and first moments of the intensity distribution within the ROI. These are all in meaningful units: square arc seconds and surface brightness.
In dealing with images we have found it useful to have data that substantially oversample the point-response function. There are often transient effects that can be eliminated from the data if it is oversampled. These effects might be due to spurious thermal infrared signals from blowing snow, birds, clouds, moths, etc., spikes from electrical interference, electromagnetic interference from dome or other motors within the observatory, or even cosmic-ray spikes in the case of the PMT. These defects are readily identified and are removed by averaging points from adjacent rows in the image.
Another feature of the software package is that it aligns the images so that they can be coadded properly. If the telescope is managed carefully these alignment procedures are not necessary. However if the telescope has not been brought back to a reference position sufficiently frequently the object may drift by several arc seconds during a one-hour observing session. This is typically the case for the observations of planets where the pointing is not done with respect to a nearby reference star. Two alignment techniques are available. One is to rapidly blink two images by changing the addressing in the lookup table in the video display unit. During the blink process one image can be moved by using the cursor keys. This mode has not been particularly useful. We prefer to display the images to be aligned in two colors, red and green. Then the green image is moved to bring it into coincidence with the red image. This provides greater sensitivity to misadjustments and does not seem to require the development of any personal technique to deal with the blinking images.
To take full advantage of the oversampling of our images, they are smoothed or filtered. This is usually done with a Gaussian smoothing function, implemented by Forth, Inc., on our system using a Fourier transform technique. The Fourier transform of the smoothing function is retained as a complex image. The image to be smoothed is transformed, multiplied by the transform of the smoothing function, and the inverse transform applied. The effect of such smoothing is to increase the half-width of the beam. Because the widths add quadratically this effect does not seriously compromise the original beam width. This process is illustrated in Figure  4 .
The final step in the analysis of our raw data is the generation of contour maps. This is done by finding the contours within an enlargement of the original data, typically 3X. These contours are superposed on the displayed image data and can be plotted on an x-y plotter. It is particularly important that the contours are generated without human intervention. The only operator intervention is to specify the numerical values of the desired contours. Examples of these two contouring modes are shown in Figure 4 .
The techniques described above represent the first steps in analyzing data; further analysis is frequently performed. These modes of analysis are usually specific to the project and are discussed in the presentation of the individual data. Here we merely point out some of the specific cases that we have currently developed.
Often the resolution of the image can be enhanced. We have developed a package to apply the Maximum Entropy Statistical Method to IR images . This is one case that appears to be of general use so that a more-detailed description is in preparation.
The individual images can be manipulated in many ways: they can be compared to theoretical models (an especially valuable technique for galaxies), subjected to unsharp masking (Price and Grasdalen 1983), converted to a magnitude scale, or a brightness temperature scale.
Most of our other scientific applications have centered on multiple images of the same object. Given several images at different wavelengths, a general problem is how to display the information in a compact way that emphasizes the color variations over the image yet retains the photometric precision of the original data. We have found that composite images using the three colors of the television display are readily calibrated if the data are in logarithmic form. In that case a color-color plot can be generated that codes the colors in the composite image to specific points in the color-color plane (Grasdalen et al. 1985) .
Sometimes it is possible to apply analytic models to the multiple image data. This is the case for the data taken with the array spectrometer system (Gehrz et al. 1976) . With six wavelength points over the ten-micron window it is possible to fit the data to the effects of the silicate dust feature at 9.7 pm. This has been done for data obtained on r¡ Carinae .
Another multiple-image application that requires model fitting is the measurement of polarization. The multiple images correspond to various position angles of the polarization analyzer. An application of this technique has been reported by Castelaz et al. 1983 .
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