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An effective proof of Shidlovski’s Theorem is presented. The proof utilizes partial 
differential operators. A number of generalizations of Shidlovski’s Theorem are 
proven, including results about approximation at more than one point. Additionally, 
partial differential equations are considered. The new methods give a particularly 
direct proof of Shidlovski’s Theorem. 
INTRODUCTION 
Let K be a field of characteristic zero. Let z be transcendental over K and 
let M be a positive integer. Consider a first order system of linear 
homogeneous ordinary differential equations 
e:f w,t = 2 q,&) w,c Cl< h < m), 
k=l 
where the qh.k are rational function in z which are analytic at z = 0. (Such a 
point is called a regular point of Q.) 
Suppose that w  = (w&, 1 < h < m, is a nonzero vector of Taylor series 
expansions about z = 0 with coefftcients in K such that the wO,*, 1 < h < m, 
are a solution of Q and are linearly independent over K(z). 
Shidlovski’s Theorem 12, Theorem 61 says that there exists a constant 
(x > 0, depending only on the w@,~ such that: If H= ztC1 A, w@,~ # 0 is a 
linear form in the w~,~ with coefficients A, in K[z] which vanishes at z = 0 
to an order larger than (m - l)(max,{deg,A,}) + a, then H, 
(d/dz) H,..., (d/dry+’ H, are linearly independent over K(z). [Here 
equations Q are used to write each (d/dzy’ZY, 1 <j < co, as a linear form in 
the W0.h over K(z), for h = 1, 2 ,..., m.] All that is known about a is that it 
exists. 
Shidlovski’s Theorem has important applications in the theory of transcen- 
dental numbers. (See [2].) This theorem allowed Shidlovski to complete 
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work proving the transcendence of values of E functions begun years before 
by C. L. Siegel. Our principal interest here is in obtaining effectively 
computable bounds on the approximation and interpolation of functions 
which satisfy certain linear differential equations. These results include and 
generalize Shidlovski’s Theorem. Because of its importance, a direct proof of 
Shidlovski’s Theorem is given. [Our proof of Shidlovski’s Theorem 
comprises Section III of the present paper.] I believe that this is as simple a 
proof of Shidlovski’s Theorem as has yet been published. 
Recently Nesterenko in [ 1 ] obtained effective but less explicit bounds. 
Also, Brownawell and Masser obtained related results which will appear 
soon. Nesterenko’s methods appear not to be effective at singular points. 
Originally in this paper the behavior at singular points was not treated. The 
importance of the behavior at singular points was pointed out to me by Dale 
Brownawell and others. I have, therefore, added an Appendix which proves 
an effective bound at a singular point if K is a computable field having a 
splitting algorithm. 
An easy consequence of Shidlovski’s Theorem is that Et=1 A,w,,, cannot 
vanish at z = 0 to an order greater than 
where a, > 0 is independent of the A,. Since a, depends on a, it is merely 
known to exist. 
One might ask the following questions concerning Shidlovski’s Theorem: 
Can a and aI be effectively computed? Can one replace the bound 
m(max,{deg, Ah}) + a,, by Cr=i deg, A,, + aI, setting deg, 0 = O? Can one 
obtain upper bounds when the multiple zeros are not a!1 concentrated at one 
point (e.g., z = 0, above)? Can one find bounds when the w~,~ are linearly 
dependent? Can Shidlovski’s Theorem be generalized to systems of partial 
differential equations? Can we treat more general coefficients A,, than 
polynomials? Except for the second question, we shall give an affirmative 
answer to each of the above questions. Also, we produce a number of special 
cases in which the answers to the second question is affirmative. Entire 
function theorists may be especially interested in Theorems VI and XII. 
Any set of functions wO,* --. w~,~ which along with w~,~ = 1 have the 
property that no Cr=i A, w~,~ can vanish at z = 0 to an order greater than 
Cr= i deg, A,, + ai is called a nearly perfect system by Mahler (see [3]). 
Additionally if a, = m - 1, the W~,~ form what Mahler calls a perfect 
system (since such a bound can not be improved). Thus the special cases in 
which we can given an affirmative answer to the second question above give 
examples of nearly perfect systems. 
The terms nearly perfect, or perfect, at z = t will be used later; they have 
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the obvious meanings. The reader can easily show that if K and K, are each 
fields containing the coefficients of the power series expansions of the wO,, at 
z = t, being perfect or nearly perfect with respect to either field implies the 
same statement with respect to the other field. We shall usually not mention 
any specific field in regard to being perfect or nearly perfect, 
As I have indicated, my new proof of Shidlovski’s Theorem leads in a 
natural way to the proofs of other statements which can now be seen to be 
closely related. As a consequence, there are 12 theorems stated and proven 
in the body of the paper and one more in the Appendix. In a sense it is more 
complicated to state some of the theorems than to prove them, since a 
common idea runs through the proofs of the first 12 theorems. A first-time 
reader would be well advised to read hurriedly to the statement of Theorem 
V (a generalization of Shidlovski’s Theorem) below and then jump to Section 
III, where the proofs begin with a direct proof of Shidlonski’s Theorem. The 
new feature of my proof is the use of partial differential operators. Dummy 
variables (Y[,~) are introduced so that an extremely useful partial differential 
operator (Or) can be defined. 
I. THEOREMS INVOLVING ONE VARIABLE 
Let Q and ti be as in the Introduction except that we do not assume that 
the WO,h are linearly independent over K(z). Suppose that the qh,k, 1 < h, 
k < m, have been written over their least common denominator; let d equal 
the degree of the least common denominator plus the largest of the degrees of 
the numerators. 
By a subsystem of Q we shall mean (for some s satisfying 1 < s < m) any 
collection of s equations from Q in which exactly s of the wi appear along 
with their derivatives. One can divide Q into Q,,..., Q,, where each wh 
appears in some Qj, 1 <j < r, and no wh appears in more than one Qj. 
Suppose that each Qj has mj different wh which appear in it. If wI occurs in 
Qj we write W, E Q,. 
In this paper we shall always take the degree of the zero polynomial to be 
zero. 
THEOREM I. For all vectors (B,), 1 < l< m, with components in K[z 1, if 
CElB I W0.I # 0, 
< i mj(ma{dfgB,Iw, E Qj}> + (m - 1) + (m - 1)" d. (1) 
j=l 
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EXAMPLE. From Theorem I with w  0,1 = 1, r = m, and each mj = 1 it will 
follow that: if the w~,~, 2 < h < m, and 1 are linearly independent power 
series [over K[z]] at z = 0 and each (d/dz)(iog w~,~) E K(z), then the w~,~ 
form a nearly perfect system. 
Let Q and Qj, and the w,,~ be as above. Let the Y/,~, 1 < l< m, 1 < h < m, 
be constants. If w, and wh are not both in the same Qj, let Y,,~ = 0. Let the . . 
remammg yl,h be algebraically independent over K(z). Set Y,,, = 
chm,, Y/,hWO,h? I </<me 
THEOREM II. (i) The Yo,/, 1 < I< m, tf they are linearly independent 
over K(z, y, ,, ,..., y,,,), form a nearly perfect system of functions. For all m- 
vectors (C,) having components in K(y,,, ,..., y,,,)[z], tf C;“= 1 C, Y,,, # 0, 
(ii) Let IT, ,..., lT,, for a positive integer n, denote n polynomials in 
Y 0 , ,*.., 
Then 
Yo+, (over K) which are linearly independent over K(y,,, ,..., y,,,,,, z). 
ord f C,h’, < 2 degCj+(n- I)+(n- 1)‘d, 
c-1 1 z=o .- j=l 
for all nonzero (Cj) with each Cj in K(y,,, ,..., Ym,,J[z], for j = 1, 2 ,..., n. 
EXAMPLE. Suppose P( y, z) = cJYo aj(z) #, where m > 1 and aj(z) is in 
K[z]. Suppose that P( y, z) is irreducible over K(z) and that w, is a power 
series about z = 0, having coefficients in the algebraic closure of K, 
satisfying P(w,, z) = 0. Suppose, finally, that the resultant of P( y, z) and 
P,,(y, z) does not vanish at z = 0. Then, as will be shown later, the functions 
w,h-‘, 1 < h < m, satisfy a system of equations of type Q, where each qh,k is 
analytic at z = 0, and an upper bound for d can be effectively computed. 
Let w. be as above. Let 6, ,..., 6,, be algebraically independent over K(z) 
with each ad,/az = 0 for j = 1,2 ,..., m. Set W = 6, + 6, w. + .a. + a,,-, wf- ‘. 
COROLLARY (OF THEOREM 11). (i) The functions W,..., W”-’ form a 
nearly perfect system. 
(ii) The canonical continued fraction expansion of W(z-‘) [and of 
each irrational Yo(z-‘), 1 < I< m, in Theorem II] has partial quotients 
which are polynomials of bounded degree in z. (See [4] for a discussion of 
this type of expansion.) 
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Suppose that t E K is not a pole of any qh,k for 1 < h < m and 1 < k < m. 
Let K, z, and Q as above. Let Q = (qr,J. Suppose that 6 = (~i,j) is an m by 
m nonsingular matrix having entries which are power series about z = t with 
coefficients in a field F 2 K of constants (i.e., z is transcendental over F). 
Suppose that (d/dz) 6 = 05. Let r = r(z) denote the trace of 6. 
THEOREM III. (i) If there exists s E F such that the s~Pi,j(t), 1 ,< i < m, 
1 <j < m, are algebraically independent over K, then any nonempty finite 
subset of {t, ?,..., } w h ose elements along with 1 are linearly independent over 
F(z) is a nearly perfect system. 
(ii) If the n(j), 1 <j < m, are distinct nonnegative integers, then for 
all m-vectors (Cj) with each Cj in F[z] and Cy=, Cj@ # 0, 
dTgCj+(m- l)+(m- l)*d. (4) 
EXAMPLE. Suppose F is the complex field. In principle, Theorem III 
could be used to prove the algebraic dependence of certain functional values 
over a subfield K of the complex field. If one had enough information about 
6 to show that (4) is false for some t, it would follow that the s(i,j(t) are 
algebraically dependent over K for each complex s. 
Let T denote the set of points t in K at which the qh,k do not have poles 
(therefore, at each point t E T there exist solutions to Q which consist of 
power series about z = t having coefficients in K). For each t E T let the 
w[,~, 1 < h < m, denote a solution of Q which consists of a collection of 
power series expansions about z = t. Obviously, there are many choices of 
the w  t,h possible, and our next result is independent of the choice. Set Y,,, = 
Chm,l Yl,hwr.h* For each m-vector C?= (C,), 1 < I< m, having components in 
K(Y r,r,..., y,,,)[z] let T(C( denote a (possibly empty) subset of T such that 
for all t E T, C;“= 1 C, Y,,, # 0. (Obviously, T(c) is limited in size by both c 
and the choice of the Y(,*.) In analogy with the definition of the Y,,, define 
new dependent variables Y,, 1 < I< m, by 
Y,’ 2 Y/,hW/l. 
h=l 
Recall that, by hypothesis, Q has r > 1 subsystems Q, ,..., Q,. 
THEOREM IV. (i) For each c as above and any choice of the w~,~ 
(m - l), 0 
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00 IfELl C,Yl=,ELIB ,wi, for a set of B, in K[z] then, setting 
T(C) = T(B), we have 
< C mj(max{deg B,] WiQj} + (m - 1)‘d. (5’) 
j=l L 
At each t E T(B) we can choose the wl,, such that Cj’!! i B, w,,t vanishes to 
at least the order m - 1 at z = t. In a sense the right side of (5)’ is a “global 
measure” of the “excess zeros” of the Cy! i B,],.,. 
COROLLARY (OF THEOREM IV). Let w,, be as in the Example after 
Theorem II. Let f be a power series in z which is a solution of a linear 
homogeneous dtrerential equation CJ= 0 pj(z) D’y = 0, where each 
pj(z) E K[z] and n > 1. If z = 0 is not a singular point of C;=op,i(z)Djy 
[i.e., a zero of p,,(z)] then there exists c > 0, effectively computable in terms 
of m, d, n, and max(deg,pj(z)}, such that ord,,,(f - Cy=, Biwh-‘) < 
(C;“=, deg, B,) + c, for all B, in K[z] for which f - CjTl B/w’,-’ # 0. 
Consider d(B) = C>=i mi(max{degz B,] w[ E Q,}). Regarding the sum 
which gives the number d(B) as, instead, a sum of Es=, mj = m terms, let 
d,(B) (1 Q k < m - 1) denote the value of the largest subsum containing 
exactly k terms. (For example, d,-,(B) = d(B) - min,{deg, B,} and d,(g) = 
max,{deg, B,}.) Let T(B) be as above. 
THEOREM V (A generalization of Shidlovski’s Theorem). If for some k, 
l<k<m-1, 
- (k - l), 0 > d,(g) + (k - l)* d, (6) 
then the forms (d/dz)j (C;“=, B, w,), j = 0, l,..., k are linearly independent 
over K[z]. 
Our next result, which is a corollary of Theorem V, is an effective version 
of Shidlovski’s Theorem. [Because of its importance, Section III consists of a 
direct proof of this result.] 
Suppose w,,, ,..., wo,m are TayIor series about z = 0, with coefficients in K, 
which form a solution to Q. Suppose that z = 0 is not a pole of any of the 
qlr,k. Suppose that the wo,[ are linearly independent over K[z]. 
COROLLARY (OF THEOREM V). If for some k, 1 < k <m - 1, and some 
nonzero (B,), 1 < 1s m, as above, 
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>k(mFx{dzgB,})+(k--l)+(k-l)*d, (7) 
then the forms 
j = 0, l,..., k, are linearly independent over K(z). 
As was stated in the Introduction, bounds on the orders of vanishing of 
linear forms in the w~,~ hold even when the B, (and, indeed, the qh,k) are not 
polynomials. Let t E K. Suppose that each qh,k, each w~,~, and each B,, as in 
Theorem V, is a power series about z = t having coefficients in K. Suppose 
that the forms D’(C;“=, B,w,), j= 0, I,..., m - 1, have dimension k,, for 
some k, satisfying 1 < k, < m, over a,, the quotient field of the ring of 
power series about z = t having coefficients in K. Let w  be a nonsingular 
k, x k, submatrix of the matrix of coefftcients of the forms D’L, 
j=O, 1 ,..., k, - 1. Let det w  denote the determinant of w. 
THEOREM VI. (i) Under the above conditions, if C;“= 1 B, w,,, f 0, 
(ii) Suppose that K is a subfield of the complex numbers and that the 
B, and the qh,k are each analytic on a bounded region D in the complex 
plane. Suppose that for all t in T c K n D, Cr!, B, wt,, # 0. Let N(T) denote 
the number of zeros of det w in T, including multiplicity. Then 
(8) 
Theorem I and the corollary to Theorem V (Shidlovski’s Theorem) are 
easy consequences of Theorem VI. 
II. THEOREMS INVOLVING MORE THAN ONE VARIABLE 
Suppose that K is a field of characteristic zero. Suppose that K contains a 
subfield K,, that xi,..., x, (for some nonnegative integer n) are algebraically 
independent over K,, and that K,(x, ,..., x,J c K. Suppose that 
a/ax ,,..., 8/8x,, can each be extended from K,(x, ,..., x,) to K, and that the 
extensions of these operators commute and satisfy the formula for the 
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derivative of a product. Let z be transcendental over K and define a/az in the 
obvious way on K(z). Then 
a2 aa --= 
az axi 
--7 
axi a~ 
i = 1, 2 ,..., n. 
Suppose D = 8/3z + Cy= i /@/ax,), where the 1;s are in K(z) and are 
defined at z = 0. Consider the system of equations Q: 
Dwh= 2 qh.kWh, 1<k<m, 
h=l 
where the qh,k E K(z) are each defined at z = 0. 
Suppose that the w,,~, 1 < h < m, are power series in z, with coefficients 
in K, which satisfy Q. (Notice that tf K is not much larger than the set of 
rational functions in x, ,..., x, this may place a heavy restriction on the 
functions w~,~.) Suppose that the qh,k and the lj have been written over their 
least common denominator. Let d, equal the degree of the common 
denominator plus the maximum of the degrees of the numerators of the lj and 
the qh,k. Let Qj, mj, and r be defined as before Theorem I (except with D 
replacing d/dz). 
THEOREM VII. For all vectors (Et), 1 < I< m, with components in K[z], 
isc;“=* B,w,,, # 0, 
(max{degB,l wl E Qj}) + (m - 1) + (m - l)%.(9) L 
Let the Y,,, and the Y,,l, 1 < 1 < m, 1 < h < m, be as before Theorem II. 
Let Q and the wO.h be as before Theorem VII. 
THEOREM VIII. (i) The Y,,t, 1 < 1 < m, if linearly independent, form a 
nearly perfect system of functions. In any event, for all m-vectors (C,) with 
components in K(Y,,,,..., Y,,,)[z], tfCEI CtY,,t + 0, 
(ii) Let II, ,..., II,,, for a positive integer n, denote n polynomials in 
yo,, ,.*a9 Yo,, having coeflcients in K,. Then flak=, CjDj # 0, 
ord 
2=0 
Q fJ deg Cj + (n - 1) + (n - 1)2 d,, 
j=l ’ 
(11) 
for all nonzero (C,), 1 <j < n, with components in K(y,,,,..., y,,,)[z]. 
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Suppose that w  is a power series in z such that y = w  is a solution of the 
algebraic equation Cy:: (A,(z) + r,)y = 0, where each A,(z) E K[z] and 
the rj, 1 <j < m - 1, are algebraically independent over K. Suppose that for 
some m,, 1 < m, < m - 1, the m1 functions 1, w  ,..., wml- ’ are linearly 
independent over K(y,, y, ,..., y,,,- 1, z). 
THEOREM IX. (i) The functions w ,..., w”‘-‘, form a nearly perfect 
system. 
(ii) The canonical continued fraction expansions of w(z-‘) [and of the 
irrational YO,t(z-‘), 1 < 1 Q m, in Theorem VII] have partial quotients which 
are polynomials in z of bounded degree. 
Let T denote the set of points t E K such that at each point t of T the qh,k 
are defined and there exist Taylor series about z = t, w~,~ (1 < h Q m), having 
coefficients in K which are a solution to the system of equations Q. (Note 
TE K, while the coeflcients of the w~,~ are in K,.) Let the Yf,, and Y, be 
defined in analogy with the definitions before Theorem IV. For each m- 
vector C= (c,), 1 < l< m, having components in K(y,,,,..., Y~,,,)[z], let 
T(C) denote a (possibly empty) subset of T for which C;“= 1 C, Y,,, # 0. 
THEOREM X. (i) For each c as above, 
< q degC,+(m- l)‘d,. 
,Y, z 
(12) 
(ii) If C’!!, C, Y, = C;“=, Btw,, where each B, E K[z], then, setting 
T(C) = T(B), we have 
C max ly!t (iJ,Brwt,l) -Cm- 00 j  
ET@) 
< i mj(max{dfg B,] wt E Q,}) + (m - 1)’ d,. 
j=l 
Let the d,(B) be as before Theorem V. 
THEOREM XI. If for some k, 1 < k < m - 1, 
>4(@+(k-l)2d,, (13) 
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are linearly independent over K(z). 
EXAMPLE. From Theorem XI, if the functions w,,&, 1 < h < m, are 
solutions of a system of linear equations of the form 
Dwh = qh,h wh (1 < h < ml, (14) 
where each qh,h is defined at z = 0, the w~,~ form a nearly perfect system, if 
they and 1 are also linearly independent over K(z). 
Consider the functions exp(x,(e’ - l)),..., exp(mx,(e’ - l)), where K, is 
the rational field, K = K,,(x~), n = 1, and D = c?/~z -xr(13/8x,). Setting 
W ,,h = exp(hx,(e’ - l)), 1 < h Q m, we see that Dw,,, =x, hw,,, 
(O<h<m- 1). 
For each fixed complex xi, the wg,h and 1 are linearly independent over 
K,(z) by growth considerations. Thus the wO+h are a nearly perfect system. 
Since log 2 is transcendental over K,, the 2-h + 2he’, h = l,..., m form a 
nearly perfect system. Thus 2”, 2’@,..., 2mez form a nearly perfect system for 
m = 1,2,.... 
Suppose that each ii, each qh,k, each w~,~, and each B, as in Theorem X is 
a power series about z = t having coeffkients in K. Suppose that the forms 
Dj(Cr! I B, w,), j = 0, l,..., m - 1, have dimension k, (for some k, satisfying 
1 < k, < m) over R,, the quotient field of the ring of power series about z = t 
having coefficients in K. Let w  be a nonsingular k, x k, submatrix of coef- 
ficients of the forms DA, j = 0, l,..., k, - 1. 
THEOREM XII. (i) Under the above conditions, if C;“=, B, w,,, # 0, 
(ii) Suppose that K is a subfield of the complex numbers and the lj 
and the B, are each analytic on a bounded region D in the complex plane. 
Suppose that for each t E T c K r? D, x7=, B, wt., # 0. Let R(T) denote the 
number of zeros of det v/ in T, including multiplicity. Then 
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III. PROOF OF SHIDLOVSKI'S THEOREM 
Let the Y,,, be as before Theorem II, i.e., Y,,, = l-I:= i Y,,~ w,,~, 1 < I< m. 
Let the qh,l be as in Q. From the definition of yl,*, if yl,h = 0 then qh,! = 
ql,h = yh,, = 0. Suppose yl,h = 0 but for some integer k, 1 < k < m, 
Y,,kqk,h # 0. We would have that wk and w, belong to a common subsystem 
Qj, and, also, wk and w,, belong to a common subsystem Qj,. Thus wI and wh 
would belong to a common subsystem, whence yl,h # 0. This contradiction 
shows that if Y,,~ = 0 then each y,,kqk,h = 0, 1 < k < m. Set 
where if Y,,~ = 0 the term involving a/By,,, does not appear, by the last 
remark. For 1= 1, 2 ,..., m, 
D,(yo,,) = h : 7l.h WO,h 
h=l 
= f Yj,h ($ WO.h) - ;, ( f, yLk4k.h) WO,h’ (16) 
Interchanging the dummy variables of summation in the double sum, we 
obtain 
Y1,hqh.k WO,k 
2 qh,k wO.k] = ‘3 
k=l 
using Q. 
Set K, = K(y,,, ,..., 
C=(C,), 1 <l<m, 
y,,,) and Y, = Cr=i yh,,wh, for 1= 1, 2 ,..., m. Set 
where the C, each belong to K[z]. Notice 
D((C;“=l C, Y,) = C;“=l (#Cl) Y,, j = 0, l,.... For k = 1, 2 ,..., m - 1, let 
dk(C) denote max{deg, C,, + deg, C,, + -*a + deg, C,,}, where 1 < 1, < 
1, < **. < lk<m. 
We assume, for now, that the w~,~ are linearly independent over K(z), 
hence, also, over K,(z). It follows that the Y,,, are linearly independent over 
K, (~1. 
LEMMA I. Suppose C;“= 1 C, Y, # 0. If for some k 1 < k < m, 
(17) 
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then the forms Dj(JJ?., C,Y,), j = 0, l,..., k are linearly independent over 
K, (~1. 
(Obviously, when k = m the conclusion is impossible.) 
ProoJ: Let k, denote the rank of the m x m matrix (D{-‘C,), 1 <j < m 
1 Q I < m. If k, > k + 1 we have nothing to prove. Suppose that k, < k. The 
first k, rows of (D(-‘C,), 1 <j Q m, 1 < 1< m, must be linearly independent 
over K,(z): otherwise the first k, row vectors satisfy a nontrivial linear 
homogeneous differential equation in D, and, by applying the differential 
operator D, repeatedly to the differential equation [note generally D,dfg) = 
(DA g +fP, cdl, we could show that (D(-‘C,), 1 <j < m, 1 < I< m, has 
row rank less than k,. Renumbering the C,, if necessary, we may assume 
that (Dif ‘C,), 1 <j < k,, 1 < 1 < k,, is nonsingular. 
For n = 1, 2,..., m, denote the determinant of the matrix (D(-‘C,), 
1 <j < n, 1 < I < 12 (n < m), by W(C, ,..., C,). Let Vj, 1 <j < k, denote the 
cofactor of D :‘-‘Cj in the matrix (D(-‘C,), 1 <j < k,, 1 < I < k,. Using 
Cramer’s rule, we have that the form G defined by 
equals W(C, ,..., C,,) Yk, plus terms involving those Yj with j = k, + l,..., m. 
Since the Yo,, are linearly independent over K,(z), the form H defined by 
H=~~,’ VjD( (~~ C,‘o,,) (18) 
is not identically zero. (This is the only place where the linear independence 
of the w~,~ over K(z) is used.) 
We next show that 
D,([ WC, ,..., C,)]-’ G) = 0. (19) 
By the choice of k, we may write Dtl(Cy! r C, Y,) as a linear combination 
over K,(z) of the D((Cr= 1 C, Y[), 0 Q j < k, - 1. Clearly the left hand side of 
(19) is independent of Y, ,..., Yk, . By the nonsingularity of (D-‘C,), 
l<j<k,, l<l<k,, any linear combination (over K,(z)) of the 
D(-‘(Cy’i C, Y,), 1 <j < k,, which is independent of Y, ,..., Yk must be zero. 
Thus (19) holds. It follows that 
D,([ W(C, ,..., C,,)]-‘H) =O. (20) 
We shall now show that (18) and (20) contradict (17). First we remark 
that the conditions (i) F is a power series about z = 0, (ii) ordzzo F > 1, and 
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(iii) D,F = 0, taken together, imply F = 0. Since z = 0 is a point of 
analyticity of the qh+ if F=O and ord,=,F> 1, then ordLJD,F)= 
ord,,,(F) - 1 > 0. Hence, if ord F >, 1 and D, F = 0, then F = 0. This shows, 
using (20), that ord,=, H < ord W(C, ,..., Ckl). Certainly, then 
Let d be the least common denominator of the qh,k. The reader can show 
that d ‘j-‘D(CI is a polynomial, for each j satisfying 1 <j < k, - 1, if 
1= 1,2 ,..., k,. Setting s = (k, - 1)’ we have that g”W(C, ,..., C,,) is a 
polynomial in z. Recall the definition of d. From the above it follows that 
deg 9” W(C, ,..., 
z 
G (~~dFgC,)+sdeg(+s(d-deg() 
= ($,d;gC,)+(k,-I)‘d, fork,=1,2 ,..., m.(22) 
From (21) and (22) we obtain 
This proves Lemma I. 
Shidlovski’s Theorem follows from Lemma I since we may write 
where deg, C, < max{deg, B,, 1 < k < m} and 
1 Q 1 <m, are linearly independent over K,(z). Notice that, since 
C;“! , B, w, is independent of y,, , ,..., y,,, , 
IV. THE FIRST PROOFS 
We need to prove inequalities more general than those in Lemma I. 
Suppose that the w~,~ are linearly independent over K(z), for h = 1, 2,..., m, 
and each t in T(c). Suppose that t E K or t E K,, respectively, depending on 
whether the operator in Q is d/dz or D. We require that z = t be a point of 
analyticity for each qh,k ( an a so d 1 a point of analyticity of the 1, if the 
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operator above is D) and that we have a set of power series w~,~, 1 < h < m, 
in z - t and having coefficients in K which forms a solution to Q. Let the C,, 
1 < 1 f m, be elements of K(y 1,1 ,..., Y,,,)[z]. Let L, = Cl!“, C, Y(,!. Suppose 
that C, are not all zero so L, # 0. [Since the wI,[ are linearly independent 
over K(z), the Y,,, are linearly independent over K(y,,,,..., y,,,).] Let k, be 
as in the proof of Lemma I with Y,,, replacing the YO,l, 1 < 1 <m. Let # 
denote, now, the least common denominator of the qh,k and the lj. Set 6 = d 
or 6 = d, , respectively. 
Recall each qh,k ( an d each Zi) is analytic at z = t and that dt/dz = 0 (or 
Dt = 0). By the same reasoning as that in the proof of Lemma I, it is seen to 
be impossible, in this general case, for a power series F # 0 in z - t to have 
ord,= I F > 1 and D, F = 0. Then, using the proof of Lemma I, we arrive at 
an obvious generalization of (21) 
q~y(L,) Q (/$ WC, ,..., C,,) + k, - 1, for each tin T(c). (24) 
[As in (21), the C,, 1 < l< m, have (possibly) been resubscripted.] Summing 
over all t in T(c), we have 
< 2 ord(W(C ,,..., C,,)). 
terca Z=f 
(25) 
As a generalization of (22) we obtain, 
deg(f WC, ,..., C,,)) ,< 5 deg C, + (k, - 1)’ 6 (26) 
I=1 z 
for k, = 1, 2,..., m. Obviously, (26) holds regardless of the dependence or the 
independence of the w~,~. Together (25) and (26) imply 
< 5 deg C, + (k, - 1)’ 6. 
I=1 L 
(27) 
We shall next remove the condition that the w~,~, 1 < h < m, must be 
linearly independent over K(z) for each t in T(c). Recall the definition of the 
Y,, 1 <l<m. Define L to be C;“=, C,Y,. 
LEMMA II. Inequalities (25) and (27) hold regardless of the dependence 
or independence over K(z) of the w*,~. 
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Proof. Fix 1 and t for now, where t is in T(c) and I= 2, 3 ,..., or k, . 
Below let * denote deletion. Expanding W(C, ,..., C,), along the bottom row it 
becomes clear that for some j =j(I) satisfying 1 <j < Z, 
ord W(C, ,..., Cj ,..., C,) > ord W(C, ,..., Cj ,..., C,). 
2=t z = I 
Using this result for I = 2, 3,..., k, we see that we may resubscript 
the C, ,..., C,, such that ord,=, W(C,) < ord,,, W(C,, C,) < e.. < 
ordZZl W(C, ,..., C,,). It follows that no W(C, ,..., Ci) = 0, for i = 1,2 ,..., k,. 
Suppose that for some i, 1 Q i < k,, we form a nonzero linear combination 
of L, D, L ,..., Df-‘L, with coefficients in K(y,,, ,..., ym,,,, z) such that the 
coefficient of each Yj, 1 <j < i, is zero and the coefficient of Yi is 
WC, ,***, Ci). Call this form Gi. (Note G, = L. Since W(C, ,..., Ci) # 0 if 
i = 1, 2,..., k, this construction is always possible if i = 1, 2,..., k, . Further, Gi 
is unique.) Suppose i < k,. Applying D,(W(C,,..., C,))-’ to Gi we obtain a 
linear combination of L, D,L ,..., DfL having coefficients in K(z), which are 
not all zero, such that the coefficients of Y,,..., Yi are zero. Since 
WC, ,***, Ci+,) # 0, it follows that the coefficient of Yi+ 1 is nonzero. Thus 
D,(W(C, ,..., C,))-’ Gi = ai+, Gi+ ,, where ai+ i # 0 is in K(y,,, ,..., y,,,,,, z). 
Let L, and GtVi denote, respectively, L and Gi with each Y,, 1 < IQ m, 
replaced by Yt,,. One sees that 
D,( WC, ,..., Ci)>-’ Gt,i=aiGt,i+l, for i = 1, 2 ,..., k, - 1. 
By assumption, C;“=i C, Yt,, = G,,, # 0, since t is in T(c). If Gl,k, # 0, then 
(24) holds, since the only use of the independence of the w~,~, 1 < h < m, 
was to assure that each Gt,k, f 0 [cf. the proof of Lemma I]. If G,,,, = 0, 
there exists a unique k,, 1 <kz<k,, such that Gt,kl # 0 but 
D,(W(C, ,..., CkZ))-’ Gt,kz = 0. Instead of (24) we then obtain 
ordZZI(LJ - (k, - 1) < ord,,* W(C, ,..., C,J. But, by our choice of 
subscripts, ord,=, W(C, ,..., C,J < ord,=, W(C, ,..., C,,). Summing over all T 
in T(c), we obtain (25). This proves Lemma II. 
We shall now prove Theorem XII. Suppose, for the moment, that t E T is 
fixed. Set Yt,, = Cy=, Y,,~ !-v~,~ and write C;“= I B, wt,, as CT!, C, Yl,[, for a set 
of C, each in K(y 1,1 ,..., r,,,), The proof which we gave of Lemma II applies 
in this case up to the point of showing, not yet (15), but instead 
ord,=,(C;“=, B,w,,,) < ord,=, WC, ,..., C,,) + (k, - l), where we mean by k, 
the k, of Lemmas I and II, not of Theorem XII. (The two definitions are 
equal, of course, as we shall show.) Since the nonzero JJ~.~, for 1 < I < m and 
1 < h < m, are algebraically independent over K and, since y,,, . . . ym,,, # 0, 
r= (yl,J is a nonsingular m X m matrix. From the definition of the C,, 
(B , v..., B,) = (Cl ,..., c,) r (28) 
641/13/4X 
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(B 1 v..., B,) r-’ = (c, ,..., c,). 
Applying, successively, D,,..., Dy-’ to (28) and (29) (and using 
D(B, = DjB,, for j = 0, l,..., m - 1 and I = 1, 2 ,..., m), we see that the ranks 
of (D’B,) and (0; C), where j = 0, l,..., m - 1 and I = 1, 2 ,..., m, are equal: 
thus the two definitions of k, agree. 
In our choice of a resubscripting for the Cis the only consideration was 
that, after resubscripting, W(C, ,..., C,,) # 0. [See the proof of Lemma I.] By 
assumption det v = W(Biclj ,..., B,& for a collection of integers i(j) 
satisfying 1 < i(1) < i(2) < .a. ( i(k,) < m. Resubscript now so that each i(j) 
goes into j, for j = 1, 2 ,..., k,. We see that W(C, ,..., C,,) is a function of z, 
Y1.1 Y---9 Ym.m* Replacing the nonzero yi,j by elements of K might make r 
singular: Suppose I- is not made singular by such a replacement; then 
WC, ,***, C,,) is defined and cannot have a smaller order of vanishing at 
z = t than it had before the replacement. Now replace each yi,j by 8, the 
Kronecker delta. Notice r becomes the identity; hence I- is not made 
singular. Clearly W(C, ,..,, C,,) becomes W(B, ,..., Bk,) = det w. Thus 
ord, =I W(C, ,..., C,,> < orL,(det w). 
From the above, (15) follows immediately, and, summing over all t in T, 
Theorem XII follows. (Of course this also proves Theorem VI, since 
Theorem XII is a generalization of Theorem VI.) 
Theorems V and XI follow immediately from (27). Inequality (27) proves 
Theorems IV(i) and X(i) immediately. To see Theorems IV(ii) and X(ii), 
notice that if C;“= i C, Y, = C;“= i BIw,, then for I = 1, 2 ,..., m, deg, C, < 
max{deg, B, 1 Y,,~ # 0): these results now follow immediately upon applying 
inequality (27). Theorems I and VII are implied by Theorems IV and X, 
respectively. Theorems II(i) and VIII( ) i are implied by Theorems IV and X, 
respectively. 
Let D, be as defined at the beginning of Section III. Theorems II and 
VIII(ii) follow from Theorem VII applied to the system of equations 
Q: D, w,, = 0, h = 1, 2 ,..., n and the functions wh = l7,,, h = 1, 2 ,..., n. (For the 
proof of Theorem II the previous 1y is called K, and the previous 
K(Y ,,, ,..., y,,,) is called K.) 
V. THE REMAINING PROOFS 
The Proof of Theorem III 
Let s and 6 be as in Theorem III. Set s@ = (s)~,~). We know, from 
ordinary differential equations, that for each t as in Theorem III we may 
write s& = I$, where W = (w~,~) is an m X m matrix of m power series 
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solutions of Q about z = t having coefficients in K, and e= (Ci,,) is an 
m x m matrix of elements of F. Since the transcendence degree over K of the 
extension of K generated by the components of s*(t) is m*, the transcen- 
dence degree over K of the extension of K generated by the Cij (for 
i= 1 ,..., m and j = l,..., m) is m*--that is, the Ci,j are algebraically 
independent over K. 
Also s?(z) = CT!, s/~,~ = Cy!, Cj”=, Wi,jCj,i. The wi,j satisfy a system of 
first order linear differential equations [which even divides into m 
subsystems, each a copy of Q]. One may apply Theorem II with n = 1, 
z = t replacing z = 0, the C,,, replacing the Y,+*, and E(Z) replacing Y,,, . It 
follows that powers of sr(z) such that they and 1 are linearly independent 
over F(z) form nearly perfect systems and (4) holds, but with sr(z) replacing 
r(z). Since s belongs to F, this is enough to imply that (4) holds. This proves 
Theorem III. 
The Proof of Theorem IX(i) 
In the situation of Theorem IX the yj are algebraically independent over 
K, for j= 0, l,..., m - 1. Since the polynomial Cy=, yj- i y’-’ has no multiple 
roots 
m-1 
P(Z) = C j(ZAj(Z) + Yj) W’-’ # 0. 
j=l 
Since 
and 
P(Z) 
8W 
- = -wi-l, 
+j- 1 
forj= 1, 2 ,..., m, 
it follows that 
(30) 
for h = 1, 2 ,..., m, . 
The system in (30) divides into m, subsystems Qj, and z = 0 is not a pole 
of any (d/dz)(zA,-,) [indeed the (d/dz)(zA,-,) are all polynomials]. Thus 
Theorem IX(i) follows from Theorem VII with K(y,,..., y,) replacing K and 
W - wh-‘, for h = 1, 2 ,..., m,. 0.h - We shall return later to prove Theorem 
IV(ii). 
We next consider the example after Theorem II. Suppose wo,..., w,- I are 
532 CHARLES F. OSGOOD 
the roots of P( y, z) = 0. If the resultant of (a/@) P( y, r) and P(y, z) does 
not vanish at z = 0 then a,(O) # 0 and the m roots of P(y, 0) = 0 are 
distinct. Assume the resultant of P(wO, z) and (a/@) P(w,, z) does not 
vanish at z = 0 but that the norm of (a/@)P(w,, z)vanishes at z = 0. (This 
will be shown to be impossible.) Then some ord,=,((a/@) P(w,, z)) > 0, 
where wO, W, ,..., w,-, are (algebraic) conjugates. Here a,(O) # 0 so each wi 
has an expansion about z = 0 in ascending nonnegative rational powers of z. 
Therefore, the resultant of (a/@) P( y, z) and P(y, z) must vanish at z = 0, a 
contradiction. Observe that, where N denotes the norm of (alay) P(w,, z), 
((a/@) P(w,, z))-‘N is a symmetric polynomial in w1 ,..., w,-]. It follows 
that one may write (@lay) P( wO, z))- ’ N, explicitly, as a polynomial [having 
coeft!cients in K(z)] in the coefftcients of the differing powers of y in 
(a,(z))-’ (y - wJ-’ P( y, z). Consider the equation 
f (%I) = (- $WO’ z)) j’ (&,,, z)) 
by the above remarks we may write 
f (w,) = f Tj(Z) WJd-', 
j=1 
where each rj(z) is in K(z), each r,(O) is defined, and one may efictively 
bound from above the degrees (in z) of the numerators and the denominators 
of the rj(z), It follows, by the identity (d/dz)(wt) = hwt-‘((d/dz) w,), that 
one may write a system of equations of the form 
f (w:-‘) = f rj,h(Z) w;-l 
j=l 
for h = 1,2,..., m, where each rj,JO) is defined and here one can effectively 
bound from above the degrees (in z) of the numerators and the denominators 
of the rjJz). 
To see the corollary to Theorem IV note that we may write a system of 
equations of type Q which is satisfied byf, (d/dz)f,..., (d/dz)“J Let Q consist 
of a system of equations formed by adjoining to the above equations the 
system of equations for the w$-‘, 1 < h < m. Then the corollary follows from 
Theorem IV. 
All that remains to be shown are proofs of Theorem IX(ii) and part (ii) of 
the corollary to Theorem II. (Part (i) of the corollary to Theorem II is 
immediate.) The proofs will be given jointly. In [4] it is shown that if y is a 
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power series in z- ’ and there exists a c, > 0 such that for all relatively prime 
polynomials ri and s, in z with s # 0, 
ord (y - r,s;‘) < 2 max{deg r,, deg s,] + c,, 
L=OO z z (31) 
then the partial quotients of y are of bounded degree in z. 
What we do know in the cases at hand is that, for these series y about 
z = co, there exists c2 > 0 such that 
ord(s(z-‘)y-r(z-‘))<degr+degs+c, 
,?=CC (32) 
for all relatively prime polynomials r and s with s # 0. Obviously it will 
suffice to show that (32) implies (31). Suppose ap-’ = r(z-‘)/s(z-‘), where 
(x and /I are relatively prime polynomials in z. Since c, > 0 we may assume 
without loss of generality that ord, = to y = ord, = ,&r(z- ‘)/s(z- ‘)). Also we 
may suppose ord,=, y = 0 and take ordZEm s(z-‘) = 0. Set w  = z-‘. Set 
e = max{ deg, r, deg, s ] and e’ = min{deg, r, deg, s}. Then deg, a = 
e - ord,,O r and deg, p= e - ordwZO s. Since (r, s) = 1, at most one of 
ord,=O I and ord,,O s is positive. It then follows that max(deg, a, deg, /I} > 
min{deg, r, deg, s} = e’. From these remarks it follows that 
e > max{deg LZ, deg /3) > e’. 
z L (33) 
Also 
e = max{deg r, deg s} 
w  w  
= min{d;g r, d;g s} + ) f:d, (r(z-‘)/s(z-‘))I 
= e’ + ( pT’i (r(z-‘)/s(z-‘))I . (34) 
Using (32), ord,=,(s(z-‘)) = 0, (33), (34), and ord,=,(y) = 
ord,,,(&‘) = ordL=OO(r(z-l)/s(z-‘)), we see that 
ord(y-c&‘)<2e+c, 
‘?=m 
=2e’+21 ord yl+c, 
*=cc 
Q 2 max{deg a, degP} + 2 I ;“_‘d, YI + c2. z (35) z 
Suppose that, where y satisfies (32), we wish to bound ord, ,,(y - rl s; ‘) 
as in (31). We may write r,(z)/sl(z) = r(z-l)/s(z-I), where (r,s) = 1. 
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Obviously then in (35) we may set (r = r, and /I = s, . This proves (3 1) with 
c, =2lord z,mYI + c2* 
APPENDIX 
The only point in the proof of Shidlovski’s Theorem (see Section III) 
where one requires the fact that z = 0 is a regular point of (1) is in the proof 
of Lemma I, where it is shown that the equation 
implies that 
pit ([ W(C, ,**-, c,,)]-’ H) < 1. (36) 
(In fact we only need the case where k, < m.) 
Set A = [ W(C, ,..., C,,)]-’ H. We shall assume that the w,,~ are linearly 
independent over K(z); thus, D, d = 0 implies that D, acting upon each coef- 
ficient of a YO,) in E? produces 0. 
We shall later allow formal series more general than formal power series 
to be “functions.” Suppose that the yj,k (for 1 <j < m, and 1 < k < m) are 
m* “functions” such that: for k = 1, 2 ,..., m, each (Y,,k ),,., Yj,k )... ,Ym,k) is a 
solution of (1) and the matrix (Y~,~) is nonsingular. Set (Ej,k) = (Yj,,)-‘. 
Choose y,,, ,..., Y,,~ ,..., y,,,,, to be algebraically independent over 
K(z, Y 1 ,I T***T Yj.k Y**T y,,,) and such that each (d/dz) Yj,k = 0. For every j and 
k set 
Yj.k = ’ Yj,lYl,kr 
,k-l 
from which we conclude 
YJ,k = ,,$, YJ.lEl.k* 
(37) 
(38) 
Set F, = K(z, )'I,] T-., Yj,k?"'v ~,,d and F2 =K(z,, E,,,(Z,))v***v Ej,k(Z1),**., 
Em,,(Zl), Yl,I,.*., Yj,k,***, 
Y,,,). There is a mapping from F, into F, given by 
YJ,k --) f El,k(Z1) Yj,ly 
I=1 
for each j and k. 
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By the chain rule for partial differentiation, on the image of F, in F?, 
(39) 
The y,,, can be written as elements of F2 since (,??j,k)-’ = (yj,,). Using the 
chain rule and each D, Y,., = 0, we see that 
Since a/az -D, equals a sum of partials with respect to the yj,k with coef- 
ficients in F,, we may apply (39) and show that 
(40) 
with each #ji,k belonging to the image of F, in F,. From (39) and (40) it 
follows that 
where each vi,k belongs to the image of F, in F,. Using each D, Yj,k = 0, we 
see that every vj,k = 0. 
Therefore, if D,fi = 0, each coefficient of a Y,,, in H must map into a 
element x1 of F, satisfying +,/c?z, = 0. Let K, 2 K denote the subfield of 
K(Z, 3 EI,I(ZI)YY Ej,k(Z1>,***, Em,m(z~)) consisting of all elements x such that 
@/8zl = 0. Recall that each D, Yj,k = 0 and that the Yj,k are algebraically 
independent over K(z 1, E,, l(zl) ,..., Ej,k(~,) ,..., E,,,(z,)). Thus each x, must 
lie in K1(Y1,r ,..., Yj,k,.“, Y,,,). 
We now reveal the form of the Y~,~. Each yj,k will be chosen to be of the 
form 
y = eQ”‘Z”[s,(Z)(lOg Z)” + ’ ’ ’ + Sj(Z)(lOg ZY’ + ’ ’ ’ + S,(Z)], (41) 
where, for some positive integer n, Q(Z) is a polynomial in z- Vn with coef- 
ficients in K and zero constant term, and each s/(z) is a series of the form 
E+%,j-’ * for some integer c, and set of qk,j in K with a,. , # 0. It is 
known (see [5]) that an mth order linear homogeneous different&l equation 
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with coefficients in K(z) has m linearly independent solutions of type (41). 
[The proof is purely algebraic. Even though no fields are mentioned (I 
suppose the complex field is implied) the algebraic nature of the proof 
implies that if one works in an algebraically closed field F of characteristic 
zero the coefficients of each Q(z) as well as all of the u,,~ can be taken to be 
in F.] One can easily replace (1) by an mth order linear homogeneous 
differential equation to apply the result. 
In [5] it is shown the linear independence of p > 2 series of type (41) is 
equivalent to their Wronskian not vanishing. Letting p = 2 and setting the 
two series equal to y, and yz # 0 we see that 
o= YI  J?2 
I I YI YS 
=Y:-$Y,Y;L) 
is equivalent to y, y; ’ E K. Now write each x in K, as y, y; ‘, where y, and 
Y, (~0) belong to K[z,, E,a,(z,) ,..., Ej,k(~l) ,..., E,,,(z,)]. It follows from the 
above that K, = K, so each x, is in K( Y,. i ,..., Y,,,). Thus H is in F, = 
WY 1, I Y**T Yj,k >.**Y Ym,m 9 YI, 1 T***, yj,k Y*-*, Ym,m 1. 
The total degree in the yj,k of each numerator of a coefficient of a Yj,k in 
fi is at most k,(m - 1). [For Shidlovski’s Theorem each Cj is of degree at 
most m in the Y~,~.] Their common denominator, W(C, ,..., C,,), has degree at 
most k,(m - 1) in the yj.k. Then a bound on the total degree in yj,k of the 
numerator and the denominator of i? E F, is m*. 
To extend Lemma I, where each Cj has at most degree m in the yj,k (and 
thus extend Shidlovski’s Theorem), it will suffice to add to the right hand 
side of (17) a real number /1 that is larger than or equal to the maximum of 
the orders of vanishing at z = 0 of: all (nonzero) rational functions of yj.k 
which can be represented by power series where the numerator and 
denominator each have degree <m2 and the field of constants is an arbitrary 
extension of K. (Obviously the field need be no larger than K.) This follows 
since 
ord 2 Cjyj <ord(H)+m- 1 
c-1 1 
z=o .- 2=0 
In what follows, some further hypothesis is needed concerning the field K, 
or our knowledge of K. The question is: Are the field operations effectively 
computable? At first this sounds ridiculous. However, what if z and what if 
e are algebraically dependent; how might one effectively demonstrate that 
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a nonzero polynomial in x and y with integral coefftcients vanishes at (n, e)? 
In [6] Rabin developed the idea of a “computable field.” Apparently, to 
pursue effective construction of d further it is necessary to assume that K is 
not only of characteristic zero but is also computable and has a splitting 
algorithm. 
It is possible, over a computable field, to effectively compute, via vector 
space arguments, a linear homogeneous differential equation E(y) = 0 
having coefficients in K which has included among its solutions all possible 
polynomials in the yj,k of degree at most m'. In order to find a /i, one needs 
to bound from above the order of vanishing at z = 0 if all (nonzero) 
quotients of solutions of E(y) = 0 which are ascending power series in z. 
By [ 51, E(y) = 0 has as many linearly independent solutions of type (41) 
as the order of E(y) = 0; further, each solution of E(y) = 0 is a linear 
combination of these solutions of type (41). For a “function” of type (4 1) 
define ordZZO y = minj{a,,j} plus the real part of CL Each “function” which is 
a solution of E(y) = 0 can be written uniquely as a sum of “functions” y, 
each of type (41) corresponding to different eQ(‘)za. We define ordZZO of any 
such solution to be the minimum of the various ord, =D y,. It would suffice to 
effectively compute upper and lower bounds on ordZZO for all nonzero 
solutions of E(y) = 0. (Set /i equal to the difference of the bounds.) For 
expositional ease assume temporarily that a = 0. 
Suppose y(z) in (41) is a solution of E(y) = 0. Writing y(z) as an 
ascending series in powers of z”” (with coefficients depending on eQo) and 
log z) for each positive integer A, this means that there exists an integer B 
such that setting y(z) modulo zB (the meaning is the obvious one) equal to 
yB(z) E( y,(z)) = 0 modulo zA. Analytic continuation of each y,(z), about 
z = 0, n times, produces a new solution of E(y) = 0 modulo zA. The 
difference of these solutions involves only powers of log z up to the power 
k - I; further, the coefficient of (log ~)~-l is proportional to s,Jz). 
Continuing, we see that (eQo) sk(z)) modulo zB is a solution of E(y) = 0 
modulo zA. Thus eQ(‘)sk(z) is a solution of E(y) = 0 and ord,,,(s,(z)) is a 
rational number zero of the indicial polynomial of the differential equation 
e-Q”‘~(eQ(” w) = 0. Since ordZZO sk(z) > ord,=,( y), the indicial polynomial 
of e-Q(z)~(eQ(~) w) = 0 has been shown to have a rational zero larger than or 
equal to ord,&). 
Suppose that 
(42) 
whenever j > 0. Then it follows that ordZZO s,,(z) is > the smallest rational 
root of the indicial polynomial of e- Qcr)E(eQ%) = 0. We shall show that 
(42) may always be assumed to occur. Suppose (42) does not hold, then 
analytically continue yB(z), nt times, about z = 0 for t = 1, 2,..., and subtract 
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from this expression the original yB(z). We see that (corresponding to each 
integer t) E(y) = 0 has a solution of type (41) which looks like 
eQcz) 
Cd 
2 sj(z)(nt)j + s,(t, z) log(z) + a*’ + Sk-,(& z)(log Z)k-l , 
) 
where s,(t, z) ,..., s k-,(t, z) are ascending series in z. One may choose t, such 
that 
Ord 
C-l 
5 sj(z>(ntly' = y${ yJ S,(z)} = n$y{ y-f sj(z)}, 
z=o .- 1 
so 
If the inequality is strict we have nothing more to show. Otherwise iterate the 
above process of analytic continuation and subtraction until the inequality is 
strict (or no logarithmic occur). It follows that a rational number 
<min,{ ordZZo sj(z)} = ord,,,(y) is a zero of the indicial polynomial of 
e-Q(r)E(eQ(z)w) = 0. In the general case with a not necessarily zero our proof 
establishes that: for each of the I, pairs (Q(Z), a) mentioned before, the 
indicial polynomial of e-Q(z)z-~E(eQ(L)z%) = 0 has rational roots 
<ord,=,z-“y and rational roots >ord,=,z-“y for every y as in (41). It 
would suffice to make A greater than the largest rational number which is a 
difference of two roots of the indicial equations of the e-Q’L’E(eQ’Z’w) = 0. 
For any fixed Q(z) occurring in a solution of E(y) = 0, if n, is the 
smallest positive integer such that replacing z by Znl makes Q(Z) single 
valued, n, is less than or equal to N, the order of E(y) = 0. (This follows by 
analytic continuation and the observation that if more than N analytic 
continuations of Q(Z) exist, E(y) would be satisfied by N + 1 linearly 
independent solutions of type (41) contrary to what was shown in [5].) 
Replace z by z”‘! in E(y) = 0. Each Q(z) for this equation will be single 
valued. Write our new E(y) = 0 as 
c bj(Z) y”’ = 0, (43) 
j=O 
where each bj(z) is in K[z] and b,(z) # 0. 
Then above for each nonzero Q(Z), 
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We wish to show that the coefftcient of the highest power of z-l occurring 
in each Q(Z) can be effectively computed. Assume y is as in (41), where (42) 
holds. Consider the requirement that 
$ bj(z) e-Q(z)y(j) 
jr0 
(45) 
vanish, where Q(z) and the sj(z) have not yet been determined: because of 
(44), the lowest order term in z (alone) occurring potentially in (45) occurs 
also in EYE, b,(z)((d/dz) Q(z)y so(z). This leads to an “indicial equation” 
for the highest degree term in z-’ occurring in Q(z). A finite set of possible 
monomials exist. For each such monomial uYz -y form the new differential 
equation 
One may look at the “indicial polynomials” of these new differential 
equations, etc. After a finite number of iterations one obtains all candidates 
for the Q(Z). 
Using [6, Theorem IX] repeatedly, the splitting field of all of the “indicial 
polynomials” is seen to be a computable field K, having a splitting 
algorithm. Applying the splitting algorithm in K, to each indicial polynomial 
corresponding to every e-Q”‘E(eQ”’ w) we can effectively compute all 
rational numbers which are differences of two roots of an indicial 
polynomial, i.e., “identify” the end result of the subtraction to be a rational 
number. Thus n can be effectively computed. 
THEOREM XIII (Shidlovski’s Theorem at the singular point 
z = 0). Suppose K is a computable field of characteristic zero and having a 
splitting algorithm, that (w,,~,..., wO,,,) is a solution of (l), and that 
WO,l v**, wO,m are linearly independent over K(z). For each 
(B B,,,..., 1 ,***, B,) # 0 in (K[z])” 
where A, is egectively computable and independent of (B, ,..., B, ,..., B,). 
COROLLARY. If K is the field of rational numbers, A, is eflectively 
computable. 
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