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Abstract
The cellwise robust M regression estimator is introduced as the first
estimator of its kind that intrinsically yields both a map of cellwise out-
liers consistent with the linear model, and a vector of regression coef-
ficients that is robust against vertical outliers and leverage points. As
a by-product, the method yields a weighted and imputed data set that
contains estimates of what the values in cellwise outliers would need to
amount to if they had fit the model. The method is illustrated to be
equally robust as its casewise counterpart, MM regression. The cellwise
regression method discards less information than any casewise robust esti-
mator. Therefore, predictive power can be expected to be at least as good
as casewise alternatives. These results are corroborated in a simulation
study. Moreover, while the simulations show that predictive performance
is at least on par with casewise methods if not better, an application to a
data set consisting of compositions of Swiss nutrients, shows that in indi-
vidual cases, CRM can achieve a significantly higher predictive accuracy
compared to MM regression.
Keywords: Cellwise Robust Statistics, Cellwise Robust M regression, Cellwise
Outliers, Detecting Deviating Cells, Linear Regression
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1 Introduction
Linear regression is one of the most frequently studied problems in the statis-
tical sciences. It is well known that the least squares estimator fulfill several
optimality criteria under normal distribution assumptions, a result that goes
all the way back to Gauß (Gauss, 1826). Likewise, it is well known that the
least squares estimator is not optimal when data deviate from these assump-
tions. A lot of attention has been attributed to developing methods that still
yield sensible regression parameters in the presence of casewise deviations. Such
casewise deviations may originate from a fraction  of the data having been gen-
erated from a different distribution (outliers), or the data satisfying the linear
model with a non-normal error term, such as a Cauchy or Student’s t. In these
cases, robust linear regression methods generally outperform their least squares
counterpart. Many different approaches to casewise robust regression have been
proposed, a good overview of which can be found in reference works Huber and
Ronchetti (2009) Maronna et al. (2006) Rousseeuw and Leroy (1987).
In the bulk of the literature on robust statistics, robustness is considered
to be robustness against entire cases that do not satisfy model assumptions.
For a univariate predictor x = (x1, . . . , xn)
T , this approach is plausible because
it corresponds to individual elements xi either fitting the assumptions or not.
Conversely, assuming that outliers are complete observations of a multivariate
predictor, thus multivariate observations where each cell is considered as an
outlier, may not correspond to reality. In real life, the predictor matrix often
consists of single predictors that are measurements of different physical entities,
which need not generate outliers simultaneously. Imagine, for example, each
column being a sensor in a manufacturing plant. Whereas it is viable to as-
sume multivariate interplay between these sensors to be present under normal
operating conditions, each of these sensors may break down independently and
therefore, generate outliers individually. Another example would be gene ex-
pression in microarray data, and there are many more. Discarding whole cases
in these (and other) practical situations can cause a significant loss of informa-
tion in the estimation procedure, which just like harsh downweighting of entire
outliers, can be surmised to increase estimation variance.
In the light of the above, to make maximal use of the non-contaminated
portion of the data, in practice it is often preferable to detect outliers on a
cellwise basis instead of casewise. Up to today, this usually implies that outlier
detection is done as a separate step before the remainder of the analysis. How-
ever, any outlier is only outlying with respect to a model and therefore, such
a preliminary outlier detection c.q. correction step may distort the data in a
way that is inconsistent with the model. There is a large gap yet to be covered
in method development on cellwise robust techniques: methods that allow to
detect and correct for deviating cells in a single model consistent way. Cellwise
robust regression is still a nascent field of research. In this paper, a new cell-
wise robust M regression estimator (CRM) is proposed. In one run, it allows
to estimate regression coefficients that are robust against cellwise and casewise
outliers, while also providing a map of the deviating cells. The option to con-
struct the estimator as a cellwise robust M regression as opposed to alternative
paths, such as MCD regression (Rousseeuw, 1984), comes from the observation
that robust M regression estimators have proven to yield a very good trade-off
between efficiency and robustness in simulations and applications in fields as di-
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verse as quantitative structure–property relationships (QSPR) (Serneels et al.,
2006), gravimetry (Hu et al., 2017), marketing (Guerard, 2016), chemometrics
(Hoffmann et al., 2015), analytical chemistry with applications to e.g. analysis
of archæological glass (Serneels et al., 2005) and meteorite samples (Hoffmann
et al., 2016), as well as estimation of shaping coefficients for futures trading in
the electricity markets (Leoni et al., 2018). Note though, that S-regression has
also proven a valid path in this context (O¨llerer et al., 2016).
Motivated by this assumption, in this manuscript the cellwise robust M
(CRM) regression estimator is introduced. It consists of an iteratively reweighted
least squares procedure, starting with weights derived from highly robust esti-
mates, that both compensate for casewise vertical outliers and leverage points.
Within each iteration, the SPADIMO (Debruyne et al., 2019) procedure is ap-
plied, detecting the cells that contribute most to outlyingness. The re-weighting
scheme is then adapted to only downweight outlying cells. The resulting method
thereby can deliver a highly robust estimate of regression coefficients (and inter-
cept), and in a model consistent way, yield cellwise outlier detection. Because
not as much information in the data is discarded, the method should be more
efficient than a casewise robust estimator.
The article is organized as follows. In Section 2, the CRM algorithm is
described in detail. Section 3 presents a simulation study comparing CRM to
different approaches in terms of efficiency, as well as in terms of its capability
to detect and downweight the correct set of outlying cells. In Section 4, the
method is applied to a compelling example. Finally, Section 5 concludes.
2 The CRM algorithm
2.1 Background
The target of this section is to propose an estimator for the linear model that
is robust against cellwise outliers, and as a by-product, yields a map of the
detected outlying cells.
Let X ∈ Rn×p be a predictor matrix consisting of n cases of p predictor
variables (or, if an intercept is considered, p−1 predictors, and the first column
with ones for the intercept) and let β ∈ Rp be a fixed, true vector of regression
coefficients. Then, in the linear model, n cases of a univariate dependent variable
y ∈ Rn relate to the predictors as
y = Xβ + ε, (1)
where the entries of ε are independent and identically distributed (i.i.d.) and
where E(ε) = 0 and Cov (ε) = σ2In. As signaled before, while the least squares
estimator may be optimal under normality assumptions, robust regression meth-
ods should be the estimators of choice when outliers are expected to be in the
data. Several classes of robust regression estimators exist (see, e.g., Rousseeuw
and Leroy, 1987 Maronna et al., 2006)). Performance analysis of robust esti-
mators has several facets, but most prominently it comes down to analyzing
how well the estimators perform in trading off robustness for statistical effi-
ciency. Estimators that can resist a high fraction of outliers in the data, tend to
have a higher variance than the corresponding maximum likelihood estimator,
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but that loss in efficiency need not be dramatic. Along other classes of meth-
ods, MM estimators (Yohai, 1987) are known to perform well in terms of the
robustness–efficiency trade-off and have, for that reason, been incorporated into
mainstay implementations of robust regression, such as the function lmrob() in
the R package robustbase (Maechler et al., 2018).
To understand how MM estimators work, let us revert to least squares. By
definition, least squares minimizes a loss function of squared residuals. Con-
sider a given estimator βˆ of β. Then the i-th regression residual is defined as
ri(βˆ) = yi−xTi βˆ, where y = (y1, . . . , yn)T and xi represents the i-th row of the
data matrix X, for i = 1, . . . , n. The least squares estimator of the regression
coefficients is given by the minimization problem
βˆLS = argmin
β
∑
i
ri(β)
2. (2)
A more general definition is
βˆ = argmin
β
∑
i
ρ
(
ri(β)
σˆ
)
, (3)
where σˆ is a robust scale estimator of the residuals, and ρ(r) is a function that is
approximately quadratic for small (absolute) r, but increases more slowly than
r2 for larger values of r. Moreover, the inclusion of σˆ allows to get the same
result if the response is rescaled. This definition (3) is referred to as the class of
M-estimators (Huber and Ronchetti, 2009). Not all choices of ρ have practical
relevance, but when diligently chosen, M-estimators can have a bounded influ-
ence regarding deviating, or even erratic values in the response, and therefore
they can be robust against vertical outliers. The robustness properties of the
resulting estimator derive back to ρ, or more precisely, to its derivative ψ = ρ′.
More particularly, common practicable choices leading to robust estimators for
ψ, such as the Huber, Hampel redescending or Hampel-Rousseeuw hyperbolic
tangent functions (Hampel et al., 1986), depend on a set of parameters. The
resulting robustness properties then become a function of the corresponding pa-
rameters. In this paper, the Hampel redescending function is chosen, with a
similar motivation as to why the MM estimation path is pursued. The Hampel
function, in its reweighting representation, is given by:
wH(r) =

1 |r| ≤ Q1
Q1
|r| Q1 < |r| ≤ Q2
Q3−r
Q3−Q2
Q1
|r| if Q2 < |r| ≤ Q3
0 Q3 < |r|
. (4)
It depends on a set of three parameters Q1, Q2 and Q3. When applied to
regression residuals, which for standardized data can be assumed to be standard
normally distributed, sensible values for the parameters are the 0.95, 0.975 and
0.999 quantiles of the standard normal distribution.
It can be shown that in practice, calculating M-estimators directly through
optimizing (3) is equivalent to running an iteratively re-weighted least squares
(IRLS) procedure (Green, 1984). However, the resulting estimator will in gen-
eral only be robust against outliers in the response, i.e. vertical outliers. In
order to achieve robustness also against outliers in the explanatory variables
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(leverage points), it is important to select a robust starting estimator βˆ0. This
can be done by taking a highly robust but inefficient S-estimator (Rousseeuw
and Yohai, 1984), combined with a robust M-scale estimator σˆ (Huber and
Ronchetti, 2009). The resulting robust MM estimator inherits the 50% break-
down point of the S-estimator, and has tunable efficiency (see Maronna et al.,
2006, for more details).
In this paper, robust MM estimators are now being generalized to cellwise
robustness. In order to achieve this, the IRLS procedure will need a way to be
able to detect which cells are outlying. Exactly for this purpose, the method of
Sparse Directions of Maximal Outlyingness (SPADIMO) (Debruyne et al., 2019)
has recently been developed. SPADIMO is a method that identifies which vari-
ables contribute most to a case being detected as an outlier. By incorporating
SPADIMO into the IRLS reweighting scheme, and only downweighting cells
flagged by SPADIMO, the method will be cellwise robust.
2.2 The Algorithm
The overarching algorithm described in this section can be seen as a way to
convey cellwise robustness properties to any given robust regression method.
However, robust regression methods being significantly different by construc-
tion, many details in the algorithm need to be adapted to the specific regression
method. As outlined before, we have opted to develop the algorithm specif-
ically as a cellwise extension to robust MM regression, inspired by the good
robustness–efficiency tradeoff which have been shown in theory, simulation and
practical applications (Maronna et al., 2006).
MM regression estimators consist of two steps: at first, a highly robust
initial estimate is calculated, which conveys its high breakdown point to the
entire procedure. Then, the highly robust initial estimate is used as a plug-in
estimator for an M-estimator, which in practice means that the initial estimate is
used as a starting point for an algorithm to achieve higher efficiency by iterative
reweighting. How this concept can be used to obtain an efficient and highly
robust cellwise regression method is presented below in detail, and an overview
of the essential steps is given in Algorithm 1.
Initial outlier detection Prior to starting the algorithm, the data should be
centered and scaled. Since the data may still contain both cellwise and casewise
outliers at that point, the preprocessing should be done robustly, with estimators
that have a 50% asymptotic breakdown point. Good choices for centering and
scaling the data robustly would be the L1 median and the Qn scale estimator
(Rousseeuw and Croux, 1993), respectively, but viable alternatives to these
choices exist. Several algorithms to compute the L1 median are available, and
a good comparison is given in Fritz et al. (2012).
In the spirit of MM estimation, an initial, highly robust regression estimator
is used to identify suspected casewise outliers. Here we use the MM estimator
as starting point, but a good alternative would be the LTS estimator, which is
also known to be an efficient and robust regression estimator (Rousseeuw and
Van Driessen, 2006). Based on the robust MM regression estimator, observations
are flagged as casewise outliers if their absolute standardized residuals exceed
the 95% quantile of the standard normal distribution. For each of the casewise
outliers, it now has to be determined if they truly are casewise outliers, or
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if there is a subset of cells in them which make them outlying. In order to
investigate which variables contribute most to the outlyingness of the casewise
outliers, the SPADIMO (Debruyne et al., 2019) algorithm is applied. For those
cases that contain cellwise outliers, outlying variables are imputed as if they
were missing cells (see Algorithm 2). To impute the values in the outlying
cells, the two nearest neighbors are detected based on the clean cells in the
case. This means that, when a set C of q < p variables have been detected
as cellwise outliers in the case, the two nearest neighbors are determined in
the Rp−q variate space spanned by the variables in {1, . . . , p}\C. The nearest
neighbor search is only carried out in the subset of cases that are not outlying,
i.e. have case weights equal to one. The cellwise outliers in the case under
consideration are now being imputed with the corresponding column means of
the two nearest neighbors. This imputation procedure generates modified cases
with smaller residuals, which increases their case weights and by consequence,
the valuable information in the non-outlying variables contributes to the model.
This imputation step is not only a part of the algorithm initiation, but will also
take place in each IRLS step. As such, the initial outlier detection step yields
a first value of estimates for the regression coefficients βˆ, as well as a first set
of weighted and imputed data Xω and yω for the explanatory variables and the
response, respectively.
Iterative modeling and outlier detection. Once an initial highly cellwise
robust estimate of the regression coefficients has been obtained, a more effi-
cient estimate can be found by using this estimate as a starting value into an
iteratively reweighted least squares (IRLS) routine. Starting from the initial
βˆ, Xω and yω, the first IRLS update will consist of least squares regression
estimates based on the weighted data Xω and yω. In each step, the residuals
are calculated, and casewise outliers are detected based on the magnitude of the
residuals. For those cases flagged as outliers, variables contributing to outlying-
ness are found by SPADIMO, and for the cases that are not entirely outlying,
the outlying cells are imputed as before. Now the residuals can be recalculated
based on the newly imputed data and a new set of weights is computed. The
procedure continues until the estimated regression coefficients stabilize.
The complete algorithm is as follows:
• Apply robust regression (e.g. MM regression) on the original observations
xi and yi, for i = 1, . . . , n, to obtain the initial estimator βˆ.
• Run Algorithm 1, starting with the original observations and the initial
regression estimator.
• Run Algorithm 1, starting with the resulting weighted and imputed data
Xω and yω from the previous point, and with the least squares estimator
βˆ from a regression using these data.
• Run Algorithm 1 with the weighted data as a result from the previous
point, and the corresponding least squares estimator, and repeat until the
mean absolute difference of the subsequent regression estimates is smaller
than a tolerance bound (e.g. 0.01).
The R code implementations of CRM and SPADIMO are available in the R
package crmReg at github.com/SebastiaanHoppner/CRM.
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Algorithm 1: CRM Iteratively reweighted least squares algorithm.
1. Calculate residuals based on the estimator βˆ:
ri = yi − xTi βˆ for i ∈ {1, ..., n}
2. Detect outliers as cases that satisfy
|ri|
cmedj |rj | > z0.95,
where c = 1.4826 for consistency of the MAD, and z0.95 is the 0.95 quantile
of the standard normal distribution.
3. For each outlying case:
• Apply SPADIMO and obtain outlying variables.
• If not all variables contribute to outlyingness: Impute values in out-
lying variables as in Algorithm 2.
• Denote the newly imputed data matrix by X˜.
4. Update residuals
r˜i = yi − x˜Ti βˆ for i = 1, ..., n.
5. Calculate case weights by the Hampel weight function (4),
ωi = wH
( |r˜i|
cmedj |r˜j |
)
with c as in Step 2.
6. Let Ω = Diag(ω1, . . . , ωn) be a diagonal matrix with the case weights as
diagonal elements. Update the (imputed) data as
Xω = ΩX˜ and yω = Ωy.
Algorithm 2: CRM imputation algorithm.
1. Let i be the index of an outlying case xi.
2. Let C be the set of q < p variables detected as cellwise outliers in xi.
3. Detect the two nearest neighbors xk1 and xk2 of the outlier xi in the
subspace {1, · · · , p}\C and only among observations xj with ωj = 1.
4. Impute outlying cells x˜iq = (xk1q + xk2q)/2 with q ∈ C.
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3 Simulation study
Cellwise robust estimation is a fairly recent development in the statistical sci-
ences. Up to our knowledge, there is no report of a cellwise robust M-type
regression estimator. With an emphasis on cellwise outlier detection, the De-
tecting Deviating Data Cells (DDC) method has been proposed (Rousseeuw and
Vanden Bossche, 2018). At this point, it is noted that DDC has been designed
with the purpose to yield reliable cellwise outlier detection, even when > 50 %
of the cases contain outlying cells. The CRM method proposed here will not
be robust against contamination of more than half of the data. While it does
not offer the latter advantage, it does yield model consistent cell weights in
combination with an increased statistical efficiency when compared to casewise
robust regression methods.
In this simulation study, the performance of CRM applied to the robust
coefficient estimator of an MM regression is compared to conventional MM re-
gression, MM regression combined with DDC, ordinary least squares (OLS)
regression and OLS regression combined with DDC. The simulation study es-
tablishes that CRM, as a method that intertwines cellwise robustness properties
with estimating regression coefficients for the linear model in a model consistent
way, significantly outperforms application of a model agnostic detection method
for cellwise outliers (DDC), followed by either a classical or robust regression
estimator.
3.1 Simulation setting
The data for the simulation study are generated from a p-dimensional multi-
variate normal distribution with center µ = (0, . . . , 0)T and covariance matrix
Σ. The covariance matrix is a matrix of zeros, with ones in the diagonal and
0.5 in the first off-diagonal, so Σi,i = 1 for i = 1, . . . , p, Σj,j+1 = Σj+1,j = 0.5
for j = 1, . . . , p − 1 and Σ is zero elsewhere. The number of variables is set to
p = 50 and n = 400 cases are generated, resulting in the data matrix X ∈ Rn×p.
Let β be a vector of length p of random values from a standard normal
distribution, normalized to length 10 and the intercept β0 = 10. The error term
 is a vector of length n of random values from a normal distribution with mean
0 and standard deviation 0.5.
Then, the response is generated for clean data as follows:
y = 1nβ0 + Xβ + , (5)
so the clean data consists of (y,X) and the regression coefficients are (β0,β).
A pairwise scatterplot of the response variable y and the first four predictor
variables in X is shown in Figure 1.
3.2 Adding contamination
Contamination is added to the data matrix X, and the contaminated matrix is
denoted as Xc. For the contamination we randomly select a fraction of r = 5%
of the observations in X, so r · n = 20 rows of X are randomly selected. These
20 observations will be contaminated and are called casewise outliers. Let I ⊂
{1, . . . , n} denote the random subset of 20 selected case indices. To generate
cellwise outliers, for each selected case i ∈ I, rˇ = 10% of the predictor variables
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Figure 1: Pairwise scatterplot of the response variable y and the first four
predictor variables in X.
are randomly picked. So for each casewise outlier, rˇ · p = 5 randomly selected
cells will be contaminated. For each i ∈ I, let Ji ⊂ {1, . . . , p} denote the subset
of 5 selected variable indices. The total number of contaminated cells in Xc will
be r · rˇ · n · p = 100.
Cellwise contamination in variable j is achieved by adding to its mean value
xj , k = 6 times the standard deviation sj of variable j plus a random value e
of the standard normal distribution. The contaminated matrix is Xc with
xcij = xj + ksj + e = xj + k
√√√√ 1
n− 1
n∑
l=1
(xlj − xj)2 + e
for all i ∈ I and j ∈ Ii. The contaminated data consists of (y,Xc) where a case-
wise outlier is considered an observation which has contaminated cells. Figure
2 shows a pairwise scatterplot of the response variable y and the first four pre-
dictor variables in Xc. The casewise outliers are in red and the uncontaminated
cases are in blue.
3.3 Regression methods
The following linear regression methods have been fit to the contaminated data
(y,Xc): CRM (with MM regression as a starting estimate), simple MM re-
gression and OLS regression. The following parameter settings for the CRM
regression estimation were used: the maximal number of iterations was set to
100, the relative tolerance for converging the regression coefficients was set to
0.01, the outlyingness factor for SPADIMO was set to 1.5; SPADIMO spar-
sity was allowed to vary as η ∈ {0.1, 0.2, · · · , 0.9} (Debruyne et al., 2019). The
authors also suggest these settings as the default values in the R implementation.
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Figure 2: Pairwise scatterplot of the response variable y and the first four pre-
dictor variables in Xc. The casewise outliers are in red and the uncontaminated
cases are in blue.
For the methods that are sequential combinations of DDC with regression
methods, the workflow goes as follows. At first, the Detect Deviating Cells
(DDC) method is applied to the contaminated data matrix Xc , which returns
a DDC-imputed matrix, further denoted XDDC . Then, MM and OLS regression
are fit to (y,XDDC).
3.4 Evaluation
Four different criteria are assessed to evaluate the relative performance of the
three approaches.
At first, the most obvious performance criterion for any regression method
is predictive performance on independent test data. To evaluate the prediction
performance, the mean squared error of prediction (MSEP) is calculated over
the set of uncontaminated cases:
MSEP =
1
nclean
∑
i∈Ic
(yˆi − yi)2 (6)
where Ic contains the indices of clean, uncontaminated cases (Ic is the comple-
mentary set of I) and nclean is the number of uncontaminated cases. Secondly,
it is interesting to know how much the individual regression coefficients, esti-
mated by the three methods, deviate from the truth. To assess bias for the
individual regression coefficients, the mean absolute error (MAE)
MAE =
1
p+ 1
p∑
j=0
|βˆj − βj | (7)
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is reported.
CRM and DDC each generate an imputed matrix of Xc, denoted as Ximp. In
the case of DDC, Ximp = XDDC . It is very informative to compare how close to
the true values each of these methods come when imputing the cellwise outliers.
We report the performance of each imputed matrix Ximp as the root mean
squared error of imputation (RMSEI) between the simulated uncontaminated
matrix X and imputation of CRM and DDC:
RMSEI(Ximp,X) =
√√√√ 1
np
n∑
i=1
p∑
j=1
(ximpij − xij)2 (8)
Finally, it is an interesting question to investigate the quality of identification
of cellwise outliers by CRM. The latter is reported as:
• the recall (also called hit rate or true positive rate): of all cellwise outliers,
how many have actually been detected as outliers (and therefore imputed)
by CRM
• the precision: of all cells that were flagged as outliers by CRM, how many
actually were cellwise outliers
3.5 Results
In what follows, the simulation results will be shown, illustrating the results
according to the four evaluation criteria described in the previous section. Each
result reported is the aggregate across hundred repeats. These aggregates are
illustrated as boxplots in Figures 3, 4 and 5. The average result for each method
is printed at the bottom and the best result is shown in bold.
From Figure 3, one can derive that DDC based imputation as a preprocessing
step to regression methods does not improve predictive performance. In fact,
just applying least squares regression without DDC preprocessing predicts bet-
ter. However, due to the presence of outliers, both robust regression methods,
CRM and MM, significantly outperform least squares. In terms of predictive
power, Figure 3 is reassuring in the sense that CRM performs equally well as
the robust benchmark method, MM regression.
Regarding bias in the regression coefficients, Figure 4 shows that, not un-
expectedly, the OLS regression coefficients are most biased in the presence of
cellwise outliers. However, again applying DDC as a preprocessing step prior
to either OLS or MM regression, performs significantly worse than casewise or
cellwise robust M regression. The MAE for CRM regression is slightly smaller
than that of plain MM regression, and thus CRM has a slightly higher statistical
efficiency than its casewise counterpart.
The subplots in Figure 5 illustrate CRM’s performance at imputing the
true values for the cellwise outliers. In this respect, CRM beats DDC by a
wide margin (left subplot). This is in line with CRM having a better predictive
performance and a lower bias in the regression coefficients. Essentially, this tells
us that much of CRM’s superior performance shown in Figures 3 and 4 can be
attributed to it yielding a much more truthful intermediate imputation. Finally,
the right panel in Figure 5 shows that CRM imputation does well detecting and
imputing cells that are cellwise outliers in reality, but it may sometimes impute
a few too many.
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Figure 3: Boxplot of MSEP for each of the regression methods. The average
result for each method is printed at the bottom where the best result is shown
in bold.
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Figure 4: Boxplot of MAE for each of the regression methods.
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Figure 5: (Left) Boxplot of RMSEI for CRM and DDC. (Right) Precision and
recall of detected cellwise outliers by CRM.
On average it took 11.5 seconds to execute the CRM algorithm across the
hundred repeats. The execution times were measured on an Intel core i5 with
2.7 GHz and 8 GB RAM.
4 Real data example
The target of this analysis is to have a predictive model for cholesterol based
on the nutrients contained in individual products. The data were taken from
the Swiss nutrition data base 2015 (Na¨hrwerttabelle, 2015). The original data
set consists of nutrients on more than 40 components and 965 generic food
products. We will focus on the first 193 products which do not contain any
missing values and consider the variables in Table 1 where cholesterol is the
response variable. Since all of these 6 variables are skewed right, they were
logarithmically transformed first.
Table 1: Variables of the nutrients data.
Variable Description
cholesterol cholesterol in milligram per 100g edible portion
energy_kcal energy in kcal per 100g edible portion
protein protein in gram per 100g edible portion
water water in gram per 100g edible portion
carbohydrates carbohydrates in gram per 100g edible portion
sugars sugars in gram per 100g edible portion
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The estimates of the regression coefficients by CRM are given in Table 2.
It took around 1 second to apply the CRM algorithm on this dataset. CRM
indicates 26 out of 193 food products as casewise outliers having at least one
contaminated outlying cell. The results are plotted as a heatmap in Figure 6,
where the 29 outliers are represented as rows and each contaminated/outlying
cell is shown as a colored box. The anomalous cells, whose values are deviating
either upwards or downwards, are colored red or blue, respectively. It can be seen
that some food products have a lot of anomalous nutrient values, whereas others
only have an atypical value for a few cells. Figure 7 contains the nutritional
data of the 29 anomalous food products where the deviating cells have been
imputed by CRM. The blue cells are replaced with larger values while the red
cells are imputed with smaller values (according to CRM).
Table 2: Estimated regression coefficients of the nutrients data by CRM.
Variable Estimated coefficient
(Intercept) -32.97942
log.energy_kcal 3.61668
log.protein 0.96579
log.water 3.68726
log.carbohydrates -0.10736
log.sugars 0.07415
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Espresso with coffee cream, no sugar added 
Peanut oil 
Peanut 
Green pea, raw 
Green pea, steamed (without addition of salt) 
Ice Tea, sweetened 
Chestnut, raw 
Safflower oil 
Cola beverage, with sweetener 
Chräbeli (aniseed cookie) 
Cappuccino (without chocolate powder), no sugar added 
Coffee with coffee cream, no sugar added 
Bread roll (semi white) 
Butter, clarified
Milk chocolate filled with nuts (chocolate bar)
Bouillon, vegetable, prepared
Bouillon, poultry, prepared
Bouillon, meat, prepared
Bean, white, cooked (without addition of fat and salt)
Puff pastry patty with butter
Puff pastry home−made (with vegetable fat), raw
Bacon Farmer style, raw, smoked
Banana, dried
Yeast (baking), pressed
Avocado, fresh
Amaretti (Almond cookie)
30 0.5 95.8 0.9 0.6
810 0 0 0 0
600 26 7 11.2 4
90 6 74.5 12 5.5
105 6.9 70.7 13.8 6.3
30 0 92.4 7.5 7.5
200 2.9 50.7 42.4 5
810 0 0.4 0 0
0 0 99.8 0 0
370 8.5 10.6 75.3 40.5
40 1.8 80.9 2.6 2.5
15 0.3 97.8 0.6 0.3
220 8.6 45.9 41.6 0.4
885 0.1 1.1 0 0
560 7.6 1.6 48.9 47.9
10 0.3 97.5 0.4 0.1
5 0.3 98.1 0.3 0.1
5 0.3 98 0.2 0
130 8.5 63.9 17.6 1.4
565 5.8 7.3 43.1 1
360 5.2 39.3 29.4 0.1
520 19.1 28.6 0.7 0
275 3 28 60.2 43.7
100 16.7 72 1.1 0
145 1.8 76.4 0.8 0.8
455 7.6 0.7 75.7 75.7
Figure 6: Heatmap of outliers detected by CRM in the nutrients data. The red
and blue boxes indicate the contaminated cells.
A 10-fold cross validation is conducted on the nutrients data set, using both
CRM and conventional MM regression. Figure 8 shows that CRM outperforms
MM regression significantly in terms of the 10% trimmed root mean squared
error of prediction (RMSEP).
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Espresso with coffee cream, no sugar added 
Peanut oil 
Peanut 
Green pea, raw 
Green pea, steamed (without addition of salt) 
Ice Tea, sweetened 
Chestnut, raw 
Safflower oil 
Cola beverage, with sweetener 
Chräbeli (aniseed cookie) 
Cappuccino (without chocolate powder), no sugar added 
Coffee with coffee cream, no sugar added 
Bread roll (semi white) 
Butter, clarified
Milk chocolate filled with nuts (chocolate bar)
Bouillon, vegetable, prepared
Bouillon, poultry, prepared
Bouillon, meat, prepared
Bean, white, cooked (without addition of fat and salt)
Puff pastry patty with butter
Puff pastry home−made (with vegetable fat), raw
Bacon Farmer style, raw, smoked
Banana, dried
Yeast (baking), pressed
Avocado, fresh
Amaretti (Almond cookie)
30 0.5 94.8 0.9 0.6
810 0 14.3 0.3 0.1
600 26 2.5 11.2 4
90 6 76.2 12 5.5
105 6.9 72.1 13.8 6.3
30 0.4 92.4 7.5 7.5
200 2.9 50.7 15.7 5
810 0.2 14 1.4 0.5
80 18.1 99.8 0 0
370 8.5 5.3 75.3 40.5
40 1.8 89.8 2.6 2.5
217.8 0.3 65.5 0.6 0.3
220 8.6 45.9 0.5 0.4
885 0.1 1.4 0 0
560 7.6 9 48.9 47.9
73.8 0.3 97.5 0.4 0.1
46.7 1.8 90.8 5.2 1.3
14.2 0.3 98 0.2 0
130 8.5 74.4 3.6 1.4
565 5.8 33.7 43.1 1
313.5 5.2 39.3 33.7 0.6
369.2 20.2 36.6 0.7 0.5
275 3 28 60.2 50.9
100 14.1 76.5 1.1 0.9
145 1.8 78.8 0.8 0.8
455 7.6 6.3 75.7 75.7
Figure 7: Heatmap of outliers detected by CRM in the nutrients data. The red
and blue boxes indicate the cells imputed by CRM.
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Figure 8: Boxplot of 10% trimmed RMSEP values from 10-fold cross validation
using CRM and MM regression.
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These data are a good example of the data where one would expect the cell-
wise robust estimation technique to outperform the casewise one. While it is
variable to assume a multivariate interplay between these variables in real life
systems, these variables are measured independently. Moreover, biological ef-
fects can generate deviating behavior independently. It is therefore plausible to
assume the necessity for multiple regression and corresponding multivariate ef-
fects taking place between the inputs, yet the mechanisms that generate outliers
can be assumed to be largely independent.
The results corroborate these assumptions. CRM only imputes the cellwise
outliers, which as Figures 6 and 7 show, often just amount to a single cell per
case. This implies that CRM can process up to 80% more relevant information
for the outlying cases when compared to MM regression, that downweights
these entire cases, some of them even to zero. Because CRM retains more
uncontaminated information, it allows to make more accurate predictions, as
shown in Figure 8.
As a side product, CRM has the advantage over MM that it produces
heatmaps of the outlying cells and the values that they have been imputed with.
These can be of great value to the practitioner, since they allow to analyze which
cells deviate per case and understand the outlier generating mechanism(s).
5 Conclusions and outlook
Cellwise robust M regression has been introduced as a regression method that
is robust to vertical outliers and both cellwise and casewise and leverage points.
Intrinsically, the method detects cells that are deviating with respect to the
linear model and imputes them with more model consistent values. While CRM
may not be the first method to detect deviating cells, it is the first to do so
in a model consistent way for a linear model. This offers the practitioner a
combined advantage of having a robust fit that reliably fits the majority of the
data and producing a heatmap of suspected deviating cells, as well as model
based imputations. Compared to casewise robust estimators, CRM will retain
a larger fraction of uncontaminated data cells. Depending on the data, this
fraction can be substantially larger. Therefore, the resulting fit is closer to the
underlying model that generates the data, and the procedure is more efficient.
A simulation study has shown that CRM can generally be assumed to per-
form on par with a casewise robust estimator in terms of predictive power; an
example prediction cholesterol from other nutrients has shown, though, that
real life cases can be found for which CRM does outperform the casewise robust
estimator. The simulation study has also shown that when a linear model can
be assumed to have generated the data, detecting deviating cells and imputing
them by CRM is a much better idea than using technique agnostic of the lin-
ear model, such as DDC, prior to regression. Finally, the simulation study has
highlighted as well that CRM is slightly more efficient than MM at estimating
individual regression coefficients.
On a casewise basis, there is widespread consensus that outliers are only
outlying with respect to a model, and therefore need to be detected by robust
estimators for the corresponding model. Few experts will assume that there
exists a generic data cleaning estimator that can generically detect all outliers,
regardless of which model is being estimated. This has led to over forty years of
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research on robust statistics, that has produced robust counterparts for virtually
the entire arsenal of classical statistical estimators. However, on a cellwise
basis, the few approaches in the literature, such as DDC, seem to be going
for generically detecting cellwise outliers. DDC has practical merit: it can be
applied to data sets that contain over 50% of casewise outliers, for which CRM
would break down. That said, the majority of data sets containing cellwise
outliers do not contain them in a majority of cases. In the latter situation, we
argue that it is better to construct a model consistent cellwise robust estimator.
The simulation study and example have corroborated this claim.
The introduction of CRM is a first step that opens the door to an entire
class of model consistent cellwise robust estimators. Just like for casewise ro-
bust statistics, we would like to open up the field and see development starting
on other cellwise robust statistics, such as cellwise robust principal component
analysis, cellwise robust partial least squares, or cellwise robust canonical cor-
relation analysis, just to name a few.
Another topic for further research would be inference. It has been shown that
Wald type inference can be applied to MM-estimators (Koller and Stahel, 2011);
these results have been incorporated into the R package robustbase. It will be a
promising topic of research to extend these results to the cellwise setting. Note
that while analytical results on inference for the CRM parameters are still to
be generated, the practitioner can always resort to the robust bootstrap, which
can be computed fast (Salibia´n-Barrera et al., 2008).
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