Abstract. The accurate calculations of neutron-induced reaction cross sections are relevant for many nuclear applications. The photon strength functions and nuclear level densities are essential inputs for such calculations. These quantities for 235 U are studied using the measurement of the gamma de-excitation cascades in radiative capture on 234 U with the Total Absorption Calorimeter at n_TOF at CERN. This segmented 4π gamma calorimeter is designed to detect gamma rays emitted from the nucleus with high efficiency. This experiment provides information on gamma multiplicity and gamma spectra that can be compared with numerical simulations. The code diceboxc is used to simulate the gamma cascades while geant4 is used for the simulation of the interaction of these gammas with the TAC materials. Available models and their parameters are being tested using the present data. Some preliminary results of this ongoing study are presented and discussed.
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Introduction
The aim of this work is to describe the γ-decay of excited nucleus following neutron capture. At low excitation energy, the number of levels per unit energy is rather small and levels can be experimentally resolved. However, as the excitation energy increases the level density is also increasing, so the statistical model is needed to describe the levels and transitions between them -the used quantities are nuclear level density (LD) and photon strength functions (PSFs). Their improved experimental and theoretical description is important for modeling of radiative capture reactions in nuclear astrophysics and nuclear technologies since the neutron capture cross sections above the resolved resonance region are usually calculated using the statistical model of Hauser-Feshbach [1] for which PSFs and LDs are essential inputs.
In this work, the Total Absorption Calorimeter (TAC) at n_TOF facility (CERN) [2] [3] [4] was used to measure 234 U(n,γ) reaction [5] . The TAC is a 4π detector segmented in 40 BaF 2 crystals with a very high efficiency (almost 100%) to detect the γ rays from the capture cascades. In Fig. 1 (left) one hemisphere of the TAC is shown. The 234 U sample is placed in the center and emits γ rays, which are detected by the BaF 2 detectors. Thanks to the segmentation of the detector it is possible to discriminate against the background by putting conditions on the multiplicity and the total deposited energy of events registered by the TAC. 
Experimental data
In a radiative capture reaction the compound nucleus decays through a cascade of γ rays. The measured cascade events are reconstructed by taking γ rays detected by the TAC in the BaF 2 detectors in a time coincidence window of 20 ns. A software threshold of 75 keV was set for all BaF 2 detectors to suppress the low energy background. The observables used for the analysis are:
• The neutron energy, E n , calculated from the measured time of flight.
• The crystal multiplicity, m cr , given by the number of hit crystals in each detected cascade event.
• The total deposited energy or sum energy E sum in the detectors for each cascade event.
• The multi-step cascade spectra for each crystal multiplicity m cr , which are the γ-ray energy spectra for fully detected cascades.
The 234 U(n,γ) time-of-flight spectrum is shown in the left panel of Fig. 2 . Besides the uranium resonances, a structure due to capture reactions in the Ti canning is observed above a few keV [6] . shows the sum-energy spectra in the resonance at 5.16 eV, corrected for background, for different multiplicity criteria [7] . All spectra clearly show the sum-peak at 5.3 MeV corresponding to the Q value of the reaction. There are differences between the spectra depending on the considered multiplicities. At low sum-energies (below 1 MeV) the spectrum for all m cr is dominated by the remaining background. However, in the spectra for m cr ≥ 2 this background is completely absent. For the present study, only cascades with m cr ≥ 2 are considered to ensure that the background is correctly subtracted, furthermore the multistep cascade spectra are constructed using only the events with sum-energy in the interval 4.8 < E sum (MeV) < 6.0. As can be seen in Fig. 3 (top), the sum-energy spectra for all m cr of four s-wave resonances show significant differences at low energy only. These differences are due to the fact that the subtraction of the background is approximative -the remaining background induced by the scattered neutrons is most apparent in the resonance at E r = 94.29 eV (blue) due to the 20 2 larger scattering width. However, these differences do not appear for m cr ≥ 3 because of the low multiplicity nature of the background. More importantly, the background subtraction gets more accurate with increasing sum-energy, hence all sum-energy spectra have similar behavior for E sum > 1 MeV.
The multi-step γ-ray energy spectra, see Fig. 3 (bottom), show similar responses for the different resonances for m cr ≥ 3. The spectra for m cr = 2 show significant differences depending on the considered resonance. These differences can be attributed to the Porter-Thomas fluctuations of primary transition intensities among the resonances, as expected the effects are mostly noticeable at the edges of the m cr = 2 multi-step γ-ray energy spectra.
The normalization of all spectra was done by dividing the spectra by the number of counts in the sum-energy spectrum of m cr ≥ 2 between E sum = 4.8 MeV and 6 MeV. The same normalization was applied to the simulations.
Simulations
The results presented in this work are based on the comparison of experimental data with statistical model simulations of γ decay. The in-house developed Monte Carlo code diceboxc, based on the same algorithm used by F. Bečvář [8] in his code dicebox, was used to simulate the gamma cascades while geant4 was used for the simulation of the interaction of these gammas with the complete TAC experimental assembly [2] . diceboxc simulates sets of levels and their partial radiation widths known as nuclear realizations [8] . To describe the decay scheme, below a critical energy E crit all the level energies, spins, parities and branching intensities of depopulating transitions are taken from existing experimental data. Above E crit , the level scheme is generated by the code -the levels are obtained by a random discretization of an a priori known LD formula. Further, the PSFs are used to generate probabilities of transitions of type X (electric or magnetic) and multipolarity L. Fig. 4 shows a diagram of the operation of diceboxc.
The partial radiation width of an electromagnetic transition from level i to level f , Γ iγ f , is selected from a Porter-Thomas distribution with the mean value Γ XL iγ f defined as 20 2 where ρ is the LD and f XL (E γ ) is the PSF. The γ-ray transition probabilities are corrected for internal conversion using tables from Ref. [9] . The levels and transitions below E crit are taken from ENSDF database [10] . To ensure satisfactory statistics concerning the modelled quantities, 20 nuclear realizations with 10 5 γ-cascades per realization were simulated for each combination of LD and PSFs models.
To simulate the transport and detection of γ-rays, the toolkit geant4 is used [11] . The geometry and efficiency of TAC have been accurately modeled following CAD drawings of the engineering design and direct measurements [2, 12] . The modeled geometry is shown in the right panel of Fig. 1 . Finally, an amplitude resolution of about 13-17%, depending on the detector, and a threshold of 75 keV for all crystals is assumed.
Level density models
The LD for given spin and parity is calculated as the product of three factors: the parity distribution P(E, π), the spin distribution R(E, J) and the LD ρ(E). In this work, one assumes that both parities are equally probable P(E, π) = 1/2 at all E, while R(E, J) is
where σ c is the spin cut-off factor. Different forms of spin cut-off factor could be used. The diceboxc code includes various models for the LD ρ(E). The Constant Temperature (CT) [13] model assumes that the number of levels varies according to the constant temperature law and LD is given by
with parameters E 0 and a nuclear temperature T , which are usually fitted to experimental discrete levels, taken from Ref. [14] . In this work the spin cut-off parameter, which is constant for a given nucleus [15] , was used. The Back-shifted Fermi Gas (BSFG) [16] model assumes the nucleus as a gas of fermions creating pairs and single particle levels are equally spaced and non-degenerated with a LD given by
where E 1 is the energy backshift and a is the LD parameter. The energy-dependent spin cut-off factor for the BSFG model was taken from Ref. [15] . The parameters for BSFG model were taken from Ref. [14] . Variations of the BSFG model have been developed, as for example in ref. [17] , which incorporates the thermodynamic temperature t. In this case, the spin cut-off is related to a fraction of the moment of inertia of the nucleus that is usually taken between 0.5 and 1. In addition, a BSFG model with energy-dependent LD parameter a and spin cut-off which accounts for the damping of the shell effects was introduced in RIPL-3 [18] . Finally, we used microscopic LD in the form of numerical interpolation tables calculated with the Hartree-Fock-Bogoliubov (HFB) method [19, 20] .
Photon strength function
The statistical decay of compound nuclei from excitation energies above neutron separation energy is dominated by the E1 transitions due to the presence of the giant dipole electric 20 2 resonance (GDER). The shape of the E1 PSF for deformed nucleus is usually described by a sum of two standard Lorentzians [18, 21] , as a consequence of vibration modes along and perpendicular to the symmetry axis. This description is known as Standard Lorentzian model (SLO):
where the parameters E G i , Γ G i and σ G i are the energy, width and cross section of the GDER. Different variations were proposed to better describe the energy region below neutron separation energy. The model by Kadmenskii, Markushev and Furman (KMF) [22] aims only at this energy region while generalised Lorentzian models by Kopecky, Uhl and Chrien (GLO, ELO, EGLO) [23] and other models and calculations attempt to describe the E1 PSF in the whole energy region.
The KMF, GLO and ELO models use the damping width Γ T (E γ , T f ) which depends on E γ and the nuclear temperature T f in form
Phenomenological modifications of this damping width in which is introduced a k parameter were proposed in the EGLO [23] and the MGLO [24] models. There are other models for E1 PSF, we refer the reader to the overview in RIPL-3 [18] .
For the decay of levels below the neutron separation energy, M1 transitions play an important role. In this work the M1 PSF consists of the spin-flip (SF) resonance, which dominates the M1 PSF at relatively high energy typically around 7 MeV, and the scissor mode (SC), a concentration of M1 strength around 2-3 MeV in deformed nuclei. The SLO model was adopted to describe the M1 PSF. For further details see review [25] and references therein.
The electric quadrupole (E2) transitions, although playing a minor role with respect to dipole transitions, are also taken into account. The SLO model with a single Lorentzian was used to describe the E2 PSF as recommended in [18] .
Comparison of simulations and measurements
Various combinations of LD and PSF models were checked and compared with the experimental data introduced in Sec. 2. The parameters were taken from RIPL-3 database [18] in which only one SLO term for the M1 PSF is recommended, or from original works, (i) the analysis of d-and 3 He-induced reactions on actinide targets performed at the Oslo Cyclotron Laboratory (OCL) [26] and (ii) the measurement of multi-step γ-ray energy spectra from resonant neutron capture on uranium samples with DANCE calorimeter [27] . In both a sum of SLO terms was adopted to describe the M1 PSF -one for the SF and two for the SC. The E2 transitions were included in the simulations by taking the parameters from [28] . The parameters use for the PSF in the different simulations are collected in Table. 1.
From the E1 PSF models introduced in Sec. 3.2 the SLO and KMF models do not reproduce the experimental data in combination with any LD model independently on the chosen parametrisation of the M1 PSF. Conversely, the ELO, GLO, EGLO and MGLO E1 PSF models, paired with a suitable LD model, allow, by tuning the parameters of the M1 PSF and the k parameter, a satisfactory description of the experimental data.
In Fig. 5 we compare experimental data with simulations using the PSFs parameters taken from (i) the RIPL-3 database [18] with GLO for E1 and SLO for M1 PSF, (ii) the DANCE 20 2 analysis [27] and (iii) the analysis of d-and 3 He-induced reactions at OCL [26] . The standard deviation due to different nuclear realizations is only calculated in the simulation for RIPL-3, for the other simulations the standard deviation shows similar behaviour and is not displayed for a better visualization. The statistical uncertainties are much smaller than the standard deviation. Overall, the introduction of the SC is mandatory for the improvement of the simulation and the increase of the SC strength in the DANCE analysis with respect to OCL improves the description of the experimental data. It may be possible that in order to match experimental data the SC strength has to be further increased and used in conjunction with steeper E1 PSF of generalised Lorentzian type. Figure 5 . Comparison of experimental data to simulations using the LD and PSF models as recommended in RIPL-3 database [18] (grey filled), and as published in Refs. [26] (red line) and [27] (green line). The left column shows the total deposited energy spectra while on the right the multiplicity distribution and multi-step γ-ray energy spectra are shown. The resonance energy as well as the multiplicity and sum-energy conditions are specified in the figures.
Conclusion
The Total Absorption Calorimeter at the n_TOF facility (CERN) was used to measure the γ-ray cascades following the neutron capture in 234 U. Simulations of γ decay performed with diceboxc for various LD and PSFs combinations were compared with the experimental data. The inadequacy of the SLO and KMF models of E1 PSF as well as the necessity of scissors mode contribution to M1 PSF was shown. The simulations with model combinations proposed in OCL and DANCE analyses do not reproduce our data. This analysis will continue 20 2 with a detailed parameter search for analytical models and the use of tabulated PSFs from QRPA calculations [29] , as well as the extension to other actinides. Table 1 . Parameters from RIPL-3 [18] , OCL [26] and DANCE [27] for the PSFs.
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