Abstract
Introduction
With the fast advances of wireless technologies, mobile clients are able to conveniently acquire more and more information in real-time. In order to cope with the asymmetric communication property (that is, the downlink bandwidth is much higher than the uplink bandwidth) of such environments, data broadcasting becomes a natural solution for wireless communication applications. A client in such a system listens to the broadcast and waits until the required information comes and then downloads the data. The advantages of this broadcast type of data transmission are perfect scalability and high utilization of precious communication bandwidth [1] .
Broadcast data are selected through a certain mechanism to ensure that they are needed by most clients, and then are scheduled in a particular order and broadcast in such an order, which is called a broadcast program. One of the major focuses of the research in the past on the scheduling of broadcast program is to reduce the average access time, that is, the time from a client's starting to listen (which could be anytime) until the required information is received [1, 2, 3, 5, 7, 10, 12, 15, 18] . However, the need of acquiring and even manipulating these broadcast data under certain constrained time is getting more and more demanding with the increasing involvement of services of mobile applications in our daily lives. For an example, the timing of buying/selling stocks for a stock holder is very crucial. If the stock information cannot reach a stock holder in time, the information might become useless. For another example, the information about traffic jam that is caused by a car accident should also reach a mobile client heading toward this direction timely. If a client receives such information early enough, the client is able to react accordingly to avoid the traffic jam. The value of the information would degrade significantly when the client gets closer to the spot of the accident. Another scenario is that a client may not be always patient in listening the broadcast information [9, 14] . When the waiting time is longer than the expected time of a client, the client could switch the access from a broadcast channel to an on-demand channel and actively sends a pull request through an uplink channel to ask for the desired data, instead of passively waiting in the broadcast channel for the data to come. Too often and too many such actions could seriously congest the on-demand channels. Therefore, the less can a broadcast program meet a client's expectation, the more serious congestion could be incurred in the on-demand channels [9] . If the waiting time of clients in the broadcast channels can be controlled within a certain expected time, the quality of service of the on-demand channels can also remain unaffected. These practical reasons and real-time requirements motivate the need of new research on the scheduling of broadcast data so as to fulfill clients' needs [8, 11, 14, 19] .
In this paper, we propose scheduling mechanisms for broadcasting data that are with an expected time. In this research, each data item (or formally a broadcast data page in our later presentation) is associated with an expected time.
We assume that the importance of the data remains the same if a client receives the data within the expected time. Otherwise, its value diminishes or even becomes useless. Therefore, the broadcast program should be so designed that no matter when a client starts to listen, the client is always able to receive the required data either within the expected time or as close to the expected time as possible, if within it is impossible (due to lack of enough broadcast channels).
As for how to obtain the expected time of a data item, several previous research results can be applied to serve this purpose. The piggyback and the probing techniques are a few of those suitable for this purpose [4, 9, 13, 14, 16, 17] .
A difficulty of scheduling the broadcast data so as to meet a client's expected time is that the client could start to listen at any time. The system has to guarantee that the client, no matter when to start to listen, will be able to receive all the desired data pages within the expected time. Several issues need to be considered in this research. (1) What is the minimally required number of the channels by which broadcast data are allocated so that clients are always able to receive the required data within the expected time? (2) If theoretically there exists such a minimum number of channels, then how to design a scheduling algorithm that can indeed utilize this minimum number of channels to serve the job (i.e., to let all clients receive the required data within the expected time)? (3) If the available channels of a broadcast system are insufficient (i.e., less than the theoretical minimum number of channels), then how to schedule the broadcast data so as to minimize the delay incurred by insufficient channels?
We propose solutions for all these issues. We first derive the theoretical bound for the number of channels that a broadcast system must have in order to broadcast data within their expected time. Then, we propose an optimal algorithm that always utilizes this minimum number of channels in scheduling the broadcast data. Also, we study how to schedule the data when the number of channels is insufficient and propose a heuristic algorithm to serve the task. Our performance results show that the proposed scheduling algorithm for insufficient channels achieves a much better performance than the past major solutions, and is very close to the optimal result.
The rest of the paper is organized as follows. In Section 2, we formally define our problem and the assumptions. Then in Section 3 we derive the required minimum number of channels and propose an algorithm that works under this number of channels. Another method working for the case of insufficient channels is proposed in Section 4. A preliminary performance study is then presented in Section 5. Finally, we conclude the paper in Section 6.
Problem Definition and Assumptions
We formulate our problem and make appropriate assumptions to make it a resolvable problem as follows. Given a number of data pages to be broadcast in multiple broadcast channels. Each of the data pages is associated with a known expected time. Every access of a client is only one data page. As the expected times may be different from each other, the problem can become too complicated to resolve. To make it resolvable, we assume that the expected times can be rearranged to h groups, within each group the expected times of the data pages being equal. t i+1 is equal to c · t i for 1 ≤ i ≤ h − 1, where t i is the expected time of data pages of group i. For instance, 5 data pages need to be broadcast and their expected times are 2, 3, 4, 6, and 9, respectively. To schedule these data pages of almost arbitrary expected times, the complexity of the problem would be very high. A simple rearrangement of the expected times may drastically reduce the complexity of the problem. We reassign their expected times to 2, 2, 4, 4, and 8. That is, page 2, page 4, and page 5's expected times, originally being 3, 6, and 9, are now changed to 2, 4, and 8, respectively. Note that their new expected times are smaller than or equal to the original ones (i.e., 2 < 3, 4 < 6, 8 < 9), so they still satisfy the requirements. Also, the new expected time should be as close to the original one as possible, so that the system does not waste the resource (i.e., bandwidth) by broadcasting this data page too early. In this particular example, there are three groups of expected times, and t 1 = 2, t 2 = 4, t 3 = 8, and c = 2 because t 2 = 2·t 1 and t 3 = 2·t 2 . The reduction of the complexity of the scheduling problem will be seen in later sections. Also note that this rearrangement of expected times is not uncommon in the research of real-time paradigm. It is quite an elegant assumption to simplify the problem in that research area.
With this rearrangement, the expected times are classified to h groups of identical expected times. Let these groups be G 1 , G 2 , · · ·, G h . Also let the j-th data page of the i-th group be denoted as p i,j , and the number of channels that a broadcast system really supply as N real . Let P i be the number of data pages of group G i . Then, our research problem can be restated as follows. 
Method for Sufficient Channels
By sufficient channels, we mean that the number of channels supplied by the system is greater than or equal to the minimum number of channels required for the task, i.e., N ≤ N real . We first derive a theoretical lower bound of N . Then, we provide a scheduling algorithm that is able to accomplish the task by utilizing the minimum number of channels.
Minimum Number of Channels
We refer to a valid broadcast program as the one that all data pages can be received by clients through this program within their expected times, no matter when a client starts to listen. Two conditions can be inferred from this definition of a valid broadcast program:
1. p i,j is broadcast at least once between the time 1 and t i , where "1" means the time that a broadcast program starts.
2. The time between the k-th and the (k + 1)-th broadcast of p i,j , where k ≥ 1, has to be less than or equal to t i .
The number of data pages and how often these pages are broadcast directly affect the required number of channels. Their relationship is given the following theorem.
Theorem 3.1. (Minimum Number of Channels) Let N be the minimum number of channels required for a valid broadcast program. t i is the expected time of data in group G i and P i is the number of data pages of
G i . Let t i+1 = c · t i ,
where c is a positive integer and
For a simple example, assume that two groups of data pages are to be broadcast. The numbers of pages of the two groups are 2 and 3, and their expected times are 2 and 4, respectively. Then, the minimum number of channels required for completing the job is
Any number of channels less than this minimum number (e.g., 1 channel in this example) is impossible to serve the job (i.e., data pages cannot be broadcast without causing a delay). The proof of the theorem can be found in [6] 
A Scheduling Algorithm for Sufficient Channels
Now that the minimum number of channels is obtained, our next task is to design an algorithm that always generates a valid broadcast program and at the same time utilizes only the minimum number of channels.
Two conditions have to be satisfied for a broadcast program to be valid, as mentioned above. The "at least" part and the "less than" part of the two conditions indicate that there is a minimum number of times that a page should be broadcast. Hence, considering a given set of empty channels, Condition (1) implies that a data page with a smaller expected time should be assigned to the channels first. This is because if the front channel slots are occupied by data of a greater expected time, then eventually we may find no vacancies in the front of the channels for data pages of a smaller expected time so as to satisfy Condition (1). That is to say, Condition (1) implies an assigning order of data pages to the channels. Following that, Condition (2) tells how data are assigned to the rest of the channel slots. That is, a data page after the first assignment is repeatedly assigned to a channel slot for every t i time slots, if t i is the expected time of the data. As this algorithm operates under sufficient channels, we call it the Scheduling Under Sufficient Channels (SUSC) algorithm. Conceptually, the algorithm is greedy-based.
Let B be such a multi-channel broadcast program designed by the SUSC algorithm. In effect, B can be thought of as a two-dimensional array type of data structure, where each row represents a broadcast channel and each column has a set of time slots containing data pages to be broadcast at the same time. Formally the SUSC algorithm is presented in the following.
1. Arrange all data pages to be broadcast in ascending order according to their expected time. Those data pages of the same expected time are from the same group G i , and their order is unimportant.
4. Let the returned time slot from the GetAvailableSlot subroutine be (x, y), where x is the channel number and y the slot number. As p i,j should be broadcast t h /ti times, starting from (x, y) we assign p i,j once for every t i time slots. That is, p i,j is assigned to slots
5. Repeat steps 2 ∼ 4 until all data pages are assigned to B.
Note that certain steps of the algorithm can be further optimized to reduce the execution time. For example, the search of an available slot in Step 3 need not be always starting from the first slot of every channel. As this further reduction is secondary to the context, we omit it in the presentation for ease of understanding the concept of the method. The details of the algorithm is given in Algorithm 1 and Algorithm 2. Sorting all data pages in ascending order according to their expected time ;
Algorithm 2: Pseudo code of GetAvailableSlot Algorithm.
is an available slot then return (x, y) else return "Not found" ;
Validity of the SUSC Algorithm
Two main points need to be clarified in order to prove the validity of the algorithm. They are given in the following two theorems. Readers may refer to [6] for the proof of the theorems. 
Scheduling Under Insufficient Channels
When the number of available channels is less than the minimum number given in Theorem 3.1, the SUSC algorithm becomes infeasible for data scheduling. New algorithms need to be designed for this situation.
We first consider two possible solutions.
• Simply drop some data pages to reduce the amount of data to be broadcast so that the expected time of all broadcast data can be satisfied.
• Do not drop any data pages. Instead, we reduce the number of times that a data page is broadcast so that all broadcast data can fit in the insufficiently provided channels.
The task for the first solution is to choose some data pages and drop them from the broadcast list. Once they are removed and the remaining data can fit in the provided channels, the assignment can then be accomplished by using the SUSC algorithms presented in the last section. Although this solution seems rather simple and effective, it is in fact inadequate because the problem is not completely resolved.
Those clients who do not obtain data from the broadcast channels are forced to issue requests to the server and access data through the on-demand channels. This hence increases the client population of on-demand channels and as a result, the quality of service of the on-demand channels are still severely degraded by using this solution.
For these reasons, we take the second approach -reducing the number of times that a page is broadcast -as our solution to the problem. The tradeoff is that a client may not be able to receive the data within the expected time. Our idea is to equally disperse the delay caused by channel insufficiency to all broadcast data. However, because the expected times of these data are different, how to arrange them so that the delay of each data page remains about the same becomes a difficult task. Of course, if the number of available channels is far less than required,then no methods including ours can prevent clients from switching to the on-demand channels to obtain their data. But, only if the system-provided broadcast channels reach as few as 1/5 of the required minimum number of channels, the delay that a client experiences in using our method is quite limited and ignorable, and the performance becomes almost as good as the theoretically optimal performance. In this section, we propose this method, formally the Progressively Approaching Minimum Average Delay (PAMAD) method.
Model of Average Delay Time
Given a broadcast program, the average delay, denoted as D, of all broadcast data is the sum of access probability times average delay of every data page. That is,
where prob access (p i,j ) is the access probability and avg delay(p i,j ) is the average delay of p i,j . Suppose that each data page has the same chance of being accessed by clients. Then prob access (p i,j ) should be 1/n, where n is the number of broadcast data pages.
The other term avg delay(p i,j ) in the above equation is obtained in this way. Given a data page p i,j in a broadcast program B, the time interval between the k-th and the (k + 1)-th appearances in B remains the same for all k because our design rationale (that will be used in the design of the PAMAD algorithm) is that the delay should be equally dispersed among the broadcast data. Hence, this time interval, which is greater than t i , can be considered to have two segments, a delay period and an expecting period. Figure 1 gives an illustration of these two periods, in which t k (p i,j ) is the time of the k-th appearance of p i,j . A client entering the broadcast system within the expecting period can receive the data without delay. On the other hand, a delay is inevitable if the client enters within the delay period.
expecting period delay period Figure 1 . An example of delay period and expecting period.
As the probability of having a delayed access is proportional to the length of delay period, this probability can be represented as
. Upon the occurrence of delay (meaning that the client enters the broadcast system within the delay period), the average delay time should be one half of the delay period, i.e.,
. Hence, the average delay caused by entering the broadcast system during the delay period is
. Let the number of times that p i,j is broadcast in B be s i,j . The average delay caused by all broadcast data pages is therefore
This expression indicates that the delay D is affected by two major factors, the time instant that a page is broadcast (i.e., t k (p i,j )) and the number of times this page is broadcast (i.e., s i,j ). In the following, we first discuss how to determine t k (p i,j ). Based on this result, we derive the optimal number of times that p i,j is broadcast which results in the smallest average delay.
Arrangement of t k (p i,j )
As just stated, our design rationale is that delay should be equally dispersed among the broadcast data. Let t major be the time interval of a major cycle of B. Then the time distance between this and the next appearances of p i,j in B should be t major /s i,j . Using this expression, we can rewrite D as follows.
As t major and t i are both constant and known beforehand, D is therefore solely dependent on s i,j , the number of times p i,j should appear in B. This in turn determines the time instant that p i,j should appear in B, i.e., t k (p i,j ).
Derivation of Broadcast Frequency
The next problem is to determine the best s i,j such that D is minimum. Assume that there are n pages to broadcast and let s i,j varies between 1 and r. Then, we have totally r n possible broadcast frequencies. Hence, a brute-force algorithm will lead to a solution of complexity O(r n ). Heuristics must be used to reduce the complexity of the problem.
As the expected time of data pages within a group is the same, their broadcast frequency should also be the same. Hence, we can reduce the problem from computing the broadcast frequency of each data page to that of each group. So the average delay obtained earlier becomes the average delay for a group (of data pages with the same expected time), or average group delay. Let S i be the number of times that group G i data are broadcast (i.e., the broadcast frequency of G i ). So S 1 · P 1 + S 2 · P 2 + . . . + S h · P h is the number of all pages (containing multiple appearances of the same page) in B. 
In this expression, N real is the number of channels really provided by the system (which is supposed to be less than N because we are considering the insufficient channel case now).
Our goal now is to find S 1 , S 2 , · · ·, S h for broadcasting data of G 1 , G 2 , · · ·, G h which result in the minimum average group delay. Our idea is this. Suppose that we already know the best frequencies S 1 , S 2 , · · ·, S h−1 for broadcasting G 1 , G 2 , · · ·, G h−1 when the length of a major cycle is t h−1 . Then, we may utilize this result in looking for the best S h for scheduling the next group G h in the broadcast program. This concept can in turn be applied to obtaining the best S h−1 if the best combination of S 1 , · · ·, S h−2 is known. Following this, the whole problem can be divided into a number of subproblems and the result of each subproblem can be applied to resolving the subproblem of the next stage.
In addition to the above design rationale, a lower bound restriction is also employed in determining the broadcast frequencies. The restriction is that the data pages of every group have to be broadcast at least once in the program, even if some of the data pages of G i (for 1 ≤ i ≤ h) may have to be arranged over the limit of t i . This is to avoid the possibility that a data page may never be broadcast in the program. Our method proceeds in the following manner.
Step 1: The first step is to determine S 1 for broadcasting G 1 in t 1 time. As broadcasting once is enough for meeting the expected time t 1 , S 1 is 1.
Step 2: Now we determine S 1 and S 2 for broadcasting G 1 and G 2 , respectively, within t 2 which incurs the minimum average group delay. From this case on, we need to introduce a new parameter r i to represent the number of times that G i has been broadcast up to the i-th intermediate step. Note that S i , different from r i , is to represent the number of times that G i is broadcast in the entire broadcast program (i.e., after all h groups of data are scheduled). Therefore, r i ≤ S i .
As the expected time of G 2 is t 2 , G 2 need only be broadcast once within t 2 time interval for the same reason as in Step 1. So r 2 = S 2 = 1. The rest of the channel slots within t 2 time can all be used to broadcast G 1 , which is r 1 times. That is, for every allocation of G 2 in the program, G 1 would be assigned in the program r 1 times. Therefore, S 1 = r 1 ·r 2 = r 1 ·1 = r 1 up to this stage. Substituting these for S 2 and S 1 in Equation 2, we have the average group delay of broadcasting the first two groups of data G 1 and G 2 (denoted as D 2 ) within a t 2 time interval.
Note that in this expression, only t major and r 1 are unknown. However, because t major represents the length of a broadcast program in which G 1 is broadcast r 1 times and G 2 is broadcast once, t major can be obtained as follows.
That is, t major is a function of r 1 . This in turn implies that r 1 is the only known parameter in D 2 . By varying the value of r 1 , we are able to obtain the optimal r 1 , denoted as r opt 1 , that incurs a minimum D 2 .
Step 3: Similar to Step 2, we determine S 1 , S 2 , and S 3 for broadcasting G 1 , G 2 , and G 3 respectively within a t 3 time interval and this broadcast program incurs the minimum average group delay. We know that S 3 = r 3 = 1 so that G 3 in this step need only be broadcast once for the same reason that has been stated in the previous steps. Also from the above discussion, we know that S 2 = r 2 · r 3 = r 2 , and S 1 = r 1 · r 2 · r 3 = r 1 · r 2 . Then, the average group delay of broadcasting the first three groups of data (denoted as D 3 ) can be rewritten as follows.
Same as in Step 2, t major can be obtained as follows.
In this equation, r 1 is obtained from the last step (i.e., r opt 1 ). Hence, only r 2 is unknown. That means r 2 is the only unknown variable in D 3 . By varying r 2 , we will be able to find the minimum D and locate r opt 2 . Then, S 1 and S 2 are obtained.
Step h: Generalizing the above expressions, we have the average group delay of Step h as follows.
By varying r h−1 , we will be able to determine D h and locate r opt h−1 . Accordingly, we have all S i 's as follows.
Algorithm 3 gives the pseudo code of deriving this set of broadcast frequencies S 1 , S 2 , · · ·, S h . As
Step 1 (i.e., i=1) is always trivial, it is omitted from Algorithm 3. Up to now, we have obtained the optimal broadcast frequencies of all groups of data. Our next step is to schedule these data pages according to the obtained broadcast frequency, which is presented next.
Algorithm 3: PAMAD Calculate Frequency Algorithm to deriving the broadcast frequencies of broadcast data.
GIVEN N real , h, t h . FIND A set of broadcast frequencies. for i = 2 to h do for j = 1 to
Generating Broadcast Program
Now we come to the last stage of the proposed PAMAD method. Knowing the broadcast frequencies of all data groups, we can schedule these data pages in the available channels. The details of this scheduling task is given in Algorithm 4. Their concepts are explained in the following.
The length of a broadcast cycle, having been mentioned previously, can be obtained by using the obtained broadcast frequencies
Within this major cycle, each data page of G i should be placed S i times. These placements should be evenly spread over the time slots of the major broadcast cycle. That means the interval between two placements of the same data page is tmajor Si . However, as this may not be an integer, it should be adjusted to indicate exactly a time slot to hold the data page. Therefore, we have the exact spot for the k-th placement of a data page in the major cycle:
It is possible when placing the other data pages of the same group or a different group, the time slot tmajor Si · (k − 1) + 1 of the first channel has been occupied by a previously placed data page. When this occurs, we simply search from the first channel to the last (i.e., the N real -th channel) for an empty space to hold the data page. If all of them are full, then we start from the next column (i.e., the 
Let us use an example to illustrate how the PAMAD algorithm works. Figure 2(a) gives the data pages of three groups, G 1 , G 2 , and G 3 , and their corresponding expected times, t 1 , t 2 , and t 3 , respectively. G 1 has three data pages (page 1 to page 3), G 2 has five data pages (page 4 to page 8), and G 3 three data pages (page 9 to page 11). That is, P 1 = 3, P 2 = 5, and P 3 = 3. From Equation (1) we know that four channels are minimally required for broadcasting these groups of data pages without causing any delay. Assume that only three channels are available at this moment, as shown in Figure 2(a) , so that the PAMAD algorithm is applied to design the broadcast program. In this method, the broadcast frequencies (referring to Section 4.3) of the groups of data are derived first. The process is given in Figure 2 (b).
Step 1 is a trivial step in which G 1 data are broadcast just once within the t 1 time (where t 1 = 2). In
Step 2, we compute how many times G 1 data should be broadcast within t 2 time (where t 2 = 4). From Equation (3), we find D 2 = 0.12 when r 1 = 1, and D 2 = 0 when r 1 = 2. As G 1 need only be broadcast at most twice within the first four time units (because at this step we are considering the broadcast frequency within time interval t 2 ) without incurring any delay, we do not have to consider the case of r 1 ≥ 3. As r 1 = 2 gives the smallest D 2 , we have r opt 1 = 2.
In
Step 3, we compute the number of times that G 1 and G 2 data should be broadcast within t 3 time (where t 3 = 8). We are going to obtain the r opt 2 that causes the least D 3 . From Equation (5) = 2, and S 3 = 1, as given in Figure 2(b) .
Next, the length of a major cycle can be obtained from Equation (8) . In this example, the cycle length is = 9. Then, based on the derived optimal broadcast frequencies of the data groups, the data pages are evenly assigned and spread over the available channel space. 
Performance Evaluation
In the case of sufficient channels, we have presented an algorithm that always utilizes the minimum number of channels to broadcast. As all expected times are satisfied in this method, the problem has been resolved perfectly. Hence, nothing needs to be evaluated for this case. In the case of insufficient channels, however, the method needs to be carefully evaluated. We propose to use average delay (AvgD) as the performance metrics for evaluating the performance of a broadcast program under insufficient channels. Average delay is the time that on average a client has to wait in addition to the expected time for the desired data to come.
In order to investigate the performance under different data sets, the broadcast data generator creates data of h groups, G 1 , G 2 , · · ·, G h , and assign each group of data an expected time. Data of G 1 have the smallest expected time and those of G h have the greatest expected time. The number of data pages created for the groups follows one of the four group size distributions, i.e., normal, S-skewed, L-skewed, and uniform distributions. Figure 3 gives an illustration of the distributions. In all four distributions, the overall number of data pages are 1000. In order for a comparison, we choose a work in the literature that is closest to ours, the periodic broadcast (PB) method [19] . However, as the original paper of the PB method only provides an algorithm for a single channel environment [19] , we have to extend their idea to cope with multiple channel environments. In order to make fair comparisons, assignment of data to multiple channels is the same as that of the PAMAD algorithm once the broadcast frequency is determined (referring to Algorithm 4 of the PA-MAD method). We call this algorithm the modified PB (m-PB) algorithm.
Also for comparison purpose, we implemented an optimal (OPT) algorithm which exhaustively searches for a set of optimal broadcast frequencies that incurs the minimum delay. So this algorithm provides the optimal performance results, although its searching time is unacceptably high. Figure 4 gives the default values used in the experiments. All the experiments are performed on a personal computer
Conclusions
In this paper, we studied the problem of time-constrained services on air. We proposed solutions for both the sufficient channel and the insufficient channel cases. When channels are more than the derived minimum number (i.e., sufficient channels), the designed SUSC algorithm provides optimal performance. When channels are insufficient, the proposed PAMAD algorithm still provides almost optimal performance by requiring as few as 1/5 of the minimum number of sufficient channels. Overall, the performance study reveals that the proposed solutions are very promising. 
