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Abstract
This paper is concerned with the mathematical design of a novel input/instruction
device using a moving emitter. The emitter generates a point source and can be
installed on a digit pen or worn on the finger of the human being who wants to
interact/communicate with the computer. The input/instruction can be recognized
by identifying the motion trajectory of the emitter performed by the human being
from the collected wave field data. The identification process is modelled as an in-
verse source problem where one intends to identify the trajectory of a moving point
source. There are several salient features of our study which distinguish our result
from the existing ones in the literature. First, the point source is moving in an
inhomogeneous background medium, which models the human body. Second, the
dynamical wave field data are collected in a limited aperture. Third, the recon-
struction method is independent of the background medium, and it is totally direct
without any matrix inversion. Hence, it is efficient and robust with respect to the
measurement noise. Both theoretical justifications and computational experiments
are presented to verify our novel findings.
Keywords: Input/instruction device, wave propagation, inverse source problem,
moving source, trajectory identification
2010 Mathematics Subject Classification: 35R30, 35P25, 78A46
1 Introduction
1.1 Background and motivation
We are concerned with input/instruction technologies to interact and communication
with the computer. Generally, there are three major ingredients for a input/instruction
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Figure 1: Schematic illustration of the proposed input/instruction technology using a
moving emitter.
technology: the computing machine, the input/instruction device and the human being
who performs the specific inputs/instructions to the computer. The input/instruction
device bridges the computer and the human being. Nowadays, the majority of in-
put/instruction technology is based on text user interfaces (TUIs) or graphical user
interfaces (GUIs), using devices such as keyboards, mouse or touch-screens. There are
some emerging input/instruction technologies including the gesture recognition. The
gesture recognition enable humans to communicate with the machine and interact natu-
rally without any mechanical devices. Many approaches have been proposed, e.g., using
cameras to capture the human body gesture and using computer vision algorithms to
interpret the body language; see [16] for relevant discussions. In [12], a novel gesture
recognition approach was proposed and investigated by adopting techniques from the in-
verse wave scattering theory. In this paper, we propose and investigate an alternative and
novel input/instruction technology using the inverse source reconstruction techniques;
see Figure 1 for a schematic illustration.
In the proposed technology, in order to give the specific input or instruction to the
computer, the person uses an active emitter and moves it following a certain path. The
emitter generates a moving point source and there is a sensor monitoring the wave field
generated by the emitter away from it on a surface Γ in a timely manner. The sensor
recognizes the input/instruction via identifying the motion trajectory of the point wave.
Using the concept of such a trajectory identifying technology, it is possible to input texts
into the computer by writing in the air as what has been used for a touch-screen by tap-
ping on the screen. For the practical design, the emitter could be a ring wearing on the
finger or a digital pen, and the sensor could be installed on the computer. Mathemati-
cally, the trajectory identification process can be modelled as an inverse source problem,
where one intends to identify the trajectory of a moving point-source by measuring the
corresponding wave field. We would like to emphasize that the proposed technology is
novel and different from the gesture-recognition one proposed in [12]. In [12], the sensor
identifies the body language by sending a point wave to interact with the human body
and then collecting the reflected wave data of the passive scatter, and mathematically
it is modelled as an inverse medium scattering problem.
2
1.2 Mathematical modeling
We present the mathematical formulation for the proposed input/instruction technology.
Let the emitter generate a time-dependent point scalar wave of the following form
Fω0(x, t; z0) := λ(t)δ(x− z0), (x, t) ∈ R3 × R+, (1.1)
where x and t denote, respectively, the spatial and temporal variables. In (1.1), δ is the
Dirac delta distribution in space, z0 ∈ R3 signifies the position of the point source and
λ(t) : R→ R is a casual function satisfying λ(t) = 0 for t < 0. Throughout, we take
λ(t) := sin(ω0t) for t > 0, (1.2)
to be a time-harmonic signal, where ω0 ∈ R+ denotes the frequency of the point wave.
It is remarked that the frequency ω0 is critical in our study and shall be properly chosen
in what follows. The use of the time-harmonic wave with a single frequency is important
from a practical viewpoint. Indeed, it enables us to distinguish the identification signals
from the various possible background noise. Assume that the wave speed in the homo-
geneous background space is c0 ∈ R+. Let Ω and D be two bounded domains in R3 such
that Ω ⊂ D. Here Ω models the human body, who performs the input/instruction using
the emitter, whereas D models the region containing the motion of the emitter. Let
c(x), x ∈ Ω, signify the wave speed in the human body, and in what follows, we extend
c to the whole space by setting c(x) = c0 for x ∈ R3\Ω. Let u(x, t) denote the wave field
in the space, which satisfies the following PDE system for u ∈ H1(R+, H2loc(R3)),
1
c2(x)
∂2u
∂t2
(x, t)−∆u(x, t) = λ(t)δ(x− z0), (x, t) ∈ R3 × R+,
u(x, 0) = ∂tu(x, 0) = 0.
(1.3)
If the point source is moving, one should replace z0 in (1.1) by z0(t) : [0, T ]→ R3. z0(t)
signifies the trajectory of the moving point source and T represents the terminal time of
the motion. It is assumed that z0(t) ∈ C1[0, T ]. Throughout the rest of our study, we
also assume that the emitter stops emitting the wave after the terminal time T . Let Γ
be an open surface in R3 outside D, which denotes the measurement surface. Define
Λω0(z0;T ) = u(x, t)
∣∣
(x,t)∈Γ×[0,T ].
The inverse problem that we are concerned with is to recover z0(t) by a knowledge of
the measurement operator Λω0(z0;T ), namely,
Λω0(z0;T ) −→ z0([0, T ]). (1.4)
We would like to emphasize that the reconstruction of the trajectory in (1.4) should
be independent of the inhomogeneity of the background wave speed, namely c. This
is associated with the scenario that the input/instruction recognition should be inde-
pendent of the human performing that input/instruction. The strategy that we shall
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develop in what follows to tackle this challenging issue is to properly choose the fre-
quency ω0 such that the wave scattering generated from the inhomogeneous medium
is nearly negligible compared to that generated from the point wave. Furthermore, we
shall develop a direct reconstruction algorithm without any matrix inversion, so that the
method is robust with respect to the measurement noise. In doing so, one can disregard
the wave scattering from the inhomogeneity, treating it as the measurement noise. An-
other salient feature of our study is that the measurement data used for the recovery.
For the practical consideration, we only make use of the measurement of the wave field
in a limited aperture. Those features distinguish our present study from the existing
ones in the literature.
We are aware of the work [14] on recovering the motion of a moving point wave,
which is much related to the present study. However, the method therein may not fit in
the input/instruction framework considered in the current article. On the one hand, the
authors of [14] only considered the reconstruction for point source located in a uniform
and homogeneous background space. On the other hand, the measurement data in [14]
are observed at a single point but it requires information of u, ∂tu, ∂ju, ∂
2
t u, ∂t∂ju, and
∂i∂ju (i, j = 1, 2, 3), where ∂ju = ∂u/∂x
j for x = (xj)3j=1. Furthermore, it is required
that u is always non-vanishing at the observation point. Finally, we would like to refer
to [1–5, 7–11, 13, 15] and the references therein for relevant studies and discussions on
practical applications on the inverse source problems.
2 Mathematical Analysis and Numerical Recovery
In this section, we develop the recovery method for the inverse problem (1.4) associ-
ated with the novel input/instruction approach. We first study the influence of the
background inhomogeneity (Ω; c), and then we propose and rigorously justify the recon-
struction scheme.
2.1 Wave scattering from the background inhomogeneity
We introduce the following PDE system for u0(x, t) ∈ H1(R+, H2loc(R3)),
1
c20
∂2u0
∂t2
(x, t)−∆u0(x, t) = λ(t)δ(x− z0), (x, t) ∈ R3 × R+,
u0(x, 0) = ∂tu0(x, 0) = 0.
(2.1)
(2.1) describes the wave propagation when the point source is located in the homogeneous
space with the background wave speed to be c0. Then, we have
Theorem 2.1. Let u and u0 be, respectively, the solutions to (1.3) and (2.1), with z0 ∈ D
being any fixed point in D. Suppose that ω0 ∈ R+ is chosen such that
ω20‖c−20 − c−2‖L∞(R3) ≤ ε 1. (2.2)
4
Then there holds
‖u(x, t)− u0(x, t)‖L∞(Γ×[0,T ]) ≤ Cε, (2.3)
where C is a positive constant depending only on ‖c‖L∞(Ω), c0, ω0 and D,Γ.
Proof. We reduce the wave scattering problems (1.3) and (2.1) to the frequency regime
by introducing
u(x, t) = sin(ω0t)<uˆ(x), u0(x, t) = sin(ω0t)<uˆ0(x) for t > 0.
It is easily verified that
−∆uˆ− ω
2
0
c2
uˆ = δ(x− z0), (2.4)
and
−∆uˆ0 − ω
2
0
c20
uˆ0 = δ(x− z0), (2.5)
For both uˆ and uˆ0, we need impose the classical Sommerfeld radiation condition (cf. [6])
lim
‖x‖→+∞
‖x‖
{∂p(x)
∂‖x‖ − ik0p(x)
}
= 0,
where k0 = ω0/c0 and p = uˆ or uˆ0. The solution to (2.5) is given by
uˆ0 = Φk0(x, z0) :=
1
4pi
eik0‖x−z0‖
‖x− z0‖ .
The solution to (2.4) is implicitly given in the following integral equation,
uˆ(x) = Φk0(x, z0) +
∫
R3
[(
ω20
c2
− ω
2
0
c20
)
uˆ
]
(y)Φk0(x, y) dV (y). (2.6)
Introducing the linear integral operator
K[uˆ](x) :=
∫
R3
[(
ω20
c2
− ω
2
0
c20
)
uˆ
]
(y)Φk0(x, y) dV (y),
(2.6) can be written as the following operator equation
(I −K)[uˆ](x) = Φk0(x, z0). (2.7)
By (2.2), we see that
‖K‖L(L2(Ω),L2(Ω)) ≤ Cε, (2.8)
where C is a positive constant depending only on ‖c‖L∞(Ω), c0 and ω0. By combining
(2.7) and (2.8), one can readily show that
‖uˆ‖L2(Ω) ≤ Cε. (2.9)
Finally, by inserting (2.9) into (2.6), one can easily show that
‖uˆ− uˆ0‖L∞(Γ) ≤ Cε,
which in turn readily implies (2.3).
The proof is complete.
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2.2 Trajectory recovery
In this subsection, we consider the scenario that the point wave is in motion following a
path z0(t) : [0, T ]→ R3. In what follows, we set
v(t) :=
dz0(t)
dt
for t ∈ (0, T ),
which denotes the velocity of the moving emitter at time t. Throughout the rest of the
paper, we assume that
‖v(t)‖ ≤ c0 for t ∈ (0, T ).
For t ∈ (0, T ) and x ∈ Γ, define the retarded time τ by the positive solution to
τ = t− ‖x− z0(τ)‖
c0
. (2.10)
Theorem 2.2. Let u0(x, t) be the solution to (2.1). Suppose that there exists a function
ε(t) satisfying 0 < ε(t) 1,∀t ∈ (0, T ) and
t− τ = ‖x− z0(τ)‖
c0
= ε(t)
2pi
ω0
, (x, t) ∈ Γ× (0, T ). (2.11)
where τ is the retarded time defined in (2.10). Then it holds that
u0(x, t) =
sinω0t
4pi‖x− z0(t)‖ +O(ε(t)), (x, t) ∈ Γ× (0, T ). (2.12)
Proof. Then the solution u0(x, t) to (2.1) is given by the retarded potential (cf. [14])
u0(x, t) =
sinω0τ
4pi‖x− z0(τ)‖(1− c−10 〈x− z0(τ), v(τ) 〉 )
, (2.13)
where τ is the retarded time defined in (2.10) and 〈·, ·〉 denote the usual L2 inner product
with respect to the spatial variable.
By straightforward calculations, we have
sinω0τ = sinω0
(
t− ε(t)2pi
ω0
)
= sinω0t cos(2piε(t))− cosω0t sin(2piε(t))
= sinω0t+O(ε(t)).
(2.14)
Since t− τ = ‖x− z0(τ)‖/c0 = ε(t)2pi/ω0, one can also get
‖x− z0(τ)‖ =
∥∥∥∥x− z0(t− ε(t)2piω0
)∥∥∥∥
=
∥∥∥∥x− z0(t) + z′0(η)ε(t)2piω0
∥∥∥∥
=‖x− z0(t)‖|1 +O(ε(t))|,
(2.15)
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where t− ε(t)2pi/ω0 < η ≤ t, and
1− 〈x− z0(τ), v(τ) 〉
c0
=1− ‖x− z0(τ)‖ ‖v(τ)‖ cosβ
c0
=1− ε(t)2pi
ω0
‖v(τ)‖ cosβ
=1−O(ε(t)),
(2.16)
where β ∈ [0, 2pi] denotes the angle between x − z0(τ) and v(τ). Finally, by plugging
(2.14), (2.15) and (2.16) into (2.13), along with straightforward asymptotic analysis, one
can obtain
u0(x, t) =
sinω0t
4pi‖x− z0(t)‖ +O(ε), (x, t) ∈ Γ× (0, T ).
The proof is complete.
Remark 2.1. Theorem 2.2 is critical for our subsequent development of the reconstruc-
tion algorithm for the inverse problem (1.4). It is remarked that the sufficient condition
(2.11) for Theorem 2.2 can be fulfilled by properly choosing a low frequency ω0 of the
point wave, as well as by requiring that the distance between the motion of the point
wave and the measurement surface Γ is within a reasonable range. In the setup of
the proposed input/instruction technology, this is equivalent to saying that the emitter
generates a point wave with a relatively low frequency, and the person who performs
the input/instruction should stand within a reasonable distance from the sensor. If the
sensor is installed on the computer, the latter condition means that the human should
not be very far away from the computer.
We are now in a position to present the imaging functional for the inverse problem
(1.4), which can be used to qualitatively determine the trajectory z0([0, T ]) by knowledge
of Λω0(z0;T ). Define
φ(x, t; z) =
sinωt
4pi‖x− z‖ for (x, t, z) ∈ Γ× (0, T )×D,
and
I(t, z) =
∣∣∣〈u(x, t; z0(t)), φ(x, t; z)〉L2(Γ)∣∣∣
‖u(x, t; z0(t))‖L2(Γ)‖φ(x, t; z)‖L2(Γ)
for (z, t) ∈ D × (0, T ), (2.17)
where u(x, t; z0(t)) = u(x, t). Then, we have
Theorem 2.3. Let u(x, t) be the measurement data for (x, t) ∈ Γ×(0, T ), corresponding
to a moving point wave described in (1.3) and let I(t, z) be defined in (2.17). Suppose
that ω0 and D,Γ are such chosen that both (2.2) and (2.11) are fulfilled. Then, for any
fixed t ∈ (0, T ),
I(t, z) ≈ I0(t, z) :=
∣∣∣〈u˜0(x, t; z0(t)), φ(x, t; z)〉L2(Γ)∣∣∣
‖u˜0(x, t; z0(t))‖L2(Γ)‖φ(x, t; z)‖L2(Γ)
for (z, t) ∈ D × (0, T ),
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where u˜0(x, t; z0(t)) = u˜0(x, t) is defined in (2.12). Moreover, I0(t, z) achieves its maxi-
mum value when z = z0(t) with I0(t, z0(t)) = 1.
Proof. Since both (2.2) and (2.11) are satisfied, by combining Theorems 2.1 and 2.2, one
can easily obtain that
u(x, t; z0(t)) ≈ u˜0(x, t; z0(t)).
The maximum behaviour of I0(t, z) can be easily seen by using the Cauchy-Schwarz
inequality.
The proof is complete.
Based on Theorem 2.3, we next present the trajectory reconstruction scheme for the
inverse problem (1.4).
Algorithm T: Reconstruction of the trajectory of a moving point emitter
Step 1 Properly choose a low frequency ω0 and start to generate the point
wave of the form (1.1)–(1.2) from t = 0.
Step 2 Set the emitter in motion following a specific path z0(t), depending on
the desired input/instruction. The sensor collects the scattered wave
data u(x, t) at the measurement points {xj} ∈ Γ and a sequence of
discrete time points {tj} ∈ (0, T ].
Step 3 Select a sampling mesh Th in a region containing D. For each time
point tj , calculate the imaging functional I(tj , z) defined in (2.17) for
each z ∈ Th.
Step 4 Locate the global maximum point of I(tj , z) for z ∈ Th with the max-
imum value being nearly 1, which is the approximation to z0(tj).
Step 5 After the approximate determination of z0(tj) for all the discrete time
points, one can post-process the discrete data points to obtain the
reconstructed trajectory z0([0, T ]).
We would like to emphasize that clearly the proposed scheme yields a qualitative
reconstruction of the moving trajectory. Nevertheless, we shall conduct extensive nu-
merical experiments in Section 3 to show that the proposed method can provide an
effective and efficient reconstruction of the trajectory. Before we present the numerics,
we shall develop two speed-up techniques in the next subsection, which can significantly
reduce the computational cost in Steps 3 and 4 of Algorithm T. The post-processed
technique shall be discussed in the next section.
2.3 Two speed-up techniques
Motivated by the fact that the sound speed is finite, we develop two local sampling
techniques to reduce the computational efforts. The rationale behind is to replace the
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global sampling domain D by a sequence of sampling subdomains, e.g., balls. We will
specify the details of constructing the dynamic sampling domains in sequence and in
parallel, respectively. Without loss of generality, assume that (0, T ] is uniformly divided
into Nt time steps tj = jT/Nt, j = 1, 2, · · · , Nt, Nt ∈ N.
2.3.1 Sequential tuning
First, we present a time-marching technique to recover the locations of the source at
different time steps.
1. Locate the global maximum point of I(t1, z) for z ∈ D and denote it by z1, i.e.,
z1 := arg max
z∈D
I(t1, z).
2. Narrow down the sampling domain to B1 ⊂ D, where B1 is a ball centered at
z1 with radius ‖v(t)‖∞T/Nt. Then locate the local maximum point of I(t2, z) for
z ∈ B1 and denote it by z2, i.e.,
z2 := arg max
z∈B1
I(t2, z).
It is obvious that z2 is the global maximum point of I(t2, z) in D.
3. Following this idea and progressing with the time sequence {tj}, one can construct
a sequence of local sampling subdomains {Bj} and find the corresponding local
maximum points {zj} in an alternating manner:
z1 → B1 → z2 → B2 → z3 → B3 → · · ·
such that
Bj :={x ∈ R3 | ‖x− zj‖ < ‖v(t)‖∞T/Nt},
zj := arg max
z∈Bj−1
I(tj , z), j = 2, 3, · · · , Nt.
Thus the ordered sequence of {zj}, j = 1, 2, · · · , Nt forms a discrete marching
trajectory.
2.3.2 Parallel tuning
Next, we propose a hybrid method that combines dichotomy with parallel computing
techniques. Let d·e and b·c denote the rounding functions which round · to the nearest
integer greater and less than ·, respectively.
1. Locate the global maximum point of I(tNt , z) for z ∈ D and denote it by z01, i.e.,
z01 := arg max
z∈D
I(tNt , z).
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2. Narrow down the sampling domain to B01 ⊂ D, where B01 is a ball centered at z01
with radius ‖v(t)‖∞dNt2 eT/Nt. Then locate the local maximum point of I(tbNt
2
c, z)
for z ∈ B01 and denote it by z11, i.e.,
z11 := arg max
z∈B01
I(tbNt
2
c, z).
It is obvious that z11 is the global maximum point of I(tbNt
2
c, z) in D.
3. Employ the parallel computing to simultaneously locate the maximum points of
I(tbNt
2
c, z) and I(tb 3Nt
22
c, z) in B11, respectively, where B11 is a ball centered at z11
with radius |v(t)|∞dNt22 eT/Nt. The corresponding maximum points can be denoted
by z21 and z22, respectively, i.e.,
z21 := arg max
z∈B11
I(tbNt
22
c, z),
z22 := arg max
z∈B11
I(tb 3Nt
22
c, z).
4. Following this idea, in general one can construct the sequence of local sampling
domains {Bin} and find the corresponding local maximum points {zin} in an al-
ternating and parallel manner:
z01 → B01 → z11 → B11 →

z21 → B21 →
{
z31 → B31 → · · ·
z32 → B32 → · · ·
z22 → B22 →
{
z33 → B33 → · · ·
z34 → B34 → · · ·
such that
zin := arg max
z∈Bi−1,dn2 e
I(tb (2n−1)Nt
2i
c, z),
Bin :={x ∈ R3 | ‖x− zin‖ < |v(t)|∞dNt/2i+1eT/Nt},
n = 1, · · · , 2i−1, i = 1, · · · , blog2Ntc.
Thus the sequence of {zj}, j = b (2n−1)Nt2i c, i = 1, 2, · · · , blog2Ntc, n = 1, 2, · · · , 2i−1,
forms a discrete trajectory.
It is noted that j = 1, 2, · · · , Nt, if and only if log2Nt ∈ N.
Remark 2.2. Figure 2 shows the idea of the two speed-up techniques. The respective
time complexity of the two techniques are
T1(Nt) = O(Nt),
and
T2(Nt) = O(1 + log2Nt).
However, parallel tuning technique costs some time in assigning tasks. Moreover, time
steps are not very large in our experiments. Therefore, unless otherwise specified, we
suggest using sequential tuning technique to reduce the computational cost.
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Figure 2: Illustration of two speed-up techniques. Left: sequential tuning (the solid
circle denotes B1 and the dashed circles stand for B2, B3 and BN ); Right: parallel
tuning (the black solid circle denotes B01, the green dashed circle denotes B11 , the cyan
dashed circles denote B21 and B22, and the red dashed circles denote B31, B32, B33 and
B34 ).
3 Numerical examples
In this section, we will present several numerical examples to demonstrate the feasibility
and effectiveness of the proposed method.
All the following numerical experiments are carried out using MATLAB R2013a on a
Lenovo workstation with 2.3GHz Intel Xeon E5-2670 v3 processor and 128GB of RAM.
Synthetic wave field data are generated by solving direct problem of (1.3) and (2.1)
by using the quadratic finite elements on a truncated spherical domain enclosed by an
absorbing boundary condition. The mesh of the forward solver is successively refined
till the relative error of the successive measured wave data is below 0.1%. To test the
stability of our proposed method, we add random noise to the synthetic data u(x, t).
The noisy data are given by the following formula
u := u(1 + r)
where r are point-wise uniform random numbers, ranging from −1 to 1, and  > 0
represents the noise level. Unless otherwise specified, we fix  = 0.05, namely, 5% noise
was added to the measurement data.
Next, we specify details of the discretization. Using spherical coordinates (r, θ, ϕ) :
x = (r sin θ cosϕ, r sin θ sinϕ, r cos θ), the limited aperture Γ are taken on the patch
of the sphere with radius r = 10m, polar angle θ ∈ (pi/4, 3pi/4) and azimuthal angle
ϕ ∈ (−pi/4, pi/4). In all subsequent experiments, the time step is set to be ∆t = 0.1s,
the angular frequency is set to be ω0 = 1rad/s and the sound speed of the background
medium is chosen as c0 = 330m/s. Suppose that we have Nm equidistantly distributed
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receivers xm ∈ Γ, m = 1, 2, · · · , Nm, and Nt equidistant recording time steps tj ∈
(0, T ], j = 1, 2, · · · , Nt, where Nm = 200 and Nt = T/∆t. Then the measurement
data is an Nm × Nt array whose (m, j)-th entry is u0(xm, tj) or u(xm, tj). Hence, the
discretized version of the indicator (2.17) can be written in the form
I(tj , z) =
Nm∑
m=1
u0(xm, tj)φ(xm, tj ; z)∆sx(
Nm∑
m=1
u20(xm, tj)∆sx
)1/2( Nm∑
m=1
φ2(xm, tj ; z)∆sx
)1/2 , j = 1, 2, · · · , Nt,
where ∆sx denotes the area of the grid cell of receivers. Finally, at each time step
tj , we use a uniformly distributed 100 × 100 × 100 sampling mesh Th over the cube
D := [−8m, 8m]3 to locate the global maximum points {zj} of discretized indicator
function I(tj , z) for z ∈ Th. Thus, these discrete points {zj} build the discretized version
of the reconstructed moving trajectory.
In addition, if we want to obtain a smooth curve as the reconstructed trajectory, then
we may post-process the discrete data points {zj} by a suitable Fourier approximation.
The post-processed trajectory can be chosen as the following truncated Fourier expansion
of order P ∈ N:
z(t) := a0 +
P∑
n=1
(an cos(nt) + bn sin(nt)), t ∈ (0, T ],
where the Fourier coefficients are given by
a0 =
1
T
Nt∑
j=1
zj
T
Nt
,
an =
2
T
Nt∑
j=1
zj cos(ntj)
T
Nt
,
bn =
2
T
Nt∑
j=1
zj sin(ntj)
T
Nt
, n = 1, 2, · · · , P.
We would like to point out that in order to eliminate the artifacts of large oscillations
in the reconstructed trajectories, the Fourier expansion of a low order is usually prefer-
able in the post-processing step. Conversely, if one wants to capture the presumable
high-frequency details of the trajectory, then the Fourier approximation of a high order
might be more suitable. Therefore, an appropriate choice of the truncated order may
require some a priori information of the noise level  and the smoothness of z0(t). If not
otherwise specified, we will choose P = 3 in what follows.
Remark 3.1. In order to obtain a three-dimensional visualization of the reconstructed
points and curves, some 2D projections (shadows with gray color) are also added to the
configurations of the reconstructions.
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Figure 3: Numerical results for Example 1. The top row compares Case (i) with Case
(ii) at receivers x1 and x2, respectively; the bottom row compares Case (i) with Case
(iii) at receivers x1 and x2, respectively.
Remark 3.2. In Theorem 2.2, the assumption t− τ = c−10 ‖x− z0(τ)‖  2pi/ω is only
for theoretical purpose. As we will see in the following examples, a moderately small
quantity of c−10 ‖x− z0(τ)‖ could be sufficient to yield satisfactory reconstruction.
Example 1. In the first example, we aim to verify Theorem 2.1 numerically, i.e., u is
approximated to u0. Assume that the emitter moves along the moving trajectory
z0(t) =
(
0, 3 cos
(
3pi
20
t+
pi
4
)
, 3 sin
(
3pi
20
t+
pi
4
))
, t ∈ (0s, 10s],
which is depicted in Figure 4(a) and served as an approximation of a letter “C”. Next,
we select two receivers (sensors) which are located at x1 = (5m,−5m, 5
√
2m) and x2 =
(10m, 0m, 0m), and then let both receivers (sensors) receive wave field generated from
the emitter. Here we consider three cases.
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(i) We consider an emitter moves in a homogeneous space with background wave
speed being c0 = 330m/s in R3. Here, we define the wave field by u0.
(ii) We study a simplified scenario that a person is wearing an emitter on one of
his/her finger and moving the finger to write a letter “C”. We assume that the person
faces receivers and consider his/her body Ω as an inhomogeneity. For simplicity, let
c(x) = 1500m/s signify the wave speed in Ω and c0 = 330m/s denote wave speed
in R3\Ω. We also choose Ω as a cuboid domain with center (−2m, 0m, 0m) and size
2m× 10m× 10m. In this case, the radiated wave field is denoted by u1.
(iii) We assume that the person stands back against the receivers and the wave
transmits through the body to receivers. So let Ω denote a cuboid domain with center
(2m, 0m, 0m) and size 2m× 10m× 10m. In this case, the radiated wave field is denoted
by u2.
The numerical results verifies that u0 is approximately equal to u1 and u2 for both
receivers at every instant, respectively, as shown in Figure 3. Figure 3 shows that the
location of inhomogeneous medium has not made much impact on the measured wave
field. In other words, no matter which direction we face, the received signals are almost
the same. Moreover, we also did some experiments with ω0 < 1 and some other receivers.
All the numerical results showed that the errors between u0 and u are very small and the
error decreases as the angular frequency decreases. However, the reconstruction of the
trajectory would deteriorate as the angular frequency tends to zero. Hence the trade-off
deserves further investigations in practical applications.
In the next example, we will recover the moving trajectories in the above three cases.
Example 2. Reconstruct the trajectory of a Latin-script letter “C”. Following Example
1, synthetic wave field were collected at the terminal time T = 10s with 100 recording
time steps.
This example investigates reconstruction of the trajectories in the respective homo-
geneous and inhomogeneous media. Figures 4(b), (e) and (d) show scatter plots of
trajectory points for all discrete time steps in Case (i), (ii) and (iii). It is observed that
there exist some small perturbations in the reconstructed trajectory, because 5% noise
was added to the measurement data. Figures 4(c), (f) and (i) show that the truncated
Fourier expansion technique in the post-processing step could yield smooth curves which
are close to the exact trajectories.
These numerical results also verified that the reconstructed moving trajectory in the
homogeneous medium is very close to that in the inhomogeneous medium, which is due
to the fact that the wave scattering generated from the human body is nearly negligible
with small angular frequency. Hence, we will only consider the homogeneous case in the
following examples.
Example 3. Reconstruct the trajectories of Arabic numbers “3” and “8”. Assume that
the emitter moves along the following two paths.
(i)
z0(t) =
(
0, 5
∣∣∣∣sin (−5 + t)pi5
∣∣∣∣− 2, 5− t), t ∈ (0s, 10s],
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Figure 4: Numerical results for Example 2. (a), (d) and (g): true moving trajectories
in Case (i), (ii) and (iii), respectively; (b), (e) and (h): reconstruction of trajectories in
Case (i), (ii) and (iii), respectively; (c), (f) and (i): post-processed trajectories in Case
(i), (ii) and (iii), respectively.
which is depicted in Figure 5(a) and served as an approximation of the handwriting
Arabic number “3”.
(ii)
z0(t) =

(
0, −2 cos (t− 2)pi
2
, 2 sin
(t− 2)pi
2
− 2
)
, t ∈ (0s, 3s] ∪ (7s, 8s],(
0, 2 cos
pit
2
, 2 sin
pit
2
+ 2
)
, t ∈ (3s, 7s],
which is depicted in Figure 5(d) and served as an approximation of the handwriting
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Figure 5: Reconstruction of the trajectories “3” and “8”. Left column: true moving tra-
jectories; Center column: reconstruction of trajectories; Right column: post-processed
trajectories. (e): reconstruction via sequential tuning, (g): reconstruction via parallel
tuning.
Arabic number “8”.
Note that the trajectory of Arabic number “3” contains a non-differentiable point
such that a sharp corner lies in its neighborhood. In contrast to the smooth parts of the
trajectory, the local details such as sharp corners are usually difficult to be reconstructed.
The top row of Figure 5 illustrates that our method has the capability of recovering the
details of sharp corners, as long as the recording time steps are very small and the local
sampling grids are sufficiently fine.
The example of Arabic number “8” aims to test the capability of our method in
resolving a closed trajectory which contains an intersection point. It can be seen from
the last two rows of Figure 5 that the intersection point on the trajectory is well identified.
For comparison, the reconstructions via the sequential and parallel tuning techniques are
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Figure 6: Reconstruction of spiral-shaped trajectories. Left column: true moving tra-
jectories; Center column: reconstruction of trajectories; Right column: post-processed
trajectories; Top row: the cylindrical spiral; Bottom row: the conical spiral.
shown in Figure 5(e) and (g), respectively. As shown in Figure 5, both of the speed-up
techniques could produce satisfactory reconstructions.
Example 4. Reconstruct a cylindrical/conical spiral. In the previous two examples,
we only study the moving trajectories in x2-x3 plane. This example is intended to
demonstrate the performance of the algorithm for reconstructing some complicated 3D
trajectories. The following two cases are investigated.
(i) Cylindrical spiral: z0(t) = (3 cos t, 3 sin t, 0.5 t− 5), t ∈ (0s, 20s].
(ii) Conical spiral: z0(t) = (0.2 t cos t, 0.2 t sin t, 0.5 t− 5), t ∈ (0s, 20s].
The numerical results are shown in Figure 6, where we post-process the reconstructed
cylindrical spiral and conical spiral by truncated Fourier expansion of order 1 and 5,
respectively. As seen in Figure 6, the reconstructions have relatively large perturbations
in the half space x1 < 0. The reason for this behavior is probably that only the limited
aperture measurements are available and all the receivers are located in the half space
x1 > 0.
Example 5. The last example is devoted to the identification of a motion trajectory
consisting of several adjacent Latin-script letters. Assume that someone is wearing an
emitter on one of his/her finger and moving the finger to input a text to the computer.
Here the motion trajectory is depicted in Figure 7(a) and (b) and served as an approxi-
mation of the handwriting “HELLO”. We want to emphasize that the moving trajectory
17
−5
0
5
−5
0
5
−5
0
5
x1
x2
x
3
(a)
−5 0 5
−5
0
5
x2
x
3
(b)
−5
0
5
−5
0
5
−5
0
5
x1
x2
x
3
(c)
−5
0
5
−5
0
5
−5
0
5
x1
x2
x
3
(d)
Figure 7: Reconstruct the trajectory of a text. (a) (b): true moving trajectory in 3D
and 2D view, respectively (the speed of the emitter are 8m/s and 80m/s along the solid
and dashed lines, respectively), (c): reconstruction of trajectory (d): post-processed
trajectory.
is continuous although the text “HELLO” is discontinuous, see Figure 7(b). The ter-
minal time T = 8s was employed and 30% noise was added to the synthetic forward
data.
It is challenging to distinguish these adjacent letters with large noise. Figure 7(c)
shows that our method is insensitive to the noise. Moreover, it seems that the recon-
structed points are automatically clustered into several groups and some of the connect-
ing points between these groups are “missing”. This clustering effect is due to the fact
that the velocity of the emitter increased drastically when it travelled between these let-
ters and hence little information was detected. Therefore, it would be more reasonable
to post-process these piecewise clustered points separately rather than output a single
smooth moving trajectory. To this end, we first locate the gaps by checking the indices
j such that ‖zj − zj+1‖ is much larger than the average distance between the successive
18
points for all {zj}. According to the location of these gaps, we divide {zj} into several
sets. Then the Fourier expansion based post-processing is applied to each set of points
separately. Finally, the collection of all the post-processed trajectories is plotted as the
result, see Figure 7(d) for the final reconstruction.
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