The sufficiency of the condition was essentially given by myself in 1948 in the Skandinavisk Aktuarietidskrift [1] " In that paper 1
showed that if y is normally distributed, then the least squares estimate is identical to the maximum likelihood estimate; under normality, of course, the maximum likelihood estimate is best linear unbiased,
Watson [9] , [10] , G. S. Watson and Hannan [12] studied the efficiency of least squares estimates; the inequality given in the first two papers shows the necessity of the condition for p = 1 . Magness and McGuire [6] rediscovered the condition, proving sufficiency and necessity. Watson [11] and Zyskind [13] In this case we consider the covariance matrices of the estimates, normalize them suitably and identically, and consider the limits of them as T-x» . Grenander [4] , Rosenblatt [7] in the Third Berkeley Symposium, and these two authors [5] found conditions for which the two limiting covariance matrices are the same. They did not indicate that their results were asymptotic analogues of the result for a finite sample, and the statement of their results and their methods of proof do not make it easy to see the relationship.
In this paper I shall prove the results for the finite-dimensional case and the limiting case in a similar fashion in order that the relationship between the results be clearer and that the asymptotic results be more easily understood-The emphasis here is on the linear algebra; the rigorous derivation of the limits, which is rather involved is omitted (but is given in Section 10.2 of [3] ).
The method of proof is not the most direct for Theorem 1, because the proof uses covariance matrices instead of the structure of the estimates themselves. On the other hand, the asymptotic results must be derived in terms of the covariance matrices because the order of the observation vector increases, and thus the structure of the estimate changes. To obtain comparable proofs, covariance matrices must be 2. The Finite-Sample Case.
We shall now proceed to prove Theorem 1 by considering the conditions for which the two covariance matrices, (5) and (6), are identical. To study this problem it will be convenient to transform the coordinate system in the T-dimensional space to the coordinate system defined by the characteristic vectors of the covariance matrix £ . Let 
?' = %.'
and g is a p-component vector, t = 1, . , T . The two covarlance matrices depend on three matrices involving Z and E . These can be written in terms of A and G as
•iv 1--.
The columns of V are characteristic vectors of E corresponding to roots which are the reciprocals of the characteristic roots of E . We shall follow these matrices along. 
,(
Now let us go back to the matrices we considered previously, and express them in these new terms. Z is written as
The three matrices appearing in the covariance matrices are
The definition of a submatrix of V may have some indeterminacy in it.
We can replace V The three matrices in C(b) and äf(b*) can be written
consider the diagonal elements of each of the last three equations.
They are 
We have then C with an identity in the upper left-hand corner and so on. The rank of each C is equal to the number of diagonal elements that are 1 . Thus, the sum of the ranks is equal to p . Therefore, the equality of the covariance matrices implies that the sum of the ranks is p . T 't+h^Si 1 We assume that these limits exist for t = 0, + 1, + 2, ., this sequence of matrices has the spectral representation
where M(A) has complex-valued elements, is Hermitian, and has increments that are positive semidefinite.
We shall now consider the limits of the covariance matrices of the normalized estimates. Those covariance matrices involve the limits of
In fact, the matrices DJ'Z'ZD* , DJ'Z'EZD,,, 1 , and D 1 ZE """ZDJ"
The second matrix is
Of course, these operations need to be justified to give a rigorous proof, but that requires considerable detail. The full proof is given in section 10.2.3 of my book [3] and is along the lines indicated by Grenander and Rosenblatt [5] . The three matrices we are interested in can be written
J; im 5T
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The derivation for the third matrix is an involved demonstration also given in [3] . These three expressions are the analogues of (12), (13) 
(67)
-L.
We are now back to the same forms that we had for the finite-dimensional case, (25), (26), (27) , The only difference is that in the earlier 
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