In recent years, deep learning models have resulted in a huge amount of progress in various areas, including computer vision. By nature, the supervised training of deep models requires a large amount of data to be available. This ideal case is usually not tractable as the data annotation is a tremendously exhausting and costly task to perform. An alternative is to use synthetic data. In this paper, we take a comprehensive look into the effects of replacing real data with synthetic data. We further analyze the effects of having a limited amount of real data. We use multiple synthetic and real datasets along with a simulation tool to create large amounts of cheaply annotated synthetic data. We analyze the domain similarity of each of these datasets. We provide insights about designing a methodological procedure for training deep networks using these datasets.
Introduction
Deep learning models have revolutionized the field of computer vision. These models have been applied on various tasks such as object detection (Huang et al., 2017; Wang et al., 2018; Simon et al., 2019) , scene segmentation (Shelhamer et al., 2017; Chen et al., 2018a; Zhao et al., 2016) , crowd analysis (Kang et al., 2017) , and autonomous driving (Bojarski et al., 2016; Teichmann et al., 2018) .
Autonomous driving is one of the hottest fields that is benefiting from the availability of such models. Deep models are commonly used for vehicle detection (Li et al.) , pedestrain detection (Xu et al., 2017; Zhang et al., 2016) , open road segementation (Chen et al., 2018b; Teichmann et al., 2018) , and end to end driving (Bojarski et al., 2016; Codevilla et al., 2018 The idea of deep neural networks is not a new concept. The major success of these models can be attributed to the availability of required computational power to perform the huge amount of calculations, and to the availability of large datasets to learn the transformation functions.
Many studies (Rastegari et al., 2016; Paszke et al., 2016; Huang et al., 2017) have been undertaken to address the computational costs associated with training and inference on deep models. Regularly, new datasets (Russakovsky et al., 2015; Lin et al., 2014; Cordts et al., 2016; Geiger et al., 2012; Yu et al., 2018; Richter et al., 2017; Caesar et al., 2019) are introduced to provide the required diversity of information for the models to learn an specific task. Collection of raw data, annotation and verification of these datasets is a very expensive and time-consuming task. As such, researchers have been developping various techniques to overcome this issue and introduce cost saving measures to build a high quality dataset. Domain adaptation (Sankaranarayanan et al., 2017; Carlson et al., 2018; Hoffman et al., 2017) techniques try to adapt the network from source to target domain by comparing feature maps of each domain (Hoffman et al., 2016) , using Generative Adversarial Networks (Goodfellow et al., 2014) to alter the features of target domain such that they match the features of the source domain (Sankaranarayanan et al., 2017; Wu et al., 2018; Zhang et al., 2018) , or modifying the style of an image in the target domain to match the source domain for feature extraction (Caesar et al., 2019; Zhang et al., 2018) . Few-shot learning (Qiao et al., 2018; Kang et al., 2018; Sung et al., 2017) is another field that deals with the difficulties of annotating a large amount of data required for deep learning. While these are promising approaches, they are still not satisfactory in dealing with the major domain shift in the underlying distribution of the datasets (Rao & Frtunikj, 2018) .
We cannot underestimate the tremendous importance of having a large amount of annotated data in order to train models that could generalize to new test cases. A promising method in this direction is to create simulated data that is well capable of imitating the statistics of the real data. In this study, we explore multiple avenues in this context by focusing on arXiv:1907.07061v1 [cs.CV] 16 Jul 2019
various synthetic datasets and their interaction with multiple real datasets. Our goal is to identify a procedure that addresses the domain shift and dataset completeness challenges. Our work follows a similar approach as (Mayer et al., 2018; Wrenninge & Unger, 2018 ) with a focus on autonomous driving and object detection in order to find a best practice procedure for training deep models. More formally, we define our contributions as follows:
• An analysis about the adverse effects of reduction in dataset size on the performance of the object detection models.
• A comprehensive metric study to show the relationship between underlying distributions of various datasets.
• Mixed training on large synthetic datasets and small real datasets.
• Fine-tuning models trained on large synthetic datasets with a small set of real data.
• Evaluating the effect of training on multiple synthetic datasets at once, on the fine-tuning performance on small sized real dataset.
It is worth to mention that the quality of a dataset is not only measured by its size. There are factors such as diversity, completeness, appearance, object occurrence distribution and other factors that impact the effectiveness of a dataset. In this paper, we mainly focus on addressing the quantity aspect of real datasets, which have a higher collection and annotation cost.
Finally, from a deployment point of view, we consider an architecture that is deployable on embedded platforms. For this purpose, we consider the MobileNet (Howard et al., 2017) feature extractor as a backbone to the single shot detector (SSD) (Liu et al., 2016) . The SSD-MobileNet combination is shown to be a fast and commonly used model in object detection tasks (Howard et al., 2017; Huang et al., 2017; Soviany & Ionescu, 2018) .
Literature Review
The necessity of large amounts of annotated data is a bottleneck in computer vision tasks. One way of dealing with this issue is to use cheap synthetically generated training images. However, this approach posesses an important issue; how the synthetic and real data should be used to optimize training of a model.
Synthetic data generation can be undertaken in two main ways:
• Real data augmentation (Tremblay et al., 2018; Fang et al., 2018) : adding objects to existing frames, which does not require sophisticated environmental modelling nor estimating spawn probabilities.
• Synthetic data generation through simulation (Tsirikoglou et al., 2017; Wrenninge & Unger, 2018; Richter et al., 2017) : generating entire frames with sophisticated environmental modelling, sensor noise modelling and rendering. Commercial game engines (Richter et al., 2017; Johnson-Roberson et al., 2017) are an alternative in this domain. (Tremblay et al., 2018) uses domain randomization for car detection by effectively abandoning photorealism in the creation of the synthetic dataset. The main motivation of (Tremblay et al., 2018) is to force the network into learning only the essential features of the task. Results of this approach are comparable to the Virtual KITTI dataset (Gaidon et al., 2016) which closely resembles the KITTI dataset (Geiger et al., 2012) . It is also shown that using real images in the fine tuning stage, the accuracy of the models are consistently improved. One issue with the Virtual KITTI dataset is its limited sample size of 2500 images. This could result in worse performance than the larger datasets. Further, analyzed networks are very large and very challenging to use on embedded platforms.
In contrast to (Tremblay et al., 2018) , (Abu Alhaija et al., 2018) uses real scenes and augments them with the synthetic objects. This way, the complexity associated with the creation of 3D environment models and spawn probabilities are avoided. It is shown that after augmenting the dataset with certain number of images a saturation point is reached. Cluttering the images with too many objects also reduces the model performance. Another interesting finding of this work is about the significance of proper background and camera noise modeling.
A fast synthetic data generation approach is proposed in (Johnson-Roberson et al., 2017) . Grand Theft Auto (GTA) game is used to collect this dataset. It is argued that current deep vehicle detection models are usually trained on a specific dataset and cannot generalize to other datasets. Faster-RCNN (Ren et al., 2017 ) is used to be trained on a large simulated dataset and on a small real dataset (Cordts et al., 2016) . The lack of inclusion of fine-tuning or mixed training is a missing point from this study. (Richter et al., 2017) follows the same idea of using GTA to generate a synthetic dataset, however their study does not include an analysis about object detection performance. (Wu et al., 2017) employes GTA to create a synthetic Li-DAR dataset and uses it in combination with KITTI (Geiger et al., 2012) to train a deep model that can outperform each individual dataset. (Fang et al., 2018) introduces a framework to generate simulated 3D point clouds based on physical characteristics of the LiDAR. First, a LiDAR and Figure 1 . Sample images from real and synthetic datasets.(a) BDD , (b) KC (Geiger et al., 2012 ) (Cordts et al., 2016) , (c) NS (Caesar et al., 2019) , (d) 7D (Wrenninge & Unger, 2018) , (e) P4B (Richter et al., 2017) , (f) CARLA (Dosovitskiy et al., 2017) .
a camera are used to create a real background environment dataset. This data is then augmented with synthetic 3D objects, hence reducing the burden of simulated environment model creation. (Mayer et al., 2018) provides a comprehensive analysis about using various synthetic and real datasets for training neural networks for optical flow and disparity estimation tasks. Authors point to four important findings. The first is the importance of diversity in the training set. Secondly, they show that the photo-realism of the dataset is not a significant factor for the good performance of the model. It is shown that increasing dataset complexity on schedules helps to increase the performance. And finally, modelling the camera distortion of the test set is found to be highly valuable.
Synscapes (7D) (Wrenninge & Unger, 2018 ) is a street scene synthetic dataset that uses an end-to-end approach to generate scenarios and high fidelity rendered images. 7D is a better dataset than P4B for testing object detection models trained on a real dataset. However, using the sole 7D dataset for training performs poorly in tests on real data, and finetuning it on real datasets yields a better outcome.
The findings from the literature can be concluded in few rules of thumb; more data is almost always better than less data. Samples acquired from the test environment contribute more to the performance of the model. Augmenting real images saturate once a specific ratio is passed. Realistic sensor distortion models and environment distribution models have a larger effect on the final performance than the photo-realism of the samples.
Datasets and Data Statistics
To perform a comprehensive study on the requirements of having expensive real data, we use a set of real and synthetic datasets. The datasets are chosen to provide comprehensive sets of examples for camera based object detection. In this paper we are only evaluating for two classes; cars and persons, as they have a more unified definition among various datasets. The list of datasets are shown in Table 1 .
Images in each dataset are resized to have an aspect ratio of 16 : 9 and the shape of 640 × 370 to keep the computation tractable. From all of the datasets, the objects that have a height smaller than 4% of the image height are removed. There are few reasons for this choice. First, smaller region of interest will result in a very small feature map regions. In most cases, they will be ignored. This will result in a higher loss value for SSD in detecting objects that are not visible. Secondly, smaller objects are at further distances and they might not be very relevant for immediate consideration in the task of autonomous driving.
We are constrained to 15000 images from each dataset, which is the maximum number of images existing in the smallest dataset. To keep data distributions similar, we only use images that are in good weather conditions.
Real Datasets
Berkeley Deep Drive (BDD) consists of 100K images with annotations for segmentation and objects. Only images captured in the {daytime, dawn/dusk} and under {'clear', 'undefined', 'partly cloudy', 'overcast'} weather conditions are considered for sampling. Kitti-CityScapes (KC) KITTI (Geiger et al., 2012) has 7481 images with aspect ratio of 33:10. To deal with the ultra wide aspect ratio, they are divided into two 16:9 images with an overlap of 14.38% in between them. This way we get a total number of 14962, which does not reach the predefined 15K images. The Cityscapes dataset (Cordts et al., 2016) is visually similar to KITTI. There are 2975 images with instance segmentation provided in CityScapes. We use the segmentation information to create bounding boxes. We sample 2000 from CityScapes and 13K from KITTI to created the combined Kitti-CityScapes dataset.
NuScenes (NS) (Caesar et al., 2019 ) is a recently published dataset that contains 1000 driving scenarios with a duration of 20 seconds. This dataset includes readings with a complete suite of sensors including 6 cameras, 1 LiDAR, 5 radars, a GPS, and an IMU. To keep the dataset consistent with the others, we only choose the frontal view camera images.
Synthetic Datasets
Synscapes (7D) (Wrenninge & Unger, 2018 ) is a street scene dataset with 25K images that mimics the properties of Cityscapes (Cordts et al., 2016) . We choose only the bounding boxes that have occlusion values less than 70%.
As shown in Table 1 , Synscapes has the largest deviation from the real datasets in terms of average number of objects per image, more specifically, in the number of persons per image.
Playing for Benchmark (P4B) (Richter et al., 2017 ) is a dataset consisting of video sequences with a total of 200K frames. We sample every 9 frames from each video and collect a dataset of 15k images. We drop the night sequences to comply with the conditions of other datasets.
CARLA (Dosovitskiy et al., 2017 ) is a driving simulator that contains 5 different towns, with a large variety of cars, while limited in its number of pedestrian models. We use all the 5 towns of CARLA and generate a uniform number of 3000 images per town.
Experiments
Our experiments are crafted to evaluate the performance of car and person detection for the autonomous driving task using a diverse combination datasets. Our main goal is to propose a procedure for training deep models using large amounts of synthetic and limited amounts of real data.
For the model of choice, SSD-MobileNet, we use the default parameter set provided in Tensorflow object detection API (Huang et al., 2017 ) and train the model from scratch. For all of the training sessions, we use RMSprop optimizer with initial learning rate of 0.004, decay factor of 0.95 and the decay step of 30K. In fine-tuning, we change the decay step to 5000 and adjust the decay factor to 0.8.
We report the results of our experiments in terms of average precision and recall. To calculate each, the intersection of union is set at [0. 
Dataset Reduction
In this section, we are evaluating the effects of dataset reduction on the model's performance to set the basis for our benchmarks. For this task, only the real datasets are evaluated. We choose training dataset sizes of 100%, 10%, 5% and 2.5%. Figure 2 shows the collective results and table 3 shows them for individual classes. The general trend is that by reducing the number of real data points, we are dramatically sacrificing performance in both precision and recall terms. We also observe that, on all datasets, the relative effect of removing the first 90% of data is less than the effect of removing the next 5%.
It is also observed that precision and recall for 'person' class is significantly lower than the 'car' class. This is attributed to the vast diversity and deformability of the object shape of the person. These results are used as the baseline for the rest of the experiments in the paper.
Dataset Similarity
In our second study, we are analyzing the similarities between various datasets. This study will provide us with the knoweldge of how close the underlying distribution of Figure 3 . The model is trained on each of the datasets and is tested on all the other datasets. In the legend, the train-test dataset combinations are shown as a tuple.
one dataset is compared to the other datasets. In this section, all the datasets are trained at full training set size to achieve their best results on their own test set. Then, their trained model is used to evaluate their performance on other datasets. The results of this section are presented in Figure  3 .
Based on the distribution of the results, we can conclude some insightful information. BDD has the largest distribution in its sample space. This is visible from the more localized test results of the BDD trained model on the BDD test set and the non-BDD test sets. It is followed by KC and NS.
All the synthetic datasets suffer from a specificity problem which results in models that are incapable of proper generalization. They perform very well on their own test set, however their performance suffers on any other test sets. We can see P4B is a better training dataset than 7D, despite the photo-realistic nature of 7D. CARLA has less accurate environment and camera models compared to other synthetic datasets that results in its poor performance.
Performance of all the real data trained models on the 7D test set is much better than other synthetic test sets. This means that 7D has a nature that is better covered by the real dataset. This is also confirmed in (Wrenninge & Unger, 2018) .
Synthetic-Real Data Mixing
In an attempt to achieve the full real dataset performance with only using a fraction of it, we launch a study that uses a mixed set of synthetic and real datasets with various ratios. These per-class results are shown in table 2, while the averaged results are shown in figure 4 . The mixed dataset is used in training, while the tests are performed only on the corresponding test set used real dataset. Table 4 shows the precision and recall rates of the mixed datasets on a per-class basis. These results are directly comparable to the results achieved by only using a fraction of the real data in table 2. Using both P4B and KC in mixed training provides valuable diversity of features that results in surpassing full real dataset training performance of 'person' detection while only using 10% of real data. We cannot see the same performance in case of the 'car' class as it conveys lesser varying structure compared to the 'person' class. However, the performance of the 'car' class is better than only using 10% of real data.
In this section, our hypothesis to observe a performance increase by adding a small amount of real data compared to the synthetic only training is confirmed. This implies that a rather huge amount of cost saving could be achieved in data annotation. We can further see that increasing the real dataset ratio from 2.5% to 5% and 10% in all cases results in an increase in the performance. These gains could be observed as an increase in precision, recall, or both of the measures.
On average P4B is providing better results on BDD and NS. CARLA is consistently inferior to the other sophisticated synthetic datasets. 
Synthetic Training and Real Data Fine-tuning
In mixed training, our model learns the general concepts from simulated datasets, and uses the real samples to adapt its domain. However, there is no scheduling in the mixed training sessions. To perform a more structured experiment, we take a transfer learning approach. Model is first trained on a synthetic dataset, and then fine-tuned on each of the real datasets. We use the same ratios defined in the previous section. Similarly, the tests take place on the real data only.
The results of this section are presented in Table 5 and in figure 5.
Employing transfer learning strategy significantly increases the recall rates for all of the models. This is attributed to the fact that the model is not only able to transfer knowledge from synthetic data, but is also capable of expanding its learned features with real data to achieve a better generalization. 7D is specially benefiting from the fine-tuning in comparison to mixed training. The 'person' class in particular enjoys a dramatic increase in recall for all the experiments. The smaller variation in the results of each experiment shows that transfer learning is a more stable approach for training deep models.
Using this methodology, the exhaustive training and faster fine-tuning phases can be separated from each other, and the same base model could be easily adapted to multiple domains. This is highly valuable as it enables the base model to be trained on a complete synthetic dataset in advance. Later, it could be quickly fine-tuned on a geography specific dataset and deployed on vehicles of that region.
Combination of Synthetic Datasets
In previous tests, we showed the performance of the individual simulated datasets on each of the real datasets. Choosing the best performing synthetic dataset requires an exhaustive training and testing sessions. To avoid this complication and to address the data completeness challenge, we evaluate the effectiveness of combining multiple synthetic datasets.
To perform this experiment, we combine all the synthetic datasets to train the model. Later, the model is fine-tuned on 1500 real images. Figure 6 . Results of using all the synthetic datasets together for training, and 10% of real dataset size (3% of train size) for finetuning. These results are shown as ASR10 in the figure. Figure 6 shows the experimental results of this task. We can see that combining all the synthetic datasets for training provides better results than individually using them, except in case of BDD. This could be attributed to the completeness of the combined training data. As each dataset is generated from an independent source, union of them presents a more complete dataset that is essential for the autonomous driving task (Rao & Frtunikj, 2018) .
Conclusion
In this paper, we have cross-compared the performance of multiple datasets using SSD-MobileNet architecture in car and person detection. We have extensively analyzed the effects of training using datasets with a large amount of synthetic data and a small number of real data in two folds; mixed training and fine-tuning. Fine-tuning synthetic training model with limited real data provides better results than mixed training. This is also ultimately valuable as the huge training session can be achieved independently from the smaller fine-tuning counterpart. It is shown that the photo-realism is not as important as the diversity of the data. Objects with higher degrees of deformability require more information compared to others.
The impressive results of synthetic training are valuable, as real data is very expensive to annotate. Using simulated data as a cheaper source of training samples can provide significant savings of both cost and time. For future work, there are multiple avenues left to be explored. We would like to further expand this study to cover the meta learning models. Few shot learning techniques could expand this study, as they focus on generalizing a network's feature maps while using very little additional data. Another avenue would be to study the effectiveness of various domain adaptation techniques, where a model is used to convert synthetic images to a domain more similar to the target domain, on which we then perform the training. We expect CARLA to specially benefit from this case.
We have evaluated the performance of combining multiple independent synthetic datasets. However, there needs to be additional studies on the approaches that could achieve a complete dataset using a single source while addressing all the remaining challenges related to dataset creation.
We hope this paper provides an insight on the principal dynamics between real and synthetic data, and direct future studies towards the production of cost effective procedural methodologies for training neural networks using smaller amounts of real data.
