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Abstract
We consider an N -body system of charged particle coupled to gravitational,
electromagnetic, and scalar fields. The metric on moduli space for the system
can be considered if a relation among the charges and mass is satisfied, which
includes the BPS relation for monopoles and the extreme condition for charged
dilatonic black holes. Using the metric on moduli space in the long distance
approximation, we study the statistical mechanics of the charged particles at
low velocities. The partition function is evaluated as the leading order of the
large d expansion, where d is the spatial dimension of the system and will be
substituted finally as d = 3.
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Solitons in field theories have attracted much attention in past two decades. The dy-
namics of solitons have been studied not only by numerical methods but also by analytical
methods. If a multi-soliton solution saturates a certain Bogomol’nyi-type bound, there is no
net static force among the solitonic objects described by such a solution. The existence of
various types of forces is essential for the balanced situation. The low-energy interaction of
such solitons can be described in terms of the space of parameters in static solutions (moduli
space) [1].
Recently, the statistical mechanics of vortices in (2+1) dimensions was studied by Manton
and Shah [2,3] under the assumption that the dynamics of vortices is well approximated by
the geodesic motion on moduli space. In the present paper, we investigate thermodynamic
behavior of the gas of the charged particles interacting by gravitational, electromagnetic,
and scalar forces. This model can be regarded as a point particle limit of monopoles and/or
black holes when there is a special relation among the charges and mass. We adopt the
lagrangian of particles at low energies and at large separations to compute the partition
function of the system.
Suppose the action for the N particles of massmα, electric charge qα and scalar charge σα
in the (d+ 1) dimensional spacetime (d ≥ 3) is given by
L = −
N∑
α=1
∫
dsα
(
mα − σαϕ− qαAµ∂x
µ
α
∂sα
)
+
∫
ddx
√−g
16π
[
1
G
R− 2(∇ϕ)2 − F 2
]
+ (surface terms) , (1)
where R is the scalar curvature and ϕ is a real scalar field. The electromagnetic field Aµ is
related to the field strength Fµν by Fµν = ∂µAν − ∂νAµ, where µ, ν run over 0, 1, . . . , d+ 1.
G is the Newton’s constant. We will finally focus on the case of d = 3, but for later use in
an approximation scheme, we leave d as an arbitrary integer for a while.
One of the present authors has obtained the low-energy lagrangian including Lie´nard-
Wiechert potential in the large mutual distance limit [4,5]. Using abbreviated notations
e2αβ ≡ qαqβ − σασβ −
2(d− 2)
d− 1 Gmαmβ , (2)
2
γ2αβ ≡
[
σασβ − 2d
d− 1Gmαmβ
]
, (3)
we can write the effective lagrangian for the particles as
L =
1
2
N∑
α=1
mα~v
2
α
− ∑
α<β
4πγ2αβ
Ad−1
|~vα − ~vβ |2
2(d− 2) rd−2αβ
+
∑
α<β
4πe2αβ
Ad−1
[~vα · ~vβ + (d− 2)(~nαβ · ~vα)(~nαβ · ~vβ)]
2(d− 2) rd−2αβ
− ∑
α<β
4πe2αβ
Ad−1
1
(d− 2) rd−2αβ
+ · · · , (4)
where Ad−1 =
2πd/2
Γ(d/2)
.1 rαβ is the distance between two point sources denoted by α and β, and
~nαβ stands for the unit normal vector in the direction β-α. Here, the triple dots (· · ·) contain
O(v3) and O(1/r2(d−2)) interactions. The radiation reaction is negligible at low velocities.
Note that this lagrangian can be utilized for the system of magnetic monopoles, where the
duality relation holds.
In eq. (4), the static interaction is cancelled out if
e2αβ = 0 . (5)
For the BPS monopoles in (3 + 1) dimensions, if gravity is negligible (G→ 0), the relation
qα = σα holds for each monopoles [6]; then the balance condition (5) is satisfied. For extreme
dilatonic black holes [7,4,5],
qα =
√
2(d− 2 + a2)
d− 1
√
Gmα ,
σα = a
√
2
d− 1
√
Gmα , (6)
where a is the dilaton coupling constant. The balance condition (5) is satisfied also in this
case.
1We use a different unit system from that in ref. [4,5] and fixed coefficients.
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When the balance condition (5) is satisfied, there remains the interaction term which
depends on the relative velocities. In this critical case, the slow motion of the well-separated
particles is geodesic on the moduli space, and the evaluation of the partition function for
the system of the particles reduces to the volume of the moduli space [2]. For non-critical
cases, the deviation from the geodesic motion is expected to be modest if the couplings of
the static potential and the other complicated velocity-dependent interaction are small [3].
Therefore we assume that we can express the partition function of the system in terms of a
collective coordinates on the moduli space in the case of general charges and mass at least
in the leading order calculation.
The lagrangian of the N -body system can be read as
L =
1
2
gABQ˙
AQ˙B − V(Q) , (7)
where {A} = {α, i} with α = 1, 2, . . . , N and i = 1, 2, . . . , d. Q is considered as the
coordinates in Nd dimensional space. gAB is called as the metric on moduli space of N -
body system when the balance condition is satisfied. V(Q) denotes the static potential.
The partition function is then given by
Z =
1
hNd
∫
[dQdP ] e−βH(P,Q) , (8)
where h = 2πh¯, β = (kBT )
−1; T is the temperature of the system and kB is the Boltzmann’s
constant.
The momentum corresponding to Q is defined as
PA =
∂L
∂Q˙A
= gABQ˙
B . (9)
Using this canonical momentum, the Hamiltonian is expressed as
H =
1
2
gABPAPB + V(Q) , (10)
where gAB satisfies gACgCB = δ
A
B.
Performing the Gaussian integrals over P , we find
4
Z =
(
2π
βh2
)Nd
2
∫
[dQ]
√
det gAB(Q) exp [−β V(Q)] . (11)
If the balance condition is satisfied, the partition function Z can be expressed by using the
volume of the moduli space VM as
Z =
(
2π
βh2
)Nd
2
VM , (12)
where
VM =
∫
[dQ]
√
det gAB . (13)
We turn now to the evaluation of the partition function for the particle system governed
by gravitational, electromagnetic, and scalar forces. Keeping terms of order v2 and 1/rd−2,
we recast the classical lagrangian for N identical particles of equal charges q, σ and mass m
as
L =
1
2
m
N∑
α=1
~v2α
− 4πγ
2
Ad−1
∑
α<β
|~vα − ~vβ |2
2(d− 2) rd−2αβ
+
∑
α<β
4πe2
Ad−1
[~vα · ~vβ + (d− 2)(~n · ~vα)(~n · ~vβ)]
2(d− 2) rd−2αβ
− ∑
α<β
4πe2
Ad−1
1
(d− 2) rd−2αβ
, (14)
where γ2 ≡ σ2 − 2d
d−1
Gm2 and e2 ≡ q2 − σ2 − 2(d−2)
d−1
Gm2.
We use this lagrangian for well-separated particles to calculate the partition function.
The approximation is justified if the average distance between particles is large. Thus we
have to consider a dilute gas of the particles in our analysis.
From the lagrangian (14), we obtain the metric gAB as follows:
gAB = m IAB − γ2 UAB + e2 VAB , (15)
with
5
IAB = δij ⊗ δαβ , (16)
UAB = δij ⊗ uαβ , (17)
where
u =


∑N
α6=1 φ1α −φ12 −φ13 · · · −φ1N
−φ12 ∑Nα6=2 φ2α −φ23 · · · −φ2N
−φ13 −φ23 ∑Nα6=3 φ3α · · · −φ3N
...
...
...
. . .
...
−φ1N −φ2N −φ3N · · · ∑Nα6=N φNα


, (18)
VAB =


(δij + nαβ,inαβ,j) φαβ (α 6= β)
0 (α = β)
, (19)
and
φαβ =
4π
Ad−1(d− 2) rd−2αβ
, (20)
First we consider the case that e2 = 0. Then we get
√
det gAB = m
Nd
2 exp
1
2
Tr ln(IAB − γ
2
m
UAB)
= m
Nd
2 exp
d
2
Tr ln(δαβ − γ
2
m
uαβ)
= m
Nd
2 exp

−d2

γ2
m
Tr u+
1
2
(
γ2
m
)2
Tr u2 + · · ·



 . (21)
Taking the limit d → ∞, d
m
≡ 1
m˜
fixed,2 one finds that 1
m˜2
φ2 contribution from Tr u2 is
suppressed by a factor 1/d in comparison with that from Tr u in the expression (21), and
also higher order terms of 1
m˜
φ from Tr un (n ≥ 2) or the product of them are more or so
suppressed. Thus, according to this “large d” approximation, the expression (21) reduces to
2At the same time, we have to set Gm2 = G˜m˜2.
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√
det gAB ≈ mNd2 exp
[
−γ
2d
2m
Tr u
]
= m
Nd
2 exp

−γ2d
m
∑
α<β
φαβ


= m
Nd
2 exp
(
−γ
2d
m
M∑
a=1
φa
)
, (22)
where a represents the pair of indices {α, β}, such as {1, 2}, and M = N(N − 1)/2.
In this leading 1/d approximation scheme, the contribution of VAB is neglected even for
finite e2, since VAB is traceless.
One can find that this closely resemble the contribution of static potential to the partition
function,3 which can be written by
exp (−β V) = exp
(
−e2β
M∑
a=1
φa
)
. (23)
Thus the integral over Q in eq. (11) can be written in a combined form
V N
N !
m
Nd
2 eNW , (24)
where V is the volume of the system. As the thermodynamic limit N →∞ and V →∞ is
taken, W is given by [8]
NW =
1
V N
∑
n1,...,nM
′
(
−γ
2d
m
− e2β
)∑M
a
na ∫ (φn11 φn22 · · ·φnMM )irr∏Nα=1 ddxα
n1!n2! · · ·nM ! , (25)
where irr stands for the irreducible set and
∑′
means the sum excluding the term of n1 =
n2 = · · · = nM = 0.
Here we will use the ring approximation [8]; we pick up the irreducible set of a ring
shape. Using this approximation with the Fourier transform, we get
W0 =
1
2V
∞∑
n=2
(−γ2d− e2βm)nρn−1
mnn
∑
~k
(
4π
|~k|2
)n
=
1
2ρV
∑
~k
{
− ln
[
1 + ρ
κ2
|~k|2
]
+ ρ
κ2
|~k|2
}
, (26)
3Thus positive γ2 give rise to an effective repulsive force between the particles.
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where the density of particles is defined as ρ = N/V and κ2 = 4π
(
γ2d
m
+ e2β
)
ρ. Here the
suffix 0 means that we used the ring approximation.
Consequently, we have the result for d = 3, though d may not be very big:
Z ≈ V
N
N !
(
2πm
βh2
) 3N
2
eNW0
=
V N
N !
(
2πm
βh2
) 3N
2
exp

 N12π
[
4π
m
(3γ2 + e2βm)
] 3
2
ρ
1
2

 . (27)
This yields the equation of state given by
pV
NkBT
= 1− 1
24π
[
4π
m
(3γ2 + e2βm)
] 3
2
ρ
1
2 , (28)
where p is the pressure.
The deviation from an ideal gas is independent of the temperature for e2 = 0. This is
true if one may use any approximation, because the partition function is proportional to the
volume of the moduli space VM in this special case. One can also see from eq. (28) that a
possible phase transition occurs at high density, but the large distance approximation may
become unreliable in such a case.
More interesting aspect is the appearance of the instability of the system. In the case
of κ2 < 0, imaginary contributions appear in the free energy (∝ lnZ), which indicates the
instability or the absence of the thermodynamical equilibrium in the system. The “phase”
diagram for charges is shown in FIG. 1, where the possible sign of κ2 is exhibited. When
the charges fall into the upper-right region, the system is stable for any temperature. In the
lower-left region, the system is always unstable. In the upper-left region, the system becomes
unstable at low temperature. In the lower-right region, the system becomes unstable at high
temperature.
For charged dilaton black holes [7] with a2 < 3, the allowed charges fall into the region
that κ2 < 0 for any value of βm in the diagram. The instability may be considered as a
characteristic feature of gravitating systems. For a2 > 3, if γ2 > 0 is satisfied, κ2 becomes
8
positive when the temperature is sufficiently high.4
The charges of the extreme dilaton black holes correspond to the line described by q2 =
σ2 + Gm2. The system of the extreme black holes is always unstable for a2 < 3, while
for a2 > 3 the system is stable according to the present analysis. The extreme case for
a2 = 3 corresponds to the point K in FIG. 1. This is also corresponding to the Kaluza-
Klein monopole [9]. In this case, since there is no interaction of the order of v2, the system
is equivalent to the classical ideal gas of free particles. On the other hand, the extreme
Reissner-Nordstro¨m black hole corresponds to the point E [10]. In this case, the system is
essentially unstable.
One must also bear in mind that the present estimation of the partition function has
been obtained by using several approximations. More precise approximation schemes should
be studied for some specific models of extended objects as well as of the point particles. In
the case that the minute structure of moduli space is well-known, such as for the BPS
monopoles [1,11] and charged black holes [12,5,13], application of the moduli metric to the
thermodynamics requires further work with and without quantum mechanical considera-
tions.
Finally, we expect that the result of the work by Gibbons and Manton [6] on the moduli
space of well-separated dyons may be utilized to study the thermodynamics of dyons. Further
investigation will be reported elsewhere.
4Actually, the charges of the any dilatonic black holes fall into the region between the lines
q2 = σ2 +Gm2 and q2 = σ2.
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FIG. 1. The phase diagram for charges of the particles, for d = 3.
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