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Abstract
We consider wave-front tracking approximate solutions to a two-phase transition model for vehicular
traffic. We construct an explicit example showing that the total variation in space of the solution blows up
in finite time even for an initial datum with bounded total variation.
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1 Introduction
In this paper we consider a two-phase transition model of hyperbolic conservation laws with point constraint
on the density flux introduced in [20]. The application of such model is, for instance, the modelling of vehicular
traffic along a road with pointlike inhomogeneities characterized by limited capacity, such as speed bumps,
construction sites, toll gates, etc.
We distinguish two phases: the congested phase Ωc and the free-flow phase Ωf . The model couples a 2× 2
system of conservation laws for the congested phase, with a scalar conservation law for the free-flow phase.
The coupling is achieved via phase transitions, namely discontinuities between two states belonging to different
phases and satisfying the Rankine-Hugoniot conditions.
The first two-phase model has been proposed by Colombo [17]. Experimental data show that the density
flux represented in the fundamental diagram is one-dimensional for high velocities, whereas it covers a two-
dimensional domain for low velocities, see [17, Figure 1.1]. For this reason it is reasonable to describe the traffic
in the congested phase with a 2× 2 system of conservation laws and the traffic in the free regime with a scalar
conservation law.
Later on Goatin proposed in [26] a two-phase model obtained by coupling the ARZ model by Aw, Rascle
and Zhang [5,37] for the congested phase Ωc, with the LWR model by Lighthill, Whitham and Richards [31,34]
for the free-flow phase Ωf . Recall that this model has been recently generalized in [8].
Both the models introduced in [17] and [26] assume that Ωc∩Ωf = ∅. The first two-phase model considering
a metastable phase Ωc ∩Ωf 6= ∅ has been introduced in [11]. Notice that, differently from [8,26], for the models
in [11,17] the density flux vanishes at a unique maximal density, whose inverse corresponds to the average length
of the vehicles. Here we do not consider a metastable phase and assume Ωc ∩ Ωf = ∅. We also assume that Ωf
is characterized by a unique value Vf for the velocity. At last we consider an heterogeneous traffic with vehicles
having different lengths and allow the density flux to vanish at different densities.
These two-phase models have been recently generalized in [9,20] by considering Riemann problems, namely
Cauchy problems for piecewise constant initial data with a single jump, coupled with a point constraint on the
density flux, so that at the interface x = 0 the density flux of the solution must be lower than a given constant
quantity F > 0. This condition is referred to as unilateral point constraint on the density flux, see [35] and the
references therein. In vehicular traffic, a point constraint accounts for pointlike inhomogeneities of the road and
models, for instance, the presence of a toll gate across which the flow of the vehicles cannot exceed its capacity
F .
Existence results for unconstrained Cauchy problems for the above mentioned two-phase transition models
have been proved in [8, 11, 19, 26]. The first existence result for the constrained Cauchy problem has been
established in [7] for the case with a metastable phase. In the present paper, we focus on the constrained
Cauchy problem without a metastable phase. More precisely, as in [7] we use the Riemann solvers established
in [8] and [20] in a wave-front tracking scheme to construct a sequence of approximate solutions {un}n, which
converges at the limit n → ∞ to a solution u. We show that the total variation (in space) of un becomes
arbitrarily large as n goes to infinity and that the total variation of solution u blows up in finite time, even if
the initial datum uo has bounded total variation. The construction of our example relies on the fact that the
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assumption Ωc ∩ Ωf = ∅ allows to consider phase transitions from Ωc to Ωf and that the (density) flow of a
non-classical shock can be lower than the maximal flow F allowed by the constraint. We stress that both these
properties do not occur in the case Ωc ∩ Ωf 6= ∅ and this is exploited in [7]. Our example can be then useful to
generalize the existence result proved in [7] to the case Ωc ∩Ωf = ∅ and to understand which conditions on the
initial data guarantee existence of global-in-time solutions.
For completeness in the following we briefly recall some results for conservation laws. We firstly focus on the
scalar case. Kruzhkov [29] established global well-posedness results in the class of so-called entropy solutions
to Cauchy problems for scalar conservation laws with initial data in L∞ . Oleinik [33] proved that if the flux
is C2 and uniformly convex, then the solution has bounded total variation, even if the initial datum is only in
L∞ . More recently, Ambrosio and De Lellis [2] improved Oleinik’s result showing that the solution is a special
function of bounded variation, at least except at most countably many times; we defer the reader to [3, §4] for
the definition of special functions of bounded variation. Moreover by Schaeffer’s regularity theorem [36] the
solution has locally at most a finite number of discontinuity curves. This result is sharp in the sense that the
regularity does not hold for every smooth initial datum, see the examples constructed in [36, §5] and [1].
About systems of conservation laws in one space dimension, the pioneering work by Glimm [24] established
global in time existence of distributional solutions to Cauchy problems for strictly hyperbolic systems, with each
characteristic field being either genuinely nonlinear or linearly degenerate and initial data having sufficiently
small total variation. Uniqueness results were obtained by Bressan and several collaborators in a series of
papers, we defer the reader to book [12]. Several regularity results that apply to scalar conservation laws with
convex fluxes have been extended to systems of conservation laws with genuinely nonlinear vector fields, see for
instance Glimm and Lax [25], Liu [32], Bressan and Colombo [15], and Bianchini and Caravenna [10].
As a matter of fact, a satisfactory well-posedness theory for hyperbolic systems of conservation laws is
available only for data with small total variation. In the case of large data the well-posedness holds also as
long as the total variation remains bounded [14, 30]. The main remaining open problem is whether, for initial
data with large total variation, the total variation remains uniformly bounded or can blow up in finite time.
Examples of finite time blow up have been constructed in [6, 13,16,28].
The paper is organized as follows. In the next section we recall the two-phase transition model under
consideration. In Section 3 we recall the Riemann solvers that are used then in the last section to construct our
example.
2 The model
Before introducing model (2), we collect the parameters of the model together with their properties, see Figure 1.
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Figure 1: Parameters and notations.
Let ρ > 0 and v > 0 be the density and the velocity of the vehicles, respectively. Denote u .= (ρ, v) and let
f(u)
.
= v ρ be the density flux. If Vf > 0 is the unique velocity in the free-flow phase Ωf and ρ
+
f is the maximal
density in Ωf , then
Ωf
.
=
{
u ∈ R2+ : ρ 6 ρ+f , v = Vf
}
,
where R+
.
= [0,∞). If Vc ∈ (0, Vf) is the maximal velocity in the congested phase Ωc and it is reached for
densities ranging in [ρ−c , ρ
+
c ] with 0 < ρ
−
c < ρ
+
c , then
Ωc
.
=
{
u ∈ R2+ : v 6 Vc, w− 6 v + p(ρ) 6 w+
}
,
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where w± .= p(ρ±c ) + Vc. Above p ∈ C2((0,∞);R) is an anticipation factor, which takes into account drivers’
reactions to the state of traffic in front of them, see [5]. We assume that
p′(ρ) > 0, 2p′(ρ) + p′′(ρ) ρ > 0 for every ρ > 0. (1)
Typical choices for p are p(ρ)
.
= ργ with γ > Vf/(w
− − Vf) > 0, or p(ρ) .= Vref ln(ρ/ρmax) with Vref > Vf and
ρmax > 0, see [5, 26].
Assume that w+ = p(ρ+f ) + Vf and that ρ
−
f
.
= p−1(w− − Vf) is well defined. Let R .= p−1(w+) > 0 be the
maximal density (in the congested phase). Introduce
f±f
.
= Vf ρ
±
f , f
±
c
.
= Vc ρ
±
c ,
and assume that f+c ∈ (f−f , f+f ), so that
0 < f−c < f
−
f < f
+
c < f
+
f .
Define
Ω
.
= Ωf ∪ Ωc, Ω−f
.
=
{
u ∈ Ωf : ρ ∈ [0, ρ−f )
}
, Ωexc
.
=
{
u ∈ R2+ : v 6 Vf , w− 6 v + p(ρ) 6 w+
}
,
Ω+f
.
=
{
u ∈ Ωf : ρ ∈ [ρ−f , ρ+f ]
}
, Ωex
.
= Ω−f ∪ Ωexc .
Notice that Ωexc ∩ Ωf = Ω+f . We assume that
v < p′(ρ) ρ for every (ρ, v) ∈ Ωexc .
Let the (extended) Lagrangian marker w : Ωex → [w− − 1, w+] and W : Ωex → [w−, w+] be defined by
w(u)
.
=
v + p(ρ) if u ∈ Ω
ex
c ,
w− − 1 + ρ
ρ−f
if u ∈ Ω−f , W(u)
.
= max{w−, w(u)}.
The constrained PT model is then represented by the constrained Cauchy problem for
Free-flow (LWR)
u = (ρ, v) ∈ Ωf ,
ρt + (ρ Vf)x = 0,
v = Vf ,
Congested flow (ARZ)
u = (ρ, v) ∈ Ωc,
ρt + (ρ v)x = 0,(
ρ W(u)
)
t
+
(
ρ W(u) v
)
x
= 0,
(2a)
with initial condition
u(0, x) = uo(x), (2b)
and point constraint on the density flux at x = 0
f
(
u(t, 0±)
)
6 F, (2c)
where F > 0 is a given constant quantity.
In Section 4 we consider PT model (2) with F ∈ (f+c , f+f ) and choose an initial datum uo with bounded total
variation such that the total variation of the corresponding solution u blows up in finite time. The solution u
is obtained as the limit of approximate solutions un constructed by applying a wave-front tracking algorithm
analogous to that used in [7], see [12, 27] and the references therein. Our wave-front tracking algorithm relies
on the Riemann solvers R,RF : Ω2 → BV(R; Ω) for the unconstrained and constrained Riemann problems for
(2). For completeness we recall their definitions in the next section.
3 The Riemann solvers
In this section we give the definitions of the Riemann solvers RARZ : Ω2c → BV(R; Ωc), R,RF : Ω2 → BV(R; Ω)
for the ARZ model and for the PT models without or with point constraint, respectively defined in [5,8,20]. We
recall that in general a Riemann solver RS : D2 → BV(R;D) gives the solution corresponding to any Riemann
problem, namely to any Cauchy problem with initial datum
uo(x) =
{
u` if x < 0,
ur if x > 0,
(3)
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with u`, ur ∈ D, by letting
u(t, x)
.
= RS[u`, ur](x/t).
We introduce the following functions, see Figure 1:
rf : [w
−, w+]→ [ρ−f , ρ+f ], rf(w)
.
= p−1
(
w − Vf
)
,
rc : [w
−, w+]→ [ρ−c , ρ+c ], rc(w) .= p−1
(
w − Vc
)
,
ωf : [w
−, w+]→ Ω+f , ωf(w)
.
= (rf(w), Vf),
ωc : [w
−, w+]→ Ωc, ωc(w) .= (rc(w), Vc),
v± : [0, Vc]→ Ωc, v±(v) .= (p−1(w± − v), v),
u∗ ≡˙ (r∗, v∗) : [w−, w+]× [0, Vc]→ Ωc, u∗(w, v) .= (p−1(w − v), v),
Λ:
{
(u`, ur) ∈ Ω2 : ρ` 6= ρr
}→ R, Λ(u`, ur) .= f(ur)− f(u`)
ρr − ρ` .
For any w ∈ [w−, w+], let
λw : [rf(w), p
−1(w)]→ [−p−1(w) p′(p−1(w)), Vf − rf(w) p′(rf(w))]
be defined by λw(ρ)
.
= w − p(ρ)− ρ p′(ρ) and let
Rw : [−p−1(w) p′(p−1(w)), Vf − rf(w) p′(rf(w))]→ [rf(w), p−1(w)]
be its inverse function. Define [a]+
.
= max{a, 0}.
Definition 3.1. The Riemann solver RARZ : Ωexc × Ωexc → BV(R; Ωc) for ARZ model (2a) right, (2b), (3) is
defined as follows:
(ARZ.1) If u`, ur ∈ Ωexc with w(u`) = w(ur) and vr < v`, then
RARZ[u`, ur](ν) .=
{
u` if ν < Λ(u`, ur),
ur if ν > Λ(u`, ur).
(ARZ.2) If u`, ur ∈ Ωexc with w(u`) = w(ur) and v` < vr, then
RARZ[u`, ur](ν) .=

u` if ν < λW(u`,r)(ρ`),
Rw(u`)(ν) if λw(u`,r)(ρ`) 6 ν < λw(u`,r)(ρr),
ur if ν > λw(u`,r)(ρr).
(ARZ.3) If u`, ur ∈ Ωexc with w(u`) 6= w(ur) and v` = vr, then
RARZ[u`, ur](ν) .=
{
u` if ν < v`,r,
ur if ν > v`,r.
(ARZ.4) If u`, ur ∈ Ωexc with w(u`) 6= w(ur) and vr < v`, then
RARZ[u`, ur](ν) .=

u` if ν < Λ(u`, u∗(w(u`), vr)),
u∗(w(u`), vr) if Λ(u`, u∗(w(u`), vr)) 6 ν < vr,
ur if ν > vr.
(ARZ.5) If u`, ur ∈ Ωexc with w(u`) 6= w(ur) and v` < vr, then
RARZ[u`, ur](ν) .=

u` if ν < λw(u`)(ρ`),
Rw(u`)(ν) if λw(u`)(ρ`) 6 ν < λw(u`)(r∗(u`, ur)),
u∗(w(u`), vr) if λw(u`)(r∗(u`, ur)) 6 ν < vr,
ur if ν > vr.
(ARZ.6) If u` = ur ∈ Ωexc , then RARZ[u`, ur] ≡˙u`,r.
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Some comments on the above definition are in order. In case (ARZ.1) we have rf(w(u`,r)) 6 ρ` < ρr 6
p−1(w(u`,r)) and RARZ[u`, ur] has only the 1-shock S1(u`, ur). In case (ARZ.2) we have rf(w(u`,r)) 6 ρr <
ρ` 6 p−1(w(u`,r)) and RARZ[u`, ur] has only the 1-rarefaction R1(u`, ur). In case (ARZ.3) we have v` = vr
and RARZ[u`, ur] has only the 2-contact discontinuity C2(u`, ur). In case (ARZ.4) we have rf(w(u`,r)) 6 ρ` <
r∗(u`, ur) 6 p−1(w(u`)) and RARZ[u`, ur] is the juxtaposition of S1(u`, u∗(u`, ur)) and C2(u∗(u`, ur), ur). In
case (ARZ.5) we have rf(w(u`,r)) 6 r∗(u`, ur) < ρ` 6 p−1(w(u`)) and RARZ[u`, ur] is the juxtaposition of
R1(u`, u∗(u`, ur)) and C2(u∗(u`, ur), ur).
Definition 3.2. The Riemann solver RPT : Ω2 → BV(R; Ω) for PT model (2a), (2b), (3) is defined as follows:
(PT.1) If u`, ur ∈ Ωf , then
RPT[u`, ur](ν) .=
{
u` if ν < Λ(u`, ur),
ur if ν > Λ(u`, ur).
(PT.2) If u`, ur ∈ Ωc, then RPT[u`, ur] ≡˙RARZ[u`, ur].
(PT.3) If u` ∈ Ωc and ur ∈ Ωf , then
RPT[u`, ur](ν) .=

RARZ[u`, ωc(w(u`))](ν) if ν < Λ(ωc(w(u`)), ωf(w(u`))),
ωf(u`) if Λ(ωc(w(u`)), ωf(w(u`))) 6 ν < Vf ,
ur if ν > Vf .
(PT.4) If u` ∈ Ω−f and ur ∈ Ωc, then
RPT[u`, ur](ν) .=
{
u` if ν < Λ(u`, v
−(vr)),
RARZ[v−(vr), ur](ν) if ν > Λ(u`, v−(vr)).
(PT.5) If u` ∈ Ω+f and ur ∈ Ωc, then RPT[u`, ur] ≡˙RARZ[u`, ur].
We underline that RPT[u`, ur] has a phase transition in case (PT.3) between ωc(w(u`)) and ωf(w(u`)), in case
(PT.4) between u` and v
−(vr), and in case (PT.5) between u` and u∗(w(u`), vr).
Fix F ∈ (f+c , f+f ). Since (t, x) 7→ RPT[u`, ur](x/t) does not in general satisfy constraint condition (2c), we
introduce
D1 .=
{
(u`, ur) ∈ Ω2 : f
(RPT[u`, ur](t, 0±)) 6 F},
D2 .= Ω2 \ D1 =
{
(u`, ur) ∈ Ω2 : w(u`) > wF , ur ∈ Ωf
}
,
where wF
.
= w(uF ) ∈ (w−, w+) with uF .= (F/Vf , Vf) ∈ Ω+f .
ρ
f
F
uˇ(w)
uˆ(w)
uF
ωf
(
p−1(w), 0
)
p−1(w)
Figure 2: Geometrical meaning of uˆ and uˇ defined in (4).
Define
uˆ : (wF , w
+] → Ωc,
w 7→ uˆ(w) .= ωc(w),
uˇ : (wF , w
+] → Ωf ,
w 7→ uˇ(w) .=
(
f
(
uˆ(w)
)
Vf
, Vf
)
,
(4)
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see Figure 2. Notice that for any w ∈ (wF , w+]
f
(
uˇ(w)
)
= f
(
uˆ(w)
)
< F. (5)
Definition 3.3. The constrained Riemann solver RF : Ω2 → BV(R; Ω) for constrained PT model (2) is defined
as follows:
RF [u`, ur](x) .=

RPT[u`, ur](ν) if (u`, ur) ∈ D1,{
RPT[u`, uˆ(w(u`))](ν) if ν < 0
RPT[uˇ(w(u`)), ur](ν) if ν > 0
if (u`, ur) ∈ D2.
Remark 3.1. For any u`, ur ∈ Ω we have that u(t, x) ≡˙RF [u`, ur](x/t) has the following properties:
• Any discontinuity of u away from x = 0 is classical, i.e., it satisfies the Lax entropy inequalities.
• Non-classical discontinuities of u may occur only at x = 0, and in this case the density flux at x = 0 does
not exceed the maximal flux F allowed by the constraint. We stress that differently from the non-classical
discontinuities performed by solutions of the constrained LWR model or of the constrained ARZ model,
see [4,18], the non-classical shocks performed by solutions of constrained PT model (2) do not have density
flux equal to F , see (5).
• Any discontinuity δ(t) of x 7→ u(t, x) satisfies the first Rankine-Hugoniot jump condition[
ρ
(
t, δ(t)+
)− ρ(t, δ(t)−)] δ˙(t) = f(u(t, δ(t)+))− f(u(t, δ(t)−)),
and if δ(t) 6= 0, then it satisfies also the second Rankine-Hugoniot jump condition[
ρ
(
t, δ(t)+
)
W
(
u
(
t, δ(t)+
))− ρ(t, δ(t)−) W(u(t, δ(t)−))] δ˙(t)
= f
(
u
(
t, δ(t)+
))
W
(
u
(
t, δ(t)+
))− f(u(t, δ(t)−)) W(u(t, δ(t)−)).
The (extended) linearized momentum ρ W(u) is in general not conserved across non-classical shocks, even if
they are between states in Ωexc . As a consequence, a solution to (2) taking values in Ω
ex
c is not necessarily
a weak solution to ARZ model. This is in the same spirit of the solutions considered in [9, 20–23] for
traffic through locations with reduced capacity.
4 Blow-up example
The following example shows that taking initial data in BV does not ensure the global existence of a solution
to constrained Cauchy problem (2).
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Figure 3: The approximate solution u2. The dashed lines correspond to phase transitions.
Fix F ∈ (f+c , f+f ). Introduce
u0f
.
= uF ∈ Ω+f , u0c
.
= ωc(uF ) ∈ Ωc, u0p .=
(
f(u0c)
Vf
, Vf
)
∈ Ωf ,
6
and let uif ∈ Ω+f , uic ∈ Ωc, uip ∈ Ωf , i ∈ N, be defined by
w(uic) = w(u
i
f) = w(u
0
f ) + (−2)1−i w, vic = Vc, f(uip) = f(uic),
where w
.
= min{w+ − w(u0f ), 2(w(u0f )− w−)} > 0. Clearly for any i ∈ N we have
f(u2if ) < F = f(u
0
f ) < f(u
2i−1
f ).
Let xi
.
= −1 + 2−i, i ∈ N, and consider the initial datum
uo(x)
.
=

u0f if x > 0,
u0c if x1 < x 6 0,
uic if xi+1 < x 6 xi, i ∈ N,
u0c if x 6 −1.
We approximate the initial datum with
uon(x)
.
=

u0f if x > 0,
u0c if x1 < x 6 0,
uic if xi+1 < x 6 xi, i ∈ N ∩ [1, n],
u0c if x 6 xn+1.
Notice that uo ∈ BV(R; Ω) because p−1 : (0, R)→ R is Lipschitz by (1) and
TV(vo) = Vf − Vc, TV
(
w(uo)
)
= w +
∞∑
i=1
3
2i
w = 4w.
Furthermore we have
‖uon‖L∞ 6 ‖uo‖L∞ , TV(uon) 6 TV(uo), lim
n→∞ ‖u
o
n − uo‖L1(R;Ω) = 0.
We approximate the solution u corresponding to the initial datum uo with the solution un corresponding
to the approximate initial datum uon. Clearly un is the juxtaposition of solutions to Riemann problems at the
discontinuities of uon and at the interactions (between two waves or a wave and the interface x = 0). We describe
in detail only the case n = 2, see Figure 3, the general case is analogous. Notice that any contact discontinuity
(uhf , u
k
f ) has speed (of propagation) Vf and any contact discontinuity (u
h
c , u
k
c ) has speed Vc.
• For times sufficiently small u2 has the phase transition pt00 .= (u0c , u0f ) with negative speed started at x = 0,
and three contact discontinuities cd01
.
= (u1c , u
0
c), cd
0
2
.
= (u2c , u
1
c) and cd
0
3
.
= (u0c , u
2
c) started at x1, x2 and
x3, respectively.
• The first interaction occurs between cd01 and pt00; the result is the phase transition pt01 .= (u1c , u1f ) with
negative speed and the contact discontinuity cd11
.
= (u1f , u
0
f ).
• When cd11 interacts with the interface x = 0, the result is the phase transition pt10 .= (u1f , u1c) with negative
speed, the stationary non-classical shock ns10
.
= (u1c , u
1
p) and the contact discontinuity cd
2
1
.
= (u1p, u
0
f ) with
speed Vf .
• When cd02 interacts with pt01, the result is the phase transition pt02 .= (u2c , u2f ) with negative speed and the
contact discontinuity cd12
.
= (u2f , u
1
f ).
• When cd12 interacts with pt10, the result is the phase transition pt11 .= (u2f , u2c) with negative speed and the
contact discontinuity cd22
.
= (u2c , u
1
c).
• When cd22 interacts with ns10, the result is the phase transition pt20 .= (u2c , u2f ) with negative speed and the
contact discontinuity cd32
.
= (u2f , u
1
p).
• When cd03 interacts with pt02, the result is the phase transition pt03 .= (u0c , u0f ) with negative speed and the
contact discontinuity cd13
.
= (u0f , u
2
f ).
• When cd13 interacts with pt11, the result is the phase transition pt12 .= (u0f , u0c) with negative speed and the
contact discontinuity cd23
.
= (u0c , u
2
c).
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• When cd23 interacts with pt20, the result is the phase transition pt21 .= (u0c , u0f ) with negative speed and the
contact discontinuity cd33
.
= (u0f , u
2
f ).
• Finally cd33 crosses the interface x = 0.
It is now clear how to construct un for n > 2. We point out that as n grows, the number of contact
discontinuities cd0i
.
= (uic, u
i−1
c ) appearing at t = 0 increases. After some interactions, cd
0
i eventually evolves
into a contact discontinuity cdii that reaches the interface x = 0 at some time t = ti, creating in this way a
phase transition pti0 with negative speed. Clearly ti < ti+1 < tn < Tc
.
= 1/Vc because any wave in x < 0 moving
with positive speed has speed (of propagation) bounded from below by Vc and starts at time t = 0 at some
x ∈ (−1, 0). Since the jump across each phase transition increases the total variation by at least Vf − Vc and
for any t > Tc the approximate solution un(t, ·) contains at least n+ 1 phase transitions, we have that
TV
(
un(Tc, ·)
)
> (n+ 1)
(
Vf − Vc
)
.
As a consequence
lim
n→∞TV
(
un(Tc, ·)
)
> lim
n→∞(n+ 1)
(
Vf − Vc
)
=∞,
thus the total variation of the solution u explodes in a finite time.
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