In this paper, we present a method and associated theory for solving the multi-input Sylvester-Observer equation arising in the construction of the Luenberger observer in control theory. The proposed method is a particular generalization of the algorithm described by Datta and Saad in 1991 to the multi-output. We give some theoretical results and present some numerical experiments to show the accuracy of the proposed algorithm.
Introduction
Consider the time-invariant linear control system ẋ (t) = A Tx (t) + Bû(t),x(0) =x 0 ,
where A ∈ R n×n is a large nonsymmetric matrix, B ∈ R n× p , C ∈ R n×q , x(t) ∈ R n , andû(t) ∈ R p . In many practical situations, the initial statex 0 and the statesx(t) for t > 0 are not explicitly known.
To implement the state-feedback control law for basic control design and analysis, such as state feedback stabilization, eigenvalue and eigenstructure assignment, the LQR, and the state-feedback H-infinity control, etc. (see [12] for #CAM-150/09. Received: 08/XI/09. Accepted: 24/V/10. 528 SYLVESTER-OBSERVER EQUATION details), one needs to explicitly know the state variables. Thus the unmeasured state variables must be estimated. There are two closely related approaches for state estimation: State-estimation via eigenvalue assignment and the SylvesterObserver equation approach (see Chapter 12 of [12] ). This paper deals with numerical solutions of large-scale Sylvester-Observer equation, suitable for large and sparse problems.
The Sylvester-Observer equation is a variation of the classical Sylvester equation. It has the following form: 2) where the state matrix A and the output matrix C are known. The matrices X ∈ R n×qĤ ∈ R q×q and G ∈ R q×q are to be found. Note that, the matrixĤ can be chosen to be asymptotically stable (that is every eigenvalue ofĤ has negative real part) and in that case it can be shown that the vector e(t) = x(t) − X Tx (t)
converges to zero as t increases, where x(t) is the solution oḟ x(t) =Ĥ x(t) + G Tŷ (t) + X T Bû(t). (1.3)
A conventional way to solve (1.2) is to choose the matricesĤ and G in a suitable manner. For example,Ĥ can be chosen as a real-Schur matrix and G can be chosen to be equal to the identity matrix I q . In this case, the Hessenberg-Schur algorithm [15] is a natural choice for solving (1.2) . Another widely used method for solving this equation is due to Van Dooren [27, 28] . The method is based on the reduction of the observable pair ( A, C) to an observer-Hessenberg pair (H,Ĉ). That is, an orthogonal matrix P is computed such that H = P T A P is a block upper Hessenberg matrix andĈ = C P has the following formĈ = (0, . . . , 0, C 1 ). Note that if the matrices A andĤ have disjoint spectra then the Sylvester equation (1.2) has a unique solution X [12, 19] . Sylvester equations play an important role in control and communication theory, model reduction, image restoration and numerical methods for ordinary differential equations; see [4, 7, 12, 13, 20] and the references therein.
In the remainder of the paper, we choose G = I q and suppose that the matrix C has the following form: C = (0 n×r , . . . , 0 n×r ,C) where the n × r matrixC is 
where A ∈ R n×n ,C ∈ R n×r are given and arbitrary, whileĤ ∈ R mr ×mr and X ∈ R n×mr are to be determined such that
•Ĥ is stable, i.e., all its eigenvalues have negative real parts,
• the spectrum of the matrixĤ is disjoint from that of A,
We consider the case when A is large and sparse, so that the standard techniques such as the Hessenberg-Schur method, for solving a Sylvester equation cannot be applied. Based on the Arnoldi process, a solution method, suitable for large and sparse computation, was proposed for the Sylvester-Observer equation (1.4) by Datta and Saad [9] . The Datta-Saad method is, however, restricted to the single-output case only ; that is when the right-hand side matrix C is of rank one, i.e., r = 1. The matrix A is used only in matrix-vector product evaluations and this makes the method well-suited for the solution of large and sparse SylvesterObserver equations.
In this paper, we propose a particular generalization of the Datta-Saad method [9] to the multi-output with the right-hand side having the structure given by (1.4) and where the matrixĤ is obtained as a Kronecker product. This special generalization is based on the global Arnoldi method proposed in [21] . Other methods for solving small to medium Sylvester-Observer equations (with special right-hand sides) were introduced in [1, 6, 10, 11] . The new proposed method consists in choosing a starting n × r block vector appropriately, and then running m steps of the global Arnoldi process with this starting block vector. The method, like the Datta-Saad method, requires the solution of a special type of eigenvalue assignment problem which is solved with the simple recursive method of Datta proposed in [7] . The new algorithm computes simultaneously an mr × mr block upper Hessenberg matrixĤ having a set of m eigenvalues with multiplicity r and an F-orthonormal matrix X solving the SylvesterObserver equation. When dealing with multiple eigenvalues then instead of using the global Arnoldi process, it would be interesting to apply the block Arnoldi algorithm for solving these Sylvester-Observer equations but this needs new properties (to be done) of the algorithm. The numerical experiments show that both the solution matrix X and the assigned eigenvalues are accurate up to computational precisions. Furthermore, the matrix X has low condition number. The accuracy in both cases were measured by the corresponding relative residual norms.
The remainder of the paper is organized as follows. We review, in Section 2, some properties of the ⊗-product and the -product introduced in [3] . In Section 3, we show how to apply the global Arnoldi process for solving the multioutput Sylvester-Observer equation. Section 4 is devoted to some numerical experiments.
Background and notations
We use the following notations. For X and Y two matrices in R n×r , we consider 
In the following, we recall the -product defined in [3] and list some properties that will be useful later. We notice that
•
and that the following properties hold for the -product.
Then we have
The global Arnoldi process for the Sylvester-Observer equation
The global Arnoldi process [21] , and other global processes such as the global Lanczos [17] and the global Hessenberg process [16] , were recently used in the context of iterative methods for large sparse matrix equations. Combined with a Galerkin orthogonality condition or with a minimizing norm condition, these algorithms were applied for large sparse linear systems with multiple right-hand sides and related problems [2, 17, 22, 23] . Before describing the global Arnoldi process, we first give some definitions and remarks on matrix Krylov subspace methods [17, 21] .
Let A ∈ R n×n , V ∈ R n×r and m a fixed integer. The matrix Krylov subspace
The global Arnoldi process
Given an n × n matrix A, an n × r starting block vector V and an integer m ≤ n, the global Arnoldi process applied to the pair ( A, V ) is described as follows:
Algorithm 1. The modified global Arnoldi process.
• Inputs: A an n × n matrix, V an n × r matrix and m an integer.
Step 0.
The above process computes simultaneously a set of F-orthonormal block vectors
where 
2) Notice that the global Arnoldi process breaks down at step j, i.e., V j+1 = 0, if and only if the degree of the minimal polynomial of V is exactly j. Moreover, it is easy to establish the following result. Proof. The proof is similar to the one given in [26] for the case r = 1 with the classical Arnoldi process.
Application of the global Arnoldi process to Solution of the SylvesterObserver equation
We start by rewriting the equation (3.3) as where each eigenvalue ofĤ is of multiplicity r .
To find the block vector V 1 , we will use the result of Proposition 3.1. In fact, since the matrix H m given by the global Arnoldi process must be transformed by an eigenvalue assignment algorithm [8] toĤ m to have the pre-assigned spectrum {μ 1 , . . . , μ m }, we obtain
where Y is the solution of the block linear system
and
is the characteristic polynomial ofĤ m . Note that, the partial approach suggested in [9] can be used to solve (3.5). It consists in decomposing the above block system into m linearly independent systems
The solution Y is then obtained as the following linear combination; (see [9] )
where
For more details about obtaining (3.7) and (3.8), we refer to [9] . In order to solve the m multiple linear systems (3.7), we can apply l steps of the global GMRES algorithm [21] . In this case, we construct an F-orthonormal matrix (H l − μ i I l ). The bulk of the work is in generating V l , and this is done only once [9] . When the solution Y of the block linear system (3.5) is obtained, we apply m steps of the global Arnoldi process to the pair ( A, Y ) to get an F-orthonormal matrix V m and an upper Hessenberg matrix H m . We then have to modify the last column of H m in such a way that the resulting Hessenberg matrixĤ m has a desired set of eigenvalues {μ 1 , . . . , μ m }. To achieve this task, we will use a variant of the pole-assignment method proposed in [8] .
Let H m = [h i, j ] be an m × m unreduced upper Hessenberg matrix, and define the following quantities: Moreover, if the set {μ j } j=1,...,m is invariant under complex conjugation, then the matrixĤ m is real [5] . Next, we give some results that will be used later. 
Lemma 3.2. Suppose that V m , H m are obtained after applying m steps of the global Arnoldi process to the pair ( A, V ) and let p be a polynomial of degree less than m. Then
Proof. As the starting block vector Y ensures that V m+1 is equal toC up to a scaling factor, thenC ∈ K m+1 ( A, V 1 ). Now, since the block vectors V 1 , . . . , V m+1 , form a basis of K m+1 (A, V 1 ), it follows that there exist g ∈ R m and
Pre-multiplying (3.17) on the left by V T m , V T m+1 respectively, and using the fact that V m+1 = V m , V m+1 is an F-orthonormal matrix, we get 18) and V T m+1
Using (3.17), the fact that f = β m g and V T m+1
, we obtain
Finally, combining this last equality with (3.3), we get (3.15) .
, then using (3.5), property 3 of Proposition 2.2 and Lemma 3.2 we get
Thus f = β m Y F s, where s is defined by (3.9). Moreover, we have
, and by using (3.13) and Lemma 3.3, we get
where the parameter α is defined by (3.10). Hence α = β m Y F , and we obtain (3.16) by using (3.11).
Next, we give a new expression for the scaling factor β m given in Proposition 3.4. Let D be the last block column of A V m − V m (Ĥ m ⊗ I r ), we have D = β mC and so
We note that the new expression (3.20) gives better numerical results than the one given in Proposition 3.4. Finally, the solution X of the Sylvester-Observer equation (1.4) is defined by
In the single input case, i.e. r = 1, the solution obtained by the Datta-Saad method is orthonormal, while in the multiple-output case the obtained solution is F-orthonormal.
Using the previous results, we summarize the global Arnoldi process for multiple-output Sylvester-Observer equation as follows Algorithm 2. The global Arnoldi algorithm for multiple-output SylvesterObserver equation.
• Inputs: A an n × n matrix,C an n × r matrix and m parameters μ 1 , . . . , μ m equation.
• Step 1. Solve the linear system q( A) Y =C, where q is given by (3.6); i.e., solve the m linear independent systems
Get the solution Y as the linear combination
Step 5.
Numerical experiments
The numerical tests were run using Matlab 7.1, on an Intel Pentium workstation, with machine precision equal to 2.22 × 10 −16 . In all our experiments, the n × r matrixC is generated randomly using the Matlab function rand. The m linear systems, in Step 1 of Algorithm 2 are solved using the global GMRES and a maximum of 50 iterations was allowed in the global Arnoldi process. The initial guess was (Y i ) 0 = 0 n×r . The relative tolerance used when solving (3.7) was = 10 −10 .
Example 1.
The matrix A = gearmat used in this first example is of size n = 10000. It is the tridiagonal matrix given by 
For a detailed description of the Gear matrix, we refer the readers to [14] and to [18] . We choose μ k = −4k, for k = 1, . . . , m. The obtained results for different values of r and m are given in Table 4 .1. The approximation
was computed with the parameter β m as given by (3.20) .
Example 2.
In this second experiment, we consider the following matrix of size n = 2 p with p = 4000.
where L and D are diagonal matrices of size p × p.
, the eigenvalues of A are given by the solutions of the quadratic equations (Table 4. 2). For the second choice (Table 4. Table 4.2 and Table 4. 3. In Table 4 .3, we reported the Frobenius norms of the residuals corresponding to the approximations X m andX m for different values of the parameter m, the total number of iterations (in parentheses) and the required cpu-time. As can be seen from Table 4 .3, the results obtained with X m are more accurate than those given by the approximationX m . Table 4 .4, we listed the relative residual norms with the total number of iterations (in parentheses) and also the obtained cpu-time (in seconds). 
Conclusion
A global Arnoldi method, suitable for large and sparse computing, is proposed for the solution of the multi-output Sylvester-Observer equation arising in stateestimation in a linear time-invariant control system. The method can be considered to be a generalization of the Arnoldi-method proposed earlier by Datta and Saad in the single-output case. The proposed method is developed by exploiting an interesting relationship between the initially chosen block-row vector and the block-row vector obtained after m steps of the global Arnoldi method. This relationship holds for the standard Arnoldi method but does not seem to hold, in general, for the standard block Arnoldi method. The method has the additional feature that the solution produced is F-orthonormal and in the singleoutput case the obtained solution is the same as the one obtained by the standard Arnoldi method. A numerical stability analysis of the method, as is done in the single-output case by Calvetti, Reichel and the co-authors earlier, is in order.
