Using exterior differential systems, we extend work by Harrison and Estabrook for deriving similarity solutions of hyperbolic and parabolic partial differential equations ͑PDEs͒. We use exterior calculus results to show that a symmetry ͑isovector͒ of the differential ideal corresponding to some hyperbolic or parabolic PDE can be used to generate a Cauchy characteristic vector field of a restricted exterior differential system defined on some four-dimensional regular submanifold of the first jet bundle. We then show that this restricted differential ideal has a Frobenius integrable annihilating space, which can be used to yield a similarity solution of the PDE by applying results from Lie and Cartan on integrating Frobenius integrable vector field distributions via symmetry. We also give an extension to conditional symmetries.
I. INTRODUCTION
Given a nonlinear partial differential equation ͑PDE͒, a so-called ''similarity solution'' is one which is invariant under some group action. Pioneered by Lie, 1 techniques for using symmetries to find similarity solutions have been around for a long time, and in recent times authors such as Bluman and Cole, 2 Bluman and Kumei, 3 Olver, 4 -6 and Stephani 7 have provided modern discussions on various aspects of this similarity solution approach to PDEs.
This work considers a single second-order hyperbolic or parabolic PDE of one dependent variable u and two independent variables x 1 ,x 2 of the form
where f 1 , f 2 , f 3 ,k are smooth functions of x 1 ,x 2 ,u,‫ץ‬u/‫ץ‬x 1 , ‫ץ‬u/‫ץ‬x 2 . Although exterior differential systems [8] [9] [10] [11] [12] are of most use in studying systems of nonlinear partial differential equations, we examine in this paper their application to similarity solutions of ͑1͒ along similar lines to Harrison and Estabrook. 13 We also give an alternative interpretation of the underlying geometric significance of such solutions.
Since this paper is essentially concerned with algorithms based on symmetry for extracting similarity solutions of ͑1͒, we assume throughout that given a second-order hyperbolic or parabolic PDE of the form in ͑1͒ and symmetry vector field, there exists a local smooth similarity solution. This also means that if we apply the Cartan-Kuranishi theorem, 14 we will obtain after a finite number of prolongations an involutive system of PDEs.
Our work also makes use of results from Lie 15 and Cartan 16, 17 for integrating Frobenius integrable vector field distributions with solvable symmetry structures, which has in recent times been extended by Basarab-Horwath, 18 Duzhin and Lychagin, 19 Hartl and Athorne, 20 and Sherring and Prince. 21 With particular emphasis on results in Ref. 21 , we establish in Secs. V and VII two algorithms based entirely on symmetry for generating similarity solutions of second order hyperbolic or parabolic PDEs of the type in ͑1͒, which avoids the usual requirement of having to solve some ordinary differential equation once the similarity variable is known. Finally, we briefly examine conditional symmetries. Using such symmetries we extend earlier results in this paper to give a technique for generating the so-called ''nonclassical'' 6, 22, 23 similarity solutions, which once again avoids the need to solve any ordinary differential equation.
II. BACKGROUND
It is assumed throughout this paper that for natural numbers n and m, U n and V m are, respectively, some open, convex neighborhoods of R n and R m , with coordinates x 1 , . . . ,x n and z 1 , . . . ,z m . On the th jet bundle J (U n ,V m ), we say that the set of exterior differential p-forms
) is a section of the bundle of all homogeneous differential forms ⌳(J (U n ,V m )). We define X(J (U n ,V m )) to be the module of smooth vector fields over C ϱ (J (U n ,V m )). Given some ⌳ p (J (U n ,V m )), its kernel is defined by ker()ϭ͕XX(J (U n ,V m )):X4ϭ0͖. We assume that on their domains of definition, all vector field distributions are of constant dimension, and unless otherwise stated as in Secs. VI and VII, all mappings and differential one-forms are of constant rank.
The Cauchy characteristic space of a differential ideal I generated by some finite collection of differential forms is denoted A(I), and contains all vector fields XX(
) is said to be a symmetry ͑isovector͒ of I if it satisfies the condition involving the Lie derivative that
We say that a vector field is a nontrivial symmetry if, in terms of a differential ideal, it is not Cauchy characteristic, or in terms of a vector field distribution, it is not in the distribution.
We also assume throughout this paper that unless otherwise stated, XϭY . Here we write X(⌿(M r )) to mean the module of vector fields tangent to ⌿(M r ). At ⌿ is one-to-one, this notation is unambiguous.
The pull-back map ⌿*:⌳(M s )→⌳(M r ) has the following properties: ͒. If, in addition, the integral manifold annihilates F, then the two-jet is that of some local solution of the PDE in ͑1͒.
Our principal result of this section is the following: Theorem 2: defined on the first jet bundle J 1 (U 2 ,V 1 ). We note that since dL is a three-form, all twodimensional integral manifolds of I F r will trivially annihilate dL, so this differential form can therefore be ignored in all calculations.
IV. SIMILARITY SOLUTION APPROACHES
Given a Lie point symmetry XX(U 2 ϫV 1 ) of the PDE in ͑1͒, a similarity solution of the PDE is a local solution that remains unchanged under the one-parameter group action of the symmetry. The most well-known procedure for using X to generate a corresponding similarity solution basically involves determining the two functionally independent invariants ␥ 1 ,␥ 2 C ϱ (U 2 ϫV 1 ) of X and finding a solution of ͑1͒ that is some function of these invariants. Doing so, one essentially obtains from ͑1͒ a second-order ODE expressed in terms of ␥ 1 ,␥ 2 , known as the ''reduced'' differential equation. In the general case for PDE problems of n independent variables, the reduced equation retains the same order of the PDE but is of nϪ1 independent variables.
An alternative and equivalent approach to finding similarity solutions is discussed by Olver in Ref. 6 where one searches for a common solution of the overdetermined system of PDEs given by ͑1͒ and the first-order quasilinear PDE obtained from
where z 1 and z 1 1 ,z 2 1 are replaced with u and its respective first partial derivatives. Here we assume ͑8͒ gives a valid PDE and the Lie point symmetry X is not, for example, ‫‪z‬ץ/ץ‬ 1 . The PDE derived from ͑8͒ is known as the characterizing invariance system ͑or invariant surface condition͒ corresponding to X, and is typically solved first using invariant coordinates to give a solution in terms of an arbitrary function. Then, by inserting this solution into ͑1͒, a reduced differential equation for the arbitrary function is derived. Once this is solved, a similarity solution is obtained once more.
In this paper we do not follow either of the above-mentioned procedures, but instead choose to adopt another approach formulated by Harrison and Estabrook 13 that uses exterior calculus and differential ideals. This is discussed in the following.
Suppose we are given some differential ideal I F r on J 1 (U 2 ,V 1 ) corresponding to some secondorder PDE of the form in ͑1͒. If a vector field VX(J 1 (U 2 ,V 1 )) is a symmetry of I F r , then
and
for any differential form , we can use (9) and ͑10͒ to derive corresponding symmetry expressions for the remaining two generators of I F r . A key property of the Harrison and
Estabrook approach is that the symmetry algebra of I F r includes the Lie point symmetry algebra of ͑1͒. We state this fact without proof, however in Ref. 27 it is proved for differential ideals where the PDE is left as a zero-form generator of the ideal. Since we are dealing with PDEs of one dependent variable, the determining equations derived from ͑9͒ and ͑10͒ should also be able to establish any so-called contact symmetries of the PDE in ͑1͒.
Suppose then that we are given some symmetry V of I F r ͓or the first prolongation of some Lie point symmetry of ͑1͔͒. In the Harrison and Estabrook approach to generating similarity solutions of ͑1͒, the differential ideal I F r is augmented with V4C 1 , V4dC 1 , V4L, and V4dL. One then looks for a two-dimensional integral manifold of the augmented ideal
, which also satisfies the transverse condition. The symmetry conditions in ͑9͒ and ͑10͒ can be used to easily prove that ͑11͒ is a differential ideal, and it is clear that V is a Cauchy characteristic vector field of the differential ideal. Though this obvious latter fact has also been noted by Estabrook, 28 we show in Lemma 3 in the following that for hyperbolic and parabolic PDEs of the form in ͑1͒, there exists a more useful extension of this result.
Finally, we can simplify ͑11͒ in the following way: It is not hard to establish from using ͑9͒ and ͑10͒ that ͑11͒ is equal to
In Sec. V we examine ͑12͒ more closely and show that two further reductions are possible.
V. FIRST MAIN RESULT
The class of second-order PDEs we deal with is those for which L is decomposable, or equivalently, LٙLϭ0 using Theorem 1.7 in Bryant et al. 8 Although L defined in Theorem 2 is obviously not decomposable for some choices of f 1 , f 2 , f 3 , and k, we will see later in Sec. VIII that for all hyperbolic and parabolic PDEs of the form in ͑1͒ we are able to add to L some multiple of dC 1 which is then decomposable. Assuming then without loss that L is decomposable, we have
is an integral manifold of ͑12͒ ͑the two differential ideals are equal for decomposable L͒. Here V is the symmetry of I F r described in Sec. IV. We shall make use of this condition on L in our two main results, Theorem 4 in this section and Theorem 9 in Sec. VII. Since V4C 1 is a smooth function generator of ͑13͒, we can make a further simplification to this differential ideal by pulling it back onto the regular submanifold of J 1 (U 2 ,V 1 ) described by V4C 1 ϭ0, and confine our work to this region of J 1 (U where for the first equality we have used the property in ͑3͒, and for the second, we have made use of the fact that the pull-back of V4C 1 by ⌽ is zero. Next, we have that
once again using ͑3͒. Now
where in the first line we have inserted the symmetry condition in ͑9͒, and in the second, we have used properties ͑4͒ and ͑5͒. Combining the end result in ͑17͒ with ͑16͒ and ͑4͒ then gives
We also have from ͑3͒,
In a similar fashion, W4⌽*‫ؠ‬d͑V4L ͒ϭ⌽*͑ ⌽ * W4d͑V4L ͒͒ϭ⌽*͑ V4d͑V4L ͒͒. ͑20͒
The symmetry condition in ͑10͒ yields
Pulling this back by ⌽, then using ͑5͒ and ⌽*(V4C 1 )ϭ0 followed by ͑17͒ gives
͑21͒
so that combining this result with ͑20͒ and ͑4͒, we obtain 
then ⌿ is a two-dimensional integral manifold of I. For PDE problems, Theorem 6 will be used to find alternative ͑hopefully transverse͒ integral manifolds of I to those found with the usual approach reviewed at the start of this section. Unfortunately there is no algorithmic technique ͑without involving ODEs͒ for establishing ͑29͒ by means other than following direct one using Proposition 4.7 in Sherring and Prince 21 that incorporates symmetry:
Suppose then we apply Proposition 4.7 with X 2 X(U 4 ) as a nontrivial symmetry of ker(␣ 1 ٙ␣ 2 ), and X 1 X(U 4 ) as a nontrivial symmetry of sp͕X 2 ͖ ker(␣ 1 ٙ␣ 2 ). We then obtain 
Now applying Theorem 6 with the equations in ͑32͒, we set
We cannot choose pϭ2,qϭ2 since by assumption these integral manifolds of I are not transverse. We also cannot choose pϭ1,qϭ1 because g 11 ϭϪg 21 implies we do not obtain a regular twodimensional submanifold of U 4 . This is clearly due to the constant maximal rank two requirement failing. Therefore we require that at least one of the two remaining (p,q) combinations satisfy the rank two condition. Finally, the equation in ͑30͒ must also be satisfied, i.e.,
The following is a modification of Theorem 6, which shows that if we are given just one of the equations in ͑29͒ ͑found for example by inspection, or using Proposition 4.7 in Sherring and Prince 21 as in the above͒, then the other can be determined using a symmetry: 
Further suppose that, for some q͕1,2͖, the equation 
we have for each i͕1,2͖, d␤ i ϵ0 mod ␤ 1 ,␤ 2 for arbitrary choice of 
By the assumption in ͑35͒, it is then clear that ⌰‫ؠ‬⌿ is a two-dimensional integral manifold of I. ᮀ Remark: The functions f 1 2 , f 2 2 in Theorem 7 are not quite arbitrary: First they must be chosen so that
3 , or else ͑35͒ fails for any ⌿. Then once ⌿ is known, ͑35͒ must be checked. Certainly the difficult part in applying Theorem 7 is in establishing ͑33͒. Once this is done however, the remaining assumptions in the theorem simply involve two maximal rank conditions, one nonzero determinant condition and one nontrivial symmetry.
Another observation we can make regarding Theorem 7 is that ker(␣ 
Hence if the equations
for arbitrary constants c 1 , c 2 are constant maximal rank two on some suitably chosen neighborhood of U 4 , then they describe a two-dimensional foliation of the neighborhood, where each leaf is a regular submanifold that is an integral manifold of I.
We now look to apply 
͑37͒
are of constant maximal rank two, and it is easy to see from above that the nonzero determinant condition in ͑35͒ holds. Hence the equations in ͑37͒ describe a two-dimensional regular submanifold of the neighborhood of U 4 , that is an integral manifold of I. Note that the two-dimensional leaves described by ͑37͒ do not generate a foliation of the neighborhood. Rather, the threedimensional regular submanifold of the neighborhood described by the equation on the left in ͑37͒ is foliated by the two-dimensional leaves generated by the equation on the right.
VII. A SINGULAR APPLICATION
In this section we use Theorem 7 to provide an alternative to Theorem 4 when the transverse requirement fails for ⌽ * D F r . The following result is the second of our major results: 
4C
1 ϭ0. ͑41͒
In this section we show that all results in the previous sections still hold true if instead of the symmetry being the first prolongation of some point symmetry of ͑1͒ it is the first prolongation of some conditional symmetry.
We define If V is a conditional symmetry of ͑1͒, then it follows from the discussion in Sec. IV that
Explicitly,
as well as 
X. COMMENTS AND CONCLUSIONS
Our main results, Theorems 4 and 9, combined with Lemmas 11 and 12 show how one may use solvable symmetry structures to extract classical and nonclassical similarity solutions of second-order hyperbolic or parabolic PDEs of the form in ͑1͒. While the two theorems assume L ͑or L † ͒ is decomposable, it is hardly a restriction. This is because the discriminant in the two lemmas remains non-negative on some neighborhood precisely when the PDE is hyperbolic or parabolic. Hence, we are always able to apply Theorems 4 and 9 by replacing the given nondecomposable L with a suitable decomposable ⍀, which is simply some linear combination of L and dC 1 . For Theorem 4 there is a risk that the resulting two-dimensional Frobenius integrable distribution does not satisfy the transverse requirement. If this is the case, then the approach described in the theorem must be abandoned, and we are forced to use the slightly more sophisticated Theorem 9.
Finally, while our work has focused solely on the generation of similarity solutions in the absence of boundary conditions, there is scope for further work with such conditions. As a possible starting point, we know from Theorems 4 and 9 that given a symmetry V, we obtain uniqueness of solution up to two and one arbitrary constants, respectively. We leave such research as the topic of another paper.
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