In many empirical studies of the effect of social programs researchers assume that, conditional on a set of observed covariates, assignment to the treatment is exogenous or unconfounded (aka selection on observables). Often this assumption is not realistic, and researchers are concerned about the robustness of their results to departures from it. One approach (e.g., Charles Manski, 1990) is to entirely drop the exogeneity assumption and investigate what can be learned about treatment effects without it. With unbounded outcomes, and in the absence of alternative identifying assumptions, there are no restrictions on the set of possible values for average treatment effects. This does not mean, however, that all evaluations are equally sensitive to departures from the exogeneity assumption. In this paper I explore an alternative approach, developed by Paul Rosenbaum and Donald Rubin (1983), where the assumption of exogeneity is explicitly relaxed by allowing for a limited amount of correlation between treatment and unobserved components of the outcomes.
In many empirical studies of the effect of social programs researchers assume that, conditional on a set of observed covariates, assignment to the treatment is exogenous or unconfounded (aka selection on observables). Often this assumption is not realistic, and researchers are concerned about the robustness of their results to departures from it. One approach (e.g., Charles Manski, 1990 ) is to entirely drop the exogeneity assumption and investigate what can be learned about treatment effects without it. With unbounded outcomes, and in the absence of alternative identifying assumptions, there are no restrictions on the set of possible values for average treatment effects. This does not mean, however, that all evaluations are equally sensitive to departures from the exogeneity assumption. In this paper I explore an alternative approach, developed by Paul Rosenbaum and Donald Rubin (1983) , where the assumption of exogeneity is explicitly relaxed by allowing for a limited amount of correlation between treatment and unobserved components of the outcomes.
The starting point of the sensitivity analysis is the assumption that the exogeneity assumption is satisfied only conditional on an additional unobserved covariate. Making assumptions about the effect of the unobserved covariate on the outcome and its correlation with the treatment, I trace out the set of possible values for the treatment effect of interest. By considering a sufficiently large set of possible correlations with outcomes and treatment, one can recover the bounds on the treatment effect derived by Manski (1990) . The approach here, in the spirit of Rosenbaum and Rubin (1983) and Rosenbaum (1995) , is to allow only a limited amount of correlation and to judge the sensitivity of average treatment-effect estimates to such correlations. There are two novel features of the proposed analysis. First, rather than formulate the sensitivity in terms of coefficients on the unobserved covariate, the sensitivity results are presented in terms of partial R 2 values, which may be easier to interpret. Second, the partial R 2 values of the unobserved covariates are compared to those for the observed covariates in order to facilitate judgments regarding the plausibility of values necessary to substantially change results obtained under exogeneity.
The proposed sensitivity analysis is conceptually related to the practice of assessing sensitivity of estimates by comparisons with results obtained by discarding one or more observed covariates (James Heckman and V. Joseph Hotz, 1989; Rajeev Dehejia and Sadek Wahba, 1999; Jeffrey Smith and Petra Todd, 2001). The attraction of the sensitivity analysis is that it is more directly relevant: one is not interested in what would have happened in the absence of covariates actually observed, but in biases that are the result from not observing all relevant covariates.
I. Setup
The interest is in the effect of a program or treatment evaluated on the basis of data from a population of units, individuals, or firms, some of whom were exposed to the active treatment and the remainder of whom were exposed to the control treatment. Let W i ʦ {0, 1} be the indicator for the treatment, where i ϭ 1, ... , N labels the units in the population. Following the potential-outcome notation popularized for causal inference in observational studies by Donald Rubin (1974), let Y i (w) for w ϭ 0, 1 denote the outcome for unit i if treatment w is applied. For unit i, I observe the treatment indicator W i and the outcome corresponding to the treatment actually received, Y i ϭ Y i (W i ). In addition a vector of pretreatment variables or covariates X i is observed.
The starting point is the following unconfoundedness (exogeneity) assumption: 
Combined with the assumption that the probability of receiving the treatment, given covariates, is bounded away from 0 and 1, this assumption implies that one can estimate the average effect of the treatment on the outcome by first estimating the average effect with subpopulations homogenous in the covariates, through the following equality:
followed by averaging this over the distribution of covariates,
For a recent survey of methods for implementing such estimators, see Imbens (2002) . In many cases this is an attractive starting point. Even if the exogeneity assumption is controversial, it is often sensible to follow a discussion of the summary statistics, which would include a simple comparison of averages for treated and control outcomes, by a discussion of this comparison adjusted for differences in covariates. Following such an analysis one may wish to go further and consider alternative approaches such as instrumental-variables analyses (e.g., Heckman and Richard Robb, 1985; Joshua Angrist et al., 1996) or bounds analyses (Manski, 1990; John Pepper, 2003) that allow selection into the treatment to be partially or wholly determined by potential outcomes. Here we discuss an alternative approach, due to Rosenbaum and Rubin (1983) .
In the sensitivity analysis, the unconfoundedness assumption is weakened to require independence of the potential outcomes and the treatment indicator only after conditioning on one additional, unobserved, covariate U i :
This assumption is without loss of generality, and one can recover the bounds by appropriate choices for the conditional distribution of potential outcomes and assignment given the unobserved and observed covariates. Moreover, without loss of generality one can choose U i to be independent of X i . To reduce the set of possible average treatment effects, one therefore has to restrict the set of distributions for the assignment given U and X and the set of distributions for the potential outcomes given U and X.
II. Implementation
The first key point is that a parametric model is postulated. For expositional reasons, a simple parametric model is used here. It can be generalized in many ways, but often most of the insights of a sensitivity analysis can be obtained with relatively simple models.
First, the marginal distribution of U is postulated to be binomial, with
Second, it is assumed that the distribution of W given U and X follows a logistic distribution:
Third, it is assumed that the distribution of Y(w)
given U and X is normal with a constant treatment effect :
One way to recover the standard estimates based on the unconfoundedness or exogeneity assumption is to fix ␣ ϭ ␦ ϭ 0 and estimate the remaining parameters by maximum likelihood. The sensitivity analysis corresponds to choosing alternative values for (␣, ␦) and calculating the maximum-likelihood estimate for . Note that no attempt is made to recover ␣ and ␦ from the data. Although these parameters may be identified given the distributional and functional form assumptions, their identification is very weak. Specifically, their identification is not nonparametric, as without functional form and distributional assumptions one cannot reject the unconfoundedness assumption. Specifically, let L(, ␤, 2 , ␥, ␣, ␦) be the logarithm of the likelihood function given a sample (Y i , W i , X i ), i ϭ 1, ... , N, obtained by integrating out the missing potential outcomes and the unobserved covariate:
For fixed (␣, ␦), the remaining parameters will be estimated by maximum likelihood. Thus, one can express the maximum-likelihood estimate for fixed (␣, ␦) as (␣, ␦). It is this representation of the estimated average treatment effect in terms of the sensitivity parameters ␣ and ␦ that is the focus of the sensitivity analysis. By considering a range of plausible values for ␣ and ␦, a range of average treatment effects consistent with these values is obtained. In order to carry out this analysis it is crucial to specify a range of plausible values for these sensitivity parameters. This is difficult because the sensitivity parameters ␣ and ␦ are not always easy to interpret. I therefore transform the sensitivity parameters into more easily interpretable quantities. This transformation involves separating the variation in outcomes and treatment assignment into variation explained by the observed covariates, the unobserved covariates, and the remainder. I then consider the amount of variation that is explained by the unobserved covariate relative to the amount not explained by the observed covariates.
Formally, let R Y 2 (␣, ␦) be the share of the variation in Y explained by X, W, and U:
The proportion of the previously unexplained variation in Y that is explained by the unobserved covariate U is
For the treatment indicator regression, there is no natural R 2 . Instead I use the explained variation in the latent index in a latent-index representation. Under the logit model, the latent-index error term has a logistic distribution with variance 2 /3. Let ⌺ X be the sample covariance matrix of the observed covariates X (omitting the constant term). The explained variation is the variation in XЈ␥ ϩ U␣ which, because of the independence of X and U, is equal to
and the partial R 2 used in the sensitivity analysis is
To present the results, I will construct pairs of values of (R W,par 
III. An Application
In this section I discuss an application of the sensitivity analysis to the evaluation of labormarket programs. In nonexperimental evaluation of labor-market programs researchers are often concerned about biases arising from differences in motivation between those volunteering for a program and those who do not. Strong motivation to enroll in a job-training program may lead to more favorable outcomes in either regime. Hence, omitting such individual characteristics may lead to biases in average treatment effects estimated under the assumption of exogenous treatment assignment. With such specific interpretations for the unobserved covariates, one may be able to provide ranges of reasonable values for the partial R 2 values for the unobserved covariates. Such ranges may be based on such considerations as whether it is reasonable that motivation has more explanatory power for future earnings than last period's earnings, or than a multi-period earnings history. Similarly, one may consider whether motivation has more explanatory power for selection into the program than education or the presence of children.
The application of the sensitivity analysis is to data from a job-training program first analyzed by Robert Lalonde (1986) Note the large differences in background characteristics between the trainees and the PSID sample. This is what makes drawing causal inferences from comparisons between the PSID sample and the trainee group a potentially tenuous task.
In Figures 1-4 the sensitivity analyses are presented for the four comparisons. In each figure, the solid curve is the set of partial R 2 values that corresponds to an average treatment effect different from the estimate under exogeneity by $1,000. In addition the partial R 2 values for each of the nine observed covariates are represented by "ϩ" signs. Finally the partial R 2 value for the two variables corresponding to the most recent lag of earnings is represented by a "⅙," and the partial R 2 value for all pre-program earnings by a ‫".ء"‬ Consider Figure 1 for the experimental comparison. The curve describes how strongly an unobserved binary covariate would have to be correlated with outcomes and the treatment indicator to change the average treatment effect by $1,000. For example, it would require an unobserved covariate explaining 20 percent of the variation in treatment assignment and 2 Next, consider the sensitivity analysis for the nonexperimental data. Here, an unobserved covariate explaining 25 percent of the variation in the treatment assignment and 2 percent of the variation in the outcome not explained by the observed covariates could lead to a bias sufficient to change the average treatment effect by $1,000. To judge whether that is a substantial amount of explanatory power, let us turn to observed covariates. The covariate "1975-earnings" explains about 48 percent of the variation in treatment assignments and about 10 percent of the variation in 1978 earnings not explained by the other covariates. In fact if one looks at the combination of 1975 earnings and the indicator for positive 1975 earnings, one sees that these explain 48 percent and 14 percent of the variation in treatment assignment and outcome (the "⅙" in Fig. 2) . Hence, the explanatory power of the unobserved covariate could be substantially less than that of 1975 earnings and still change the estimate of the average treatment effect by more than $1,000. In this case the sensitivity analysis suggests that the results based on the PSID controls are very sensitive to the unconfoundedness assumption. (In this figure the ‫"ء"‬ is not visible, as it is at the point (0.72, 0.48): combined the preprogram earnings explain a very large proportion of the variation in treatment assignment and the outcome.) I also carry out the sensitivity analysis using the change in earnings as the outcome variable, following the argument in Heckman et al. (1997) that this can improve robustness. Changing the outcome lowers the partial R 2 values of the observed covariates but does not change the curve of R 2 values required for changing the average treatment effect by $1,000. Figure 3 shows that the estimated average treatment effect is still very sensitive to the exogeneity assumption.
Finally, consider the restricted nonexperimental sample. Restricting the sample to those with earnings below $5,000 in both 1974 and 1975 ensures that the PSID and experimental groups are much more similar in terms of covariates. The results from this sensitivity analysis are presented in Figure 4 . The set of partial R 2 values required to change the average treatment effect by at least $1,000 does not differ much from that for the full nonexperimental sample. However, the explanatory power of the observed covariates is much reduced. Now in order to change the estimated average treatment effect by more than $1,000 the unobserved covariate would have to be much more powerful than the two 1975 earnings variables combined (the "⅙"), although it would not have to be as powerful as the four earnings variables together (the ‫.)"ء"‬ The conclusion is that restricting the sample in a way that makes the two treatment groups more homogenous can lead to more robust results.
IV. Conclusion
In this paper I extend the sensitivity analysis developed by Rosenbaum and Rubin (1983) and apply it to the evaluation of a job-training program previously analyzed by Lalonde (1986) . The results based on the experimental data are shown to be much more robust than those based on the nonexperimental data. Using a restricted subset of the nonexperimental data improves the robustness considerably. The sensitivity analyses appear to be useful tools complementing analyses relying exclusively on unconfoundedness assumptions as well as bounds analyses that avoid such assumptions altogether. 
