Linear (and nonlinear) Schrödinger equations in the semiclassical (small dispersion) regime pose a significant challenge to numerical analysis and scientific computing, mainly due to the fact that they propagate high frequency spatial and temporal oscillations. At first we prove using Wigner measure techniques that finite difference discretisations in general require a disproportionate amount of computational resources, since underlying numerical meshes need to be fine enough to resolve all oscillations of the solution accurately, even if only accurate observables are required. This can be mitigated by using a spectral (in space) discretisation, combined with appropriate time splitting. Such discretisations are time-transverse invariant and allow for much coarser meshes than finite difference discretisations.
Introduction
We consider the (numerical) solution of the Schrödinger equation in the case of a small (scaled) Planck constant: Here V is a given electrostatic potential, 0 < ε 1 is the scaled Planck constant and u ε = u ε (x, t) is the (generally complex-valued) wave function. By classical quantum physics [51] the wave function is an auxiliary quantity, used to compute the primary physical quantities, which are quadratic function(al)s of u ε , e.g. the position density n ε (x, t) = |u ε (x, t)| 2 , (1.2a) the current density (where " − " denotes complex conjugation)
J ε (x, t) = εIm(u ε (x, t)∂ x u ε (x, t)), (1.2b) and the energy density e ε (x, t) = ε 2 |∂ x u ε (x, t)| 2 + V (x)|u ε (x, t)| 2 .
(1.2c)
The equation (1.1a) propagates oscillations of wave length ε, which inhibit u ε from converging strongly in, say, L ∞ t (L 2 x ). Clearly, weak convergence of u ε is not sufficient for passing to the limit in the macroscopic densities (1.2), which makes the analysis of the so-called semi-classical limit a mathematically complex issue.
Recently, much progress has been made in this area, particularly by the introduction of tools from microlocal analysis (defect measures [29] , H-measures [72] and Wigner measures [30] , [53] , [56] , [31] , [54] . These techniques, which go far beyond classical WKB-methods, have shown the right way to exploit properties of the Schrödinger equation which allow the passage to the limit ε → 0 in the macroscopic densities, revealing a hidden kinetic equation, whose solution is the Wigner measure associated to the sequence u . Clearly, the oscillations in the wave-function have to be dealt with, too, when the Schrödinger equation with small ε is solved numerically.
For the linear Schrödinger equation classical numerical analysis methods (like the stability-consistency concept) are sufficient to derive meshing strategies for discretizations which guarantee (locally) strong convergence of the discrete wave functions to u ε when ε > 0 is fixed (c.f. [77] , [17] , [18] , [22] ). Extensions to nonlinear Schrödinger equations can be found in [23] , [73] , [62] , [65] .
However, the classical strategies cannot be employed to analyse uniform properties of discretization schemes for ε → 0.
At first we use microlocal techniques to analyse finite difference discretizations of linear Schrödinger equations. We choose the Crank-Nicolson time discretization scheme which is one of the most often used schemes for numerical simulations. Spatial discretizations are general arbitrary-order symmetric finite difference schemes. We identify the semiclassical Wigner measure (on the scale ε) for all combinations of ε and of the time and space mesh sizes. We have uniform convergence for the average values of all (regular) observables in exactly those cases, for which the Wigner measure of the numerical scheme is identical to the Wigner measure of the Schrödinger equation itself. Thus, from this theory we obtain sharp (i.e. necessary and sufficient) conditions on the mesh sizes which guarantee good approximation quality of all observables uniformly as ε → 0 + . For the Crank-Nicolson scheme we prove that spatial and temporal oscillations have to be asymptotically resolved in order to obtain accurate numerically computed observables. From this analysis (which can be generalized to other time-discretizations) it follows that finite difference methods have a very poor convergence behaviour for small values of .
This clearly shows the big risk in using FD-methods for Schrödinger calculations in the semiclassical regime. Even stable schemes may produce completely wrong observables under seemingly reasonable meshing strategies (i.e. asymptotic resolution of the oscillation is not always enough). Worse enough, in these cases there is no warning from the scheme (like blow-up) that something went wrong (since local error control cannot be used anyway). The only safety anchor here lies in analysis and in physical insight.
In the second part of the paper we consider time splitting-trigonometric spectral schemes which have much better asymptotic properties as → 0. For analytical results on time-splitting spectral methods for linear and nonlinear Schrödinger equation (not in the semiclassical regime, though) we refer to [16] , [28] , [24] . The third part of the paper is concerned with an extension of the spectral-time splitting scheme to Schrödinger equations with periodic highly oscillatory potentials, typically occuring in solid state physics.
We emphasize that the first part of this paper is based on work reported in [58] , the second on [5] and the third on [40] .
Schrödinger-type Equations, Observables and Wigner Transforms
We consider the following scalar IVP (generalized linear Schrödinger equation)
Here ε ∈ (0, ε 0 ], ε 0 > 0, is a small parameter (e.g. the scaled Planck-constant), and Q(·, εD) W is the Weyl-operator associated to the symbol Q(x, εξ):
For the following we assume that the symbol Q = Q(x, ξ) is polynomial in ξ with C ∞ -coefficients:
3)
0 denotes a multi-index, K is the order of the differential operator (2.2) and |k| := k 1 + · · · + k m the order of the multi-index k. The DO (2.2) can now be written as
We denoted D y = −i∂ y . The convenience in the Weyl-calculus lies in the fact that an essentially selfadjoint Weyl-operator has a realvalued symbol (cf. [38] ).
Being interested in generalizations of the Schrödinger-equation we assume for the following
and, in order not to complicate the analysis unnecessarily
This implies in particular 6) i.e. we have
where we set n ε I := |u ε I | 2 . In quantum mechanics the wave function u ε = u ε (x, t) (i.e. the solution of the Schrödinger-equation) is usually considered an auxiliary quantity. It facilitates the calculation of physical observables of the system under consideration [51] corresponding to actual measurements. An observable A ε , which depends on the position variable x and on the momentum operator εD, is given by the Weyl-operator
with the realvalued symbol a(x, εξ). Of particular physical interest is the average value of the observable A ε in the state u ε (t) (i.e. the mean value of the performed measurement) given by:
Here (·, ·) stands for the L 2 (IR m )-scalar product and, of course, it is assumed that u ε (t) lies in the domain of a(·, εD) W . A good framework for manipulating quantities which are quadratic in the wave function (e.g. (2.9)), is given by the Wigner-transform [31, 75] . For given f, g ∈ S (IR m ) and a given scale ε ∈ (0, ε 0 ] we define the Wigner-transform (on the scale ε) by
For fixed ε this defines a bilinear continuous mapping from
and (by a simple calculation)
Here we assume a ∈ S(IR m x × IR m ξ ) and denote by ·, · the duality bracket between S and S (linear in both arguments).
Obviously, (2.11b) implies
where we denoted w ε [f ] = w ε (f, f ). For the following we denote the Fourier-transform bŷ
The following proposition holds [31] :
Then, by compactness, there exists a subsequence ε k and w 0 ∈ S such that
It is well known that w 0 is non-negative, i.e. it is a positive Borel-measure [31] . In the sequel we write w 0 = w 0 [f ε k ] and call it the Wigner-measure of f ε k (for the scale ε k ).
Also we shall use (see [31] for the proof)
uniformly for all symbols q = q(x, ξ) which satisfy (2.15). Here {·, ·} denotes the Poisson bracket:
Then (2.7) and Proposition 2.1 imply the uniform boundedness of 
To derive an equation for w 0 we differentiate
use (2.1a) and Proposition 2.2
(w ε and Q are realvalued!). Passing to the limit ε → 0 gives the transport equation
subject to the initial condition
Results along these lines for even more general IVP's can be found in [31] . The unique solution of (2.18) allows the calculation of the limit ε → 0 of the average value of an observable A ε determined by a symbol a = a(x, ξ) ∈ S in the state u ε (cf. (2.9) and (2.12)). We obtain 
Finite Difference Schemes
Let
be the lattice generated by the linearly independent vectors a 1 , . . . , a m ∈ IR m . For a multi-index k ∈ IN m 0 we construct a discretization of the order N of the operator ∂ k x as follows:
Here h ∈ (0, h 0 ] is the mesh-size, Γ k ⊆ Γ is the finite set of discretization points and a µ,k ∈ IR are coefficients satisfying
where δ l,k = 1 if l = k and 0 otherwise. It is an easy exercise to show that the local discretization error of (3.2) is O(h N ) for all smooth functions if (D1) holds. For a detailed discussion of the linear problem (D1) (i.e. possible choices of the coefficients a µ,k ) we refer to [55] .
We now define the corresponding finite difference discretization of Q(·, εD) W by applying (3.2) (with ∂ = iD) directly to (2.4). Denoting
we obtain the finite difference discretization of (2.4) in the form
As temporal discretizations we consider the Crank-Nicolson scheme with time step ∆t > 0:
Here (and in the sequel) we denote the vector of small parameters by σ = (ε, h, ∆t).
) for all ω ∈ IR. Therefore the scheme (3.6) gives well-defined approximations u
. Moreover we remark that it is sufficient to evaluate (3.6) at x ∈ hΓ in order to obtain discrete equations for {u σ n (hµ)|µ ∈ Γ}. Clearly, artificial 'far out' boundary conditions have to be imposed for practical computations. Their impact will not be taken into account in the subsequent analysis.
We now collect properties of the finite difference schemes. We start with the spatial discretizations:
−→ ∞ we have
For the proof we refer to [58] .
Choosing h such that = ε h → ∞ corresponds to asymptotically resolving the oscillations of wave-length O( ) of the solution u ε (t) of (2.1). In the case = const. (i.e. 'placing a fixed number of gridpoints per oscillation') the symbol Q h,ε (x, ξ) is independent of h and ε:
In the case
−→ 0 (which corresponds to 'ignoring' the oscillations) we have
and, thus, Q h,ε (x, εD) W does not approximate Q(x, εD) W . Therefore, we cannot expect reasonable numerical results in this case (which will not be investigated further).
The next Lemma concerns the temporal stability of the discretization. Here and in the sequel we use the notation . for the norm in L 2 (IR m x ): Lemma 3.2. We have for the solution of (3.6):
The proof follows from taking the L 2 -scalar product of (3.6a) with
A comment on the time-transverse non-invariance of the discretization schemes is in order. It is clear that the average values of the observables defined in (2.12) are invariant under the substitution v ε (t) = u ε (t)e i ω ε t for ω ∈ IR, i.e. the average value of the observable in the state u ε (t) is equal to its average value in the state v ε (t). Also, the Wigner-function is invariant under this substitution:
which implies that the zeroth order term Q 0 (x) (physically a potential) is replaced by Q 0 (x)+ω while the other coefficients Q k (x), k = 0, remain unchanged. The situation is completely different for the difference schemes. A simple calculation shows that the discrete gauge transformation v σ n = u σ n e i ω ε tn does not 'commute (modulo adding a real constant to the potential) with the discretizations' (3.6). Thus, the discrete approximations of average values of observables depend on the gauging of the potential.
The consistency-stability concept of classical numerical analysis provides a framework for the convergence analysis of finite difference discretizations of linear partial differential equations. Thus, for ε > 0 fixed it is easy to prove that the scheme (3.6) is convergent of order N in space and order 2 in time if the solution u ε is sufficiently smooth. Therefore, again for fixed ε > 0 we conclude convergence of the same order for averages of the observables defined in (2.9) assuming that a is smooth. Due to the oscillatory nature of the solutions of (2.1) the local discretization error of the finite difference schemes and, consequently, also the global discretization error, generally tend to infinity as ε tends to 0. Thus, the classical theory does not provide uniform results as ε → 0. Indeed, under the reasonable assumption
locally uniformly in t for all multi-indices j 1 and j 2 ∈ N∪{0}, (which is satisfied for ε -oscillatory initial data) the classical stability-consistency analysis gives for the global L 2 -discretization error
The situation is further complicated by the fact that the solution u ε of (2.1) and their discrete approximations u σ n , which solve (3.6), generally only converge weakly in L 2 (IR m ) as ε → 0 and, resp., σ → 0. The limit processes ε → 0, σ → 0 do not commute with the quadratically nonlinear operation which has to be carried out to compute the average values of observables.
In practice one is interested in finding conditions on the mesh sizes h and ∆t, in dependence of ε and the used discretization such that the average values of the observables in the discrete state converge uniformly as ε → 0 to E ε a given by (2.9).
Let us set for n ∈ IN, t n = nk:
The function E σ a (t), t ∈ IR + , then is defined by piecewise linear interpolation of the values E σ a (t n ). As discussed above, we want to find conditions on h, k such that for all a ∈ S(IR
and locally uniformly in t. Denoting
and again defining w σ (t), t ∈ IR, by piecewise linear interpolation of the values (3.14), we conclude from (2.12) that (3.13) is equivalent to proving 15) locally uniformly in t, where
is the Wigner-transform of the solution u ε of (2.1). Note that w σ (t n ) denotes the Wigner-transform of the finite difference solution u σ n on the scale ε. In this Section we shall compute the accumulation points of w σ as σ → 0. We shall see that the set of Wigner-measures of the difference schemes 
We recall that Q is defined in (3.9). The proof of the theorem proceeds similarly to the derivation of (2.18) from the IVP for the Schrödinger equation (see [57] for details). Note that Theorem 3.1 implies that asymptotically correct observables (as → 0) can only be computed from the Crank-Nicolson scheme if both spacial and temporal oscillations of wave-length are accurately resolved by the grid. Time-irreversible finite difference schemes behave much worse (e.g. the explicit or implicit Euler scheme), they require ∆t = o( 2 ) in order to guarantee asymptotically correct numerically computed observables.
Time-splitting Spectral Approximations
In this section we present time-splitting trigonometric spectral approximations of the problem (1.1) with periodic boundary conditions. For the simplicity of notation we shall introduce the method for the case of one space dimension (m = 1). Generalizations to m > 1 are straightforward for tensor product grids and the results remain valid without modifications. For m = 1, the problem becomes
We choose the spatial mesh size h = ∆x > 0 with h = (b − a)/M for M an even positive integer, the time step k = ∆t > 0 and let the grid points and the time step be
be the numerical approximation of u ε (x j , t n ) and u ε,n be the vector with components U ε,n j . The first-order time-splitting spectral method (SP1). From time t = t n to time t = t n+1 , the Schrödinger equation (4.1) is solved in two steps. One solves
for one time step, followed by solving
again for the same time step. The solution of (4.3) of t = t n+1 is taken as initial value for (4.4) at t = t n . Equation (4.3) will be discretized in space by the spectral method and integrated in time exactly. The ODE (4.4) will then be solved exactly. The detailed method is given by:
where U ε,n l , the Fourier coefficients of U ε,n , are defined as
Note that the only time discretization error of this method is the splitting error, which is first order in k for any fixed ε > 0.
The Strang splitting spectral method (SP2). From time t = t n to time t = t n+1 , we split the Schrödinger equation (4.1) via the well-known Strang splitting:
where U ε, * l , the Fourier coefficients of U ε, * , are defined as
Again, the overall time discretization error comes solely from the splitting, which is now second order in k for fixed ε > 0. Note that the main advantage of (SP1) and (SP2) over FD-methods is their gauge invariance with respect to adding constants to the potential V . Let u = (U 0 , · · · , U M −1 ) T and · l 2 the usual discrete l 2 -norm on the interval (a, b), i.e.
For the stability of the time-splitting spectral approximations (SP1) and (SP2), with variable potential V = V (x), we prove the following lemma, which shows that the total charge is conserved.
Lemma 4.1. The time-splitting spectral schemes (SP1) (4.5) and (SP2) (4.8) are unconditionally stable. In fact, under any mesh size h and time step k,
11)
and consequently:
Here u ε,n Int stands for the trigonometric polynomial interpolating {(x 0 , u
For the proof we refer to [5] . We now establish error estimates for (SP1). We assume that the solution u ε = u ε (x, t) of (4.1), (4.2) and the potential V = V (x) in (4.1) are (b − a) periodic and C ∞ (R). Moreover, we assume that there are positive constants C m > 0, D m > 0, independent of ε, x, t, such that
for all m, m 1 , m 2 ∈ N ∪ {0}.
Thus, we assume that the solution oscillates in space and time with wavelength ε.
Theorem 4.1. Let u ε = u ε (x, t) be the solution of (4.1), (4.2) and u ε,n be the discrete approximation (SP1) given by (4.5). Under assumption (B), and
, we have for all positive integers m ≥ 1 and
where C is a positive constant independent of ε, h, k and m and G m is independent of ε, h, k.
See [5] for the proof. A similar result can be established for (SP2). Now, let δ > 0 be the desired error bound such that
shall hold. Then the meshing strategy (on O(1)-time and space intervals)
is suggested by the Theorem, where m ≥ 1 is an arbitrary integer, assuming that G m does not increase too fast as m → ∞. This meshing, although more efficient than what is needed for finite differences, is even too restrictive for both (SP1) and (SP2) if only accurate quadratic observables are desired, cf. below. Now let u ε (t) be the solution of the IVP (4.1), (4.2) and denote its Wigner transform by w . Then w ε satisfies the Wigner equation
where Θ ε [V ] is the pseudo-differential operator:
19) hereŵ
ε stands for the Fourier-transform with respect to ξ.
Taking ε to 0 gives the Vlasov-equation (2.18) with Q(x, ξ) =
Consider now the first-order time-splitting spectral method (SP1). To understand the splitting error we remark that the time-splitting (4.3), (4.4) corresponds to the time-splitting of the Wigner equation (4.17)
followed by w
Clearly, the limit ε → 0 can be carried out in (4.23) leaving k = ∆t fixed and we obtain the corresponding time-splitting of the limiting Vlasov equation (4.20) :
Note that no other error is introduced by the splitting (SP1) since the timeintegrations are performed exactly. These considerations, which can be made rigorous easily, show that a uniform (i.e. ε-independent) time-stepping control
combined with the spectral mesh-size control (4.16)(b) gives an O(δ)-error uniformly as ε → 0 in the Wigner-function and consequently in all observable mean-values. Essentially this implies that a fixed number of grid points in every spatial oscillation of wavelength ε combined with -independent time-stepping is sufficient, uniformly as → 0, to guarantee accurate observables. This strategy is clearly superior to FD-schemes, which require k ε → 0 and h ε → 0 even for the approximation of observables.
We refer to [45] for the application of the time-splitting spectral method to the Zakharov system, to [44] for the numerical solution of the Dirac-Maxwell system and to [6] for numerical studies of nonlinear Schrödinger equations. Also we refer to [3] , [4] , [41] for numerical simulations of the cubically nonlinear Gross-Pitaevskii Schrödinger equation (Bose-Einstein condensation) using time-splitting spectral methods.
Highly Oscillatory Periodic Potentials
One of the main problems in solid state physics is to describe the motion of electrons under the action of the periodic potential generated by the ionic cores. This problem has been studied from a physical, as well as from a mathematical point of view in, e.g., [1, 12, 52, 61, 78] , resulting in a profound theoretical understanding of the novel dynamical features. Indeed one of the most striking effect, known as Peirl's substitution, is a modification of the dispersion relation for Schrödinger's equation, where the classical energy relation E free (k) = has to be replaced by E m (k), m ∈ N, the energy corresponding to the mth Bloch band [11] . The basic idea behind this replacement is a separation of scales. More precisely one recognizes that experimentally imposed external, electromagnetic fields typically vary on much larger spatial scales than the periodic potential generated by the cores. Moreover those external fields can be considered weak in comparison to the periodic fields of the cores [2] .
To study this problem, consider the Schrödinger equation for the wavefunction u = u ε (x, t) of the electrons in a semiclassical asymptotic scaling [15, 61, 74] 
Here, U is the external potential and the highly oscillating lattice-potential V Γ (y) ∈ R is assumed to be periodic with respect to some regular lattice Γ. For definiteness we shall assume that
i.e. Γ = 2πZ. For practical purposes we have to numerically solve (5.1) on a bounded computational domain D, which we shall specify later on.
The Emergence of Bloch Bands
First, let us introduce some notations and recall some basic definitions used when dealing with periodic Schrödinger operators [2, 10, 74, 76] . With V Γ obeying (5.2) we have:
• The fundamental domain of our lattice Γ = 2πZ is the interval C = (0, 2π).
• The dual lattice Γ * can then be defined as the set of all wave numbers k ∈ R, for which plane waves of the form exp(ikx) have the same periodicity as the potential V Γ . This yields Γ * = Z in our case.
• The fundamental domain of the dual lattice, e.g.the (first) Brillouin zone, B = C * is the set of all k ∈ R closer to zero than to any other dual lattice point. In our case B = − 6.1. Recapitulation of Bloch's decomposition method. One of our main points in what follows is that the dynamical behavior of (5.1) is mainly governed by the periodic part of the Hamiltonian, in particular for ε 1. Thus it will be important to study its spectral properties. To this end consider the periodic Hamiltonian (where for the moment we set y = x/ε)
which we shall consider here only on L 2 (C). This is sufficient since the periodicity of V Γ allows to cover all of R by translations of C. More precisely, for k ∈ B = − 1 2 , 1 2 we equip the operator H with the following quasi-periodic boundary conditions u(y + 2π, t) = e 2ikπ u(y, t) ∀ y ∈ R, k ∈ B,
It is well known [76] that under very mild conditions on V Γ , the operator H admits a complete set of eigenfunction ϕ m (y, k), m ∈ N, providing, for each fixed k ∈ B, an orthonormal basis in L 2 (C). Correspondingly there exists a countable family of real-valued eigenvalues which can be ordered according to
where the respective multiplicities are accounted for in the ordering. The set {E m (k) | k ∈ B} ⊂ R is called the mth energy band of the operator H and the eigenfunction ϕ m (·, k) is usually called Bloch function. (In the following the index m ∈ N will always denote the band index.) Concerning the dependence on k ∈ B, it has been shown [76] that for any m ∈ N there exists a closed subset A ⊂ B such that: E m (k) is analytic and ϕ m (·, k) can be chosen to be a real analytic function for all k ∈ B\A.
If this condition indeed holds for all k ∈ B then E m (k) is called an isolated Bloch band [74] . Moreover, it is known that
This set of Lebesgue measure zero consists of the so called band crossings. Note that due to (6.2) we can rewrite ϕ m (y, k) as
for a 2π-periodic function χ m (·, k). In terms of χ m (y, k) the Bloch eigenvalue problem reads
where H(k) denotes the shifted Hamiltonian
Let us know introduce the so-called Bloch transform T of the wave-function u(t, ·) ∈ L 2 (R), for any fixed t ∈ R, as can be found in, e.g., [61, 74] . The Bloch transformation T is the Fourier transform F on 2 (Γ) followed by a multiplication with e −iyk , i.e.
It is then easy to see that
which provides a link between the eigenvalue problem (6.6) and the periodic part of our Schrödinger equation acting on u(t, ·). Most importantly, the Bloch transformation allows to decompose the state space H = L 2 (R) into a direct sum of so called band spaces, i.e.
(6.10) This is the well known Bloch decomposition method, which implies that for
The corresponding projection of u(t) onto the mth band space is thereby given as
and we consequently denote by
the coefficients of the Bloch decomposition. For a complete description and a rigorous mathematical proof of this decomposition we refer to, e.g., [64] , chapter XI. Here it is only important to note that the Bloch transformation allows to obtain a spectral decomposition of periodic Hamiltonians H, upon solving the eigenvalue problem (6.6). Roughly speaking T can be seen a Fourier-type transform adapted to the inclusion of periodic potentials.
This implies that, if U ≡ 0, we can indeed Bloch transform the evolution problem (5.1) and decompose it into the corresponding band spaces H m , i.e. we find a "diagonalization" of our evolution problem. In this case each u m (·, t) ∈ H m then evolves according to the newly obtained PDE
Here E m (−i∂ y ) denotes the pseudo-differential operator corresponding to the symbol E m (k), cf. [31, 61, 74] and u in (y) = u ε I (εy). The above given evolution equation comprises a rigorous justification of Peirl's substitution. Moreover (6.14) is easily solved invoking the standard Fourier transformation F on L 2 (R), which yields
Here the energy band E m (k) is understood to be periodically extended to all of R. To this end, note that the following relation holds 16) as can be shown by a lengthy but straightforward calculation. Of course if U ≡ 0 (the non-periodic part of the potential) the time evolution (5.1) in general mixes all band spaces H m , i.e. we can no longer diagonalize the full Hamiltonian operator (which now involves also non-periodic coefficients). On the other hand, since U (x) = U (εy) varies only slowly on the fast (periodic) scale y = x/ε, one might hope that even if U ≡ 0, the effective Schrödinger type equation
= (P m u in )(y), (6.17) holds true, at least approximately for small ε 1. In other words, the slowly varying external potential is almost constant on the lattice scale and thus causes only a small perturbation of the band structure determined via (6.1). Indeed this is the case as has been rigorously proven in [15, 36, 61] , using different analytical approaches (for a broader overview, see [74] and the references given therein). To this end one has to assume that the m'th energy band is isolated from the rest of the spectrum.
If this is not the case, energy transfer of order O(1) can occur at band crossings, the so-called Landau-Zener phenomena.
6.2. Numerical computation of the Bloch bands. As a preparatory step for our algorithm we shall first calculate the energy bands E m (k) numerically as follows. Analogously to [33, 48] , we consider the potential V Γ ∈ C 1 (R) and expand it into its Fourier series, i.e.
Likewise, we expand the Bloch eigenfunctions χ m (·, k) into their Fourier series
, the corresponding Fourier coefficients V (λ) decay faster than any power, as λ → ±∞, and thus we only need to take into account a few coefficients.
For λ ∈ {−Λ, · · · , Λ − 1} ⊂ Z, we consequently aim to approximate the Sturm-Liouville problem (6.6), by the following algebraic eigenvalue problem
. . .
where the 2Λ × 2Λ matrix H(k) is given by
The above matrix H(k) has 2Λ eigenvalues. Clearly, this number has to be large enough such that all the eigenvalues E m (k), which we shall need, are accounted for, i.e. we need m ≤ 2Λ. The numerical cost of this algebraic problem is about O(Λ 3 ), cf. [39] . The number Λ is independent of the spatial grid, thus the numerical costs of this eigenvalue problem are often negligible compared to those of the evolutionary algorithms as detailed below. The approximate numerical computations of the Bloch bands E m (k) can be seen as a preprocessing, to be done only once.
Remark 6.1. Accurate computations of the energy bands needed in practical applications, i.e. in more than one spatial dimensions and for different kinds of (composite) materials, become a highly nontrivial task. Nowadays though, there already exists a huge amount of numerical data detailing the energy band structure of the most important materials used in, e.g., the design of semiconductor devices, cf. [26, 47, 49] . In the context of photonic crystals the situation is similar [37] . Thus, relying on such data one can in principle avoid the above given eigenvalue-computations (and its generalizations to more dimensions) completely. To this end, one should also note that, given the energy bands E m (k), we do not need any knowledge about V Γ in order to solve (5.1) numerically, cf. the algorithm described below. Also we remark that it was shown in [42] that the Bloch decomposition-based time splitting method is remarkably stable with respect to perturbations of the spectral data.
Bloch Decomposition Based Algorithm
For practical reasons we shall now introduce, for any fixed t ∈ R, a new unitary transformation of u(·, t) ∈ L 2 (R):
which has the properties that u is quasi-periodic w.r.t y ∈ Γ and periodic w.r.t.
One should note that u is not the standard Bloch transformation T , as defined in (6.8), but it is indeed closely related to it via (T u)(y, k, t) = u(y, k, t)e −iyk , k ∈ B, (7.3)
for ε = 1. Furthermore, we have the following inversion formula 4) which is again very similar to the one of the standard Bloch transformation [74] . The main advantage in using u, instead of T u itself, is that we can rely on a standard fast Fourier transform (FFT) in the numerical algorithm below. If one aims to use T u directly one would be forced to modify a given FFT code accordingly. A straightforward computation then shows that
where C m (t, k) is the Bloch coefficient, defined in (6.13) .
In what follows let the time step be ∆t = T /N , for some N ∈ N, T > 0. Suppose that there are L ∈ N lattice cells (of length 2π ) within the computational domain D, which we fix as the interval (0, 2π) for the following, i.e.
L =
1 . In this domain, the wave function u is numerically computed at L × R grid points, for some R ∈ N. In other words we assume that there are R grid points in each lattice cell, which yields the following discretization
and thus we finally evaluate u n = u(t n ) at the grid points x = ε(2πγ + y), i.e.
x ,r = ε(2π( − 1) + y r ). (7.7)
We remark that in our numerical computations we can use R L, whenever ε 1, i.e. we only use a few grid points within each cell. Now we shall describe precisely the Bloch decomposition based algorithm used to solve (5.1) in detail.
Suppose that at the time t n we are given
,r , i.e. the solution at the (next) time step t n+1 = t n + ∆t, is obtained as follows:
Step 1. First, we solve the equation
on the time-interval (t n , t n+1 ) of length ∆t. To this end we shall use the Blochdecomposition method, as detailed below.
Step 2. In a second step, solve the ordinary differential equation
on the same time-interval, where the solution obtained in Step 1 serves as initial condition for Step 2. We obtain the exact solution of this linear ODE by
Remark 7.1. Clearly, the algorithm given above is first order in time. We can easily obtain a second order scheme by the Strang splitting method. Note that in both cases the schemes conserve the particle density ρ(x, t) := |u(x, t)| 2 on the fully discrete level.
Indeed
Step 1 consists of several intermediate steps which we shall present in what follows:
Step 1.1. We first compute u at time t n by u n ,r = L j=1 u n j,r e −ik ·xj,1 . (7.11)
Step 1.2. Next, we compute the mth band Bloch coefficient C m (k, t), at time t n , via (7.5), i.e. 12) where for the second line we simply inserted the Fourier expansion of χ m , given in (6.19) . Note that in total we have R Fourier coefficients for χ m . Clearly this implies that we need Λ > R/2, where Λ is the number of Fourier modes required in the numerical approximation of the Bloch eigenvalue problem as discussed above. Here we only take the R lowest frequency Fourier coefficients.
Step 1.3. The obtained Bloch coefficients are then evolved up to time t n+1 , according to the explicit solution formula (6.15), taking into account (6.16) . This yields C Step 1.4. We consequently compute u at time t n+1 by summing up all band contributions and using the analytical formulas (6.12) and (6.13), i.e. Step 1.5. Finally we numerically perform the inverse transformation to (7.1), i.e. we compute u Note that in this algorithm, the main numerical costs are incurred via the FFT in Steps 1.1 and 1.5. This also implies that on the same spatial grid, the numerical costs of our Bloch transform based algorithm is of the same order as the classical time-splitting spectral method. Moreover, we stress the fact that if there is no external potential, i.e. U (x) ≡ 0, then the above given algorithm numerically computes the exact solution of the evolutionary problem (5.1). In particular this fact allows us to solve the Schrödinger equation (5.1) for very large time steps, even if ε is small (see the results given below). One should also note that a possible lack of regularity in V Γ only requires numerical care when approximating (6.6) by the algebraic problem (6.20) . In particular, V Γ itself does not enter in the time-evolution but only E m (k).
Ignoring for a moment the additional structure provided by the periodic potential V Γ , one might straight forwardly apply the time-splitting spectral methods (SP1) or (SP2) of Section 4.It is clear however that, due to the inclusion of V Γ x ε , the exact solution of the splitting step involving both potentials, namely u(x, t) = u(x, t n ) e −i(VΓ(x/ε)+U (x))(t−tn)/ε , (7.16) features a coupling of high frequency oscillations in x and t, in contrast to (7.10) , where only t/ε-oscillations are present.
Remark 7.2. In our (BD) algorithm, we compute the dominant effects from dispersion and periodic lattice potential in one step, and treat the non-periodic potential as a perturbation. Because the split-step cummutator error between the periodic and non-periodic parts is relatively small, the step size can be chosen considerably larger than for the (SP) algorithms. . However, since Λ (and R) is independent of ε and since we only need to solve the eigenvalue problem (6.20) once in a preparatory step, the computation costs for this problem are negligible. On the other hand, for the time-splitting spectral algorithm, the complexities of Step 1 and 2 are O(RL log(RL)) and O(RL) respectively. As M and R are independent of ε, we can use R L and M L, whenever ε 1. Thus the complexities of both algorithms in each time step are comparable.
We refer to [42] for the application of the (BD) algorithm to wave propagation problems and to [43] for simulation of nonlinear Gross-Pitaevskii equations with periodic potentials. Finally, we point out that recently another interesting numerical technique for semiclassical Schrödinger equations, based on so called Gaussian beams, has been developed. We refer to [70] , [68] , [69] .
