Abstract: Glaucoma is a group of eye diseases which can cause vision loss by damaging the optic nerve. Early glaucoma detection is key to preventing vision loss yet there is a lack of noticeable early symptoms. Colour fundus photography allows the optic disc (OD) to be examined to diagnose glaucoma. Typically, this is done by measuring the vertical cup-to-disc ratio (CDR); however, glaucoma is characterised by thinning of the rim asymmetrically in the inferior-superior-temporal-nasal regions in increasing order. Automatic delineation of the OD features has potential to improve glaucoma management by allowing for this asymmetry to be considered in the measurements. Here, we propose a new deep-learning-based method to segment the OD and optic cup (OC). The core of the proposed method is DenseNet with a fully-convolutional network, whose symmetric U-shaped architecture allows pixel-wise classification. The predicted OD and OC boundaries are then used to estimate the CDR on two axes for glaucoma diagnosis. We assess the proposed method's performance using a large retinal colour fundus dataset, outperforming state-of-the-art segmentation methods. Furthermore, we generalise our method to segment four fundus datasets from different devices without further training, outperforming the state-of-the-art on two and achieving comparable results on the remaining two.
Introduction
Glaucoma is the collective name of a group of eye conditions that results in damage to the optic nerve at the back of the eye, which can cause vision loss. Glaucoma is one of the commonest causes of blindness and is estimated to affect around 80 million people worldwide by 2020 [1] . Glaucoma is known as the "silent thief of vision" since, in the early phases of the disease, patients do not have any noticeable pain or symptoms of vision loss. It is only when the disease progresses to a significant loss of peripheral vision that the symptoms potentially leading to total blindness may be noticed. Early detection and timely management of glaucoma is key to helping prevent patients from suffering vision loss. There are many risk factors associated with glaucoma amongst which hypertensive intra ocular pressure (IOP) is the most accepted. It is believed that IOP can cause irreversible damage to the optic nerve head, or optic disc (OD). Since the cornea is transparent, the optic disc can be imaged by (a) Shape-based and template matching models: These methods model the OD as a circular or elliptical object and try to fit a circle using the Hough transform [4, 5, 8, 9] , an ellipse [3, 6] or a rounded curve using a sliding band filter [7] . These approaches typically feature in the earlier work in optic disc and cup segmentation. In general, these shape-based modelling approaches to OD and OC segmentation are not robust enough due to intensity inhomogeneity, varying image colour, changes in disc shape by lesions such as exudates present in abnormal images, and the presence of blood vessels inside and around the OD region.
(b) Active contours and deformable based models: These methods have been widely applied for the segmentation of the OD and OC [10] [11] [12] [13] [14] [15] [16] [17] [18] . Active contours approaches are deformable models which convert the segmentation problem into an energy minimisation problem where different energies are derived to reflect features in the image such as intensity, texture and boundary smoothness. Active contour models are often formulated as non-linear non-convex minimisation problems, thus may not achieve the global minima due to the presence of noise and anomalies. In order to achieve good results in a short time, they require a good initialisation of the OD and OC contour provided either manually or automatically, which suggests their performance is dependent on the initialisation.
(c) Machine-and deep-learning methods: Machine learning, and in particular more recent deep learning based methods have shown promising results for OD and OC segmentation [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . The machine learning based approaches [19] [20] [21] [22] [23] [24] [25] [26] [27] highly depend on the type of extracted features which might be representative of a particular dataset but not of others. Also, extracting the features manually by hand is a tedious task and takes a considerable amount of time. Nowadays, deep learning approaches represented by convolutional neural networks (CNNs) are an active research topic. Such networks can learn to extract highly complex features from the input data automatically [28] [29] [30] [31] [32] [33] [34] [35] . Lim et al. [28] applied CNNs to feature-exaggerated inputs emphasizing disc pallor without blood vessel hindering to segment both the OD and OC. In [29] , Maninis et al. used fully-convolutional neural network [36] based on VGG-16 net [37] for the optic disc segmentation task. For optic cup segmentation, Guo et al. [30] used large pixel patch based CNNs where the segmentation was achieved by classification of each pixel patch and post-processing. In [31] , a modified version of the U-Net convolutional network [38] was presented by Sevastopolsky for automatic optic disc and cup segmentation. Furthermore, Shankaranarayana et al. [32] proposed a joint optic disc and cup segmentation scheme using fully convolutional and adversarial networks. Moreover, a framework consisting of ensemble learning based CNNs as well as entropy sampling was presented in [33] by Zilly et al. for optic cup and disc segmentation. In addition to that, Hong Tan et al. [34] proposed a single CNN with seven layers to segment the OD by classifying every pixel in the image. Most recently, Fu et al. [35] used a polar transformation with the multi-label deep learning concept by proposing a deep learning architecture, named M-Net, to segment the OD and OC simultaneously. In general, these recent deep learning methods performed well on the basis that they were trained and tested on the same dataset. They might be incapable of achieving robustness and accuracy enough for evaluating the optic disc and cup in clinical practice as there are different type of variations such as population, camera, operators, disease, and image. These concerns of their generalisation ability should be studied thoroughly.
Given the inherent and unsolved challenges encountered in the segmentation of the OD and OC in the aforementioned methods, we propose a new deep learning based method to segment the OD and OC. The proposed method utilises DenseNet incorporated with fully convolutional network (FCN). The FC-DenseNet, which was originally developed for semantic segmentation [39] , is adapted and used for the automatic segmentation of the OD and OC. The contributions of this paper are as follows
1.
We propose a new strategy of using FC-DenseNet for simultaneous semantic segmentation of the cup and disc in fundus images. This deep network, which encourages feature re-use and reduces the number of parameters needed allows improved segmentation, particularly of the OC.
2.
We determine the optic disc diameter (ODD) and use this to crop the images to 2ODD and rescale. This reduces the image to the region of interest automatically, which reduces computation time without requiring excessive reduction of the image resolution. In turn, this enables us to obtain more accurate segmentations of the optic disc and cup which can be used for diagnosis.
3.
We show that this approach achieves state of the art results on a large dataset, outperforming the previous methods. We also demonstrate the effectiveness of this method on other datasets without the need of re-training the model using images from those datasets.
4.
We carried out a most comprehensive study involving five publically available datasets. This allows for evaluation with images from many different devices and conditions, and from patients of different ethnicities in comparison with previous work and to demonstrate the robustness of our method.
The rest of this paper is organised as follows. In Section 2, the five datasets used in this study as well as the proposed method and associated experiments are described. The obtained results are presented in Section 3 and discussed in Section 4. Finally, Section 5 concludes the paper.
Materials and Methods

Image Datasets
In our experiments, we use five publicly available datasets of colour retinal fundus images: ORIGA [40] , DRIONS-DB [41] , Drishti-GS [42] , ONHSD [10] , and RIM-ONE [43] . The ORIGA dataset [40] comprises 650 fundus images with resolution of 3072 × 2048 pixels including 482 normal eyes and 168 glaucomatous eyes. The DRIONS-DB dataset [41] consists of 110 fundus images with resolution of 600 × 400 pixels. The Drishti-GS dataset [42] contains 101 fundus images centred on the OD with a Field-Of-View (FOV) of 30-degrees and resolution of 2896 × 1944 pixels. The ONHSD dataset [10] comprises of 99 fundus images captured using a Canon CR6 45MNf fundus camera from 50 patients. The images have a FOV of 45-degrees and resolution of 640 × 480 pixels. The RIM-ONE dataset [43] comprises 169 fundus images taken using a Nidek AFC-210 fundus camera with a body of a Canon EOS 5D Mark II of 21.1 megapixels with resolution of 2144 × 1424 pixels. The ORIGA, Drishti-GS, and RIM-ONE datasets are provided with the OD and OC ground truth while DRIONS-DB and ONHSD are only provided with the OD ground truth.
Methods
For the OD and OC segmentation task, our proposed deep learning based approach shown in Figure 2 comprises three main steps: (i) Pre-processing: the image data is prepared for training with different pre-processing schemes considering the green channel only from colour (red-green-blue [RGB]) images since the other colour channels contain less useful information and the green channel was found to have less variability across the datasets than the colour image as a whole. We also extract and crop the region of interest (ROI) represented by the OD region; (ii) Designing and learning: FC-DenseNet architecture [39] is adapted and used to fulfil the pixel-wise classification of images; and finally (iii) Refinement: to obtain the final segmentations by correcting the misclassified pixels located outise the OD and OC areas.
Pre-processing: First, RGB images without considering any pre-processing scheme (referred to as 'Without' through the text) are used. We do pre-processing on Origa data so that the network will generalise better to other datasets which are not used for training and never seen by the network during the learning. One of the considerations for colour information is achieved by training and testing the network using only green channel ('G'). Further, the region of interest represented by the OD area within two optic disc diameter (2ODD), has been cropped from green channel ('G + C') and used for the network training.
Designing and Learning: A FC-DenseNet network adapts the classification network DenseNet [44] to a fully-convolutional neural network (FCN) [36] for segmentation. A fully convolutional network is an end-to-end learnable network where the decision-making layers of the network are convolutional filters instead of fully connected layers. This adaptation on the top layers reduces the loss of spatial information caused by fully connected layers as a result of the connectivity of the output neurons of the fully connected layers to all input neurons. The key feature of DenseNet is its ability to further exploit the extracted features reuse and strengthening feature propagation by making a direct connection between each layer to every other layer. The FC-DenseNet network is composed of three main blocks: dense, transition down, and transition up. The Dense block (DB) consists of a batch normalisation layer, followed by rectified linear unit as an activation function, a 3 × 3 convolution layer, and dropout layer with a dropping rate of 0.2. A transition down (TD) block is composed of batch normalisation layer, followed by rectified linear unit as an activation function, 3 × 3 convolution layer, dropout layer with a dropping rate of 0.2, and 2 × 2 Max pooling layer. A transition Up (TU) block contains 3 × 3 transposed convolution layer. Note that batch normalisation can reduce overfitting and dropout has a similar effect. Depending on the level of overfitting, the network may require one, both, or even neither of these. We have found that our network performs better on this problem with including both dropout and batch normalisation. The architecture of the network used in our experiments (shown in Figure 2 ) is built from one 3 × 3 convolution layer on the input, followed by five dense blocks each consisting of 4, 5, 7, 10, and 12 layers respectively where each dense block followed by transition down block, one dense block with 15 layers in the last layer of the down-sampling path (bottleneck), five transition up blocks each followed by dense block consisting of 12, 10, 7, 5, and 4 layers respectively, and a 1 × 1 convolution followed by a non-linearity represented by Softmax function. RMSprop [45] , an optimisation algorithm based on stochastic gradient descent, is used for network training with a learning rate of 10 −3 within 120 epochs with early-stop condition of 30 epochs. To increase the number of images artificially, the images are augmented with vertical flips and random crops. The weights of the network have been initialised using HeUniform [46] and cross-entropy is used as a loss function. Once the network is trained, test stage can be achieved using the trained model to segment the images in the test set.
Refinement: To convert the real values resulted from the final layers of fully convolutional DenseNet into a vector of probabilities (i.e., generating the probability maps for the image pixels), the Softmax function is used by squashing the outputs to be between 0 and 1. Here, the OD and OC segmentation problem are formulated as a three class classification task: class 0 as background, class 1 as OC, and class 2 as OD. Thus, the predicted class label of image pixels can be further refined by correcting the misclassified pixels in the background. This can be achieved by finding the area of all connected objects in the predicted images. The object of maximum area is retained by considering it as the OD/OC region and classifying any other small objects as background class label ('G + C + PP').
Results
All experiments were run on an HP Z440 Workstation with Intel Xeon E5-1620, 16GB RAM and an NVidia Titan X GPU which was used to train the CNN. We split the Origa dataset into 70% for training (10% of training data is randomly utilised for validation) and 30% for independent test set. The resolution of images is resized into 256 × 256. The performance of the proposed method for segmenting the OD and OC when compared with the ground truth was evaluated using many evaluation metrics such as Dice coefficient (F-Measurement), Jaccard (overlapping), accuracy, sensitivity, and specificity which can be defined as follows:
where tp, f p, tn and f n refer to true positive, false positive, true negative, and false negative, respectively. To assess the performance of proposed system, two evaluation scenarios are considered. First, study the performance of the system by training and testing the model on the same dataset (Origa). Second, study the performance of the system by training the model on a dataset (Origa) and testing it on other four independent datasets including DRIONS-DB, Drishti-GS, ONHSD, and RIM-ONE. Tables 1-4 show the performance of the model trained and tested on the Origa for the OD, OC, joint OD-OC segmentation, respectively. It achieves Dice score (F-measurement), Jaccard score (overlap), accuracy, sensitivity, and specificity of 0.8723, 0.7788, 0.9986, 0.8768, and 0.9994, respectively for the OC segmentation and 0.964, 0.9311, 0.9989, 0.9696, and 0.9994 for the OD segmentation. The performance of segmenting rim area located between the OD and OC contours is also calculated. It achieves Dice score (F-measurement), Jaccard score (overlap), accuracy, sensitivity, and specificity of 0.8764, 0.7849, 0.9975, 0.9028, and 0.9985 on the Origa.
For Glaucoma diagnosis, CDR is typically calculated along the vertical line passing through the optic cup centre (superior-inferior) and then a suitable ratio threshold may be defined. Varying the thresholds and comparing with the expert's glaucoma diagnosis, we achieve an area under the receiving operator curve (AUROC) of 0.7443 based on our segmentations which is very close to the 0.786 achieved using the ground truth segmentations. Since this limits us to considering only a few points on the optic disc, we extend this to incorporate the horizontal CDR (nasal-temporal). That is, we take the average CDR vertically and horizontally and consider thresholds. We thus achieve an AUROC of 0.7776 which is considerably higher than using only the vertical CDR and closer to the AUROC of 0.7717 achieved by using the expert's annotation. Tables 5 and 6 present the results of proposed system which is trained on the Origa dataset and assessed on the DRIONS-DB and ONHSD datasets, respectively. In these two datasets, only the optic disc segmentation performance are reported because the ground truth of the OC is not provided. The best results have been obtained by considering the cropped green channel along with refinement (G+C+PP) achieving Dice score (F-measurement), Jaccard score (overlap), accuracy, sensitivity, and specificity of 0.9415, 0.8912, 0.9966, 0.9232, and 0.999, respectively, on the DRIONS-DB dataset and 0.9556, 0.9155, 0.999, 0.9376, and, 0.9997 respectively on the ONHSD dataset. Further, the network trained on the Origa is tested on the Drishti-GS and RIM-ONE datasets achieved the results reported in Tables 7 and 8 , respectively. Also, the best obtained results on these datasets are achieved using the cropped green channel images (G+C+PP). Figure 3 shows examples of the OD and OC segmentation results on fundus image from the five datasets. Table 6 . The optic disc segmentation performance on the ONHSD dataset considering different data processing schemes. The network is trained on the Origa dataset only. Table 7 . The optic disc, cup, and rim segmentation performance on the Drishti-GS dataset considering different data processing schemes. The network is trained on the Origa dataset only. Table 8 . The optic disc, cup, and rim segmentation performance on the RIM-ONE dataset considering different data processing schemes. The network is trained on the Origa dataset only. 
Discussion
A novel approach based on a fully convolutional Dense network has been proposed for the joint simultaneous segmentation of the OD and OC in colour fundus images. The proposed method achieves the segmentation by extracting complex data representations from retinal images without the need of human intervention. It has been demonstrated that the performance of our proposed generalised system can outperform or achieve comparable results with competing approaches. These findings also reflect the efficiency and usefulness of FC-DenseNet for the OD and OC segmentation.
Moreover, we have demonstrated that the performance appears to be invariant to variations such as population, camera, operators, disease, and image. This is achieved by the following strategies. First, the pre-processing step was used to reduce variations such as population, camera, operators, disease, and image. Second, the DenseNet approach adopted appears to have excellent generalisation capability due to its ability to learn deeper features. Third, we have performed comprehensive evaluations by subjecting the model to five different datasets that gives reasonable diversity. In particular, we only trained the model on one dataset and applied to the other 4 datsets without further training for refinement, the results showed that our approach convincingly perform robust and accurate segmentation on 'unseen' images from other datasets.
In terms of comparing our proposed method to the existing methods in the literature, Tables 1-4, 9-12 present the comparison in terms of Dice score (F-measurement), Jaccard score (overlap), accuracy, sensitivity, and specificity measurements. Table 1 presents the comparison of the model trained and tested on the Origa with the existing methods proposed for the OD segmentation. The comparison with 15 methods shows that our method outperforms almost all of them. Wong et al. [20] reported segmentation overlap of 0.9398 which is slightly better than 0.9334 obtained by our proposed system. However, their method only segments the OD region and they used features extracted manually which might be applicable to the dataset they have used but not to other datasets. For the OC region, our proposed method achieves the best results comparing to other existing methods as shown in Table 2 . For joint OD and OC segmentation results shown in Table 3 , our method also outperforms the proposed methods in the literature. Tables 9 and 10 present the comparison of our system trained on Origa and tested on the Drishti-GS and RIM-ONE datasets respectively with the methods were trained and tested on those datasets. The results of our method on Drishti-GS outperform the results reported by Nawaldgi [58] and Oktoeberza et al. [59] . Sedai et al. [27] and Zilly et al. [33] report Dice and overlap scores slightly better than ours in segmenting the OC and OD regions. However, they used the same dataset (Drishti-GS) for training and testing their system while our system is trained on the Origa images only and tested on the Drishti-GS which make it more generalisable. Furthermore, Guo et al. [30] and Sevastopolsky [31] used the same dataset (Drishti-GS) for training and testing, and segmented the OD region only. For the RIM-ONE dataset, we compared our method with three methods as shown in Table 10 . Similarly, these methods were tested on the same dataset used in the learning process which makes the efficacy of their system performance doubtful on other datasets. Our performance with RIM-ONE is lower than that of Drishti-GS and competing methods which suggests that more adaptive generalisation technique may be needed for this one set. However, we have achieved better that the state-of-the-art and all competing methods on the remaining datasets. Tables 4, 11 and 12 show that our system trained only on Origa gives the best results compared to others on Origa, DRIONS-DB, and ONHSD datasets, respectively.
For the rim region segmentation, our system achieved an overlap of 0.7708 and balanced accuracy; which can be obtained by calculating the mean of achieved sensitivity and specificity; of 0.93 on Origa dataset. The most recent published paper for the OD and OC segmentation [35] reported rim segmentation overlap of 0.767 and balanced accuracy of 0.941 on the Origa. Their reported results are very close to ours although they've used a different scheme of data splitting for training and testing. Other existing methods in the literature have not reported rim region segmentation performance.
Furthermore, AUROC curve performance shows excellent agreement between grading done by ophthalmologist and the proposed system for glaucoma diagnosis. Combining the vertical cup to disc ratio with horizontal cup to disc ratio significantly improves the automated grading results and suggests that these diagnosis results could be further improved by using complete profile of the OD.
On the other hand, it should be mentioned here that the proposed method still has some limitations including: (i) the use of the OD centre in the preprocessing stage is based on calculating it from the ground truth data; (ii) despite of the short testing time (<0.5 s), the training time has been a relatively long (≈15 h) and; (iii) the size of training set used in this work is limited to 455 images only which is a relatively small. However, these limitations can be overcome through (i) using an automated localisation of the OD centre location as suggested by the authors in [60] ; (ii) using a more efficient competing resources than that used in this study; and (iii) using a larger-size training set as more annotated data becomes available. 
Conclusions
A new deep learning based approach to segment the OD and OC in retinal fundus images by leveraging the combination of fully convolutional network and DenseNet has been presented. The FC-DenseNet was trained only on one dataset and evaluated on images provided from four other datasets which were captured by different imaging modalities and under various circumstances. It was shown by extensive experimental evaluations as well as comparisons with the existing methods that our proposed segmentation method outperforms most of state of the art methods for the simultaneous segmentation of the OC and OD. The obtained results show high quality segmentation results, demonstrating the effectiveness of the FC-DenseNet in optic disc/cup segmentation and consequently in glaucoma diagnosis. That suggests its application to various problems in medical images like vessel and lesion segmentation.
