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Abstrat: Epidemi-style diusion shemes have been previously proposed for
ahieving peer-to-peer live streaming. Their performane trade-os have been
deeply analyzed for homogeneous systems, where all peers have the same upload
apaity. However, epidemi shemes designed for heterogeneous systems have
not been ompletely understood yet.
In this paper we fous on the peer seletion proess and propose a generi
model that enompasses a large lass of algorithms. The proess is modeled as
a ombination of two funtions, an aware one and an agnosti one.
By means of simulations, we analyze the awareness-agnostism trade-os on
the peer seletion proess and the impat of the soure distribution poliy in
non-homogeneous networks. We highlight that the early diusion of a given
hunk is ruial for its overall diusion performane, and a fairness trade-o
arises between the performane of heterogeneous peers, as a funtion of the
level of awareness.
Key-words: P2P, Epidemi Live Streaming, Heterogeneous bandwidth, Fair-
ness
∗
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Algorithmes de diusion des ressoures ave
gestion des apaités
Résumé : Les algorithmes de diusion épidémique sont une des solutions pos-
sibles pour faire de la diusion multimedia en quasi-diret sur des réseaux pair-
à-pair. Leur eaité a été largement étudiée dans les réseaux homogènes, où
tous les pairs ont la même bande passante disponible. En revanhe, la diusion
épidémique dans un système hétérogène est enore peu omprise.
En se foalisant sur le méanisme de séletion des destinataires, nous pro-
posons un modèle générique qui englobe une large lasse d'algorithme pour
réseaux hétérogènes. La séletion est déomposée en deux fontions, dont l'une
tient ompte du réseau sous-jaent tandis que l'autre est agnostique.
Au travers de simulations, nous analysons le ompromis entre adaptation au
réseau et agnostisme dans des réseaux hétérogènes. Nous mettons en évidene
l'importane de la bonne diusion des toutes premières opies d'un hunk donné,
ainsi que la possibilité de régler l'équité du système entre pairs rihes et moins
rihes.
Mots-lés : Pair-à-pair, diusion épidémique, hétérogénéité, équité
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1 Introdution
Live streaming over the Internet has beome inreasingly popular in the last
few years. To support large audienes that grow over time, the peer-to-peer
approah has been proposed by several ommerial systems that are now widely
used like PPLive [22℄, SopCast [25℄, TVants [26℄ and UUSee [14℄. These systems
rely on unstrutured, hunk-based diusion algorithms: the stream is divided
in a series of piees (hunks), that are injeted in the system by the soure and
exhanged among peers in order to retrieve the omplete sequene and play out
the stream.
The theoretial performane trade-os of suh hunk-based systems have
been deeply analyzed for homogeneous senarios, where all peers have the same
upload apaity. However, most peer-to-peer systems are heterogeneous by na-
ture, and the impat of that heterogeneity has not been ompletely understood
yet.
This paper aims at larifying the handling of heterogeneity for epidemi-style
diusion algorithms, where the hunk exhanges are mainly deided at senders'
side (push approah). We propose to give a generi model that enompasses a
large lass of algorithms, and to disuss some results and experiments based on
that model.
1.1 Related Work
Chunk dissemination algorithms are hard to analyze beause of the strong inter-
ation imposed by the hunk exhanges. The exhange algorithms run loally at
every node, and an be desribed by hunk/peer seletion poliies. Although the
loal poliies an be very simple, the whole network often behaves as a omplex
system, making the study of its performane ompliated. However, analytial
results have been derived for homogeneous systems where peers all have the
same upload apaity. Shemes ahieving optimal diusion rate are analyzed
in [27, 28, 18℄. A sheme that ahieves optimal diusion delay is proposed in [24℄,
while algorithms providing optimal diusion rate within an optimal delay are
studied in [4, 1℄. Performane trade-os of epidemi-style algorithms are deeply
analyzed for homogeneous systems in [4, 6℄.
In heterogeneous systems, where peers have dierent upload apaities, dis-
semination algorithms should take into aount the apaities of the nodes some-
how, in order to improve the performane, but a ertain level of altruism is re-
quired for the funtioning of the system. In other words, a kind of equilibrium
should be found that ensures a good utilization of the powerful nodes, while
guarantying that weaker nodes are not exluded from the diusion proess.
Live streaming diusion shemes that aim at nding suh an equilibrium have
been proposed and analyzed by means of simulations [11, 16℄ or experimental
evaluations [21, 20℄.
Analytial studies of resoure aware unstrutured algorithms for P2P sys-
tems have mainly been performed for le-sharing [23, 12℄, or for generi ap-
pliations by means of a game theory approah [5, 17, 29℄. As onern live
streaming, Chu et al. [7℄ propose a framework to evaluate the ahievable down-
load performane of reeivers as a funtion of the altruism from the bandwidth
budget perspetive. They highlight that altruism has a strong impat on the
performane bounds of reeivers and that even a small degree of altruism brings
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signiant benet. In [15℄ a game-theoreti framework is proposed to model and
evaluate inentive-based strategies to stimulate user ooperation.
1.2 Contribution
In Setion 2, we propose a model for unstrutured P2P live streaming diusion
shemes that takes expliitly the awareness-agnostism trade-o into aount.
This model is highly versatile, so it an represent several existing resoure-
aware peer seletion poliies, as well as new ones. Then in Setion 3.1 we
propose reursive formulas for the diusion funtion of a generi resoure aware
peer/latest blind hunk seletion sheme. Lastly, by means of simulations, we
deeply analyze in Setion 4 the awareness-agnosti trade-o and the ritial role
the soure poliy plays in the system performane.
2 Model and shemes
We onsider a P2P system of n peers reeiving a live stream from a single soure
S. We suppose that peers have a partial knowledge of the overall system that
is represented by an Erdös-Renyi G(n + 1, pe) graph (the soure has a partial
knowledge of the system like any other peer). We denote the set of neighbors
of peer l as N(l) and we suppose a peer an only send hunks to one of its
neighbors.
We suppose that every peer l has a limited upload apaity u(l) and that
there is no onstraint on the quantity of data that eah peer an reeive per time
unit. For simpliity, we assume that the bandwidth distribution is disrete, with
U possible distint values, and we partition the peers in U lasses C1, . . .CU
aording to their upload apaity. We denote as αi the perentage of peers
belonging to lass Ci. The soure has a limited upload apaity as well, denoted
as uS .
We suppose that the stream has a onstant rate SR. The soure splits it in
a sequene of hunks of size c, so that a new hunk is reated every TSR =
c
SR
time units. These hunks are injeted into the system aording to the soure
diusion poliy and upload onstraints. The peers in turn exhange these hunks
among them aording to their own diusion poliy, whih may dier from the
one of the soure. For every peer l, let B(l) be the olletion of hunks that
peer l has reeived.
A onvenient way to represent a diusion poliy is to deompose it in a peer
seletion proess and a hunk seletion proess, whih an be performed in the
peer-then-hunk or in the hunk-then-peer order.
In this paper, we limit ourselves to diusion shemes where the peer is se-
leted rst, although the model presented ould be extended to the hunk-then-
peer ase. We argue that if the hunk is seleted rst, the peer seletion is
restrited to the peers missing the given hunk, so that resoure awareness is
potentially less eetive. Moreover, peer-rst shemes have been shown more
adapted to a pratial implementation beause they potentially generate low
overhead and provide near-optimal rate/delay performane, while hunk-rst
shemes tend to generate a lot of signaling messages [4℄.
Regarding the seletion proesses themselves, we fous here on the peer
seletion proess, while for the hunk seletion we just onsider two simple
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poliies alled latest blind (LB) and latest useful (LU), whih have been shown
eient in homogeneous environments [4℄. If a peer runs a latest blind hunk
poliy, it sends to the seleted peer the more reent hunk generated by the
soure it owns. This minimizes the need for ommuniation between peers, but
inreases the hanes of wasting bandwidth by sending a hunk already reeived
by the destination. On the other hand, with the latest useful hunk poliy, a
peer sends to the reeiver peer the more reent hunk it owns that the reeiver
peer has not downloaded yet, if any. This requires at least one message exhange
between the two peers. In both ases (blind or useful), the sending time of peer
l of lass i is dened by Ti =
c
ui
if the seleted hunk is indeed useful for the
destination peer. If not, the destination peer an send bak a notiation so
that the sender an selet another peer.
The reason why we only onsider these two simple hunk poliies is that we
believe that hunk seletion is less ruial than peer seletion for heterogeneous
peers. Of ourse, this is true only if hunks are all equal in size and if they all
have the same importane: if some hunks have higher priority or are bigger
than others, for example beause they have been oded with layered tehniques,
the hunk seletion poliy play an important role [16℄. However the study of
hunk-dierentiated senarios is beyond the sope of this paper, so we fous on
the impat of the peer seletion proess.
2.1 Peer Seletion Proess
We now propose a general model that allows to represent various non-uniform
peer seletion shemes. The non-uniform seletion is represented by weight
funtions {Hl}. A peer l assoiates to every neighbor v ∈ N(l) a weight Hl(v).
Typial weight funtions will be expressed later for some shemes. Hl(v) an
be time-dependent, however the time variable is impliit in order not to lutter
notation.
Whenever a given peer l an upload a hunk, we assume it an use one of
the two following peer seletion poliies:
 Aware peer l selets one of its neighbors v ∈ N(l) proportionally to its
weight Hl(v).
 Agnosti peer l selets one of its neighbors v ∈ N(l) uniformly at random.
The hoie between the two poliies is performed at random every time a
hunk is sent by a peer, the aware poliy been seleted with a probability W ,
alled the awareness probability (0 ≤ W ≤ 1). W expresses how muh a peer
takes resoures into aount when performing the seletion so that it represents
the level of awareness of the diusion sheme.
The Hl funtion and the W variable ompletely dene the peer seletion
sheme: when a peer l an upload a hunk, the probability β(l, v) that it selets
one of its neighbors v is therefore given by
β(l, v) =
Hl(v)∑
k∈N(l)Hl(k)
W
︸ ︷︷ ︸
Aware
+
1−W
N(l)︸ ︷︷ ︸
Agnosti
(1)
In the following we express H and/or W for some peer seletion shemes.
Remember that we onsider diusion shemes where the peer is seleted rst.
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This means that, unless otherwise speied, a sender peer has no prior knowledge
about the buer state of its neighbors, so it is not guaranteed that it will have
useful hunks for the peer it will selet.
Random peer seletion (RP) The random peer seletion is the limit ase
where peers are ompletely unaware of their neighbors' harateristis. We then
have W = 0, and there is not need to dene a weight funtion. This results in
β(l, v) =
1
N(l)
.
Bandwidth-aware peer seletion (BA) This is the simplest sheme taking
into aount the upload apaities of the nodes. A peer l selets one of its
neighbors v ∈ N(l) proportionally to its upload apaity, so we have Hl(v) =
u(v). Note that in the homogeneous upload apaity ase, the seletion is indeed
equivalent to the uniformly random seletion.
The bandwidth-aware sheme has been introdued by da Silva et al. in [11℄.
However there are two main dierenes between our model and the framework
they propose: in [11℄,
 the hunk is seleted rst, and the bandwidth-aware seletion is performed
among the neighbors that need the seleted hunk from the sender;
 the seletion sheme is fully-aware (orresponding toW = 1 in our model),
while we propose to disuss later the inuene of the awareness probability
W .
Although this paper fouses on a edge-onstraint senario, the upload esti-
mation may dier in pratie depending on the measurement points. Our model
ould be easily generalized by setting Hl(v) = ul(v), where ul(v) is the available
bandwidth apaity from v to l.
Tit-for-Tat peer seletion (TFT) Tit-for-tat mehanisms have been intro-
dued in P2P by the BitTorrent protool [9℄, and have been widely studied for
le sharing systems. Suh inentive mehanisms an be very eetive in live
streaming appliations [20℄.
In the original BitTorrent protool, a subset of potential reeivers is period-
ially seleted [9℄. Following the authors in [16℄, we propose a simpler protool
where a reeiver peer is seleted every time a hunk is sent. We propose to drive
the peer seletion by using as weight funtion Hl(v) an histori variable that is
omputed every epoh Te; this histori value indiates the amount of data peer l
downloaded from peer v during the last epoh. In this way, a peer v is seleted
by a peer l proportionally to the amount of data it provided to l during last
epoh.
Data-driven peer seletion The model we introdued so far is not only
able to desribe the behavior of resoure-aware algorithms, but also to repre-
sent diusion shemes that take into aount the olletion of hunks B when
performing peer seletion.
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The most deprived seletion presented for instane in [4℄, as well as the
proportional deprived seletion proposed by Chatzidrossos et al. [6℄, an be rep-
resented by our model.
The former selets the destination peer uniformly at random among those
neighbors v of l for whih |B(l) \ B(v)| is maximum. The weight funtion an
be expressed as:
Hl(v) =
{
1 if |B(l) \B(v)| = maxv∈N(l) |B(l) \B(v)|,
0 otherwise.
(2)
The latter selets a destination peer v proportionally to the number of useful
hunks the sender peer l has for it. The weight funtion an be expressed as
Hl(v) = |B(l) \B(v)|.
In the following we are not going to analyze these data-driven peer seletion
shemes beause we fous on resoure-aware poliies. However, the reursive
formulas derived in Setion 3.2 are also valid for data-driven peer seletion
poliies.
2.2 Performane evaluation
Following [4℄, we fous on the ahieved rate and delay to assess the performane
of a given diusion sheme. In details, we all rate the asymptoti probability
that a peer (random or belonging to a spei lass) reeives a given hunk.
On the ontrary, the hunk miss ratio is the asymptoti probability to miss
a hunk (or equivalently the dierene between the stream rate SR and the
atual goodput). Note that links are supposed to be lossless, so a peer misses a
given hunk only if none of its neighbors has sheduled that hunk for it. The
average diusion delay is dened as the time needed for a hunk to reah a peer
on average. For pratial reasons, we assume a xed diusion deadline: hunk
transmissions that our too long after the hunk's reation are not taken into
aount; the deadline is by onstrution an upper bound for the transmission
delay.
For a fully random sheme, one should expet the performane to be roughly
the same for all peers, as there is no reason for one peer to be advantaged
ompared to another. This is not the ase for shemes with W > 0, so we may
have to use a per lass performane evaluation.
2.3 Implementation issues
The simpliity and strength of the bandwidth-aware seletion omes from the
fat that it diretly uses the amount of bandwidth provided by a node as weight
funtion. The upload apaity an be measured by means of bandwidth esti-
mation tools, or an be provided by an external orale/traker. However, both
approahes highlight several pratial drawbaks.
In the ase of measurements made by the peers themselves, known band-
width estimation tools may be inaurate, partiularly when used in large-sale
distributed systems [10℄. Moreover, the measured value may vary over time
aording to network ondition, so that the measurement should be frequently
repeated generating high overhead and interferene.
If some traker or orale is used, the upload apaity monitored by the entral
authority an be a nominal one, provided by the peers, or an be inferred from
INRIA
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measurements made from dierent points. Apart from auray issues, the
authority providing the information, as well as the measurement points, should
be trusted and should not heat on the values they provide.
In our model we do not take all these issues into aount, but we argue
that this sheme is urrently hard to implement in real systems. However, some
projets, like Napa-Wine [19℄, or standardization eorts, like ALTO [2℄, are
working in order to provide reliable resoure-monitoring to peers by using both
orale and measurements at nodes.
On the other hand, the strength of tit-for-tat mehanisms is that every peer
an easily evaluate the amount of data provided by its neighbors. This informa-
tion is trusted and very aurate while it requires no overhead at all. Moreover,
it has been shown in several deployed systems that tit-for-tat mehanisms are
eient to enfore inentives, as they are able to disriminate peer resoures,
giving advantages to nodes ontributing the more to the system.
As onern data-driven peer seletion, it is known to provide optimal perfor-
mane for spei senarios [18℄, but it generates a lot of overhead and suers
of strong performane degradation if the neighborhood is restrited. Moreover,
this seletion sheme is very sensitive to heating beause it is based on informa-
tion provided by neighbors. In fat, a peer an largely inrease the probability
of being seleted by simply advertising emptier hunk olletions than atually
possessed.
3 Reursive approximations
We propose in this setion to derive some reursive formulas that try to predit
the behavior of the shemes that use the latest blind hunk seletion. This
approah is similar to the one proposed in [4, 6℄ in the ase of homogeneous
peers.
3.1 Understanding hunk diusion in heterogeneous net-
works
It has been shown in [4℄ that agnosti diusion shemes, whih do not take
into aount peer resoures when performing the peer seletion, degrade their
performane in heterogeneous upload apaity senarios. One of the keys to
produe aurate reursive formulas is to understand the reasons of this perfor-
mane degradation and to identity the main issues for hunk dissemination in
heterogeneous systems.
To illustrate the performane degradation, we onsider a simple system om-
posed of n = 600 peers and a soure. We suppose TSR = TS = 1 s so that the
soure generates and uploads one hunk per seond, and that peers have a buer
of 50 seonds. We investigate two senarios: a rst one, alled homogeneous,
where all peers have u = uS; a seond one, alled heterogeneous, where 400
peers have an upload apaity of u1 = 0.5 uS (T1 = 2 s) while the remaining
have an upload apaity of u2 = 2 uS (T2 = 0.5 s). Note that the average
bandwidth is the same in both senarios.
In gure 1 we report the CDF of the hunks' diusion rate/delay for the
RP/LU sheme. In the homogeneous ase, the distributions are tightly onen-
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Figure 1: CDF of hunk diusion performane in ase of homogeneous and
heterogeneous upload apaities for the RP/LU sheme.
trated around their averages (25 seonds for delay, and 0.93 for the rate), while
in the heterogeneous ase, they are sattered over a larger range of values.
In order to better understand this behavior, we analyze the impat the re-
soures of the rst peers reeiving a given hunk have on the nal diusion
performane. For a given opy number k, Figure 2 shows the rate/delay per-
formane of a hunk depending on whether its kth opy has been reeived by
a rih peer (u(l) = 2; the thin urves) or by a poor peer (u(l) = 0.5; the bold
urves). We observe very dierent diusion rate/delay performane, espeially
for the earlier opies. This dierene lowers with the number of hunk replias
up to the 5th opy, after whih the resoures of the reeiver do not signiantly
aet the nal rate/delay values. This learly indiates that in the heteroge-
neous ase, the diusion performane is strongly impated by the bandwidths
of the rst atually seleted peers, while after a ertain number of opies this
impat is very limited. We laim that the sattered performane distribution
in the heterogeneous ase is mainly due the random seletion of the rst hunk
exhanges, that leads to dierent performane aording to the resoures of the
seleted peers.
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Figure 2: Rate/delay performane for the RP/LU sheme as a funtion of the
resoures of the kth peer reeiving a given hunk. Rih peer u(l) = 2 uS , Poor
peer u(l) = 0.5 uS.
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All these results highlight the importane of resoure awareness in peer sele-
tion. The intuition is onrmed: the rst opies of a hunk should be exhanged
between nodes with higher upload apaities in order to have diusion trees with
wide rst levels. This redues the diusion delay and inreases the number of
peers that reeive a given hunk before fresher ones are spread in the system.
3.2 Reursive formulas
We now explain how to derive reursive formulas for a generi diusion sheme
based on an aware peer seletion oupled with a latest blind hunk seletion.
The latest useful seletion, for whih we do not provide formulas in this paper,
will be the subjet of the next setion. As we have just seen, in the ase
of heterogeneous upload apaities, the rate/delay distribution is not entered
around a given value but sattered over a large range. In order to approximate
the diusion funtions in suh senarios, it is therefore more signiant to work
with distribution instead of using only averaged values (whih sues in the
homogeneous ase [4, 6℄).
As the performane is mainly aeted by the rst hunk exhanges, we pro-
pose a two-step approah: rst an exat desription of the early behavior of
the diusion, then the use of averaged approximation to derive the rest of the
diusion proess.
Let J be a distribution of system states that desribes the early behavior
of a hunk's diusion. One may think of J as the initial onditions of the
diusion. These initial onditions represent dierent possible evolutions of rst
hunk exhanges up to a ertain time Tinit. We propose to use J to ompute a
reursive approximation of the afterwards diusion. The larger (and the more
aurate) the initial onditions are, the better the distribution omputed by the
reursive formulas will t the real distribution.
The initial onditions should be deterministially omputed aording to the
diusion sheme (see below); suh operation an be omputationally expensive
and exponentially time onsuming (we have to limit ourselves to the early dif-
fusion). However, as we observed, most of the variane in the diusion proess
is aptured by the very few rst exhanges; this keeps the approah proposed
here muh less expensive in term of omputational resoures and time than a
omplete simulative analysis.
We assume a senario where every peer has a omplete knowledge of the
overlay (full mesh onnetivity) and that the H and W parameters are the
same for all peers. We also suppose that the resoures shared by a node are
dened by its lass, so we an express the probability that a peer of lass i
selets a peer of lass i′ as β(i, i′).
As for the reursive formulas derived in [4℄ we assume that the number of
peer is suiently large, so that the system may be onsidered in the mean eld
regime where peers are mutually independent, and that the probability that a
given hunk belongs to B(l) is independent from the fat that any other hunk
belongs to B(l) (the validity of these assumptions will be heked later).
We make the approximation that all peers of the same lass are synhronized
in uploading a hunk. 0 being the time of one given hunk's reation, we dene
Ti := {Ti 2Ti 3Ti ..} as the set of times at whih peers of lass i may send a
hunk, and TSR := {TSR 2TSR 3TSR ..} as the set of hunk generation times.
We dene T = T1 ∪ T2 ∪ ... ∪ TU ∪ TSR as the (sorted) set of times at whih an
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event ours. Simultaneous events from distint lasses are taken into aount
with their multipliity.
The values we are interested in are the fration of the peers of a lass that
reeived the hunk before time t. For every instant of time t ∈ T and eah lass
i, we propose to ompute that fration, denoted as ri(t).
The rst step is to ompute the initial onditions J . A set of |J | instanes
of the ri(Tinit) are generated aording to the onsidered sheme. Note that
for an instane j ∈ J , all ri(Tinit) are deterministi. Starting from these initial
onditions the reursive formulas desribe the diusion funtion for eah j ∈ J .
In the following when onsidering a given ri(t), we assume impliitly an initial
ondition j ∈ J , while the average over J is denoted as ri(t).
For every time t ∈ T : t > Tinit at whih an upload event ours, we denote
as i the lass sending the hunk at that time t, and as t′ the instant of time
preeding t in T . We denote as p(t) the probability that a given peer ends the
upload of the hunk at time t, so that on average np(t) transmissions of the
onsidered hunk nish at time t. p(t) is initially set to 0 for all t values. That
probability p(t) is spread over the U lasses aording to the seletion probability
β, so that peers in lass k reeive the tagged hunk at time t with probability
β(i, k)p(t). Among a given lass target peers are then seleted uniformly at
random. Due to this random seletion, the number of opies of the tagged
hunk that are reeived by an arbitrary peer is a binomial random variable with
parameter (αkn, β(i, k)p(t)/αkn). For large n, this an be approximated by a
Poisson random variable with mean β(i, k)p(t). The probability that a peer
of lass k reeives at least one opy of the tagged hunk at time t is therefore
approximately equals to 1 − e−β(i,k)p(t). A fration 1 − ri(t) of the peers that
reeive the hunk at time t atually need it. The reursive formula is then:
∀k : 1 ≤ k ≤ U, rk(t) = rk(t
′) + (1− e−β(i,k)p(t))(1 − rk(t
′)) (3)
We then need to update the value of p(t) for the later event in Ti. This
means to ompute the probability that the hunk is the latest in the olletion
of hunks B of peers of lass i. This aets the probability that the download
of the tagged hunk ends at time t+ Ti as follow:
p(t+ Ti) = p(t+ Ti) + αiri(t)
⌊ t
TSR
⌋∏
k=1
(1 − ri(kTSR)) (4)
For every time t ∈ TSR : t > Tinit, at whih a new hunk is generated, the
status of the onsidered hunk is unhanged (no transmissions our for it) so
we simply have:
∀k : 1 ≤ k ≤ U ,rk(t) = rk(t
′) (5)
3.3 Formulas validation
We validate the reursive formulas by onsidering the BA peer seletion proess
with awareness probability W = 1. We suppose the overlay is a omplete graph
and the soure injets only one opy of eah hunk in the system (TSR = TS).
To this goal we set the hunk size to c = 0.9 Mb and the soure upload apaity
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Figure 3: Per lass validation of the reursive formulas. BA peer seletion.
to uS = 0.9 Mbps. The other parameters are those of the referene senario
desribed in the next setion.
We onsider two dierent sets of initial onditions: J1 and J2. The former
is omposed of only one initial ondition (|J1| = 1), and it is only based on the
opy uploaded by the soure (Tinit = TSR). In this ase, we will only have one
rate/delay value and not a distribution. The latter is omposed of |J2| = 1000
dierent initial onditions, and is based on Tinit = TSR + 1 s (given the system
parameters used, an initial ondition represents 5 hunk exhanges on average).
In this ase, we will have a distribution based on 1000 dierent hunk diusions.
Figure 3 shows formulas are quite aurate in prediting the rate/delay per-
formane of the onsidered sheme. As expeted, to inrease the number of ini-
tial onditions and Tinit, inreases the auray of the performane predition.
In partiular, the distribution based on 1000 samples of 5 hunk exhanges ts
pretty well the distribution based on a simulation of 10000 hunks. It is possible
to observe estimation errors between 0-7% (C4-C2) as onern diusion rate,
and 10-15% (C1-C4) as onern the average delay.
These errors are slightly larger than in the homogeneous ase studied in [4℄.
This is due to the variability of the diusion proess that is more stressed in
heterogeneous systems beause of the additional randomness of the dierent
upload apaities. Nevertheless the obtained results are worthwhile for having
a fast performane estimate of a system.
4 Performane analysis
In this setion, we evaluate the rate (or miss ratio)/delay trade-o ahieved by
resoure aware seletion shemes. In partiular, we fous on the performane of
three representative peer seletion poliies: random peer (RP), bandwidth-aware
(BA) and tit-for-tat (TFT).
To this purpose we use an event-based simulator developed by the Teleom-
muniation Networks Group of Politenio di Torino
1
where we implement the
aforementioned shemes.
1
http://www.napa-wine.eu/gi-bin/twiki/view/Publi/P2PTVSim
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Figure 4: Chunk diusion in the referene senario
Unless otherwise stated, we suppose there are n = 1000 peers and we set
their uplink apaities aording to the distribution reported in Table 1, that is
derived from the measurement study presented in [3℄, and that has been used
for the analysis in [13℄. We suppose pe = 0.05 so that every peer has about 50
neighbors, N(l) ≈ 50. The soure has about 50 neighbors as well, an upload
apaity uS = 1.1 Mbps and employes a RP seletion poliy.
In order to avoid ritial regime eets, we suppose the stream rate SR =
0.9 Mbps that leads to a bandwidth balane of 1.13 SR. We set the hunk size
c = 0.09 Mb, we suppose peers have a buer of 30 seonds and for the TFT
sheme the epoh length is set to Te = 10 s.
The hunk seletion poliy we onsider here is latest useful.
Class Uplink [Mbps℄ Perentage of peers
C1 4 15%
C2 1 25%
C3 0.384 40%
C4 0.128 20%
Table 1: Upload apaity distribution with mean 1.02 Mbps.
4.1 Referene senario
We rst onsider a referene senario whose diusion proess of the dierent
shemes is pitorially represented in Figure 4 for all lasses. For BA and TFT
peer seletion we onsider two values of awareness probability: W = 1 and
W = 0.128 orresponding to a fully-aware and a generous approah respetively.
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We observe shemes taking into aount peer ontributions/resoures in gen-
eral derease the diusion delay with respet to the agnosti RP for all lasses.
BA gives priority to riher peers, so that the diusion proess is speeded up
thanks to their high upload apaity plaed at the top of hunk diusion trees.
On the other hand, TFT lusters peer aording to their resoures [12℄, leading
to a similar eet as the one observed in the experimental analysis of inentive-
based live streaming systems [20℄.
Suh resoure aware shemes inrease the diusion rate of the riher lasses
C1-C2, while they redue the one of poorer lasses C3-C4. This rate derease
is partiularly dramati in ase of a ompletely aware seletion (W=1). On the
other hand, if the seletion is more generous (W=0.128), this drasti redution
is avoided, but the diusion delay may inrease, espeially if the BA seletion
is used.
This learly highlights a rate/delay trade-o as a funtion of the awareness
probability W .
4.2 Awareness-Agnosti peer seletion trade-o
Figure 5 reports the rate/delay performane of BA and TFT shemes as a
funtion of the awareness probability in the heterogeneous senario desribed in
Table 1.
The diusion delay dereases as the awareness probability inreases for all
bandwidth lasses. This indiates the plaement of the nodes with higher upload
apaities at the top of the diusion trees eetively speeds up the diusion
proess. We also notie that, by inreasing the awareness probability, the delay
dierentiation between dierent lasses inreases as well. In partiular, when
W ≈ 0, all lasses ahieve the same diusion delay beause the seletion is
almost random (as in RP ). On the other hand, when W = 1 there is the
maximum disrimination beause the seletion is purely aware. In fat, more
and more peers with higher upload apaities are seleted rst as the awareness
probability inreases.
Regarding the miss ratio, riher lasses take advantage of the inreasing
awareness. On the other hand, the miss ratio of the poorer lasses stagnates
until a ertain awareness value of about W = 0.22, after whih peers start
missing more and more hunks. The intuition is that riher peers are seleted
with inreasing frequeny (dereasing their miss ratio), and the reverse for the
poorer lasses.
We observe that BA sheme slightly outperforms TFT . This is not surpris-
ing: BA weights peers aording to their upload apaity, so that it perfetly
disriminates them aording to their resoures. However, the gap is very small
making TFT appealing for real deployment beause more simple and reliable
than BA.
Notie that a pure TFT approah (W = 1) performs poorly: without ag-
nosti disseminations, the peer lustering generated by TFT interferes with a
proper dissemination of the hunk among all the peers of the system. This
does not happen under BA sheme beause every peer an be seleted with low
probability, even poorer ones, assuring that every hunk an eventually reah
all peers.
In order to validate our laims, we onsider another bandwidth distribution
(Table 2) whih is derived from the measurement study presented in [8℄, and has
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Figure 5: Diusion delay and hunk miss ratio as a funtion of the awareness
probability.
Class Uplink [Mbps℄ Perentage of peers
C˜1 3.5 7%
C˜2 0.35 66%
C˜3 0.2 27%
Table 2: Upload apaity distribution with mean 0.53 Mbps.
been used for the evaluation of the BA priniple in [11℄. We also onsider the
ase of free-riders by setting the upload apaity of peers of lass C˜3 to 0 Mbps
instead of 0.2 Mbps. In order to keep the same bandwidth balane as in the
previous senario, we redue the stream rate to SR = 0.5 Mbps, the hunk size
to c = 0.05 Mb and the soure upload apaity to uS = 0.6 Mbps. Note that in
this senario the bandwidth distribution is more skewed. Sine the two seletion
poliies behave similarly, in the following we fous on TFT peer seletion.
Figure 6 highlights the trend in the 3 lasses senario is similar to the one
observed before. The only dierene is that the gain of the inreasing awareness
is more evident for all lasses. This is due to the high bandwidth of the rst
lass with respet to the stream rate: as soon as this lass is privileged all peers
improve their performane.
In the senario with free-riders, all hunks the soure uploads to lass C˜3
are lost beause peers annot upload them. So the miss ratio annot be lower
than the perentage of peers of lass C˜3. Classes C˜1 and C˜2 almost reeive
all the other hunks while free-riders are identied and reeive a dereasing
perentage of data as the awareness probability inreases. This highlights that,
in an heterogeneous senario, the seletion poliy employed by the soure an
have a tremendous impat on the system performane. If the soure ould
disriminate peers aording to their resoures, we won't observe suh a miss
ratio. We better investigate in the following the impat of dierent soure
seletion shemes.
In all senarios we observe the presene of a minimum suitable value of
awareness probability. In fat, it is not interesting to selet an awareness proba-
bilityW < 0.1 beause there is almost no gain with respet to the RP seletion.
From this value to W = 1 (W = 1− ǫ for TFT sheme) a trade-o arises. The
more the sheme is aware the more riher peers improve their performane. On
the other hand, even if there is enough bandwidth, peers of the poorer lasses
loose lot of hunks. This an be seen as a good property of the system beause it
inentives peers to ontribute more in order to improve their performane. On
INRIA
On Resoure Aware Algorithms in Epidemi Live Streaming 17
the other hand, part of the bandwidth is lost. The best value for the awareness
probability depends on the appliation environment but in any ase this value
should be larger than 0.1 in order to disriminate peers aording to their re-
soures, to improve system performane and to reompense peers ontributing
the more.
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Figure 6: TFT performane as a funtion of awareness parameter for a skewed
bandwidth distribution and in presene of free-riders.
4.3 Soure sheduling
We now analyze the impat of the soure seletion poliy and of the soure
upload apaity on the sheme diusion performane.
In Figure 7, we onsider four dierent soure poliies: random peer seletion
(RP ) with soure upload apaity uS = SR; random peer seletion with soure
upload apaity uS = 4 SR; seletion of a peer of lass C1 with upload apaity
uS = SR; seletion of a peer of lass C4 with upload apaity uS = SR. We
onsider TFT peer seletion at nodes and, sine the trend of all lasses is similar,
we only report in gure the performane of peers of lass C1.
The diusion delay strongly depends on the soure poliy. In fat, the se-
letion of a peer of lass C1 an redue of 3 times the delay with respet to the
seletion of a peer of lass C4 while the RP seletion stays in between. But as
explained earlier, it is very diult to estimate the upload apaity of peers,
and the soure annot employ a TFT mehanism beause it does not down-
load any data. However, if the soure has an upload apaity of us = 4 SR,
the agnosti RP seletion performs as the seletion of a peer of lass C1. This
means that, if the soure is slightly over-provisioned (remember that an upload
apaity of 4 SR is negligible with respet to the number of peers), it has not
to disriminate peers aording to their resoures.
As for the onern miss ratio, we observe a dramati degradation if the soure
sends the rst opy of every hunk to a peer of lass C4. This is beause these
peers have not enough apaity to distribute enough opies before new hunks
are injeted in the system, inreasing the hanes that new hunks inhibit the
diusion of the old ones. All the other poliies an provide similar miss ratios.
We now investigate in more details the impat of the soure upload apaity
when it performs RP seletion. Results are reported in Figure 8 for C1 and C4.
Nodes perform RP or TFT seletion.
The diusion delay dereases as the number of opies of eah hunk injeted
by the soure inreases. The derease is partiularly signiant for the rst
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Figure 7: Diusion delay and miss ratio of C1 peers as a funtion of awareness
probability for dierent soure seletion polities. TFT seletion at nodes.
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Figure 8: Diusion delay and miss ratio (average value and its variane) as a
funtion of the soure upload apaity.
additional opies (us = 2− 3− 4 SR). This is beause a hunk's initial diusion
tends to be exponential, so the delay improvement should be roughly propor-
tional to the logarithm of the soure apaity. For the miss ratio, we observe
almost no gain by inreasing the soure apaity.
The varianes of both the delay and miss ratio derease by inreasing the
soure upload apaity. Again, the rst additional opies bring the larger vari-
ane derease. This indiates the hunk diusion is more stable, and shemes an
provide steadier performane for the dierent hunks by inreasing the soure
upload apaity.
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4.4 Convergene time and epoh length
So far, we have highlighted that TFT behaves similarly to BA peer seletion
while being more appealing for real deployment. Suh a sheme is driven by the
evaluation of peer ontributions performed every epoh Te. As a onsequene,
algorithms based on TFT reah a steady-state where performane are stable
after a ertain period of time alled onvergene time.
TFT onvergene properties have already been analyzed for le-sharing ap-
pliations in [12℄. We investigate in this setion the onvergene time of TFT
peer seletion in live streaming systems, and we evaluate the impat the epoh
length Te has on their performane. In a live streaming system the onvergene
time indiates the time needed to reah both stable diusion delay and miss
ratio.
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Figure 9: Diusion delay and miss ratio as a funtion of the epoh length Te.
Figure 9 indiates the diusion delay dereases as the epoh length inreases
for all bandwidth lasses. The miss ratio dereases as well only for riher lasses,
while for the poorer lasses it stagnates or slightly inreases. The larger eval-
uation time allows peers to better estimate the resoures provided by their
neighbors. As a onsequene, the peer seletion is more aurate and all peers
improve their performane with respet to a RP seletion.
The prie to pay is that longer epoh times require longer onvergene times
as showed in Figure 10. In details, peers of the riher lasses require more time
to reah a stable performane for small awareness parameters or short epoh
lengths. This beause under suh values only peers of the riher lasses have
performane dierent from RP seletion. On the ontrary, when W or Te in-
reases, the onvergene time of poorer lasses strongly inreases. In suh a ase,
the performane of the poorer lasses is also aeted, and, as a onsequene,
their onvergene time inreases and is eventually longer than the one of the
riher lasses.
5 Conlusion
In this paper, we have onsidered hunk distribution algorithms for unstrutured
peer-to-peer live streaming systems.
We have identied the rst hunk exhanges as a key issue of the hunk
diusion proess in heterogeneous systems. We have desribed some shemes
designed to be aware of the resoures shared by nodes, and we have provided a
unied model to desribe the peer seletion of resoure aware algorithms. We
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Figure 10: Convergene time as a funtion of the awareness probability for
Te = 10 s, and of the epoh length for W = 0.75.
have provided reursive formulas for the diusion funtion of a generi resoure
aware peer/latest blind hunk seletion and validate their auray by means of
simulations.
We have studied the performane of resoure aware peer/ latest useful hunk
poliies and we have shown that there exists a minimum value of resoure aware-
ness needed to improve the performane with respet to a random peer seletion
poliy. We have highlighted a trade o between the performane of peers with
dierent resoures arising as a funtion of the level of awareness, and the strong
impat that the soure seletion poliy has on the diusion proess.
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