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MARTIN BOUNDARY OF A KILLED NON-CENTERED RANDOM
WALK IN A GENERAL CONE.
IRINA IGNATIOUK-ROBERT
Abstract. We investigate Martin boundary for a non-centered random walk on Zd
killed up on the time τϑ of the first exit from a convex cone with a vertex at 0.
The approach combines large deviation estimates, the ratio limite theorem and the
ladder height process. The results are applied to identify the Martin boundary for
a random walk killed upon the first exit from a convex cone having C1 boundary.
1. Introduction.
Before formulating our results we recall the definition of the Martin boundary and the
main classical results of this domain.
Consider a transient irreducible sub-stochastic Markov chain (Z(t)) on a countable
state space E ⊂ Zd with transition probabilities p(x, y), x, y ∈ E. The Green function
G(x, y) and the Martin kernelK(x, y) associated with the Markov chain (Z(n)) rae defined
respectively by
G(x, y) =
∞∑
n=0
Px(Z(n) = y) x, y ∈ E,
and
K(x, y) =
G(x, y)
G(z0, y)
, x, y ∈ E,
where Px denotes the probability measure on the set of trajectories of (Z(t)) corresponding
to the initial state Z(0) = x and z0 is a given reference point in E. For irreducible Markov
chains, the family of functions (K(·, y), y ∈ E) is relatively compact with respect to the
topologie of point-wise convergence : for any sequence of points (yn) ∈ E
N, there is a
subsequence (ynk) for which the sequence of functions K(·, ynk) converges point-wise on
E. The Martin compactification EM is defined as the unique smallest compactification of
the set E for which the Martin kernels K(z, ·) extend continuously : a sequence zn ∈ E
converges to a point on a Martin boundary ∂ME = EM \ E of E if it leaves every finite
subset on E and the sequence of functions K(·, zn) converges point-wise.
Recall that a function h : E → R+ is harmonic for (Z(t)) if Ez(h(Z(1))) = h(z) for all
z ∈ E. By the Poisson-Martin representation theorem, for every non-negative harmonic
function h there exists a positive Borel measure ν on ∂ME such that
h(z) =
∫
∂ME
K(z, η) dν(η)
By Convergence theorem, the sequence (Z(t)) converges Pz almost surely for every z ∈ E
to a ∂ME valued random variable. The Martin boundary provides therefore the non-
negative harmonic functions and shows how the Markov chain (Z(t)) goes to infinity.
The concept of the Martin compactification was introduced for a countable Markov
chain by Doob [8] based on the ideas of Martin [24] regarding harmonic functions on
Euclidean domains for Brownian motion.
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To identify the Martin boundary on has to investigate all possible limites of the Martin
kernel K(x, yn) when ‖yn‖ → ∞. A large number of results in this domain has been
obtained for homogeneous random walks. Classical results are those of Dynkin and Ma-
lyutov [4] for a random walk on free groupes and Ney and Spietzer [25] for a random walk
on Zd. For a wide literature of results where the Martin boundary was identifies for more
general homogeneous Markov chains we refer to the book of Woess [30] and the references
therein.
For non-homogeneous Markov chains, the problem of the explicit description of the
Martin compactification is usually a highly non-trivial task, and up to now there are
few results where the Martin boundary for a non-homogeneous Markov chain was was
identified explicitly. For random walks on non-homogeneous trees the Martin boundary
was described by Cartier [3]. Alili and Doney [1] identified the Martin boundary for
space-time random walk S(n) = (Z(n), n) for a homogeneous random walk Z(n) on Z
killed when hotting the negative half-line {z : z < 0}. These results were obtained
by using the one dimensional structure of the process. Doob [8] identified the Martin
boundary for Brownian motion on a half-space by using an explicit form of the Green
function. A method of complex analysis on the elliptic curves was proposed by Kurkova
and Malyshev [22] to identify the Martin boundary for nearest neighbor random walks with
drift in N×Z and Z2+. In the papers Raschel [26], Raschel [27], Kurkova and Raschel [23]
this method was developed to investigate the exact asymptotics of the Green function
and identify the Martin boundary for random walks in Z2+ having small steps and an
absorption condition on the boundary. Because of the use of the specific elliptic curves,
these methods seem to be difficult to apply for higher dimensions.
In order to identify the Martin boundary of a partially homogeneous random walk on a
half-space Zd−1 × N, a large deviations approach combined with the method of Choquet-
Deny theory and the ratio limit theorem of Markov-additive processes was proposed by
Ignatiouk-Robert [19, 18] . The method of Choquet-Deny theory was used there in order
to identify the minimal harmonic functions. Next the limiting behavior of the Martin
kernel was investigated by using the large deviation estimates of the Green function and
a ratio limit theorem. It should be mentioned that the methods of Choquet-Deny theory
and the ratio limit theorem obtained in [19] are valid only for Markov-additive processes,
i.e. when transition probabilities are invariant with respect to the translations on some
directions.
In order to identify the Martin boundary for a non-centered random walk in Z2 killed
upon the first exit from the positive quadrant Z2+, Ignatiouk-Robert and Lore [20] applied
the methods of Ignatiouk-Robert [19, 18] for local Markov-additive processes, obtained
from the original killed random walk in Z2+ by removing one of the boundaries {(x, y) ∈
Z
2 : x = 0} or {(x, y) ∈ Z2 : y = 0}. The Martin boundary of the original killed random
walk was obtained next by using the large deviation estimates and the functional equations
relating the Green function of the original random walk with the Green functions of the
local random walks. Unfortunately, this method can be applied only in the case when
the local processes, obtained by removing on of the boundaries {(x, y) ∈ Z2 : x = 0} or
{(x, y) ∈ Z2 : y = 0}, are Markov-additive.
For centered random walks in Zd, killed upon the first exit from some cone C ⊂ Rd,
under various assumptions on the cone, the Martin boundary was identified by Duraj and
Wachtel in [15] and by Jetlir Duraj, Kilian Raschel, Pierre Tarrago and Vitali Wachtel
in [14]. These results use the method of the diffusion approximation of the centered
random walks and prove that under some general assumptions, for centered random walks
killed upon the first exit from a convex cone, the Martin boundary is reduced to one point.
To my knowledge, for a non-centered random walk on Zd killed upon the first exit from
a general convex cone, the only related existing results are those of Rodolphe Garbit,
Kilian Raschel [6] and Duraj [12]. Garbit and Raschel [6] investigated the exponential
decay of the probability that a given multi-dimensional random walk stays in a convex
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cone up to time n as n → ∞. Duraj [12] proved the existence of uncountably many
nonnegative harmonic functions and obtained an explicit representation of some of them.
These results do not allow to identify the Martin boundary of the process.
In the present paper, we investigate the Martin boundary for a non-centered random
walk on Zd killed upon the first exit from a convex cone with a vertex at 0. A simple
exemple of such a random walk is a random walk in a half-plane {x ∈ Z2 : x · γ ≥ 0},
where x · γ denotes a usual scalar product in R2 of the vectors x and γ, for an arbitrary
non-zero vector γ = (γ1, γ2) ∈ R
2. If the real number γ1/γ2 is irrational, such a random
walk is not Markov-additive and the methods developed in the papers [19, 18, 20] do not
work.
The main ideas of our approach are the following.
i) Our first result improves the ratio limit theorem of Ignatiouk-Robert [19, 18]. This
result proves that under some general assumptions, whenever u+E ⊂ E,
(1.1) Px+u(Z(1) = y + u) ≥ Px(Z(1) = t), ∀x, y ∈ E.
and
(1.2) lim inf
n→∞
1
‖yn‖
logG(0, yn) ≥ 0,
the following relations hold
lim inf
n
G(z + u, yn)
G(z, yn)
≥ 1, ∀x, y ∈ E.
ii) As a straightforward consequence of our ratio limit theorem, we obtain the following
property: if (1.1) and (1.2) hold and the sequence (yn) ∈ E
N converges in the Martin
compactification to some point η ∈ ∂ME then the limit function K(x, η) = limnK(x, yn)
satisfies the following relations
(1.3) K(x+ u, η) ≥ K(x, η), ∀x ∈ E.
iii) Next we consider the case when the set E is an intersection of Zd with a closed
convex cone C having a vertex at 0, and relations (1.1) hold for all x, y, u ∈ E. Our next
result proves that whenever the time of the first exit of the process (Z(t)) from the cone
C is non integrable, any harmonic function satisfying the inequalities (1.3) is proportional
to the renewal function V of the corresponding ladder height process.
iv) With these results, for a homogeneous random walk (Z(t)) on Zd with a non-zero
mean step m, when the time of the first exit of the process (Z(t)) from E is non-integrable,
we are able to prove that
lim
n
G(x, yn)
G(0, yn)
= V (x), ∀x ∈ E,
for any sequence (yn) ∈ E
N with limn ‖yn‖ = +∞ and limn yn/‖yn‖ = m/‖m‖. Relation
(1.2) follows in this cas from the large deviation estimates of the transition probabilities
of (Z(t)).
v) To investigate the limites
(1.4) lim
n
G(x, yn)
G(0, yn)
as lim
n
‖yn‖ = +∞ and lim
n
yn/‖yn‖ = q ∈ C,
when q 6= m/‖m‖, the method of the exponential chain of measure is applied. With our
approach we are able to identify these limites for those direction q for which the time of
the first exit from C of the corresponding twisted process (Zq(t)) is non-integrable.
vi) Our last result proves that under some general assumptions, in the case when a
convex cone C has a C1-boundary, the first time, when a homogeneous random walk
(Z(t)) with a non-zero mean step q ∈ C exists from the cone C, is always non-integrable.
When combined with our previous results, this result allow to identify the limites (1.4) in
this particular case for any direction q ∈ C.
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2. Main Results
Our first result improves the ratio limit theorem of Ignatiouk-Robert [19]. We assume
here that
(A1) The Markov chain (Z(t)) is irreducible on E ⊂ Zd.
(A2) There are C > 0 and δ > 0 such that
sup
α∈Rd :‖α‖≤δ0
sup
x∈E
Ex
(
exp
(
α · (Z(1) − x)
))
< C,
where α · x denotes the usual scalar product in Rd.
(A3) There is u ∈ Zd \ {0} such that E + u ⊂ E and
(2.1) p(x+ u, y + u) ≥ p(x, y), ∀x, y ∈ E,
(A4) For some n˜ ≥ 1,
(2.2) inf
x∈E
Px(Z(n˜) = x+ u) > 0.
The Markov chain (Z(t)) being sub-stochastic, it is convenient to introduce an additional
absorbing state ϑ by letting
p(x, ϑ) = 1−
∑
y∈E
p(x, y) and p(ϑ,ϑ) = 1.
Theorem 1. Suppose that the conditions (A1)-(A4) are satisfied and let a sequence (yn) ∈
EN with limn ‖yn‖ = +∞ satisfy the inequalities
(2.3) lim inf
n→∞
1
‖yn‖
logG(0, yn) ≥ 0.
Then for any z ∈ E,
(2.4) lim inf
n
G(z + u, yn)
G(z, yn)
≥ 1
This result is an analogue of the ratio limit theorem obtained for Markov-additive pro-
cesses in the paper [19]. The main idea of the proof of this theorem is the following :
because of (2.3), for any z ∈ E, the terms of the order c exp(−δ‖yn‖) give an asymp-
totically negligible contribution to G(z, yn). To get (2.4), we decompose the quantities
G(z, yn) into a negligible part of the order c exp(−δ‖yn‖) and a main part Ξσ(z, yn). The
main part is newt compared to G(z + u, yn) by using the Bernoulli part decomposition
method.
The method of the Bernoulli part decomposition was initially proposed by Foley and
McDonald [5] for random walks in a half-plane. In the paper [19], it was extended for
general Markov-additive processes, when the state space E and the transition probabilities
p(x, y), x, y ∈ E, of the process (Z(t)) are invariant with respect to the shifts on the
vector u, e.i. when E + u = E and p(x + u, y + u) = p(x − u, y − u) = p(x, y) for
all x, y ∈ E. In our setting, these relations are replaced respectively by E + u ⊂ E and
p(x+ u, y + u) ≥ p(x, y). This is the main difficulty of our proof. To adapte the method
of Bernoulli part decomposition to our case we combine this method with the method of
coupling.
The proof of Theorem 1 is given in Section 3.
Next we apply Theorem 1 to investigate the Martin boundary of the process (Z(t)).
From now on, instead of the assumptions (A3) and (A4), we will assume that
(A3’) 0 ∈ E and for any u ∈ E,
E + u ⊂ E and p(x+ u, y + u) ≥ p(x, y), ∀x, y ∈ E,
(A4’) for any u ∈ E \ {0}, there is n˜u ∈ N such that
inf
x∈E
Px(Z(n˜u) = x+ u) > 0.
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The Martin kernel K(x, y) will be defined with the reference point x0 = 0:
K(x, y) =
G(x, y)
G(0, y)
, x, y ∈ E.
As a straightforward consequence of Theorem 1 we obtain
Corollary 2.1. If a sequence (yn) ∈ E
N with limn ‖yn‖ = +∞ satisfies (2.3), then
under the hypotheses (A1), (A2), (A3’) and (A4’), for any convergent in the Martin
compactification EM subsequence (ynk), the limite function
K(z, η) = lim
k→∞
K(z, ynk ), z, u ∈ E
satisfies the inequality
(2.5) K(z + u, η) ≥ K(z, η), ∀z ∈ E.
Now we investigate the harmonic functions K(·, η) satisfying (2.5) by using the method
of the ladder height process associated with the Markov chain (Z(t)). Before formulating
our next result we recall the definition and some useful properties of the ladder height
process obtained in my previous paper [17]. For this it is convenient to use the following
notations : for a non-negative function ϕ : E → R+, we let
Gϕ(x) =
∑
y∈E
G(x, y)ϕ(y), x ∈ E,
and
Pϕ(x) = Ex(ϕ(Z(1))) =
∑
y∈E
p(x, y)ϕ(y), x ∈ E.
We denote by 1 the identity constant function on E : 1(x) = 1 for all x ∈ E. For a given
subset A ⊂ E we let 1A(x) = 1 if x ∈ A, and 1A(x) = 0 otherwise. I denotes the identity
operator : Iϕ = ϕ for any function ϕ : E → R. For a given u ∈ E, we define two operators
ϕ→ Tuϕ and ϕ→ Auϕ on the set of non-negative functions {ϕ : E → R+}, by letting
Tuϕ(x) = ϕ(x+ u), x ∈ E,
and
(2.6) Auϕ(x) =
∑
y∈E
au(x, y)ϕ(y), x ∈ E,
with
au(x, y) =
{
p(x+ u, y)− p(x, y − u), if y ∈ E + u,
p(x+ u, y) otherwise.
Remark that because of the assumption (A3’), au(x, y) ≥ 0 for all x, y ∈ E, and hence,
for any non-negative function ϕ : E → R+, the function Auϕ : E → R+ ∪ {+∞} is well
defined. The matrix PH = (pH(x, y), x, y ∈ E) is defined by
(2.7) pH(x, y) = GAx1{y}(0) =
∑
z∈E
G(0, z)ax(z, y), x, y ∈ E,
To introduce the ladder height process we use the following results of the paper [17] (see
Lemma 3.1 of [17]) :
Lemma 2.1. Under the hypotheses (A1) and (A3’), the matrix PH is sub-stochastic.
As well as for the sub-stochastic transition matrix of the process (Z(t)) we introduce an
additional state ϑ by letting
pH(x, ϑ) = 1−
∑
y∈E
pH(x, y) and pH(ϑ,ϑ) = 1.
Without any restriction of generality one can assume that this additional state ϑ is the
same as for the killed random walk (Z(t)).
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Definition 2.1. A ladder heights process (H(n)) relative to (Z(t)) is defined as a Markov
chain on E ∪ {ϑ} with transition probabilities pH(x, y), x, y ∈ E ∪ {ϑ}.
In a particular case, when p(x+ u, y + u) = p(x, y) for all x, y, u ∈ E, i.e. if (Z(t)) is a
copie of a homogeneous random walk on Zd killed up on the first exit from the set E ⊂ Zd,
there is another equivalent definition of the ladder height process (H(n)) : for a sequence
of random times (tn) defined by
(2.8) t0 = 0, and tk+1 =
{
inf{n > tk : Z(n) 6∈ E + Z(tk)}, if tk < +∞,
+∞ otherwise,
in distribution
(2.9) H(k) =
{
X(tk) if tk <∞
ϑ, otherwise.
(see Proposition 3.2 of the paper [17] for more details).
For Z(0) = H(0) ∈ E we consider two stopping times τ and T defined as follows :
τ = inf{t ≥ 1 : Z(t) = ϑ} is the time of the first exit of the Markov chain (Z(t)) from the
set E, and T = inf{n > 0 : H(n) = ϑ} is first time when the process (H(n)) exits from
E.
Definition 2.2. The renewal function V : E ∪ {ϑ} → R+ ∪ {+∞} is then defined by
V (x) =
{
Ex(T ) if x ∈ E,
0 otherwise,
where Ex(·) denotes the expectation with respect to the probability measure Px on the space
of trajectories of the processes corresponding to the initial state H(0) = Z(0) = x.
Recall that for a Markov chain (Z(t)), a non-zero positive function h : E → R+ is called
super harmonic if Ph(x) ≤ h(x) for all x ∈ E. A function g : E → R+ is called potential
for (Z(t)) if for any x ∈ E, g(x) = Gϕ(x) with some non-negative function ϕ : E → R+.
Such a function ϕ : E → R+ is then uniquely determined by the following relation
ϕ = g − Pg.
Any potential function is super harmonic, and by the Riesz decomposition theorem, any
super harmonic function f is equal to a sum of a harmonic function h = limn P
nf and a
potential function g = Gϕ with ϕ = (I− P )f , see for instance Woess [30].
Remark that because of the assumption (A1), the function x → Ex(τ ) is either finite
everywhere on E, or infinite also everywhere on E.
Theorem 2 of [17] proves the following statement :
Theorem 2. Under the hypotheses (A1) and (A3’),
(i) The function V is finite with V (0) = 1.
(ii) If E·(τ ) = +∞, the function V is harmonic for the Markov chain (Z(t)) and for
any x ∈ E,
lim
n→∞
Px(τ > n)/P0(τ > n) = V (x).
(iii) If E·(τ ) < +∞, the function V is potential for the Markov chain (Z(t)) and for
any x ∈ E,
V (x) = Ex(τ )/Ee(τ ) ≤ lim inf
n→∞
Px(τ > n)/Pe(τ > n).
Using this theorem we obtain
Theorem 3. Suppose that a harmonic for (Z(t)) function h : E → R+ satisfies the
inequality
(2.10) h(z + u) ≥ h(x), ∀z, u ∈ E.
Then under the hypotheses (A1) and (A3’), the following assertions hold.
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(1) If E·(τ ) = +∞, then the function h is proportional to V and for any x ∈ E,
h(x) = h(0)V (x) = h(0) lim
n→∞
Px(τ > n)/P0(τ > n).
(2) If E·(τ ) < +∞, then h ≥ h(0)V and the function h− h(0)V is non-trivial.
The proof of Theorem 3 is given in Section 4.
When combined with Corollary 2.1, Theorem 3 implies
Corollary 2.2. Suppose that a sequence (yn) ∈ E
N with limn ‖yn‖ = +∞ satisfies (2.3)
and converges in the Martin compactification to some point η ∈ ∂ME. Suppose moreover
that the limit function
K(z, η) = lim
n→∞
K(z, yn), z ∈ E
is harmonic for (Z(t)). Then under the hypotheses (A1), (A2), (A3’) and (A4’),
K(·, η) = h˜η + V ≥ V
where h˜η = 0 if E·(τ ) = +∞, and h˜η 6= 0 whenever E·(τ ) < +∞.
Now we apply the above results to investigate the limit functions K(·, η) for a homo-
geneous random walk in Zd killed upon the first exit from a convex cone. Consider a
probability measure µ on the lattice Zd and let (X(t)) be a homogeneous random walk on
Z
d with transition probabilities
Px(X(1) = y) = µ(y − x), x, y ∈ Z
d.
Denote by τ the first time when the random walk (X(t)) exits from the cone C :
τ = inf{t ≥ 0 : X(t) 6∈ C},
and let (Z(t)) be a copie of the random walk (X(t)) killed upon the time τ . (Z(t)) is then a
sub-stochastic random walk on E = C∩Zd with transition probabilities p(x, y) = µ(y−x),
x, y ∈ E. We introduce for (Z(t)) an additional absorbing state ϑ by letting
p(x, ϑ) = 1−
∑
y∈E
p(x, y),
so that τ = inf{t ≥ 0 : Z(t) = ϑ}. As above, Pz denotes the probability measure on
the space of trajectories of (X(n)) and (Z(n)) corresponding to the initial state Z(0) =
X(0) = x, Ez denotes the expectation with respect to the measure Pz, and G(x, y) and
K(x, y) denote respectively the Green function and the Martin kernel associated with the
random walk (Z(t)).
We will assume that
(B0) the cone C is the closure of an open convex cone C◦ ⊂ Rd having a vertex at 0;
(B1) the random walk (Z(n)) is transient on E = C ∩ Zd and satisfies the following
communication condition : there are κ0 > 0 and a finite set E0 ⊂ Z
d such that
(a) µ(x) > 0 for all x ∈ E0;
(b) for any x 6= y, x, y ∈ E there exists a sequence x0, x1, . . . , xn ∈ E with x0 =
x, xn = y and n ≤ κ0|y − x| such that xj − xj−1 ∈ E0 for all j ∈ {1, . . . , n};
(B2) the step generating function
R(α) =
∑
x∈Zd
exp(α · x)µ(x), α ∈ Rd,
is finite in a neighborhood of the set D = {α ∈ Rd : R(α) ≤ 1};
(B3) the mean step of the random walk (X(n)) is non-zero:
m =
∑
x∈Zd
xµ(x) 6= 0.
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Under the above assumptions, the set D is compact and convex, the gradient ∇R(a)
exists everywhere on Rd and does not vanish on the boundary ∂D=˙{α : R(α) = 1}, and
the mapping
(2.11) q(α) = ∇R(α)/|∇R(α)|
determines a homeomorphism between ∂D and the unit sphere Sd in Rd, (see [7]). We
denote by q → α(q) the inverse mapping to q(·) : ∂D → S. Then for any q ∈ S, the point
α(q) ∈ ∂D is the unique point of the set D that achieves the maximum of the function
α · q over α ∈ D. We let
S+ = S ∩ C and ∂+D = {α ∈ ∂D : q(α) ∈ C}.
The mappings q → α(q) determines then a homeomorphism from S+ to ∂+D.
For a given α ∈ ∂+D we consider a twisted homogeneous random walk (Xα(t)) on Z
d,
with transition probabilities
pα(x, y) = exp(α · (y − x))µ(y − x), x, y ∈ Z
d,
and a copie (Zα(t)) of (Xα(t)) killed upon the time τ(α) = inf{t ≥ 0 : Xα(t) 6∈ E}.
Remark that under the hypotheses (B0)-(B3), the killed twisted random walk (Zα(t))
satisfies the hypotheses (A1), (A2), (A3’) and (A4’), and hence, the ladder height process
(Hα(n)) related to the killed twisted random walk (Zα(t)) and the corresponding renewal
function Vα are well defined :
Vα(x) = Ex (Tα) , x ∈ E,
where Tα = inf{k > 0 : Hα(k) = ϑ}. Moreover, in this case, for a sequence of stopping
times (tαn) defined by
tα0 = 0, and t
α
k+1 =
{
inf {t > tαk : Zα(t) 6∈ E + Zα(t
α
k )} if t
α
k <∞,
+∞ otherwise
in distribution,
(2.12) Hα(k) =
{
Zα(t
α
k ) if t
α
k <∞
ϑ, otherwise,
for all k ∈ N. Recall moreover that because of Assumption (B1), for any α ∈ ∂D, the
twisted killed random walk (X
(α)
+ (n)) is irreducible in E, and consequently, the function
x→ Ex(τα) is either finite everywhere in E or infinite also everywhere in E. We let
∂∞+ D = {α ∈ ∂+D : E·(τα) = +∞} and S
∞
+ = {q ∈ S+ : α(q) ∈ ∂
∞
+ D},
and for q ∈ S∞+ , we define the function kq : E → R+ by letting
kq(x) = exp(α(q) · x)Vα(q)(x), x ∈ E.
Our first result concerning the Martin boundary of the killed random walk is the following
theorem.
Theorem 4. Under the hypotheses (B0)-(B3), for any q ∈ S∞+ , the following assertions
hold :
(1) for any x, y ∈ C ∩ Zd,
(2.13) kq(x+ y) ≥ exp(〈α(q), x〉)kq(y),
(2) kq is a finite non-zero harmonic function for (Z(n)),
(3) for any sequence of points (yn) ∈ (E)
N with limn ‖yn‖ =∞ and limn yn/‖yn‖ = q,
(2.14) lim
n
K(x, yn) = kq(x), ∀x ∈ E.
The proof of this theorem is given in Section 5.
Now we consider a particular case, when the boundary of the cone C is C1. To inves-
tigate this case we need the following statement.
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Theorem 5. Under the hypotheses (B0)-(B3), if the relative boundary ∂S+ of the set
S+ = C ∩ S is C
1 and m ∈ C, then Ex(τ ) =∞ for all x ∈ E.
The proof of this theorem is given in Section 6.
When combined with our previous results, this theorem provides the following state-
ment.
Theorem 6. Suppose that the relative boundary ∂S+ of the set S+ = C ∩ S is C
1. Then
under the hypotheses (B0)-(B3),
i) S∞+ = S+.
ii) For any q ∈ S+, the kq is a finite non-zero harmonic function for (Z(t)).
iii) for any q ∈ S+ and any sequence of points (yn) ∈ (E)
N with limn ‖yn‖ = ∞ and
limn yn/‖yn‖ = q, (2.14) holds.
The proof of this theorem is given in Section 7.
3. Proof of Theorem 1
Remark that for any z, z′, y ∈ E,
G(z, y) ≥ Pz(Z(t) = z
′ for some t ≥ 0)G(z′, y)
where because of Assumption (A1),
Pz(Z(t) = z
′ for some t ≥ 0) > 0.
Hence, the inequality (2.3) implies that
(3.1) lim inf
n→∞
1
‖yn‖
logG(z, yn) ≥ 0, ∀z ∈ E.
Because of (3.1), for any z ∈ E, the terms of the order c exp(−δ‖yn‖) give an asymptoti-
cally negligible contribution to G(z, yn). The following lemma provides the first negligible
part of G(z, yn).
Lemma 3.1. For any 0 ≤ δ < δ0 there are two constants κ > 0 and C > 0 such that for
any z ∈ E and n ∈ N,
(3.2)
∑
0≤t≤κ‖yn‖
Pz
(
Z(t) = yn
)
≤ C exp
(
−
δ
2
‖yn‖+ δ‖z‖
)
Proof. Because of the assumption (A2), for any 0 < δ ≤ δ0,
Cδ =˙ sup
α∈Rd :‖α‖≤δ
sup
x∈E
Ex
(
exp
(
α · (Z(1) − x)
))
<∞.
Using Chebychev’s inequality and Markov property from this it follows that for any z ∈ E
and α ∈ Rd with ‖α‖ ≤ δ ≤ δ0, the following relation holds
Pz (α · Z(t) ≥ δ‖yn‖) ≤ exp(−δ‖yn‖) Ez (exp(α · Z(t)))
≤ Ctδ exp(−δ‖yn‖+ α · z) ≤ C
t
δ exp (−δ‖yn‖+ δ‖z‖) , ∀t ∈ N.
Using this inequality with α = δyn/‖yn‖ we obtain
Pz
(
Z(t) = yn
)
≤ Ctδ exp (−δ‖yn‖+ δ‖z‖)
and consequently, for κ = δ/(2 lnCδ),∑
0≤t≤κ‖yn‖
Pz
(
Z(t) = yn
)
≤ exp
(
−δ‖yn‖+ δ‖z‖
) ∑
0≤t≤κ‖yn‖
Ctδ
≤ exp
(
−
δ
2
‖yn‖+ δ‖z‖
)
/(Cδ − 1),
for any z ∈ E and n ∈ N. 
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Next, we adapte the method of Bernoulli part decomposition and we begin our analysis
with a particular case when
ε =˙ inf
x∈E
min{p(x, x), p(x, x+ u)} > 0.
Consider a time-homogeneous discret time Markov chain (W (t), ξ(t), ζ(t)) on the set of
states (E ∪ {ϑ})× {0, 1} × {0, 1} such that
(i) (ξ(k), k ≥ 0) and (ζ(k), k ≥ 0) are mutually independent sequences of independent
Bernoulli random variables with means E(ξ(k)) = 2ε and E(ζ(k)) = 1/2.
(ii) the state ϑ for the process (W (t)) is absorbing: if W (t) = ϑ for some t ∈ N, then
almost surely W (t′) = ϑ for all t′ ≥ t.
(iii) if ξ(t) = 1 and W (t) ∈ E then
W (t+ 1) =
{
W (t) whenever ζ(t) = 0,
W (t) + u whenever ζ(t) = 1,
(iv) if ξ(t) = 0 and W (t) ∈ E, then for any x ∈ E and ζ ∈ {0, 1},
P(W (t+ 1) = y |W (t) = x, ξ(t) = 0, ζ(t) = ζ
)
=
{
p(x, y)/(1− 2ε) if y 6∈ {x, x+ u}, x ∈ E,
(p(x, y)− ε)/(1− 2ε) if y ∈ {x, x+ u}, x ∈ E.
Then in distribution
Z(t) =W (t), ∀t ∈ N,
and consequently,
G(z, yn) =
∑
t≥0
Pz (W (t) = yn) .
For t ∈ N we let
Nt =
t−1∑
k=0
ξ(k) and Lt =
t−1∑
k=0
ξ(k)ζ(k),
and for given 0 < σ < 1/2 and z ∈ E we define
Ξσ(z, yn) =
∑
t>κ‖yn‖
Pz (W (t) = yn, |Lt −Nt/2| ≤ σNt, Nt ≥ εt/2 ) ,
so that
G(z, yn)− Ξσ(z, yn) =
∑
t≤κ‖yn‖
Pz (Z(t) = yn) +
∑
t>κ‖yn‖
Pz (W (t) = yn, Nt < εt/2 )
+
∑
t>κ‖yn‖
Pz (W (t) = yn, Nt ≥ εt/2, |Lt −Nt/2| > σNt )
The following lemma proves that for any κ > 0 and z ∈ E, the part∑
t>κ‖yn‖
Pz (W (t) = yn, Nt < εt/2)+
∑
t>κ‖yn‖
Pz (W (t) = yn, Nt ≥ εt/2, |Lt −Nt/2| > σNt)
of G(z, yn) is also negligible.
Lemma 3.2. Suppose that
ε =˙ inf
x∈E
min{p(x, x), p(x, x+ u)} > 0.
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Then for any 0 < σ < 1/2 and κ > 0, there are two constants θ > 0 and C > 0 such that
for any z ∈ E,∑
t>κ‖yn‖
Pz (W (t) = yn, Nt < εt/2 )
+
∑
t>κ‖yn‖
Pz (W (t) = yn, Nt ≥ εt/2, |Lt −Nt/2| > σNt ) ≤ C exp(−θ‖yn‖)(3.3)
Proof. Remark that Nt is a Binomial random variable with mean εn and variance ε(1−ε)n
and by Chebychev’s inequality,
P(Nt < εt/2) ≤ inf
η<0
e−ηεt/2E
(
eηNt
)
= exp (−tθ1)
where
θ1 =˙ sup
η<0
(
ηε/2− log(εeη + 1− ε)
)
> 0
because the function f1(η) = ηε/2 − log(εe
η + 1 − ε) is concave, f ′1(0) = −ε/2 < 0 and
f1(0) = 0. From this it follows that∑
t>κ‖yn‖
Pz(W (t) = yn, Nt < εt/2) ≤
∑
t>κ‖yn‖
P (Nt < εt/2)
≤ exp (−κθ1‖yn‖) /(1− exp(−θ1))(3.4)
Remark furthermore that the conditional distribution of the random variable Lt given
that Nt = N is binomial with mean N/2 and variance N/4. Hence, for 0 < σ < 1/2,
P
(
|Lt −Nt/2| > σNt
∣∣∣Nt = N) = 2P
(
N∑
s=1
ζ(s) >
N
2
+ σN
)
≤ 2 inf
η>0
e−η(1/2+σ)NE
(
exp
(
η
N∑
s=1
ζ(s)
))
≤ 2 exp (−Nθ2)(3.5)
where
θ2 =˙ sup
η>0
(
η(1/2 + σ)− log
(
(eη + 1)/2
))
> 0
because the function f2(η) = η(1/2 + σ) − log
(
(eη + 1)/2
)
is concave, f2(0) = 0 and
f ′2(0) = σ > 0. From (3.5) it follows that
P (|Lt −Nt/2| > σNt, Nt ≥ εt/2) ≤ E (exp (−Ntθ2) ; Nt ≥ εt/2) ≤ exp (−εθ2t/2)
and consequently,∑
t>κ|zn|
Pz (W (t) = zn, |Lt −Nt/2| > σNt, Nt ≥ εt/2 )
≤
∑
t>κ|zn|
P
(
|Lt −Nt/2| > σNt, Nt ≥ εt/2
)
≤ 2
∑
t>κ|zn|
exp (−εθ2t/2)
≤ exp (−εθ2κ|zn|/2) /(1− exp(−εθ2/2))
When combined with (3.4), the last relation completes the proof of (3.3). 
Now we compare the quantities Ξσ(z, yn) and G(z+ u, yn). For this it is convenient to
introduce two sequences of random sets
At = {k ∈ {0, . . . , t−1} : ξ(k) = 1} and Bt = {k ∈ {0, . . . , t−1} : ξ(k)ζ(k) = 1}, t ∈ N,
so that
Nt =
t−1∑
k=0
ξ(k) = Card(At) and Lt =
t−1∑
k=0
ξ(k)ζ(k) = Card(Bt).
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Lemma 3.3. For any subsets B ⊂ A ⊂ {0, . . . , t− 1}, k ∈ B and z ∈ E,
(3.6) Pz(W (t) = yn, At = A,Bt = B) ≤ Pz+u(W (t) = yn, At = A,Bt = B \ {k})
Proof. For given z, y ∈ E and B ⊂ A ⊂ {1, . . . , t} , denote by ΓA,B(z, y) the set of all
sequences z0, . . . , zt ∈ E with z0 = z and zt = y such that
zi+1 =
{
zi for all i ∈ A \ B,
zi + u for all i ∈ B
Then according to the definition of the Random process (W (t), ξ(t), ζ(t)) and the random
sets At and Bt, the left hand side of (3.6) is equal to∑
(z0,...,zt)∈ΓA,B(z,yn)
εCard(A) ×
∏
i∈{0,...,t−1}\A
(
p(zi, zi+1)− ε1{0,u}(zi+1 − zi)
)
,
where for z ∈ Zd,
1{0,u}(z) =
{
1 if z ∈ {0, u},
0 otherwise
and the right hand side of (3.6) is equal to∑
(z˜0,...,z˜t)∈ΓA,B\{k}(z+u,yn)
εCard(A) ×
∏
i∈{0,...,t−1}\A
(
p(z˜i, z˜i+1)− ε1{0,u}(z˜i+1 − z˜i)
)
.
Define a mapping (z0, . . . , zt) → (z˜0, . . . , z˜t) from ΓA,B(z, yn) to ΓA,B\{k}(z + u, yn) by
letting
z˜i =
{
zi + u if i ≤ k
zi if i > k
Then for any (z0, . . . , zt) ∈ ΓA,B(z, yn),
zi+1 − zi = z˜i+1 − z˜i ∀i 6= k,
and because of Assumption (B3),
p(z˜i, z˜i+1) =
{
p(zi, zi+1) for i > k,
p(zi + u, zi+1 + u) ≥ p(zi, zi+1) for i < k.
Since k ∈ A, from this it follows that for any (z0, . . . , zt) ∈ ΓA,B(z, yn),∏
i∈{0,...,t−1}\A
(
p(zi, zi+1)−ε1{0,u}(zi+1−zi)
)
≤
∏
i∈{0,...,t−1}\A
(
p(z˜i, z˜i+1)−ε1{0,u}(z˜i+1−z˜i)
)
.
The mapping (z0, . . . , zt) → (z˜0, . . . , z˜t) from ΓA,B(z, yn) to ΓA,B\{k}(z + u, yn) being
injective, the last inequality completes the proof of (3.6). 
As a consequence of Lemma 3.3 we obtain.
Lemma 3.4. For any z ∈ E and N,L ∈ N such that N ≥ L ≥ 1, the following inequality
holds
(3.7) Pz(W (t) = yn, Nt = N,Lt = L)
≤
N − L+ 1
L
Pz+u(W (t) = yn, Nt = N,Lt = L− 1)
Proof. Let (Ft) be the natural filtration of the process (W (t), ξ(t), ζ(t)). Consider random
variables Ut and Vt such that any t ∈ N, the conditional distribution of Ut given Ft is
uniform on the set At \ Bt :
P
(
Ut = k
∣∣∣ Ft) =


1/(Card(At \ Bt)) if k ∈ At \ Bt
0 otherwise,
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and the conditional distribution of Vt given Ft is uniform on the set Bt :
P
(
Vt = k
∣∣∣Ft) =


1/Card(Bt) if k ∈ Bt
0 otherwise,
Then according to the definition of the random variables Nt, Lt, Ut and Vt,
(3.8) (N − L+ 1)Pz+u(W (t) = yn, Nt = N,Lt = L− 1, Ut = k)
=
∑
A: A⊂{0,...,t−1}
Card(A)=N
∑
B: B⊂A,k∈A\B
Card(B)=L−1
Pz(W (t) = yn, At = A,Bt = B)
where the summation is taken over all subsets B ⊂ A ⊂ {0, . . . , t− 1} with Card(A) = N
and Card(B) = L− 1 and such that k ∈ A \B, and similarly
LPz(W (t) = yn, Nt = N,Lt = L, Vt = k)
=
∑
A: A⊂{0,...,t−1}
Card(A)=N
∑
B:B⊂A,k∈B
Card(B)=L
Pz(W (t) = yn, At = A,Bt = B)
where the summation is taken over all subsets B ⊂ A ⊂ {0, . . . , t− 1} with Card(A) = N
and Card(B) = L and such that k ∈ B. When combined with Lemma 3.3 the last relation
proves that
LPx(W (t) = yn, Nt = N,Lt = L, Vt = k)
≤
∑
A: A⊂{1,...,t}
Card(A)=N
∑
B: B⊂A,k∈B
Card(B)=L
Pz+u(W (t) = yn, At = A,Bt = B \ {k})
Since the right hand side of the last relation is identical to the right hand side of (3.8),
we conclude that for any 1 ≤ k ≤ t,
Pz(W (t) = yn, Nt = N,Lt = L, Vt = k)
≤
N − L+ 1
L
Pz+u(W (t) = yn, Nt = N,Lt = L− 1, Ut = k)
Taking finally the summation over k ∈ {1, . . . , t} at the right hand side and the left hand
side of the last relation, one gets (3.7). 
Now we are ready to get
Lemma 3.5. Suppose that
ε =˙ inf
x∈E
min{p(x, x), p(x, x+ u)} > 0.
Then for any z ∈ E and 0 < σ < 1/2,
(3.9) Ξσ(z, yn) ≤
1/2 + σ + 2/(εκ‖yn‖)
1/2− σ
G(z + u, yn).
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Proof. Indeed, for any 0 < σ < 1/2, according to the definition of the quantity Ξσ(z, yn)
and using Lemma 3.4, one gets
Ξσ(z, yn) =
∑
t>κ‖yn‖
Pz (W (t) = yn, |Lt −Nt/2| ≤ σNt, Nt ≥ εt/2 )
=
∑
t>κ‖yn‖
∑
N≥εt/2
∑
|L−N/2|≤σN
Pz (W (t) = yn, Lt = L, Nt = N)
≤
∑
t>κ‖yn‖
∑
N≥εt/2
∑
|L−N/2|≤σN
N − L+ 1
L
Pz+u (W (t) = yn, Lt = L− 1, Nt = N)
≤
∑
t>κ‖yn‖
∑
N≥εt/2
∑
|L−N/2|≤σN
1/2 + σ + 1/N
1/2− σ
Pz+u (W (t) = yn, Lt = L− 1, Nt = N)
≤
∑
t>κ‖yn‖
1/2 + σ + 2/(εt)
1/2− σ
Pz+u (W (t) = yn) ≤
1/2 + σ + 2/(εκ‖yn‖)
1/2− σ
G(z + u, yn)

When combined together, Lemma 3.1, Lemma 3.2 and Lemma 3.5 imply the following
statement.
Corollary 3.1. Suppose that
ε =˙ inf
x∈E
min{p(x, x), p(x, x+ u)} > 0.
Then for any 0 < δ < δ0 and 0 < σ < 1/2, there are θ > 0 and C > 0 such that for any
z ∈ E,
(3.10) G(z, yn) ≤
1 + 2σ + θ/‖yn‖
1− 2σ
G(z + u, yn) + C exp(−θ‖yn‖+ δ‖z‖).
Remark that this statement proves (2.4) in the case when
ε =˙ inf
z∈E
min{p(x, x), p(x, x+ u)} > 0.
Indeed, in this case, from (3.10) and (2.3) it follows that for any 0 < σ < 1/2
lim inf
n
G(z + u, yn)
G(z, yn)
≥
1/2− σ
1/2 + σ
.
Since the left hand side of the last inequality does not depend of σ > 0, letting at the
right hand side σ → 0 one gets (2.4).
To complete the proof of Theorem 1, we need moreover the following lemma.
Lemma 3.6. For any ε > 0, the Green function G˜(x, y) of the Markov chain (Z˜(t)) with
modified transition probabilities
p˜(x, y) =
{
(1− ǫ)p(x, y) if y 6= x
ǫ if x = y
, x, y ∈ E,
is related to the Green function G(x, y) of the original Markov chain (Z(t)) in the following
way:
G˜(x, y) = (1− ε)−1G(x, y), ∀x, y ∈ E.
Proof. Indeed, for 0 < λ ≤ 1, consider the matrices Gλ = (Gλ(x, y), x, y ∈ E) and
G˜λ = (G˜λ(x, y), x, y ∈ E) with
Gλ(x, y) =
∞∑
n=0
λnpn(x, y) and G˜λ(x, y) =
∞∑
n=0
λnp˜n(x, y),
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and let P = (p(x, y), x, y ∈ E) and P˜ = (p˜(x, y), x, y ∈ E) denote respectively the
transition matrices of (Z(t)) and (Z˜(t)). Then for any 0 < λ < 1, the series
Gλ =
∞∑
n=0
λnPn and G˜λ =
∞∑
n=0
λnP˜n
converge with respect to the norm of bounded linear operators on the space of bounded
functions f : E → R endowed by the norm ‖f‖∞ = supx∈E |f(x)| respectively to
(Id− λP )−1 and (Id− λP˜ )−1
and
G˜λ = (Id− λP˜ )
−1 = ((1− ελ)Id− (1− ε)λP )−1
= (1− ελ)−1
(
Id−
(1− ε)λ
(1− ελ)
P
)−1
= (1− ελ)−1Gλε
where λε =
(1−ε)λ
(1−ελ)
→ 1 as λ→ 1. Hence, letting λ→ 1, one gets
G˜(x, y) = lim
λ→1
G˜λ(x, y) = lim
λ→1
(1− ελ)−1Gλε(x, y) = (1− ε)
−1G(x, y), ∀x, y ∈ E.

This lemma shows that to get (2.4), without any restriction of generality, one can
assume that
(3.11) inf
x∈E
p(x, x) > 0.
Then because of the Assumption (A3),
inf
x∈E
min{p(n˜)(x, x), p(n˜)(x, x+ u) > 0
In the case when n˜ = 1, Theorem 1 is already proved. Suppose now that nˆ > 1. Then
Corollary 3.1 applied for the Green’s function G˜(z, zn) of the embedded Markov chain
Z(nˆt) proves that for any 0 < δ < δ0 and 0 < σ < 1/2 there are C > 0 and θ > 0 such
that
G˜(z, yn) ≤
1 + 2σ + θ/‖yn‖)
1− 2σ
G˜(z + u, yn) +C exp(−θ‖yn‖+ δ‖z‖)
for all z ∈ E. Since
G(z, yn) =
nˆ−1∑
t=0
∑
z′∈E
p(t)(z, z′)G˜(z′, yn)
and
G(z + u, yn) =
nˆ−1∑
t=0
∑
z˜∈E
p(t)(z + u, z˜)G˜(z˜, yn)
≥
nˆ−1∑
t=0
∑
z˜∈E+u
p(t)(z + u, z˜)G˜(z˜, yn) =
nˆ−1∑
t=0
∑
z˜∈E
p(t)(z + u, z˜ + u)G˜(z˜ + u, yn)
≥
nˆ−1∑
t=0
∑
z˜∈E
p(t)(z, z˜)G˜(z˜ + u, yn)
from this it follows that
(3.12)
G(z, yn) ≤
1 + 2σ + θ/‖yn‖)
1− 2σ
G(z + u, yn) + C
nˆ−1∑
t=0
∑
z˜∈E
p(t)(z, z˜) exp (δ|z˜| − θ‖yn‖) .
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Since under the hypotheses (A3), for any 0 < δ ≤ δ0, the series∑
z′
p(t)(z, z˜) exp (δ|z˜|)
converge, using (2.3) we conclude that
lim
n→∞
1
G(z, yn)
nˆ−1∑
t=0
∑
z˜∈E
p(t)(z, z˜) exp (δ|z˜| − θ‖yn‖) = 0,
and consequently, by (3.12), for any 0 < σ < 1/2,
lim inf
n→∞
G(z + u, yn)
G(z, yn)
≥
1− 2σ
1 + 2σ
.
Letting finally at the last inequality σ → 0 we obtain (2.4). Theorem 1 is therefore proved.
4. Proof of Theorem 3.
Let a function h : E → R+ be harmonic for (Z(t)) and let
(4.1) h(x+ u) ≥ h(x), ∀x, u ∈ E.
We extend this function on E ∪ {ϑ} by letting h(ϑ) = 0. Then because of the assumption
(A3), for any u ∈ E, the function Tuh : Z
d ∪ {ϑ} → R+ defined by
Tuh(x) =
{
h(x+ u), for x ∈ E
0 otherwise
is super-harmonic for (Z(t)). By Riesz decomposition theorem from this it follows that
Tuh = f +Gϕ
where the function
f(x) = lim
t→∞
Ex(Tuh(Z(t))), x ∈ Z
d,
is harmonic for (Z(t)) and the function
Gϕ(x) =
∞∑
t=0
Ex(φ(Z(t))), x ∈ Z
d,
is potential for (Z(t)) with
φ(x) = Tuh(x)− Ex(Tuh(Z(1))), x ∈ E.
Remark that for any x ∈ E, by (4.1),
f(x) = lim
t→∞
Ex(Tuh(Z(t))) ≥ lim
t→∞
Ex(h(Z(t))) = h(x),
and according to the definition of the quantities au(x, y), for any x ∈ E,
φ(x) = Tuh(x)− Ex(Tuh(Z(1))) = h(x+ u)−
∑
y∈E
p(x, y)h(y + u)
=
∑
y∈E
p(x+ u, y)h(y)−
∑
y∈E
p(x+ u, y + u)h(y + u)
=
∑
y∈E
au(x, y)h(y)
= Auh(x),
from which it follows that for any x, u ∈ E,
h(x+ u) = Tuh(x) ≥ h(x) +GAuh(x).
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Letting in the last relation x = 0 and using the definition of the ladder height process
(H(n)), one gets
(4.2) h(u) ≥ h(0) +GAuh(0) = h(0) + Eu (h(H(1))) , ∀u ∈ E,
The function h is therefore super-harmonic for the Markov chain (H(n)). By the Riesz
decomposition theorem, from this it follows that h = h˜+ g where the function
h˜(x) = lim
n
Eu (h(H(n)))
is either zero or positive and harmonic for (H(n)) and the function g is potential for
(H(n)) :
g(x) =
∞∑
n=0
Ex
(
ϕ(H(n))
)
, x ∈ E,
with
ϕ(x) = Ex (h(H(1)))− h(x) ≥ h(0), x ∈ E.
Hence, for any x ∈ E,
h(x) ≥ g(x) ≥ h(0)
∞∑
n=0
Px
(
T > n
)
= h(0)V (x).
If E·(τ ) = +∞, then by Theorem 2, the function V is harmonic for (Z(t)). Using the
above inequality we conclude therefore that the function f = h − h(0)V is either zero or
non-negative and harmonic for (Z(t)) with f(0) = 0. Since under the hypotheses (A1),
the killed random walk (Z(t)) is irreducible on E, by minimum principle (see for instance
the book of Woess [30]), from this it follows that f = 0 and consequently h = h(0)V . If
E·(τ ) < +∞, then by Theorem 2, the function V is potential for (Z(t)) and consequently,
the function f = h− h(0)V ≥ 0 is non-trivial.
5. Proof of Theorem 4
5.1. Preliminary results. We begin the proof of this theorem with the following pre-
liminary results. The following statement was proved in the paper Ignatiouk-Robert [17]
(see Proposition 9.1 of [17]).
Proposition 5.1. Under the hypotheses (B0)-(B3), for any q ∈ S+ and any sequence of
points (yn) ∈ E
N, with limn ‖yn‖ = +∞ and limn yn/‖yn‖ = q ∈ C \ {0},
lim inf
n→∞
1
‖yn‖
logG(0, yn) = −α(q) · q, ∀x ∈ E.
We need the following consequence of this proposition.
Lemma 5.1. Under the hypotheses (B0)-(B3), for any q ∈ S+ and any sequence of points
(yn) ∈ E
N, with limn ‖yn‖ = +∞ and limn yn/‖yn‖ = q ∈ C \ {0}, uniformly on q ∈ S+,
(5.1) lim inf
n→∞
1
‖yn‖
log P0
(
Z(t) = yn for some t ∈ N
)
≥ −α(q) · q, ∀x ∈ E.
Proof. Remark first of all that for any y ∈ E,
G(0, yn) = P0
(
Z(t) = yn for some t ∈ N
)
G(yn, yn)
≤ P0
(
Z(t) = yn for some t ∈ N
)
Gh(0, 0)
where Gh(x, y) denotes the Green function of the homogeneous random walk (X(t)) on
Z
d with transition probabilities Px(X(1) = y) = µ(y − x). When combined with Proposi-
tion 5.1, this relation implies that for any q ∈ S+ and any sequence of points (yn) ∈ E
N,
with limn ‖yn‖ = +∞ and limn yn/‖yn‖ = q ∈ C \ {0}, (5.1) holds : for any ε > 0 there
are N(q, ε) > 0 and δ(q, ε) > 0 such that
1
‖yn‖
log P0
(
Z(t) = yn for some t ∈ N
)
≥ −α(q) · q − ε
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whenever ‖yn‖ ≥ N(q, ε) and ∥∥∥∥ yn‖yn‖ − q
∥∥∥∥ < δ(q, ε).
To complete the proof of our lemma it is therefore sufficient to show that this convergence
is uniforme with respect to q ∈ S+. Without any restriction o generality we can assume
that for any q ∈ S+,
(5.2) 0 < δ(q, ε) ≤ ε
(
sup
α∈∂D
‖α‖
)−1
.
The set S+ being compact, there is a finite subset {q1, . . . , qk} ⊂ S+ such that
S+ ⊂
k⋃
i=1
B
(
qi,
δ(qi, ε)
2
)
.
where B(q, δ) denotes an open ball centered at q and having a radius δ. Hence, for any
q ∈ S+, there is i ∈ {1, . . . , k} such that ‖qi − q‖ < δ(qi, ε/2) and consequently, letting
Nε = max
1≤i≤k
N(qi, ε) and δε = min
1≤i≤k
δ(qi, ε)/2,
for any and y ∈ E with ‖y‖ ≥ Nε and ‖q − y/‖y‖‖ < δε, one gets ‖qi − y/‖y‖‖ < δ(qi, ε),
and consequently
1
‖y‖
log P0
(
Z(t) = y for some t ∈ N
)
≥ −α(qi) · qi − ε
≥ −α(qi) · q − ‖α(qi)‖δ(qi, ε)− ε.
Since by (5.2), ‖α(qi)‖δ(qi, ε) ≤ ε, and according to the definition of the mapping q →
α(q),
α(qi) · q ≤ sup
α∈∂D
α · q = α(q) · q,
we conclude therefore that for any ε > 0 there are Nε > 0 and δε > 0 such that for any
y ∈ E,
1
‖y‖
log P0
(
Z(t) = y for some t ∈ N
)
≥ −α(q) · q − 2ε
whenever ‖y‖ ≥ Nε and ‖q − y/‖y‖‖ < δε. Lemma 5.1 is therefore proved. 
Recall that the function q → α(q) was defined on the unit sphere S. We extend this
function on Rd by letting α(0) = 0 and α(x) = ‖x‖α(x/‖x‖) for x 6= 0.
Lemma 5.2. Under the hypotheses (B0)-(B3), for δ > 0 small enough,∑
y∈Zd
µ(y) exp
(
α(x+ y)·(x+ y) + δ‖x+ y‖
)
< +∞, ∀x ∈ Zd.
Proof. Remark that for any x, y ∈ Rd, according to the definition of the mapping q → α(q),
α(x+ y) · (x+ y) = sup
α∈D
α · (x+ y) ≤ sup
α∈D
α · x+ sup
α∈D
α · y = α(x) · x+ α(y) · y
and consequently, for any x ∈ E,∑
y∈Zd
µ(y) exp
(
α(x+ y)·(x+ y) + δ‖x+ y‖
)
≤ C(x)
∑
y∈Zd
µ(y) exp
(
α(y) · y + δ‖y‖
)
with
C(x) = exp
(
α(x) · x+ δ‖x‖
)
.
To prove Lemma 5.2, it is therefore sufficient to prove that for δ > 0 small enough,∑
y∈Zd
µ(y) exp
(
α(y) · y + δ‖y‖
)
< +∞.
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Furthermore, recall that because of the assumption (B2), the step generating function
R(α) =
∑
y∈Zd
µ(y) exp(α · y)
is finite in a neighborhood of the set D = {α : R(α) ≤ 1}. Hence, for any α ∈ ∂D, there
is δ(α) > 0 such that ∑
y∈Zd
µ(y) exp(α · y + δ(α)‖y‖) < +∞.
The set ∂D being compact, there is a finite subset {α1, . . . , αk} ⊂ ∂D such that
∂D ⊂
k⋃
i=1
B(αi, δ(αi)/2).
Letting
δ0 = min
1≤i≤k
δ(αi),
we conclude therefore that for any α ∈ ∂D, there is i ∈ {1, . . . , k} such that
‖α− αi‖ < δ(αi)/2
and consequently,∑
y∈Zd
µ(y) exp(α · y + δ0‖y‖) ≤
∑
y∈Zd
µ(y) exp
(
αi · y +
(
δ0 + δ(αi)/2
)
‖y‖
)
≤
∑
y∈Zd
µ(y) exp
(
αi · y + δ(αi)‖y‖
)
< +∞.
There is therefore δ0 > 0 such that
(5.3)
∑
y∈Zd
µ(y) exp(α · y + δ0‖y‖) < +∞, ∀α ∈ ∂D.
Furthermore, recall that under our assumptions, the function q → α(q) is continuous on
the unit sphere S. The unit sphere S being compact, the function q → α(q) is therefore
uniformly continuous on S and consequently, there is σ > 0 such that for any q, q′ ∈ S,
‖α(q) − α(q′)‖ < δ0/2 whenever ‖q − q
′‖ < σ.
Moreover, there is a finite subset {q1, . . . , qk} ⊂ S such that
S ⊂
k⋃
j=1
B(qj , σ).
For any non-zero y ∈ Rd, there is therefore j ∈ {1, . . . , k} such that ‖qi − y/‖y‖‖ < σ and
‖α(y)− α(q)‖ = ‖α(y/‖y‖)− α(q)‖ < δ0/2.
The last inequality shows that
α(y) · y − α(qj) · y < δ0‖y‖/2,
and consequently,
exp(α(y) · y + δ0‖y‖/2) ≤
k∑
j=1
exp(α(qj) · y + δ0‖y‖).
When combined with (5.3), this relation prove that
∑
y∈Zd
µ(y) exp(α(y) · y + δ0‖y‖/2) ≤
k∑
j=1
∑
y∈Zd
µ(y) exp(α(qj) · y + δ0‖y‖) < +∞.

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Now we are ready to prove the following statement.
Lemma 5.3. If a sequence (yn) ∈ E converges in the Martin compactification EM of E
to some point η ∈ ∂ME, then the limit function
K(z, η) = lim
n
K(z, yn), z ∈ E
is harmonic for (Z(t)).
Proof. By Lemma 5.1 for any δ > 0 there is N > 0 such that for any x ∈ E with ‖x‖ ≥ N ,
P0
(
Z(t) = yn for some t ∈ N
)
≥ exp(−a(x) · x− δ‖x‖).
Since for any x, y ∈ E,
P0
(
Z(t) = yn for some t ∈ N
)
G(x, y) ≤ G(0, y)
this proves that for any δ > 0 there is C > 0 such that
K(x, yn) =
G(x, yn)
G(0, yn)
≤ C exp(a(x) · x+ δ‖x‖), ∀x ∈ E, n ∈ N.
Remark now that for any n ∈ N and x ∈ E \ {yn},
Ex
(
K(Z(1), yn)
)
= K(x, yn),
and recall that by Lemma 5.2, the random variable exp(a(Z(1)) · Z(1) + δ‖Z(1)‖) is Px
integrable for δ > 0 small enough. Hence, using dominated convergence theorem we
conclude that
Ex
(
K(Z(1), η)
)
= K(x, η).

5.2. Proof of Theorem 4. Now we are ready to complete the proof of Theorem 4 and we
begin our analysis with a particular case when the mean step of the homogeneous random
walk
m =
∑
x∈Zd
xµ(x)
belongs to the cone C, and q = m/‖m‖ ∈ S∞+ . Recall that in this case,
α(q) = α(m) = 0
because q(0) = ∇R(0)/‖∇R(0)‖ = m/‖m‖ and according to the definition of S∞+ ,
E·(τ ) = +∞.
Let a sequence of points (yn) ∈ E
N be such that limn ‖yn‖ = +∞ and limn yn/‖yn‖ =
m/‖m‖. If a subsequence (ynk ) converges in the Martin compactification to some point
η, then by Lemma 5.3, the limit function
K(x, η) = lim
k→∞
K(x, ynk ), x ∈ E,
is harmonic for (Z(t)). Moreover, by Proposition 5.1,
lim inf
n→∞
1
‖yn‖
logG(0, yn) ≥ 0 ∀x ∈ E.
and consequently, by Corollary 2.2 and according to the definition of the functions kq(·),
K(x, η) = V (x) = exp(−α(m/‖m‖) · x)km/‖m‖(x) = km/‖m‖(x), ∀x ∈ E.
Since the limit function K(·, η) does not depend on the convergent subsequence (ynk), this
implies that
lim
n→∞
K(x, yn) = km/‖m‖(x), ∀x ∈ E.
For q = m/‖m‖ ∈ S∞+ , the function km/‖m‖ is therefore harmonic fo (Z(t)) and (2.14)
holds.
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To extend this result for an arbitrary q ∈ S∞+ we use classical Cramer’s transform.
Remark that under the hypotheses (B1)-(B3), for any α ∈ ∂+D, the twisted random
walks (Xα(t)) and (Zα(t)) satisfy the conditions similar to (B1)-(B3) :
(B1) The random walk (Zα(n)) is transient on E = C ∩Z
d and satisfies the following
communication condition : there are κ0 > 0 and a finite set E0 ⊂ Z
d such that
(a) µα(x)=˙ exp(α · x)µ(x) > 0 for all x ∈ E0;
(b) for any x 6= y, x, y ∈ E there exists a sequence x0, x1, . . . , xn ∈ E with x0 =
x, xn = y and n ≤ κ0|y − x| such that xj − xj−1 ∈ E0 for all j ∈ {1, . . . , n}.
(B2) the step generating function of the homogeneous random walk (Xα(t))
Rα(β)=˙
∑
x∈Zd
exp(β · x)µα(x) = R(α+ β)
is finite in a neighborhood of the set Dα = {β ∈ R
d : Rα(β) ≤ 1} = D − α;
(B3) the mean step mα = E0(Xα(1)) of the homogeneous random walk (Xα(t)) is
non-zero :
mα =
∑
x∈Zd
x exp(α · (y − x))µ(y − x) = ∇R(α) = q(α)‖∇R(α)‖ 6= 0.
Moreover,
q = ∇R(α(q))/‖∇R(α(q))‖ = mα(q)/‖mα(q)‖
and hence for any q ∈ S∞+ , the above arguments applied fo the twisted random walk
(Zα(q)(t)) prove that for any sequence of points (yn) ∈ E
N with limn ‖yn‖ = +∞ and
limn yn/‖yn‖ = q, the sequence of functions
Kα(q)(·, yn) =
Gα(q)(·, yn)
Gα(q)(0, yn)
where Gα(q)(x, y) denotes the Green function of (Zα(q)(t)), converges point-wise to the
renewal function Vα(q)(x) of the corresponding ladder height process (Hα(q)(n)). Since for
any x, y ∈ E,
Gα(q)(x, y) =
∞∑
t=0
Px(Zα(q)(t) = y) =
∞∑
t=0
exp(α(q) · (y − x))Px(Z(t) = y)
= exp(α(q) · (y − x))G(x, y)
we conclude therefore that the sequence of functions
K(x, yn) =
G(x, yn)
G(0, yn)
= exp(α(q) · x)
Gα(q)(x, yn)
Gα(q)(0, yn)
= exp(α(q) · x)Kα(q)(x, yn)
converge point-wise to the function
kq(x) = exp(α(q) · x)Vα(q)(x), x ∈ E,
and by Lemma 5.3, the limit function kq is harmonic for (Z(t)). Theorem 4 is therefore
proved.
6. Proof of Theorem 5.
6.1. Main ideas of the proof. Before proving Theorem 5 in a general case, let us notice
that in a particular case, when the boundary of the cone C is a hyperplane in Rd, i.e.
when for some non-zero vector γ ∈ Rd,
C = {x ∈ Rd : x · γ ≥ 0},
and in particular when d = 1 and C = [0,+∞[, this is a simple consequence of classical
results concerning one dimensional random walks. Indeed, in this case, X(t)·γ is a random
walk in R with the mean m · γ, and τ = inf{t ≥ 0 : X(t) 6∈ C} is the first time when the
random walk X(t) · γ become negative. If m ∈ C = {x ∈ Rd : x · γ ≥ 0}, then clearly
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m · γ ≥ 0, and consequently, the stopping time τ is not integrable (see for instance the
books of Spitzer [28] and Feller [16]).
Remark moreover that in the case when the mean step m belongs to the interior of
the cone C, by the strong law of large numbers Px(τ = +∞) > 0 and consequently
Ex(τ ) = +∞ for some x ∈ E = C∩Z
d (see for instance, the proof of Lemma 3.7 in the paper
of Duraj [12]). Under the hypotheses (B1), from this it follows that, Px(τ = +∞) > 0
and Ex(τ ) = +∞ for all x ∈ E = C ∩ Z
d. Hence, to prove Theorem 5 it is sufficient to
consider the case when the mean step m belongs to the boundary ∂C of the cone C.
Remark finally that because of Assumption (B1), the random walk (X(t)) is irreducible
in Zd, and consequently, the covariance matrix Γ of the steps of the random walk (X(t))
is non degenerate : for any u ∈ Rd,
u · Γu = E
((
(X(1)−m) · u
)2)
> 0,
This proves that there is an invertible matrix M for which the steps of the random walk
(Xˆ(t) =MX(t)) in the lattice MZd have the identity covariance matrix :
E
((
(X(1) −m) · u
)2)
= u · u, ∀u ∈ Rd
and the mean
mˆ =Mm.
To prove Theorem 5 it is therefore sufficient to show that the first time τˆ when the random
walk (Xˆ(t)) exits form the cone Cˆ = MC is non integrable whenever mˆ ∈ ∂Cˆ.
From now on we assume that d ≥ 2 and that m ∈ ∂C, or equivalently, that mˆ ∈ ∂Cˆ.
Denote by Πˆ the hyperplane of Rd which is orthogonal to the vector mˆ :
Πˆ = {x ∈ Rd : x · mˆ = 0}
and let
Cε = {x ∈ R
d : 0 ≤ ∠(x, mˆ) < ε}
where ∠(x, mˆ) denotes the angle between the vectors x and mˆ. For x ∈ Rd, Pr(x) will
denote the orthogonal projection of x on Πˆ.
The projection Sˆ(t) = Pr(Zˆ(t)) onto Πˆ of the random walk (Zˆ(t)) is then a d − 1
dimensional centered random walk satisfying the hypotheses of Denisov and Wachtel [11].
Using the results of this paper, for any convex cone K ⊂ Πˆ, on can get the exact asymptotic
of of the tail probability for the first time when the random walk (Zˆ(t)) exits from the
cone
{x ∈ Rd : Pr(x) ∈ K}.
To prove Theorem 5, we will construct a convex cone Kˆ ⊂ Πˆ such that
– for any ε > 0, the first time when the random walk (Zˆ(t)) exits from the cone
{x ∈ Rd : Pr(x) ∈ Kˆ} ∩ Cε
is non-integrable, and
– for ε > 0 small enough, {x ∈ Rd : Pr(x) ∈ Kˆ} ∩ Cε ⊂ Cˆ.
Before proving our theorem, we recall the results of Denisov and Wachtel [11] that we
need for our proof.
6.2. Existing preliminary results for centered random walk. Let K denote an open
convex cone in Rk with a vertex at the origin 0 ∈ Rk. Consider a random walk (S(t)) in
R
k with steps ξi, i ∈ N :
S(t) =
t∑
i=1
ξi, t ∈ N,
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where ξi, i ∈ N, are centered, independent and identically distributed random variables
valued in Rk, and let τK denote the first time when the random walk (S(t)) exists from
the set K :
τK = inf{t > 0 : S(t) 6∈ K}.
In their paper [11], Denisov and Wachtel assumed that
Assumption (C1) the cone K is either convex or star-like and C2;
Assumption (C2) the random vectors ξi are centered ( E(ξi) = 0) and reduced (e.i. that
the random vector ξi has the identity covariance matrix);
Assumption (C3) E(‖ξi‖
p) < +∞ with p = p∗ if p∗ > 2 and with some p > p∗ if p∗ ≤ 2.
Under these hypotheses, for a copy of the random walk (S(t)) killed upon the time τK,
Denisov and Wachtel constructed a nontrivial harmonic function V : Rk → R+, such that
V(x) = 0 ∀x ∈ Rk \ K
and
V(x) ≤ C(‖x‖p
∗
+ 1), ∀x ∈ K,
and proved that for any x ∈ K,
(6.1) lim
t→+∞
tp
∗/2
Px(τK > t) = κV(x)
with some absolute constants κ > 0 and C > 0 (see Theorem 1 and Lemma 14 in [11]).
The function V and the constant p∗ > 0 were defined in terms of the minimal (up to a
constant) and strictly positive on K solution of the boundary problem :
∆u(x) = 0, x ∈ K and u|∂K = 0.
If k = 1 then there is only one non-trivial cone K =]0,+∞[ and in this case u(x) = x for
all x ≥ 0, and p∗ = 1. If k ≥ 2, the number p∗ can be found as follows :
Let L be the Laplace-Beltrami operator on the unit sphere Sk−1 in Rk. If Σ = K∩Sk−1
is regular with respect to L, then there exists a complete set of orthogonal eigenfunctions
wj of L satisfying
Lwi(x) = −λjwj(x), x ∈ Σ,
and
wj(x) = 0, x ∈ ∂Σ,
such that
0 < λ1 < λ2 < . . .
and
u(x) = ‖x‖p
∗
w1
(
x
‖x‖
)
with
p∗ =
√
λ1 + (k/2)2 − (k/2− 1).
Remark moreover that in a particular case, when the cone K is convex, from (6.1) it follows
Proposition 6.1. If the conditions (C2) and (C3) are satisfied and the cone K is convex,
then there is x0 ∈ K such that
inf
y∈x0+K
V(y) ≥ V(x0) > 0.
Proof. Indeed, the function V : K → R+ being non-trivial, there is x0 ∈ K such that
V(x0) 6= 0. If the cone K is convex, then for any y ∈ K, y + K ⊂ K and consequently,
Px0+y-a.s.
τK ≥ τy+K,
where τy+K = inf{t > 0 : S(t) 6∈ y +K}. Since by homogeneity, for any t ∈ N
Px0+y(τy+K > t) = Px0(τK > t),
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from this it follows that
Px0+y(τK > t) ≥ Px0(τK > t), ∀y ∈ K,
and hence, by (6.1),
V(x) ≥ V(x0) > 0, ∀x ∈ x0 +K.

We will use these results for a circular cone K(θ, v)=˙{x ∈ Rk : x 6= 0, ∠(x, v) < θ}
for some non zero vector v ∈ Rk and 0 < θ < π, where ∠(x, v) denotes the angle between
the vectors x, v ∈ Rk. In this particular case, the function w1 and the constant p
∗ can be
represented in the following way (see Burkholder [2] p.193, and the references therein) :
1) If k = 2 then
u(x) = ‖x‖p
∗
cos
(
p∗∠(x, v)
)
with p∗ = π/(2θ)
2) If k > 2, then for p > 0,
– the hypergeometric function
F (a, b, c, t) =˙
∞∑
j=0
(a)j(b)j
(c)jj!
tj
with a = −p, b = p + k − 2, ans c = (k − 1)/2, where (a)0 = 1, (a)1 = a,
(a)2 = a(a+ 1), . . . , is well defined for |t| < 1;
– the function
θ → h(θ) = F
(
a, b, c,
(
1− cos(θ)
)
/2
)
is well defined in [0, π[ with h(0) = 1 and has in the interval [0, π[ at least one
zero.
Let θk(p) denote the smallest zero of h in [0, π[. Then the mapping p→ θk(p) is continuous
and strictly decreasing from ]0,+∞[ to ]0, π[ with θk(1) = π/2, the inverse mapping
θ → pk(θ) is continuous and strictly decreasing from ]0, π[ to ]0,+∞[ with pk(π/2) = 1,
and
u(x) = ‖x‖p
∗
h(∠(x, v)), x ∈ K(θ∗, v),
with p∗ = pk(θ
∗). Since for any non-zero vector v ∈ Rk and 0 < θ < π/2, the circular
cone K(θ, v) is convex, using the results of Denisov and Wachtel [11] and Proposition6.1
one gets
Proposition 6.2. Suppose that the condition (C2) is satisfied and let E(‖ξk‖
2+δ) < +∞
for some δ > 0. Then the following assertions hold:
1) there is 0 < θ2 < π/2 such that p
∗
k(θ2) = 2;
2) for any non-zero vector v ∈ Rk, there is a non-trivial function Vv : K(θ2, v)→ R+ such
that
(
Vv(S(n ∧ τK(θ2,v))
)
is a martingale relative to the natural filtration of (S(t)),
V(x) = 0 ∀x ∈ Rk \ K(θ2, v)
and
Vv(x) ≤ C(‖x‖
2 + 1), ∀x ∈ K(θ2, v);
3) for any x ∈ K(θ2, v),
lim
t→∞
tPx(τK(θ2,v) > t) = κVv(x).
4) for some x0 ∈ K(θ2, v),
inf
y∈x0+K(θ2,v)
V(y) ≥ V(x0) > 0.
Remark that for those x ∈ K(θ2, v) for which Vv(x) 6= 0, from the last assertion of this
proposition it follows that Ex
(
τK(θ2,v)
)
= +∞.
To prove Theorem 5, we will use the following consequence of this result.
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Proposition 6.3. Let τ∗ be a stopping time relative to some filtration (Fk). Assume that
the hypotheses of Proposition 6.2 are satisfied and let for any n ∈ N, the random variables
ξ1, . . . , ξn be Fn-measurable and the random variable ξn+1 is independent on Fn. Then
for any v ∈ Rk and x ∈ K(θ2, v),
Ex
(
τ∗ ∧ τK(θ2,v)
)
= +∞ whenever Ex
(
Vv(S
(
τ∗ ∧ τK(θ2,v)
))
< Vv(x).
Proof. By the stopping time theorem, from the second assertion of Proposition 6.2 it
follows that the sequence
Vv
(
S(t ∧ τ∗ ∧ τK(θ2,v))
)
, t ∈ N,
is a non-negative (Ft) - martingale. Since for any x ∈ K(θ2, v), Px-a.s. τK(θ2,v) < +∞, it
converges a.s. to
Vv
(
S(τ∗ ∧ τK(θ2,v))
)
.
The main idea of the proof of Proposition 6.3 is the following : Assuming that
Ex
(
τ∗ ∧ τK(θ2,v)
)
< +∞,
we will prove that the martingale Vv
(
S(t ∧ τ∗ ∧ τK(θ2,v))
)
is uniformly integrable and we
will conclude that
Vv(x) = Ex
(
Vv
(
S(τ∗ ∧ τK(θ2,v))
))
.
For this we first notice that a sequence
M1(t) =
k∑
i=1
|Si(t)|, t ∈ N,
where Si(t) denotes the i-th coordinate of S(t), is a nonnegative (Ft) - submartingale. By
the stopping time theorem, from this it follows that the sequence
M1(t ∧ τ
∗ ∧ τK(θ2,v)), t ∈ N,
is also a nonnegative (Ft)-submartingale, and by Doob’s L
p-inequality (see for instance
the book of David Williams [29]) with p = 2,
Ex
(
sup
1≤s≤t
M21(s ∧ τ
∗ ∧ τK(θ2,v))
)
≤ 4 sup
1≤s≤t
Ex
(
M21(s ∧ τ
∗ ∧ τK(θ2,v))
)
, ∀t ∈ N.
Since for any t ∈ N,
‖S(t)‖2 ≤M21(t) ≤ k‖S(t)‖
2,
and the sequence ‖S(t)‖2 = S(t) · S(t) =
∑n
i=1 S
2
i (t) is also a (Ft) - sub-martingale, from
this it follows that
Ex
(
sup
1≤s≤t
‖S(s ∧ τ∗ ∧ τK(θ2,v))‖
2
)
≤ sup
1≤s≤t
Ex
(
sup
1≤s≤t
M21(s ∧ τ
∗ ∧ τK(θ2,v))
)
≤ 4 sup
1≤s≤t
Ex
(
M21(s ∧ τ
∗ ∧ τK(θ2,v))
)
≤ 4k sup
1≤s≤t
Ex
(
‖S(s ∧ τ∗ ∧ τK(θ2,v))‖
2)
≤ 4kEx
(
‖S(t ∧ τ∗ ∧ τK(θ2,v))‖
2
)
, ∀t ∈ N.(6.2)
Remark moreover that the sequence
M2(t) = ‖S(t)‖
2 − kt, t ∈ N,
is (Ft) - martingale. By the stopping time theorem, the sequence
M2(t ∧ τ
∗ ∧ τK(θ2,v)) = ‖S(t ∧ τ
∗ ∧ τK(θ2,v))‖
2 − k
(
t ∧ τ∗ ∧ τK(θ2,v)
)
, t ∈ N,
is therefore also a (Ft) - martingale, and consequently,
(6.3) Ex
(
‖S(t ∧ τ∗ ∧ τK(θ2,v))‖
2
)
= ‖x‖2 + k Ex(t ∧ τ
∗ ∧ τK(θ2,v)), ∀t ∈ N.
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Remark finally that by Proposition 6.2, for any ∈ N,
(6.4) sup
1≤s≤t
V(s ∧ τ∗ ∧ τK(θ2,v)) ≤ C
(
sup
1≤s≤t
‖S(s ∧ τ∗ ∧ τK(θ2,v))‖
2 + 1
)
.
When combined together, relations (6.2), (6.3) and (6.4) show that for any x ∈ K(θ2, v)
and t ∈ N,
Ex
(
sup
1≤s≤t
V(s ∧ τ∗ ∧ τK(θ2,v))
)
≤ CEx
(
sup
1≤s≤t
‖S(s ∧ τ∗ ∧ τK(θ2,v))‖
2
)
+ C
≤ 4Ck
(
‖x‖2 + kEx(t ∧ τ
∗ ∧ τK(θ2,v))
)
+ C
By the monotone convergence theorem, from the last relation it follows that
Ex
(
sup
1≤s<+∞
V(s ∧ τ∗ ∧ τK(θ2,v))
)
≤ 4Cn
(
‖x‖2 + kEx(τ
∗ ∧ τK(θ2,v))
)
+ C.
Whenever Ex
(
τ∗ ∧ τK(θ2,v))
)
< +∞, the martingale
(
Vv
(
S(t ∧ τ∗ ∧ τK(θ2,v))
))
is therefore
uniformly integrable and
Ex
(
Vv
(
S(τ∗ ∧ τK(θ2,v))
))
= lim
t→∞
Ex
(
Vv
(
S(t ∧ τ∗ ∧ τK(θ2,v))
))
= V(x)

6.3. Proof of Theorem 5. Let vˆ be a unit vector in Rd which is normal to ∂Cˆ at the
point mˆ and such that
(α− mˆ) · vˆ ≥ 0, ∀α ∈ Cˆ.
Remark that such a vector vˆ exists because the cone Cˆ is convex, it is unique because the
boundary of Cˆ is C1, and it belongs to the hyperplane Πˆ because the vector mˆ ∈ ∂Cˆ is
orthogonal to vˆ. We consider a circular cone in Πˆ :
K(θ, vˆ) =˙ {x ∈ Πˆ : 0 ≤ ∠(x, vˆ) < θ},
and we let
C(θ, vˆ) = {x ∈ Rd : Pr(x) ∈ K(θ, vˆ)},
where Pr(x) denotes the orthogonal projection of x onto Πˆ. For a given 0 < ε < π/2, we
denote by τε the first time when the homogeneous random walk (Xˆ(t)) in MZ
d exits from
the circular cone
Cε = {x ∈ R
d : 0 ≤ ∠(x, mˆ) < ε},
τε = inf{t > 0 : Xˆ(t) 6∈ Cε}.
The first time when the random walk (Xˆ(t)) exits from the set Cˆ(θ, vˆ) will be denoted by
τK(θ,vˆ) :
τK(θ,vˆ) = inf{t > 0 : Xˆ(t) 6∈ Cˆ(θ, vˆ)}.
Remark that according to the definition of the cone Cˆ(θ, vˆ), τK(θ,vˆ) is also the first time
when the centered random walk
(
Sˆ(t) = Pr(Xˆ(t))
)
exits form the circular cone K(θ, vˆ).
Under the hypotheses of Theorem 5, the centered random walk
(
Sˆ(t) = Pr(Xˆ(t))
)
satisfies the conditions of Proposition 6.2 and hence, there is 0 < θ2 < π/2 and a non-zero
function V : K(θ2, vˆ)→ R+ such that
V(x) = 0 ∀x ∈ Π \ K(θ2, vˆ),
(6.5) V(x) ≤ C(‖x‖2 + 1), ∀x ∈ K(θ2, vˆ);
and
(
V(Sˆ(t ∧ τK(θ2,vˆ))
)
is a martingale relative to the natural filtration of (Sˆ(t)) (and
consequently also relative to the natural filtration of (Xˆ(t))). Moreover, letting for x ∈ Rd,
V(x) = V(Pr(x)),
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and using Proposition 6.3, we obtain that for any x ∈ Cε ∩ C(θ, vˆ) ∩MZ
d,
(6.6) Ex
(
τε ∧ τK(θ2,vˆ)
)
= +∞ whenever Ex
(
V(Xˆ
(
τˆε ∧ τK(θ2,vˆ)
))
< V(x).
To prove Theorem 5 we will choose ε > 0 such that Cε ∩ C(θ2, vˆ) ⊂ C and next we will
show that for some x ∈ Cε ∩ C(θ2, vˆ) ∩MZ
d,
(6.7) Ex
(
V
(
Xˆ
(
τε ∧ τK(θ2,vˆ)
)))
< V(x).
The last relation combined with (6.6) will imply that
Ex(τ ) ≥ Ex
(
τε ∧ τK(θ2,vˆ)
)
= +∞.
To prove (6.7) we need the following preliminary results.
Lemma 6.1. For any σ > 0 there are two strictly positive real numbers θ > 0 and C > 0
such that for any t ∈ N,
(6.8) P0
(
‖Xˆ(t)− tmˆ‖ ≥ σt
)
≤ C exp(−θt).
Proof. This is a consequence of Cramer’s large deviation upper bound (see for instance
Gartner-Ellis theorem in the book of Dembo and Zeitouni [9]). Indeed, because of the
hypotheses (B2), for any closed set F ⊂ Rd,
(6.9) lim sup
t→∞
1
t
log P
(
1
t
Xˆ(t) ∈ F
)
≤ − inf
v∈F
Λ∗(v)
where
Λ∗(v) = sup
α∈Rd
(α · v − Λ(α))
is the convex conjugate of the function Λ(α) = logE0(exp(α · Xˆ(1))). When applied with
F = {v ∈ Rd : ‖v − mˆ‖ ≥ σ} for σ > 0, the upper large deviation bound (6.9) proves
(6.8) with some C > 0 and
θ = inf
v∈Rd:‖v−mˆ‖≥σ
Λ∗(v)/2
whenever
(6.10) inf
v∈Rd:‖v−mˆ‖≥σ
Λ∗(v) > 0.
To complete the proof of Lemma 6.1 it is therefore sufficient to prove that for any σ > 0,
(6.10) holds. For this we notice that under the hypotheses (B2), the function Λ is C∞ in
a neighborhood of the origin 0 ∈ Rd with Λ(0) = 0 and ∇Λ(0) = mˆ. By Taylor expansion,
on gets therefore
L(α) = α · mˆ+
1
2
α · ∂2Λ(0)α+ o(α)
where ∂2Λ(0) denotes the Hessian matrix of Λ at 0, and o(α)/‖α‖2 → 0 when α → 0.
This proves that for some δ0 > 0 and C0 > 0,
Λ(α) ≤ α · mˆ+ C0‖α‖
2 whenever ‖α‖ ≤ δ0,
and consequently, for any 0 < δ < δ0 and v ∈ R
d with ‖v − mˆ‖ ≥ σ,
Λ∗(v) = sup
α∈Rd
(α · v − Λ(α)) ≥ sup
α∈Rd:‖α‖≤δ
(α · (v − mˆ) + α · mˆ− Λ(α))
≥ sup
α∈Rd:‖α‖≤δ
(
α · (v − mˆ)− C0‖α‖
2) ≥ δ‖v − mˆ‖ − C0δ2 ≥ δ(σ −C0δ).
Letting δ = min{δ0, σ/(2C0)} we conclude therefore that
inf
v∈Rd:‖v−mˆ‖≥σ
Λ∗(v) ≥ δ(σ − C0δ) ≥ δσ/2 > 0.

28 IRINA IGNATIOUK-ROBERT
Lemma 6.2. For any δ > 0 small enough, there is κ > 0 such that for any x ∈MZd and
t ∈ N
(6.11) P0(Xˆ(t) = x) ≤ exp(−δ‖x‖) whenever t < κ‖x‖.
Proof. The proof of this lemma is quite similar to the proof of Lemma 3.1. Because of
Assumption (B2), there is δ0 > 0 such that
C =˙ sup
α∈Rd : ‖α‖≤2δ0
E0
(
exp(α · Xˆ(1))
)
= sup
α∈Rd : ‖α‖≤2δ0
R
(t
Mα
)
< +∞.
For any 0 < δ ≤ δ0 and α ∈ R
d with ‖α‖ ≤ 2δ, one gets therefore
P0(Xˆ(t) = x) ≤ exp(−α · (x))R
t(α) ≤ Ct exp(−α · (y − x))
When applied with α = 2δ(x)/‖x‖, the last relation proves that
P0(Xˆ(t) = x) ≤ exp
(
−2δ‖x‖+ t lnC
)
and consequently, letting κ = δ/ lnC one gets (6.11). 
When combined together, Lemma 6.1 and Lemma 6.2 imply the following statement.
Lemma 6.3. For any σ > 0 there are two strictly positive real numbers δ > 0 and C > 0
such that for any t ∈ N and x ∈MZd,
(6.12) P0(Xˆ(t) = x) ≤ C exp(−δt− δ‖x‖) whenever ‖x− tmˆ‖ ≥ σt.
Proof. Indeed, by Lemma 6.2, for any δ1 > 0 small enough, there is κ > 0 such that for
any x ∈MZd and t ∈ N satisfying the inequality t < κ‖x‖, the following relation holds
P0(Xˆ(t) = x) ≤ exp(−2δ1‖x‖)
≤ exp
(
−
δ1
κ
t− δ1‖x‖
)
.(6.13)
By Lemma 6.1, for any σ > 0 there are C > 0 and θ > 0 such that for any x ∈MZd and
t ∈ N,
P0(Xˆ(t) = x) ≤ C exp(−2θt) whenever ‖x− tmˆ‖ ≥ σt.
If t ≥ κ‖x‖ and ‖x− tmˆ‖ ≥ σt one gets therefore
P0(Xˆ(t) = x) ≤ C exp(−θt− θκ‖x‖).
When combined with (6.13) the last inequality proves (6.12) with δ = min{δ1, δ1/κ, θ, θκ}.

As a consequence of Lemma 6.3 we obtain the following statement.
Lemma 6.4. For any ε > 0 there are two strictly positive real numbers δ > 0 and C > 0
such that for any t ∈ N and x ∈MZd ∩ Cε and y ∈MZ
d \ Cε,
(6.14) Px(Xˆ(t) = y) ≤ C exp(−δt− δ‖y − x‖)
Proof. Indeed, suppose first that x = 0. For any t ∈ N, the distance between the point tmˆ
and the boundary ∂Cε = {y ∈ R
d : ∠(x, mˆ) = ε} of the cone Cε is equal to t‖mˆ‖ t sin(ε),
and consequently, for any z ∈MZd \ Cε,
‖z − tmˆ‖ ≥ t‖mˆ‖ sin(ε).
By Lemma 6.3 applied with σ = ‖mˆ‖ sin(ε), there are therefore two strictly positive real
numbers δ > 0 and C > 0 such that for any t ∈ N and z ∈MZd \ Cε,
(6.15) P0(Xˆ(t) = z) ≤ C exp(−δt− δ‖z‖)
For x = 0, our lemma is therefore proved. To prove (6.14) for an arbitrary x ∈MZd ∩ Cε
it is sufficient to notice that for any x ∈MZd ∩ Cε,
x+ Cε ⊂ Cε,
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for any x, y ∈MZd,
Px(Xˆ(t) = y) = P0(Xˆ(t) = y − x),
and for y ∈MZd \ Cε,
y − x ∈MZd \ (x+ Cε).
Using therefore (6.15) with z = y − x , one gets (6.14). 
Now we are able to get
Lemma 6.5. Let a sequence of points (xn) ⊂
(
Cε ∩MZ
d
)N
be such that
lim
n→∞
xn ·m = +∞ and sup
n
‖Pr(xn)‖ < +∞.
Then
(6.16) lim
n→∞
Exn
(
V
(
Xˆ
(
τε ∧ τK(θ2,vˆ)
)))
= 0.
Proof. Recall that V(y) = 0 for any y ∈ Rd \ C(θ2, vˆ). Hence, on the event τK(θ2,vˆ) ≤ τε,
V
(
Xˆ
(
τε ∧ τK(θ2,vˆ)
))
= 0,
and using (6.5),
Exn
(
V
(
Xˆ
(
τε ∧ τK(θ2,vˆ)
)))
= Ex
(
V
(
Xˆ
(
τε
))
; τK(θ2,vˆ) > τε
)
≤ C Exn
(
(‖Pr(Xˆ
(
τε
)
)‖2 + 1); τK(θ2,vˆ) > τε
)
≤ C Exn
(
(‖Pr(Xˆ
(
τε
)
)‖2 + 1); τε < +∞
)
where by Lemma 6.4,
Exn
(
(‖Pr(Xˆ
(
τε
)
)‖2 + 1); τε < +∞
)
=
∑
y∈MZd\Cε
∞∑
t=1
(‖Pr(y)‖2 + 1)Pxn(Xˆ
(
t
)
= y, τε = t)
≤
∑
y∈MZd\Cε
∞∑
t=1
(‖Pr(y)‖2 + 1)Pxn(Xˆ(t) = y)
≤ C
∑
y∈MZd\Cε
∞∑
t=1
(‖Pr(y)‖2 + 1) exp(−δt− δ‖y − xn‖)
≤ C(1− e−δ)−1
∑
y∈MZd\Cε
(‖Pr(y)‖2 + 1) exp(−δ‖y − xn‖)
Using the inequalities
‖y − xn‖ ≥ ‖Pr(y)− Pr(xn)‖ ≥ ‖Pr(y)‖ − ‖Pr(xn)‖,
sup
y∈Rd
(
(‖Pr(y)‖+ 1) exp
(
−
δ
3
‖Pr(y)‖
))
≤ sup
γ>0
(1 + γ)eδγ/3 ≤ 3/δ,
and
sup
n
‖Pr(xn)‖ < +∞,
we obtain therefore
Exn
(
(‖Pr(Xˆ
(
τε
)
)‖2 + 1); τε < +∞
)
≤ C′
∑
y∈MZd\Cε
exp
(
−
2
3
δ‖y − xn‖‖
)
with some C′ > 0. Since
sup
y∈Rd\Cε
exp
(
−
δ
3
‖y − xn‖
)
= exp
(
−
δ
3
dist(xn, ∂Cε)
)
,
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and ∑
y∈MZd
exp
(
−
δ
3
‖y − xn‖
)
=
∑
y∈MZd
exp
(
−
δ
3
‖y‖
)
< +∞,
this proves that
Exn
(
(‖Pr(Xˆ
(
τε
)
)‖2 + 1); τε < +∞
)
≤ C′ exp
(
−
δ
3
dist(xn, ∂Cε)
)
with some C′′ > 0. Since under the hypotheses of Lemma 6.5, limn dist(xn, ∂Cε) = +∞,
le last inequality proves (6.16). 
Now we are ready to complete the proof of Theorem 5.
By Proposition 6.2 there is a point x0 ∈ K(θ2, vˆ) such that
inf
x∈x0+K(θ2,vˆ)
V(x) ≥ V(x0) > 0.
Choose a sequence (xn) ∈
(
Cε ∩MZ
d
)N
such that for any n ≥ 1, Pr(xn) ∈ x0 +K(θ2, vˆ),
sup
n
‖Pr(xn)‖ < +∞ and lim
n→∞
xn ·m = +∞.
Then according to the definition of the function V : C(θ2, vˆ)→ R+,
inf
n
V(xn) = inf
n
V(Pr(xn)) ≥ V(x0) > 0,
and consequently, by Lemma 6.3, for any ε > 0 ans n ∈ N large enough,
V(xn)− Exn
(
V
(
Xˆ
(
τε ∧ τK(θ2,vˆ)
)))
> 0.
By Proposition 6.3 applied with S(t) = Pr(X(t)) and τ∗ = τε, from this it follows that
for any ε > 0 ans n ∈ N large enough,
(6.17) Exn(τε ∧ τK(θ2, vˆ)) = +∞.
Since the boundary of the cone C is C1, according to the definition of the cone C(θ2, vˆ),
there is ε > 0 such that
Cε ∩ C(θ2, vˆ) ⊂ C,
and consequently, for any x ∈ MZd ∩ Cε ∩ C(θ2, vˆ), Px-a.s. τˆ ≥ τε ∧ τK(θ2,vˆ). Using
6.17 from this it follows that for n large enough, Exn(τˆ ) = +∞, and since under the
hypotheses our theorem, the random walk (Xˆ(t)) is irreducible in Eˆ = C ∩MZd, this
proves that Ex(τˆ) = +∞ for all x ∈ Eˆ. Theorem 5 is therefore proved.
7. Proof of Theorem 6.
Under the hypotheses of Theorem 6, for any α ∈ ∂+D the twisted random walk (Xα(t))
with transition probabilities pα(x, y) = exp(α·(y−x))µ(y−x) satisfies the conditions (B0)-
(B3), and consequently, by Theorem 5, for any x ∈ E = C ∩Zd, Ex(τα) = +∞. According
to the definition of the boundary set ∂∞+ S, from this it follows that ∂
∞
+ S = ∂+S. When
combined with Theorem 4, this result proves that for any q ∈ S+, the function kq is a
finite, non-zero and harmonic for (Z(t)), and that for any sequence of points (yn) ∈ (E)
N
with limn ‖yn‖ =∞ and limn yn/‖yn‖ = q, (2.14) holds.
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