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THE CALKIN ALGEBRA HAS OUTER AUTOMORPHISMS
N. CHRISTOPHER PHILLIPS AND NIK WEAVER
Abstract. Assuming the continuum hypothesis, we show that the Calkin
algebra has 2ℵ1 outer automorphisms.
Let H be a separable infinite dimensional Hilbert space, let L(H) be the algebra
of bounded operators on H , let K(H) be the algebra of compact operators on H ,
and let Q = L(H)/K(H) be the Calkin algebra. A long-standing problem asks
whether every automorphism of Q is inner, that is, of the form x 7→ u∗xu for some
unitary u ∈ Q.
The earliest references we have found to this problem are implicitly in [4] (see
page 126) and explicitly in [5] (see Remark 1.6(2)). The automorphisms whose
existence we prove are, however, implemented by a unitary on every separable
subalgebra of the Calkin algebra, and are thus not interesting from the point of view
of extensions. In particular, it remains open whether there exists an automorphism
of the Calkin algebra which sends the image of the unilateral shift to its adjoint.
It is of course well known that, for any Hilbert space H, all automorphisms of
L(H) are inner. Corollary 8.8 of [6] provides a factor of type II1 with separable
predual such that all automorphisms are inner. (In this context, recall that, by
Corollary 5.13 of [12], all C* automorphisms of a von Neumann algebra are in fact
von Neumann algebra automorphisms.)
If A is a separable simple C*-algebra such that every automorphism of A is
inner (in the multiplier algebra if A is not unital), then A must be isomorphic to
the algebra of compact operators on some Hilbert space. This is Corollary 3 of [9],
but, as pointed out by George Elliott, can also be derived from the existence of
nontrivial central sequences [1].
Without simplicity, this is not true. In fact, it fails even for commutative C*-
algebras. There exists a compact metric space X, with more than one point, such
that the only homeomorphism h : X → X is the identity. We are grateful to
Greg Kuperberg for providing this example. We don’t know a reference, but the
construction of such a subset of the plane is easy to outline. Start with a line
segment in the plane. Attach another line segment to the midpoint. Now there
are three line segments, the new one and two halves of the original. Attach two
more line segments to one midpoint, three more to another, and four more to the
last, ensuring that no new line segment meets the old set at any other point. Order
the midpoints of all the line segments now present, attach five line segments to the
first, six to the next, etc. Repeat infinitely often, and take the closure. If each
new line segment is chosen short enough, the resulting space will be a compact
contractible subset of the plane. The set of midpoints, at all stages combined, is
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dense. Removal of any one of them leaves a set with a finite number of connected
components, different for each one, so any homeomorphism fixes every point of this
dense subset.
The Calkin algebra may be regarded as a noncommutative or “quantum” analog
of the Stone-Cˇech remainder N∗ = βN \N [15], and the question whether there are
nontrivial automorphisms of Q is a natural analog of the question whether there are
nontrivial self-homeomorphisms of N∗. (A self-homeomorphism of N∗ is trivial if it
arises from an “almost permutation” of N, that is, a bijection between two cofinite
subsets of N.) It is known that the continuum hypothesis implies that nontrivial
self-homeomorphisms of N∗ do exist [8]. (However, it is consistent with ZFC that
there are no nontrivial self-homeomorphisms. See Chapter IV of [10] for the original
proof, and see [11] and [13] for more recent, shorter, proofs.) We show here that
the basic structure of the existence proof can be adapted to establish the analogous
result for Q.
In C*-algebra language, the argument for N∗ goes roughly like this. Assum-
ing the continuum hypothesis, we can express C(N∗), the algebra of continuous
functions on N∗, as the union of a nested transfinite sequence of separable unital
C*-subalgebras Aα for α < ℵ1. The algebra C(N
∗) has the following injectivity
property: if A is a separable unital commutative C*-algebra and B is a unital C*-
subalgebra of A then every unital ∗-monomorphism from B into C(N∗) extends
to a ∗-monomorphism from A into C(N∗). Using this fact we are able to build a
∗-monomorphism from C(N∗) into itself by defining it sequentially on the subalge-
bras Aα, and using a back-and-forth construction we can ensure that the resulting
map is surjective, hence an automorphism. Now for every α there are at least two
ways of extending a ∗-monomorphism Aα → C(N
∗) to Aα+1, so the construction
produces 2ℵ1 distinct automorphisms of C(N∗), or equivalently, 2ℵ1 distinct self-
homeomorphisms of N∗. But (again using the continuum hypothesis) there are only
ℵ1 trivial self-homeomorphisms, so some self-homeomorphisms must be nontrivial.
This proof technique does not work straightforwardly for the Calkin algebra
because Q does not have the analogous injectivity property. Let s ∈ Q be the
image of the unilateral shift in L(H). Let B = C(S1), let u be its standard unitary
generator, and let ϕ : B → Q be the homomorphism such that ϕ(u) = s. Let
A = C([0, 1]), and let ι : B → A be ι(f)(t) = f(exp(2piit)). Then there is no
homomorphism ψ : A→ Q such that ψ ◦ ι = ϕ. For example, ι(u) has a square root
but ϕ(u) = s does not. (This example is based on a suggestion of John McCarthy.)
Instead, we build up our automorphism of Q along a nested transfinite sequence
of separable subalgebras Aα by constructing a sequence of unitaries uα ∈ Q which
implement automorphisms of the Aα. It is trivial to extend such an automorphism
of Aα to one of Aα+1 since we can just take uα+1 = uα, and using Voiculescu’s
double commutant theorem (Corollary 1.9 of [14]), it is not hard to see that this
can always be done in more than one way. The difficulty appears at limit stages,
where we have to find a unitary which implements an automorphism of Aα that
agrees with the automorphisms of Aβ , for β < α, that have already been defined.
We accomplish this using techniques developed by Manuilov and Thomsen [7],
extending previous work by Voiculescu, which allow us to realize an asymptotically
inner automorphism as an inner automorphism.
The principal technical difficulty arises in ensuring that the new unitaries which
appear at limit stages are linked to previous unitaries by paths of bounded length.
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This is needed to keep the transfinite induction going because we require asymp-
totically inner automorphisms at future limit stages. We develop the required tools
in the first section. The second section contains the proof of the main theorem.
We adopt the conventions throughout this paper that subalgebras of C*-algebras
are assumed closed and selfadjoint, and that homomorphisms are ∗-homomorphisms.
We owe thanks to a number of people for helpful discussions, but especially to
Charles Akemann, Don Hadwin, Klaus Thomsen, and Eric Wofsey.
1. Homomorphisms to outer multiplier algebras
The main result of this section is Proposition 1.4, although it is Corollary 1.6
that we actually use later. Proposition 1.4 is a relative version of the construction
of Section 3 of [7], which, starting from an asymptotic morphism from a separable
C*-algebra to an outer multiplier algebra, produces a true homomorphism. In this
context, “relative” means that if the restriction of the asymptotic morphism to a
subalgebra comes from a homomorphism, then the homomorphism we construct
can be chosen to agree with that homomorphism on the subalgebra.
We thank Klaus Thomsen for providing essential help with the material in this
section.
Recall the Bartle-Graves Selection Theorem [3]:
Theorem 1.1. Let E and F be Banach spaces, and let q : E → F be a continuous
surjective linear map. Then there exists a continuous function g : F → E (not
necessarily linear) such that q ◦ g = idF .
Proof. Let X be the vector space of all continuous functions from F to E, let Y be
the vector space of all continuous functions from F to F, and define q : X → Y by
q(f) = q ◦ f . Theorem 4 of [3] implies that q is surjective. Therefore we can find
g ∈ X such that q(g) = idF , as desired. 
We need a relative version of this theorem.
Lemma 1.2. Let E and F be Banach spaces, and let q : E → F be a continuous
surjective linear map. Let M ⊂ E and N ⊂ F be closed subspaces such that
q(M) = N, and let f : N → M be a continuous function such that q ◦ f = idN .
Then there exists a continuous function g : F → E such that q ◦ g = idF and
g|N = f.
Proof. We first construct a retraction h : F → N, that is, a continuous function
h : F → F (not necessarily linear) such that h(ξ) ∈ N for all ξ ∈ F and h(ξ) = ξ
for all ξ ∈ N. To get it, apply Theorem 1.1 to the surjective Banach space map
p : F → F/N to obtain a continuous function k : F/N → F such that p◦k = idF/N .
Define h(ξ) = ξ − k(p(ξ)) + k(0). One checks immediately that h(ξ) = ξ for ξ ∈ N
and that p(h(ξ)) = 0 for all ξ ∈ F.
Now apply Theorem 1.1 to get a continuous section g0 : F → E. Define g : F → E
by g(ξ) = g0(ξ − h(ξ)) + f(h(ξ))− g0(0). Clearly g is continuous, and
(q ◦ g)(ξ) = (q ◦ g0)(ξ−h(ξ))+ (q ◦ f ◦h)(ξ)− (q ◦ g0)(0) = (ξ−h(ξ))+h(ξ)− 0 = ξ.
If ξ ∈ N then g(ξ) = g0(ξ− ξ)+ f(ξ)− g0(0) = f(ξ). This completes the proof. 
Lemma 1.3. Let B and D be C*-algebras. Let A be a subalgebra of B, and let J
be an ideal in D. Let
pi : D → D/J and κ : Cb([1,∞), D/J)→ Cb([1,∞), D/J)/C0([1,∞), D/J)
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be the quotient maps. Let ϕ : B → Cb([1,∞), D/J)/C0([1,∞), D/J) be a homo-
morphism, and suppose that ϕ|A factors through a homomorphism ρ : A → D/J.
Then there exists a family of functions L = (Lt)t∈[1,∞) from B to D satisfying the
following conditions:
(1) (t, b) 7→ Lt(b) is jointly continuous.
(2) The family (Lt)t∈[0,∞) is equicontinuous.
(3) t 7→ Lt(b) is bounded for every b ∈ B.
(4) For b ∈ B, if y ∈ Cb([1,∞), D/J) is the function t 7→ pi(Lt(b)), then
κ(y) = ϕ(b).
(5) For every a ∈ A, the function t 7→ Lt(a) is constant.
The maps Lt are not required to be linear.
If J = 0, then L is an equicontinuous asymptotic morphism from B to D such
that for each a ∈ A, the function t 7→ Lt(a) is the constant function t 7→ ρ(a).
Proof of Lemma 1.3. We also write pi for the map
Cb([1,∞), D)→ Cb([1,∞), D/J).
Let M ⊂ Cb([1,∞), D) be the subspace consisting of all constant functions, and
let N ⊂ Cb([1,∞), D/J)/C0([1,∞), D/J) be the image of the constant functions
in Cb([1,∞), D/J). Then κ ◦ pi(M) = N, so Theorem 1.1 provides a continuous
section (not necessarily linear) N →M. Since
κ ◦ pi : Cb([1,∞), D)→ Cb([1,∞), D/J)/C0([1,∞), D/J)
is surjective, Lemma 1.2 now provides a continuous function
S : Cb([1,∞), D/J)/C0([1,∞), D/J)→ Cb([1,∞), D)
such that κ ◦ pi ◦ S is the identity on Cb([1,∞), D/J)/C0([1,∞), D/J) and such
that if x ∈ κ(ρ(A)) then S(x) ∈ Cb([1,∞), D) is a constant function. For b ∈ B
and t ∈ [1,∞), define Lt(b) = S(ϕ(b))(t).
Conditions (3), (4), and (5) are immediate. We prove Condition (2). So let b ∈ B
and let ε > 0. Choose δ > 0 such that whenever x ∈ D/J satisfies ‖x− ϕ(b)‖ < δ,
then ‖S(x)−S(ϕ(b))‖ < ε. If now c ∈ B satisfies ‖c− b‖ < δ, then for all t ∈ [1,∞)
we have
‖Lt(c)− Lt(b)‖ = ‖S(ϕ(c))(t) − S(ϕ(b))(t)‖ ≤ ‖S(ϕ(c))− S(ϕ(b))‖ < ε.
Condition (1) follows from equicontinuity of (Lt)t∈[1,∞) and continuity of t→ Lt(b)
for each b ∈ B. 
Proposition 1.4. Let B be a separable C*-algebra, let A ⊂ B be a subalgebra,
and let E be a nonunital C*-algebra with a countable approximate identity. Let
µ : B → Cb([1,∞), M(E)/E)/C0([1,∞), M(E)/E) be a homomorphism, and sup-
pose that µ|A factors through a homomorphism ρ : A→M(E)/E. Then there exists
a homomorphism ψ : B →M(E)/E such that ψ|A = ρ.
The homomorphism ψ will be a “folding” of an asymptotic morphism from B
to M(E)/E obtained from ϕ, as in Section 3 of [7]. See especially Lemma 3.5
and the discussion after Remark 3.6 in [7]. For our construction, we need a slight
strengthening of Lemma 3.2 of [7]. Let pi : M(E)→M(E)/E be the quotient map.
See the beginning of Section 3 of [7] for the definition of a unit sequence, and see
the discussion before Lemma 3.2 of [7] for the definition of a compatible pair.
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Lemma 1.5. Let B be a separable C*-algebra, let A ⊂ B be a subalgebra, and let
E be a nonunital C*-algebra with a countable approximate identity. Let (Lt)t∈[1,∞)
be an equicontinuous family of functions fromB toM(E), such that (pi◦Lt)t∈[1,∞) is
an asymptotic morphism from B toM(E)/E, and such that t 7→ Lt(a) is a constant
function for every a ∈ A. Let (vn)
∞
n=0 be a unit sequence in E with v0 = 0. Then
there exists a unit sequence (un)
∞
n=0 in E such that:
(1) For every n, un is in the convex hull conv({vj : j ≥ n}).
(2)
(
(Lt)t∈[1,∞), (un)
∞
n=0
)
is a compatible pair for (pi ◦ Lt)t∈[1,∞).
(3) There is a dense subset S ⊂ A such that
∞∑
n=1
∥∥(un − un−1)1/2L1(a)− L1(a)(un − un−1)1/2
∥∥ <∞
for every a ∈ S.
Proof. Choose countable dense sets {b1, b2, . . .} in the unit ball of B and {a1, a2, . . .}
in the unit ball of A. Choose δn > 0 such that whenever s, t ∈ [1, n + 3] satisfy
|s − t| < δn and whenever 1 ≤ k ≤ n, then ‖Ls(bk) − Lt(bk)‖ < 2
−n. Choose
finite δn-dense sets Sn ⊂ [1, n+ 3] such that S1 ⊂ S2 ⊂ · · · . Define a finite subset
Fn ⊂M(E) by
Fn = {L1(a1), L1(a2), . . . , L1(an)} ∪
{
Ls(bk) : s ∈ Sn and 1 ≤ k ≤ n
}
.
Choose εn > 0 with εn < 2
−n, and also (using polynomial approximations to the
functional calculus) so small that whenever D is a C*-algebra and a, x ∈ D satisfy
0 ≤ a ≤ 1, ‖x‖ ≤ 1, and ‖ax − xa‖ < 2εn, then
∥∥a1/2x − xa1/2
∥∥ < 2−n. Without
loss of generality ε1 ≥ ε2 ≥ · · · .
We now construct un by induction, such that (1) holds, such that unun−1 =
un−1, and such that ‖unx−xun‖ < εn for all x ∈ Fn. Take u0 = 0. Given un, by (1)
there is N such that un ∈ span({v0, v1, . . . , vN}).Without loss of generality N ≥ n.
The set conv({vj : j ≥ N+1}) is a convex approximate identity for E. (In particular,
it is directed: if e1, e2, . . . , el ∈ conv({vj : j ≥ N + 1}), then there is m such that
e1, e2, . . . , el ∈ conv({vj : N + 1 ≤ j ≤ m}), and vm+1 ≥ e1, e2, . . . , el.) Using the
lemma on Page 330 of [2] and a direct sum trick, as done in the proof of Theorem 1
of [2], there exists un+1 ∈ conv({vj : j ≥ N+1}) such that ‖un+1x−xun+1‖ < εn+1
for all x ∈ Fn+1. Because k ≤ N < j implies vjvk = vk, it follows that un+1un = un.
Similarly un+1vn = vn. This completes the induction.
Since (vn)
∞
n=0 is an approximate identity and un+1 ≥ vn, it follows that (un)
∞
n=0
is an approximate identity.
For n ≥ k, we have
‖unL1(ak)− L1(ak)un‖ < εn and ‖un+1L1(ak)− L1(ak)un+1‖ < εn+1 ≤ εn,
so ∥∥(un+1 − un)1/2L1(ak)− L1(ak)(un+1 − un)1/2
∥∥ < 2−n.
This implies Condition (3).
For Condition (2), let b ∈ B and let ε > 0. We find N such that n ≥ N implies
that supt∈[1, n+3] ‖unLt(b)−Lt(b)un‖ < ε. Using equicontinuity, choose δ > 0 such
that whenever c ∈ B satisfies ‖c− b‖ < δ and t ∈ [0,∞), then ‖Lt(c)−Lt(b)‖ <
1
5ε.
Choose k such that ‖bk− b‖ < δ. Choose N ≥ k and also so large that εn <
1
5ε and
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2−n < 15ε. Now let t ∈ [1, n+ 3], and choose s ∈ Sn such that |s− t| < δn. Then
‖unLt(b)− Lt(b)un‖
≤ 2‖Lt(b)− Lt(bk)‖+ 2‖Lt(bk)− Ls(bk)‖+ ‖unLs(bk)− Ls(bk)un‖
< 2
(
1
5ε
)
+ 2 · 2−n + εn.
So
sup
t∈[1, n+3]
‖unLt(b)− Lt(b)un‖ ≤
2
5ε+ 2 · 2
−n + εn < ε,
as desired.
The definition of a unit sequence at the beginning of Section 3 of [7] requires
one final condition, which we have not verified: that there exist a strictly positive
element x ∈ E such that every un can be obtained from x by suitable functional
calculus. But this is automatic using just un+1un = un and the fact that (un)
∞
n=0
is an approximate identity: take x =
∑∞
n=0 2
−nun. 
Proof of Proposition 1.4. Let pi : M(E) → M(E)/E be the quotient map. Let
(Lt)t∈[1,∞) be as in Lemma 1.3, with M(E) in place of D, with E in place of
J, and with µ in place of ϕ. Set ϕt = pi ◦ Lt, giving an equicontinuous asymptotic
morphism from B to M(E)/E. We follow Lemmas 3.2 through 3.5 of [7], and the
associated discussion, except that we substitute Lemma 1.5 for Lemma 3.2 of [7],
and we use the equicontinuous lift (Lt)t∈[1,∞) of ϕ. Let ψ = ϕ
f be the folding of ϕ
obtained from Lemma 3.5 of [7]; taking u0 = 0 and with a suitable sequence (tn)
∞
n=1
in [1,∞), it is a homomorphism B →M(E)/E given by ψ(b) = pi(T (b)) with
T (b) =
∞∑
n=0
(un − un−1)
1/2Ltn(b)(un − un−1)
1/2,
with convergence in the strict topology of M(E).
We need only prove that ψ(a) = ρ(a) for a ∈ A. It suffices to prove this for a in a
dense subset of A, and we use the subset of Lemma 1.5(3). Again with convergence
in the strict topology, we have L1(a) =
∑∞
n=0(un − un−1)L1(a), so
T (a)− L1(a) =
∞∑
n=0
(un − un−1)
1/2
[
L1(a)(un − un−1)
1/2 − (un − un−1)
1/2L1(a)
]
.
For a ∈ S, this series converges in norm by Condition (3) in Lemma 1.5, and the
terms are in E, whence T (a)− L1(a) ∈ E. Therefore ψ(a) = pi(L1(a)) = ρ(A). 
Corollary 1.6. Let A be a separable C*-algebra, and identify A with its image in
Cb([1,∞), A)/C0([1,∞), A). Let B ⊂ Cb([1,∞), A)/C0([1,∞), A) be a separable
subalgebra which contains A. Let E be a nonunital C*-algebra with a countable
approximate identity. Then any homomorphism ϕ : A → M(E)/E extends to a
homomorphism from B into M(E)/E.
Proof. The homomorphism ϕ induces, in an obvious way, a homomorphism
ϕ : Cb([1,∞), A)/C0([1,∞), A)→ Cb([1,∞), M(E)/E)/C0([1,∞), M(E)/E).
Apply Proposition 1.4 with µ = ϕ|B. 
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2. Outer automorphisms of the Calkin algebra
Most of this section is occupied by the proof of the main theorem. We start with
a useful definition and several related lemmas. As in the introduction, we denote
by Q the Calkin algebra L(H)/K(H) for a separable infinite dimensional Hilbert
space H. We further let pi : L(H)→ Q be the quotient map.
Definition 2.1. Let A ⊂ Q be a subalgebra, and let p ∈ Q be a projection. We
say that p splits A if p commutes with every element of A and the homomorphisms
x 7→ px and x 7→ (1−p)x, from A to pQp and to (1−p)Q(1−p), are both injective.
We further say that p trivially splits A if there are a projection e ∈ L(H) such that
pi(e) = p and a homomorphism ϕ : A → eL(H)e, such that pi(ϕ(x)) = px for all
x ∈ A.
The additional condition for a trivial splitting is just that the extension corre-
sponding to x 7→ px be trivial. Note that we do not require the extension corre-
sponding to x 7→ (1− p)x to be trivial.
Lemma 2.2. Let A ⊂ Q be a separable unital subalgebra, and let l ∈ N. Then there
exist l mutually orthogonal projections p1, p2, . . . pl ∈ Q, each of which trivially
splits A.
Proof. The case n = 1 is immediate from the statement that for any separable
unital C*-algebraA, any extension byK(H), in the sense of a unital monomorphism
τ : A → Q, is equivalent to its direct sum with a trivial extension τ0 : A → Q. See
the discussion at the beginning of Section 4 of [2]. For the general case, observe
that τ ∼ τ ⊕ τ0 implies τ ∼ τ ⊕ τ0 ⊕ τ0, etc. 
For commuting projections p and q, we write p △ q = p + q − 2pq, so that
(1− 2p)(1− 2q) = 1− 2(p△ q).
Lemma 2.3. Let A ⊂ Q be a separable unital subalgebra, let p ∈ Q be a projection
which splits A, and let q ∈ Q be a projection which trivially splits the C*-algebra
C∗(A, p) generated by A and p. Then there is a norm continuous path of unitaries
s 7→ w(s) in Q, defined for s ∈ [0, 1], such that w(0) = 1, w(1)∗pw(1) = p △ q,
‖w(s1)− w(s2)‖ ≤ pi|s1 − s2| for s1, s2 ∈ [0, 1], and w(s)x = xw(s) for all s ∈ [0, 1]
and x ∈ A.
Proof. Write Q = L(H)/K(H) for a separable infinite dimensional Hilbert space
H. Let D = C∗(A, p) ∼= A⊕A. Since q trivially splits D there is a monomorphism
ϕ : D → L(H) such that pi ◦ ϕ is the map x 7→ qx from D to Q. Set e0 = ϕ(p) and
e1 = ϕ(1 − p). Then the map x 7→ ϕ0(x) = ϕ(px) is a monomorphism from A to
L(H), such that ϕ0(A) ⊂ L(e0H) ⊂ L(H), such that ϕ0(A) ∩ K(H) = {0}, and
such that (pi ◦ ϕ0)(x) = pqx for all x ∈ A. Similarly, ϕ1(x) = ϕ((1 − p)x) defines
a monomorphism ϕ1 : A → L(e1H) ⊂ L(H) such that (pi ◦ ϕ1)(x) = q(1 − p)x for
all x ∈ A. Note that ϕ(x) = ϕ1(x) + ϕ2(x) for all x ∈ A. We apply Theorem 5
of [2]. The homomorphisms ϕ0 and ϕ1 are unital when the codomains are taken
to be L(e0H) and L(e1H), and satisfy Condition (3) there. So Condition (1) there
provides, in particular, an isomorphism v : e0H → e1H, which we treat as a partial
isometry in L(H), such that vϕ0(x)v
∗ − ϕ1(x) ∈ K(H) for all x ∈ A.
For 0 ≤ s ≤ 1, define a unitary zt ∈ L(H) by
z(s) = (1− e0 − e1) + cos(pis)(e0 + e1) + sin(pis)(v − v
∗).
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Set w(s) = pi(z(s)). One easily checks that z(s)ϕ(x) − ϕ(x)z(s) ∈ K(H) for all
x ∈ A, from which one easily concludes that w(s) commutes with every element of
a. From
w(1)∗(1− q)pw(1) = (1− q)p and w(1)∗qpw(1) = q(1 − p),
we get w(1)∗pw(1) = p△ q. The other required properties of s 7→ w(s) are easily
verified. 
Theorem 2.4. Assume the continuum hypothesis. Then there are 2ℵ1 outer au-
tomorphisms of Q.
Proof. Let (xα)α<ℵ1 be an enumeration of Q by countable ordinals. For each
countable ordinal β and each function ε : [0, β)→ {0, 1}, we construct:
• Separable unital subalgebras Bεβ ⊂ A
ε
β ⊂ Q.
• A projection pεβ ∈ A
ε
β and a selfadjoint unitary u
ε
β ∈ A
ε
β .
• For every γ ∈ [0, β), a norm continuous path of unitaries s 7→ wεγ,β(s) in
Aεβ , defined for s ∈ [0, 1].
We will require that these satisfy appropriate conditions, but, before stating them,
we introduce some convenient notation for functions from ordinals to {0, 1}.
If ε : [0, β) → {0, 1} is a function, and γ < β, then we write εγ = ε|[0,γ), and
we frequently even omit the subscript γ, writing Aεγ for A
εγ
γ , writing pεγ for p
εγ
γ ,
and writing uεγ for u
εγ
γ . (One may think of the Aεβ as being indexed by functions
ε : [0,ℵ1)→ {0, 1}, such that A
ε
β actually only depends on ε|[0,β).) Furthermore, if
ε : [0, β)→ {0, 1} and j ∈ {0, 1}, then we write εj for the function from [0, β + 1)
to {0, 1} whose restriction to [0, β) is ε and which takes the value j at β.
Using this notation, the objects above are required to satisfy the following con-
ditions for every countable ordinal β and every ε : [0, β)→ {0, 1}:
(1) xβ ∈ A
ε
β .
(2) pεβ splits B
ε
β .
(3) There exists a unitary u ∈ Bεβ such that u
ε
β = u(1−2p
ε
β). If β = γ+1, then
u = uεγ .
(4) If γ < β, then Aεγ ⊂ B
ε
β .
(5) If γ < β, then uεγ commutes with u
ε
β and (u
ε
γ)
∗xuεγ = (u
ε
β)
∗xuεβ for all
x ∈ Aεγ .
(6) If γ < β, then the path s 7→ w(s) = wεγ,β(s) satisfies w(1)
∗uεγw(1) = u
ε
β,
w(0) = 1, ‖w(s1)−w(s2)‖ ≤ pi|s1−s2| for s1, s2 ∈ [0, 1], and w(s)x = xw(s)
for all x ∈ Bεγ .
(7) If β = γ + 1 and ε : [0, γ) → {0, 1}, then Aε0β = A
ε1
β and there is x ∈ A
ε0
β
such that
(
uε0β
)∗
xuε0β 6=
(
uε1β
)∗
xuε1β .
We point out that, for fixed ε0, ε1 : [0,ℵ1)→ {0, 1}, the subalgebras A
ε0
α and A
ε1
α
only start to differ at the first limit ordinal not less than the first ordinal at which
ε0 and ε1 disagree. Unfortunately, we did not manage to make these subalgebras
fully independent of ε.
Assume the construction has been carried out. Let ε : [0,ℵ1) → {0, 1} be a
function. As before, we write Aεα for A
εα
α , etc. First, Condition (1) implies that⋃
α<ℵ1
Aεα = Q. Moreover, Condition (5) implies that if x ∈ A
ε
β , then the function
α 7→ (uεα)
∗xuεα is constant on [β,ℵ1). Therefore ϕ
ε(x) = limα→ℵ1(u
ε
α)
∗xuεα exists
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for all x ∈ Q. Moreover, ϕε ◦ ϕε = idQ because u
ε
α is selfadjoint for all α. So ϕ
ε is
an automorphism of Q.
Now let ε0, ε1 : [0,ℵ1) → {0, 1}, with ε0 6= ε1. We prove that ϕ
ε0 6= ϕε1 . Let α
be the least ordinal such that ε0(α) 6= ε1(α). Let ε be the common restriction of
ε0 and ε1 to [0, α). Without loss of generality ε0(α + 1) = 0 and ε1(α + 1) = 1.
Condition (7) implies that Aε0α+1 = A
ε1
α+1, and that there is x ∈ A
ε0
α+1 such that(
uε0α+1
)∗
xuε0α+1 6=
(
uε1α+1
)∗
xuε1α+1. It follows from Condition (5) that
ϕε0(x) =
(
uε0α+1
)∗
xuε0α+1 and ϕ
ε1 (x) =
(
uε1α+1
)∗
xuε1α+1.
Therefore ϕε0 6= ϕε1 .
Since there are 2ℵ1 functions from [0,ℵ1) to {0, 1}, it follows that there are at
least 2ℵ1 automorphisms of Q. However, there are only ℵ1 unitaries in Q. So there
must be 2ℵ1 outer automorphisms of Q.
We now construct Aεα, B
ε
α, p
ε
α, u
ε
α, and the w
ε
β,γ , by transfinite induction on α.
We first consider the case α = 0. In this case, [0, α) = ∅, and there is a unique
function ε0 : [0, α) → {0, 1}. We let p
ε0
0 ∈ Q be any nontrivial projection. Set
uε00 = 1−2p
ε0
0 . Take B
ε0
0 = C, and let A
ε0
0 be the subalgebra of Q generated by 1, x0,
pε00 , and u
ε0
0 . Since [0, α) = ∅, we do not need any paths t 7→ w
ε
γ,β(t). Condition (1)
is satisfied by construction, Condition (2) is trivially satisfied, Condition (3) is
satisfied with u = 1, and the remaining conditions are vacuous.
We now consider the induction step. Assume that Aεβ , B
ε
β , p
ε
β, and u
ε
β have been
constructed for all β < α and all ε : [0, β) → {0, 1}, and that the wεβ,γ have been
constructed for all γ < β < α and all ε : [0, β)→ {0, 1}.
Suppose first that α = β + 1 is a successor ordinal. Let ε : [0, β) → {0, 1} be
given; we construct the objects indexed by α and by ε0 and ε1. By Lemma 2.2
(with l = 3), there are orthogonal projections q0, q1 ∈ Q which split A
ε
β trivially,
and such that 1− q0 − q1 6= 0. By Lemma 2.3 there exist norm continuous paths of
unitaries s 7→ wj(s) in Q, defined for j = 0, 1 and s ∈ [0, 1], such that wj(0) = 1,
wj(1)
∗pεβwj(1) = p
ε
β △ qj , ‖wj(s1) − wj(s2)‖ ≤ pi|s1 − s2| for s1, s2 ∈ [0, 1], and
wj(s)x = xwj(s) for all x ∈ B
ε
β . Choose c ∈ Q such that c
∗c = q0 and cc
∗ =
1− q0 − q1.
For j = 0, 1, set pεjα = qj , set u
εj
α = u
ε
β(1 − 2qj), and set B
εj
α = A
ε
β . Let
Aε0α = A
ε1
α be the subalgebra of Q generated by A
ε
β , q0, q1, xα, c, and wj(s)
for 0 ≤ s ≤ 1 and j = 0, 1. Further set wεjβ,α(s) = wj(s) and, for γ < β, set
wεjγ,α(s) = wj(1)
∗wεγ,β(s)wj(1).
We check the conditions. First, uεjα is selfadjoint because u
ε
β is selfadjoint and
commutes with qj . Conditions (1), (2), and (3) are satisfied by construction. Con-
dition (4) is immediate.
We verify Condition (5), for γ < α. If γ = β, we observe that uεjα commutes
with uεjβ = u
ε
β because u
ε
β commutes with qj . Also, conjugation by both unitaries
induces the same map on Aεjβ = A
ε
β because qj commutes with every element of
Aεβ . So suppose that γ < β. Then u
εj
γ = u
ε
γ commutes with u
ε
β by the induction
hypothesis, and uεγ commutes with qj because u
ε
γ ∈ A
ε
β , so u
εj
γ commutes with u
εj
α .
Furthermore, conjugation by uεjγ induces the same map on A
εj
γ as conjugation by
uεjβ by the induction hypothesis, so also the same map as conjugation by u
εj
α by the
case γ = β.
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Next, we verify Condition (6), for γ < α. For γ = β, most of the condition
is satisfied by construction. We must, however, check that wj(1)
∗uεβwj(1) = u
εj
α .
Following (3) of the induction hypothesis, write uεβ = u(1 − 2p
ε
β) for some unitary
u ∈ Bεβ. Since wj(1) commutes with all elements of B
ε
β, we get
wj(1)
∗uεβwj(1) = wj(1)
∗u(1− 2pεβ)wj(1) = u[1− 2wj(1)
∗pεβwj(1)]
= u(1− 2pεβ △ qj) = u(1− 2p
ε
β)(1 − 2qj) = u
εj
α ,
as desired. Now suppose that γ < β. Set z(s) = wεjγ,α(s). Then it is immediate from
the definition and the properties ofwεγ,β(s) assumed in the induction hypothesis that
z(0) = 1 and ‖z(s1)−z(s2)‖ ≤ pi|s1−s2| for s1, s2 ∈ [0, 1]. To get z(s)x = xz(s) for
x ∈ Bεγ , we use in addition the relations B
ε
γ ⊂ B
ε
β and wj(s)x = xwj(s) for x ∈ B
ε
β.
For the remaining part of this condition, we compute, using wj(1)u
ε
γwj(1)
∗ = uεγ
and the induction hypothesis at the second step,
z(1)∗uεγz(1) = wj(1)
∗wεγ,β(1)
∗wj(1)u
ε
γwj(1)
∗wεγ,β(t)wj(1) = wj(1)
∗uεβwj(1) = u
εj
α .
It remains to verify Condition (7). We have Aε1α = A
ε0
α by construction. Set
x = uεβc(u
ε
β)
∗, which is in Aε0α . Using cq1 = q0c = q1c = 0 and cq0 = c, we get
(uε0α )
∗xuε0α = (1− 2q0)c(1− 2q0) = −c
and
(uε1α )
∗xuε1α = (1 − 2q1)c(1 − 2q1) = c.
This completes the proof of the successor ordinal induction step.
Now suppose that α is a limit ordinal and ε : [0, α) → {0, 1}. Choose a strictly
increasing sequence of ordinals (αn)n≥1 such that limn→∞ αn = α. Define a con-
tinuous function v from [1,∞) to the unitary group of Q by, for t ∈ [n, n+ 1] and
using (6) of the induction hypothesis,
v(t) = wεα1,α2(1)w
ε
α2,α3(1) · · ·w
ε
αn−1,αn(1)w
ε
αn,αn+1(t− n).
Further, for each β < α, we define a continuous function cβ from [0, 1]× [1,∞) to
the unitary group of Q as follows. Let m be the smallest natural number such that
β < αm, and set
cβ(s, t) = [v(m)
∗v(t)]∗wεβ,αm(s)[v(m)
∗v(t)].
We claim that the objects just defined satisfy the following properties:
(8) If n ≥ m and t ∈ [n, n+ 1], then
v(m)∗v(t) = wεαm,αm+1(1) · · ·w
ε
αn−1,αn(1)w
ε
αn,αn+1(t− n).
(9) For n ∈ N, we have v(n)∗uεα1v(n) = u
ε
αn .
(10) For t ≥ n+ 1 and x ∈ Aεαn , we have
[
v(t)∗uεα1v(t)
]∗
x
[
v(t)∗uεα1v(t)
]
= (uεαn)
∗xuεαn .
(11) If β < αm and t ≥ m, then cβ(1, t)
∗uεβcβ(1, t) = v(t)
∗uεα1v(t).
(12) For β < α and t ∈ [0,∞), we have cβ(0, t) = 1.
(13) For β < α, t ∈ [0,∞), and s1, s2 ∈ [0, 1], we have ‖cβ(s1, t) − cβ(s2, t)‖ ≤
pi|s1 − s2|.
(14) For γ < β < αm, t ∈ [m,∞), s ∈ [0, 1], and x ∈ B
ε
γ , the element cβ(s, t)
commutes with x.
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Property (8) is immediate from the definition, and Property (9) follows by in-
duction from (6) of the induction hypothesis.
We prove (10). Let x ∈ Aεαn and t ∈ [n + k, n + k + 1] with k ≥ 1. Set
c = wεαn+k, αn+k+1(t − n − k). So v(t)
∗uεα1v(t) = c
∗uεαn+kc by (9). Using (5) of the
induction hypothesis, we get (uεαn+k)
∗xuεαn+k = (u
ε
αn)
∗xuεαn , and this element is in
Aεαn because u
ε
αn ∈ A
ε
αn . It now follows from (6) and (4) of the induction hypothesis
that c commutes with x and with (uεαn+k)
∗xuεαn+k . Therefore
[
v(t)∗uεα1v(t)
]∗
x
[
v(t)∗uεα1v(t)
]
=
[
c∗uεαn+kc
]∗
x
[
c∗uεαn+kc
]
= c∗(uεαn+k)
∗xuεαn+kc = (u
ε
αn)
∗xuεαn ,
as desired.
To prove (11), let t ∈ [n, n + 1] with n ≥ m. Property (8) (which we already
proved) and Conditions (6) and (4) of the induction hypothesis imply that v(m)∗v(t)
commutes with uεβ. Using this at the second step, (6) of the induction hypothesis
at the third step, and (9) at the fourth step, we get
cβ(1, t)
∗uεβcβ(1, t)
= [v(m)∗v(t)]∗wεβ,αm(1)
∗[v(m)∗v(t)]uεβ [v(m)
∗v(t)]∗wεβ,αm(1)[v(m)
∗v(t)]
= [v(m)∗v(t)]∗wεβ,αm(1)
∗uεβw
ε
β,αm(1)[v(m)
∗v(t)]
= [v(m)∗v(t)]∗uεαm [v(m)
∗v(t)] = v(t)∗uεα1v(t),
as desired.
Properties (12) and (13) follow from the definitions and (6) of the induction
hypothesis. For Property (14), one uses in addition Property (8). This completes
the proof of (8) through (14).
Now set M =
⋃∞
n=0 A
ε
αn , which of course is equal to
⋃
β<αA
ε
β . We have v(t) ∈
M for all t and cβ(s, t) ∈ M for all s, t, and β. Identify M with its image in
Cb([1,∞), M)/C0([1,∞), M), let v be the image of v in this algebra, and let cβ(s)
be the image of the function t 7→ cβ(s, t) in this algebra. Property (11) implies that
cβ(1)
∗uεβcβ(1) = v
∗uεα1v for all β < α.
Let N ⊂ Cb([1,∞), M)/C0([1,∞), M) be the C*-algebra generated by M and
v. Note that cβ(s) ∈ N for all s ∈ [0, 1] and all β < α. Apply Corollary 1.6
with M in place of A and N in place of B, getting a homomorphism ϕ : N → Q
such that ϕ(x) = x for all x ∈ M. Set z = ϕ(v) and set yβ(s) = ϕ(cβ(s)) =
[v(m)∗z]∗wεβ,αm(s)[v(m)
∗z] for β < α. Further set u = z∗uεα1z.We claim that these
elements satisfy the following properties:
(15) u is selfadjoint.
(16) u commutes with uεβ for every β < α.
(17) For every β < α and every x ∈ Aεβ , we have uxu
∗ = (uεβ)
∗xuεβ .
(18) yβ(0) = 1 for all β < α.
(19) yβ(1)
∗uεβyβ(1) = u for all β < α.
(20) ‖yβ(s1)− yβ(s2)‖ ≤ pi|s1 − s2| for all s1, s2 ∈ [0, 1] and β < α.
(21) yβ(s)x = xyβ(s) for all β < α, all x ∈ B
ε
β , and all s ∈ [0, 1].
Property (15) is immediate. Properties (18), (19), (20), and (21) follow from,
in order, Properties (12), (11), (13), and (14). We prove Properties (16) and (17).
Property (10) implies that for every n and for every x ∈ Aεαn , we have (u
ε
αn)
∗xuεαn =
u∗xu. For γ < α, choose n with αn > γ and use Condition (5) of the induction
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hypothesis for αn to get (u
ε
γ)
∗xuεγ = u
∗xu for all x ∈ Aεγ . Putting γ = β gives
Property (17). For Property (16), put x = uεγ and γ = β + 1, and use (5) of the
induction hypothesis for γ. This completes the proof of Properties (15) through (21).
Let Bεα be the subalgebra of Q generated byM and z. Use Lemma 2.2 to choose a
projection pεα which splits B
ε
α trivially, and set u
ε
α = u(1−2p
ε
α). For each β < α, the
element uεβ commutes with u by Property (16), and both are selfadjoint, so there
exists a projection qβ such that u(u
ε
β)
∗ = (uεβ)
∗u = 1 − 2qβ. Then qβ commutes
with every element of Aεβ by Property (17). We claim that qβ splits A
ε
β . To see
this, recall that by (3) of the induction hypothesis we have uεβ+1 = u
ε
β(1 − 2p
ε
β+1).
Using Property (19) at the second step and Property (21) at the fourth step, we
then get
uεβ
(
1− 2qβ
)
= u = yβ+1(1)
∗uεβ+1yβ+1(1)
= yβ+1(1)
∗uεβ
(
1− 2pεβ+1
)
yβ+1(1)
= uεβyβ+1(1)
∗
(
1− 2pεβ+1
)
yβ+1(1)
= uεβ
[
1− 2yβ+1(1)
∗pεβ+1yβ+1(1)
]
,
which implies that qβ = yβ+1(1)
∗pεβ+1yβ+1(1). Now p
ε
β+1 splits A
ε
β by (2) and (4)
of the induction hypothesis. For any nonzero x ∈ Aεβ we therefore have (using
Property (21))
qβx = yβ+1(1)
∗pεβ+1yβ+1(1)x = yβ+1(1)
∗pεβ+1xyβ+1(1) 6= 0,
and (1− qβ)x 6= 0 by an analogous computation. So qβ splits A
ε
β .
Lemma 2.3 therefore provides, in particular (ignoring the path) a unitary wβ
(which would be wβ(1)) such that w
∗
βqβwβ = qβ△p
ε
α and wβx = xwβ for all x ∈ A
ε
β .
Writing u = uεβ(u
ε
β)
∗u = uεβ(1− 2qβ), and using u
ε
β ∈ A
ε
β , we get w
∗
βuwβ = u
ε
α. Set
wβ,α(s) = w
∗
βyβ(s)wβ . Then let A
ε
α be the subalgebra of Q generated by B
ε
α, xα,
and pεα.
We verify that the required properties hold. Conditions (1), (2), (3), and (4)
are clearly satisfied, while Condition (7) is vacuous. Condition (5) follows from
Properties (16) and (17), together with the fact that pεα commutes with u and with
every element of
⋃
β<αA
ε
β .
It remains only to verify Condition (6). We replace yβ(s) with w
∗
βyβ(s)wβ in
each of Properties (18), (19), (20), and (21). Properties (18) and (20) immediately
become the corresponding parts of Condition (6). Properties (19) and (21) become
the corresponding parts of Condition (6) after using the fact that wβ commutes
with uεβ and every element of B
ε
β . This completes the limit ordinal induction step,
and hence the proof. 
Remark 2.5. If one is only concerned with producing a single outer automorphism
of Q, the following more direct approach can be used. Let (ψα)α<ℵ1 be an enu-
meration by countable ordinals of the inner automorphisms of Q. At each successor
ordinal step, instead of constructing two projections pε0α and p
ε1
α such that the cor-
responding unitaries uε0α and u
ε1
α give different inner automorphisms of A
ε0
α = A
ε1
α ,
choose a single projection pα, but use the existence of more than one choice to
ensure that conjugation by the corresponding unitary uα disagrees with ψα on Aα.
This yields an automorphism ϕ of Q which is not equal to any ψα, and hence not
inner.
THE CALKIN ALGEBRA HAS OUTER AUTOMORPHISMS 13
In fact, this argument shows that there are strictly more than ℵ1 automorphisms
of Q. However, from the set-theoretic point of view, it is a slightly stronger conclu-
sion that there are 2ℵ1 automorphisms of Q.
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