Symmetry breaking of gauge theories down to Abelian sub-groups by Weinzierl, Stefan
ar
X
iv
:0
80
2.
20
16
v1
  [
he
p-
ph
]  
14
 Fe
b 2
00
8
MZ-TH/08-06
Symmetry breaking of gauge theories down to Abelian
sub-groups
Stefan Weinzierl
Institut für Physik, Universität Mainz,
D - 55099 Mainz, Germany
Abstract
I re-derive the lowest order effective Lagrangian for electro-weak symmetry breaking with-
out the use of Goldstone’s theorem for spontaneously broken global symmetries and without
the assumption of a custodial symmetry. I consider the breaking of a local symmetry with
gauge group G down to an Abelian sub-group K and construct a gauge-invariant functional
with one free parameter v, such that v = 0 corresponds to a gauge theory with gauge group
G, while v→ ∞ corresponds to a gauge theory with gauge group K.
PACS numbers: 11.15.Ex
1 Introduction
The standard mechanism for the generation of masses for the electro-weak gauge bosons is the
Higgs mechanism [1–6]. It predicts an additional spin zero particle, the Higgs boson. From
direct searches we know that it must be heavier than 114 GeV. On the other hand, electro-weak
precision measurements prefer a value below this limit. It is therefore legitimate to investigate
alternatives to the Higgs mechanism.
An alternative is an approach based on an effective theory, which would just add the three
required pseudo-Goldstone fields, but no Higgs field. These effective Lagrangians are usually
derived by assuming a global symmetry which is spontaneously broken. By Goldstone’s theorem
[7, 8] there will be a massless scalar field for every broken generator of a global symmetry. In a
second step these models are gauged. This converts the Goldstone fields into pseudo-Goldstone
fields, which provide the longitudinal degrees of freedom for the massive electro-weak gauge
bosons [9–11].
Chanowitz, Golden and Georgi [12, 13] have shown that for the breaking of the global sym-
metry there are precisely two possibilities: SUL(2)×SUR(2)→ SUL+R(2) and SUL(2)×UY (1)→
UQED(1). Due to its similarity with chiral perturbation theory the first possibility is often called
chiral electro-weak symmetry breaking [14–16] and has been discussed extensively in the litera-
ture [17–21]. The un-broken global symmetry SUL+R(2) is usually called the custodial symme-
try [22]. Upon gauging the model the custodial symmetry is explicitly broken. Chiral electro-
weak symmetry breaking predicts the tree-level value ρ = 1 for the ρ-parameter [23, 24].
The second symmetry breaking pattern SUL(2)×UY (1)→UQED(1) has been discussed in
[12, 13] and leaves the tree-level value of the ρ-parameter unconstrained.
From experimental measurements we know that ρ is very close to 1. The experiments would
therefore point towards chiral electro-weak symmetry breaking if they would have to decide
among the two options. However, there are several questions which can be raised. First of all
it is not clear why one should start from a global symmetry. In the electro-weak case we are
interested in the breaking of a local symmetry, not a global one. Secondly in the case of chiral
electro-weak symmetry breaking the global symmetry group SUL(2)× SUR(2) is not identical
with the gauge group SUL(2)×UY (1). The identification of UY (1) with a one-parameter sub-
group of SUR(2) is problematic. In fact, the quantum numbers of the fermions suggest, that
the UY (1) is itself the result of a symmetry breaking UB−L(1)×SUR(2)→UY (1), where B−L
stands for baryon number minus lepton number. Therefore the generator of the hyper-charge
would contain a term, which can be identified with the third generator of SUR(2). In addition,
there would be a second term, corresponding to the generator of UB−L(1), and commuting with
SUL(2) and SUR(2).
It is therefore interesting to ask what assumptions are really needed to derive the lowest order
effective Lagrangian for electro-weak symmetry breaking with ρ = 1. In this letter I present a
derivation of the effective Lagrangian which tries to keep the necessary assumptions to a mini-
mum. The derivation does not make use of Goldstone’s theorem for spontaneously broken global
symmetries nor does it assume a custodial symmetry. I will treat directly the breaking of a local
gauge symmetry with gauge group G down to a gauge group K. For the application towards
electro-weak theory this is the breaking of a local SUL(2)×UY (1) symmetry down to a local
2
UQED(1) symmetry. I will assume the following:
(i) The un-broken sub-group is Abelian.
(ii) There exists a decomposition of the Lie algebra of G as a vector space into the directions
of K and G/K. It is not assumed that this decomposition is orthogonal with respect to the
inner product of the Lie algebra. This decomposition can be given in the form of a projec-
tion onto the directions of G/K. Of particular interest are cases where this decomposition
is such that the coset space G/K is isomorphic to a group.
While assumption (i) clearly is justified for the case of interest SUL(2)×UY (1)→UQED(1), it
will turn out that assumption (ii) is essential to establish ρ = 1. Different decompositions corre-
spond to different values of the ρ-parameter. ρ= 1 corresponds to a decomposition where G/K is
isomorphic to SUL(2). To derive the effective Lagrangian I construct a gauge-invariant functional
with one free parameter v, such that v = 0 corresponds to a gauge theory with gauge group G,
while v → ∞ corresponds to a gauge theory with gauge group K. The functional involves an in-
tegration over all gauge transformations. For infinitesimal gauge transformations, the integration
over the gauge transformations of the un-broken sub-group factorise, leaving an integration over
the moduli space. This integration is identified with the integration over the pseudo-Goldstone
fields. When the functional is expanded in the pseudo-Goldstone fields, the first term yields the
standard term needed to generate the masses of the electro-weak gauge bosons.
In this letter I focus on the lowest order effective Lagrangian. As usual in effective theories,
terms corresponding to higher-dimensional operators have to be added.
This letter is organised as follows: The next section introduces the notation. Sections 3 and 4
review non-linear realisations of a group and chiral electro-weak symmetry breaking. In section 5
the functional for the symmetry breaking of a local symmetry down to a local Abelian symmetry
is derived. Section 6 applies this formalism to the electro-weak theory. Finally section 7 contains
the conclusions.
2 Notation
Let G be a compact connected Lie group and let K be an Abelian continuous sub-group of G. I
denote the dimension of G by N and the dimension of K by n. The Lie algebra of G is denoted by
g, the one of K is denoted by k. As a vector space we can decompose g into k and the sub-space
b generated by the broken generators:
g = k+b. (1)
I denote the projections onto the individual sub-spaces by
Pk : projection onto k,
Pb : projection onto b. (2)
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The generators of the group are normalised according to
Tr
(
T †T
)
=
1
2
. (3)
I will use the notation T a for a generic base. In this letter I do not assume that the generators are
orthogonal. In particular while I will choose an orthogonal base for k as well as an orthogonal
base for the vector space b, I do not assume that the vector spaces k and b are orthogonal. It
will be convenient to work in a specific base, which is a Cartan base. A Cartan base contains
the maximal number of mutually commuting generators. The number of mutually commuting
generators equals the rank of the Lie algebra and is denoted by r. I will label the mutually
commuting generators Ha and the remaining generators Ea. They can chosen to satisfy[
Ha,Hb
]
= 0,
[
Ha,Eb
]
= α
(b)
a Eb. (4)
In the last equation no summation over b is implied. The vector α(b) = (α(b)1 , ...,α
(b)
r ) is called
the root vector of the generator Eb. A basic theorem on Lie algebras states that for any generator
E with non-zero root vector α there is another generator with root vector −α. The generators Ea
therefore come always in pairs and it will be convenient to label them Ea and E−a, where a takes
the values 1, ...,(N− r)/2. If K is Abelian, we can choose a Cartan base such that H1, ...,Hn are
the generators of K. In this case we can further decompose b as a vector space into
b = h+ e, (5)
where h is generated by the remaining mutually commuting generators Hn+1, ...,Hr, and e is
generated by E1,E−1, ...,E(N−r)/2,E−(N−r)/2. As a vector space we have therefore the decom-
position
g = k+h+ e. (6)
Let us further agree that if we label the generators by T a with a = 1, ...,N, then we assume
that they are ordered such that the first n generators correspond to k, the next (r−n) generators
correspond to h and the remaining (N− r) generators correspond to e.
Let us now consider a gauge theory with gauge group G. The gauge potential and the field
strength are denoted by A and F , respectively:
A =
g
i
T aAaµdxµ, F =
g
2i
T aFaµνdxµ∧dxν. (7)
A is a one-form which takes values in the Lie algebra g, F is a two-form which also takes values
in g. The coupling constant is denoted by g. As one frequently encounters differential forms
which take values in the Lie algebra g, I adopt the convention that for an k-form ω
||ω|| = Tr (ω∧∗ω) . (8)
∗ω is the Hodge-dual of ω, defined on a D-dimensional flat manifold by
∗ (T aωaµ1...µkdxµ1 ∧ ...∧dxµk) = 1(D− k)! (T aωaµ1...µk)† εµ1...µkµk+1...µDdxµk+1 ∧ ...∧dxµD . (9)
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We have for example
||F||=−g
2
4
FaµνF
aµνd4x, ||A||=−g
2
2
AaµAaµd4x.
The minus sign is related to the fact, that in Minkowski space the contraction of the total anti-
symmetric tensor yields
εµνρσε
µνρσ = −24. (10)
3 Non-linear realisations
In this section I review the construction of Coleman, Wess and Zumino [25] for non-linear re-
alisations of a group G. In this section I do not assume that the sub-group K is Abelian. As
mentioned in the previous section I assume that the generators T a are ordered, such that the first
n generators correspond to the un-broken sub-group K, the remaining N−n generators are then
the broken generators. An element of the coset space G/K can be parameterised as
U = exp
(
i
N
∑
a=n+1
T aχa
)
exp
(
i
n
∑
b=1
T bξb
)
. (11)
The standard choice for a coset representative is ξb = 0 for b = 1, ...,n. An element U1 of G
U1 = exp
(
i
N
∑
a=1
T aθa
)
(12)
acts on U from the left. The result can again be brought in the form of eq. (11):
U1U = exp
(
i
N
∑
a=n+1
T aχ′a
)
exp
(
i
n
∑
b=1
T bξ′b
)
. (13)
The new coordinates χ′a and ξ′b depend on χ and θ. In general we have ξ′b 6= 0, and the second
exponential can be thought of as a compensating function needed to return to the given choice
of coset representative ξb = 0. In the case were the group G admits an automorphism R : G →G
such that
T a →
{
T a, a = 1, ...,n,
−T a, a = n+1, ...,N, (14)
the compensating function can be eliminated by considering the transformation
U1 exp
(
2i
N
∑
a=n+1
T aχa
)
R
(
U−11
)
= exp
(
2i
N
∑
a=n+1
T aχ′a
)
. (15)
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Such an automorphism R exists for the breaking of SUL(N)× SUR(N) down to the diagonal
sub-group SUL+R(N) for all N.
In this letter we are interested in a slightly more general case, namely where the compensating
function – although it cannot be eliminated – is still independent of the coset coordinates χ.
In this case the transformed coordinates ξ′ depend on ξ, but not on χ. In other words, the
compensating function is constant on the coset space G/K. Let us give a concrete example for
this case. Assume that
G = G′×UY1 × ...×UYn,
K = UQ1 × ...×UQn, (16)
where G′ is a semi-simple Lie group of rank r with r ≥ n. The diagonal generators of G′ are
denoted by H ′a with a = 1, ...,r. The generators Q j of UQ j are assumed to be linear combinations
of the generators Y j of UY j and the diagonal generators H ′
a
, say
Q j = 1√
2
(
Y j +H ′ j
)
. (17)
The coset space G/K is isomorphic to G′ and we can take as coset representative
U = exp
(
i
N−n
∑
a=1
T ′aχa
)
, (18)
where T ′a denote the generators of G′. Note that the set {T ′a,Q j} is a non-orthogonal base of
the Lie algebra of G. For an element
U1 = exp
(
i
N−n
∑
a=1
T ′aθa + i
n
∑
j=1
Y j ˜θ j
)
(19)
of G acting from left on U we have
U1U = U ′V, (20)
where V ∈ K and
U ′ = exp
(
i
N−n
∑
a=1
T ′aθa
)
U exp
(
−i
√
2
n
∑
j=1
H ′ j ˜θ j
)
,
V = exp
(
i
√
2
n
∑
j=1
Q j ˜θ j
)
. (21)
Let us remark that since we assumed that the rank r of G′ satisfies r ≥ n, we could always embed
the torus UY1 × ...×UYn in a second copy of G′ by identifying Y j with H ′ j:
G′×UY1 × ...×UYn ⊂ G′×G′. (22)
However, this enlargement of the group G is an assumption I do not want to make in this letter.
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4 Chiral electro-weak symmetry breaking
In this section I review the standard derivation of the effective Lagrangian for chiral electro-
weak symmetry breaking [14–16]. To describe chiral electro-weak symmetry breaking, let us
start from the Lagrangian of the Higgs sector without any coupling to gauge fields:
LHiggs =
(
∂µφ
)†
(∂µφ)+µ2φ†φ− 1
4
λ
(
φ†φ
)2
. (23)
We set now
φ = 1√
2
(
χ1− iχ2
σ+ iχ3
)
,
Σ = 1
2
σ+ iχa 1
2
σa, (24)
where σa denotes the Pauli matrices and σ a scalar field. In the Higgs model we usually set
σ = v+H. The Lagrangian (23) can be written as
LHiggs = Tr
(
∂µΣ
)† ∂µΣ− µ2
v2
(
Tr (Σ)† Σ− 1
2
v2
)2
+
1
4
µ2v2.
Eq. (25) is invariant under a global SUL(2)× SUR(2) symmetry. In the limit of a heavy Higgs
mass mH =
√
2µ → ∞ the second term enforces
Tr (Σ)† Σ = 1
2
v2. (25)
It follows that in this limit
U =
2
v
Σ (26)
is an element of SU(2). The Lagrangian
Lchiral =
v2
4
Tr
(
∂µU
)† ∂µU, (27)
is the lowest order Lagrangian for the breaking of a global SUL(2)×SUR(2) symmetry down to
SUL+R(2). The Lagrangian in eq. (27) is invariant under a global SUL(2)× SUR(2) symmetry.
In order to add the couplings to the gauge fields, one replaces in eq. (27) the partial derivatives
by covariant ones. One arrives at the lowest order Lagrangian for chiral electro-weak symmetry
breaking
LχSB =
v2
4
Tr
(
DµU
)† DµU, (28)
where the covariant derivative acts on U as follows:
DµU = ∂µU − igW aµ
1
2
σaU + ig′UBµ
1
2
σ3. (29)
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The Lagrangian in eq. (28) is invariant under local SUL(2)×UY (1) transformations. However,
the symmetry under global SUR(2) transformations is lost due to the presence of σ3 in the UY (1)-
part.
Let us summarise the basic assumptions of chiral electro-weak symmetry breaking: One
assumes a global SUL(2)×SUR(2) symmetry, which is spontaneously broken down to SUL+R(2).
The global symmetry is partially made local by gauging SUL(2) and a one-parameter sub-group
of SUR(2). This one-parameter sub-group is identified with UY (1). Gauging just a one-parameter
sub-group of SUR(2) destroys the global SUR(2) symmetry.
In the next section I will describe a formalism to derive the effective Lagrangian in eq. (28)
without considering first global symmetries and without the assumption of an additional SUR(2)
symmetry.
5 The functional for symmetry breaking
In this section I derive a gauge-invariant functional for symmetry breaking. I first consider gauge-
equivalent configurations in section 5.1. The factorisation for infinitesimal gauge transformations
is discussed in section 5.2. Effects for finite gauge transformations due to the measure are dis-
cussed in section 5.3.
5.1 Gauge-equivalent configurations
Let us consider a Yang-Mills theory where the symmetry is broken from the gauge group G down
to an Abelian sub-group K. I shall introduce a parameter v (with the dimension of a mass), such
that v = 0 corresponds to the unbroken theory with gauge group G and that v → ∞ corresponds
to a theory with gauge group K. Let us first consider the latter case of a Yang-Mills theory with
gauge group K. We can embed K in G and with our ordering of the generators we have
Aaµ =
{
Aaµ, a = 1, ...,n,
0, a = n+1, ...,N. (30)
The components in the direction of b are simply zero. This is left un-changed by any gauge
transformation of K. However, a gauge transformation in the full group G rotates in general the
gauge potential in the directions of b. Let us now look at a general gauge potential A for the
gauge group G. We can now ask under which conditions is this gauge potential equivalent to
the one in eq. (30). This is the case, if we can find a gauge transformation U in G, such that A
can brought in the form of eq. (30). With the help of the projection Pb this can be formulated as
follows:
Pb
(
AU
)
= 0, (31)
where AU denotes the gauge transform of A by U :
AU = U−1AU +U−1dU. (32)
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Such a U is not unique, we still have the freedom to perform gauge transformations in K. If V is
a gauge transformation of K, then also
U ′ = UV (33)
is a solution to eq. (31). Our aim is now to construct a gauge-invariant functional, which dis-
favours configurations, which are not of the form as in eq. (30). Let us consider the functional
Z[A] =
Z
DU exp
(
−iv
2
4
Z
||Pb(AU)||
)
. (34)
The integration is over all gauge transformations U of G. The functional Z depends on the gauge
potential A and is a measure how far away a configuration is from the form of eq. (30). v is
an arbitrary constant with the dimension of a mass. In the functional integral over A we will
now weight every configuration with the factor (34). For v = 0 the factor is unity and each
configuration receives the same weight. This corresponds to the un-broken phase. On the other
hand v→ ∞ will enforce eq. (30).
The functional Z[A] is invariant under all gauge transformations U1 of G:
Z
[
AU1
]
= Z[A]. (35)
This is easily verified with the help of (
AU1
)U
= AU1U (36)
and the fact that the measure is invariant:
DU = D (U1U) . (37)
The functional Z[A] involves an integration over all gauge transformations U of G. We would like
to investigate under which conditions we can factor from this functional all gauge transformations
of K, leaving a functional integral over gauge transformations of G modulo the ones of K. In
order to establish this factorisation, the following property is essential: For fixed A the quantity
S [A,U ] = −v
2
4
Z
||Pb(AU)|| (38)
is invariant under gauge transformations V of K:
S [A,UV ] = S [A,U ] . (39)
To prove eq. (39) we first note
AUV =
(
AU
)V
=V−1
(
AU
)
V +V−1dV. (40)
The term V−1dV is mapped to zero under Pb. With the decomposition
AU = AUk +A
U
h +A
U
e , AUk ∈ k, AUh ∈ h, AUe ∈ e, (41)
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we have
V−1
(
AUk +A
U
h
)
V = AUk +A
U
h , (42)
since V , AUk and AUh contain only the mutually commuting generators Ha. For AUe let us focus on
a pair of generators E+ and E−, corresponding to root vectors α and −α. We have[
Ha,E+
]
= αaE+,
[
Ha,E−
]
=−αaE−, (43)
and using the Baker-Campbell-Hausdorff formula we find
e−iH
aθaE+eiH
aθa = e−iθ
aαaE+, e−iH
aθaE−eiH
aθa = eiθ
aαaE−. (44)
The term ||Pb(AUe )|| involves
Tr
(
E+E−
)
. (45)
Under the gauge transformation V this term is transformed into
Tr
(
e−iθ
aαaE+eiθ
aαaE−
)
= Tr
(
E+E−
)
. (46)
This completes the proof of eq. (39). Note that for the proof we used the fact that K is generated
only by generators Ha. In other words, it is required that K is Abelian. Let us summarise what
we have established so far: We defined the functionals
Z[A] =
Z
DU exp(iS[A,U ]) ,
S[A,U ] = −v
2
4
Z
||Pb(AU)||, (47)
with the following properties
Z
[
AU1
]
= Z[A],
S [A,UV ] = S [A,U ] , (48)
where U and U1 denote gauge transformations of G and V denotes a gauge transformation of K.
The first equation states that Z[A] is gauge invariant under all gauge transformation of G, the sec-
ond equation states that for fixed A the quantity S[A,U ] is invariant under gauge transformations
of K.
5.2 Factorisation for infinitesimal gauge transformations
In this section let us assume that the functional integration DU in eq. (34) is restricted to in-
finitesimal gauge transformations. For infinitesimal gauge transformations we can write a gauge
transformation U of G as
U = WV, (49)
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where V is a gauge transformation of K and W is defined by
W = exp(χ) , χ = i
N
∑
j=n+1
T jχ j. (50)
Note that the summation is only over the broken generators. W is a representative for the coset
of gauge transformations of G modulo the ones of K. For infinitesimal transformations we have
for the measure of W
DW =
N
∏
j=n+1
Dχ j, (51)
and the measure DU factorises:
DU = Dχ ·DV. (52)
Due to eq. (39) the integral over DV factorises from eq. (34):
Z[A] =
(Z
DV
)
·Z′[A], (53)
with
Z′[A] =
Z
DW exp
(
−iv
2
4
Z
||Pb(AW )||
)
. (54)
The functional Z′[A] has one free parameter v and introduces for each broken generator T j a
pseudo-Goldstone field χ j. We derived eq. (54) under the assumption that all gauge transforma-
tions occurring in eq. (34) are infinitesimal. Since eq. (34) involves an integration over all gauge
transformation and not just infinitesimal ones, this assumption is of course not justified and I will
discuss the corrections to eq. (54) in the next section. Nevertheless the result (54) makes it trans-
parent how the pseudo-Goldstone fields emerge in this context: The pseudo-Goldstone fields are
just the left-over fields, which cannot be factorised from a functional involving an integration
over all gauge transformations.
5.3 Finite gauge transformations
In this section I discuss the modifications due to finite gauge transformations. These modifi-
cations are entirely due to the measure of the integration. In fact we have shown in eq. (39)
that the integrand is invariant under finite gauge transformations of K. Let us denote the invari-
ant measure of U by DU , the invariant measure of V by DV . We parameterise a finite gauge
transformation as
U = exp(χ) , χ = i
N
∑
a=1
T aχa, (55)
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where the sum is now over all generators of G. The measure DU expressed in the fields χa is
DU =
N
∏
a=1
Dχa det MG(χ). (56)
At a fixed space-time point this is just the Haar measure of the group G. The determinant
det MG(χ) can be obtained as follows: Let us define a matrix NG through
NabG = i f acbχc. (57)
Then MG is given by
MG =
∞
∑
n=0
1
(n+1)!
(−iNG)n . (58)
For G = SU(2) the determinant can actually be calculated explicitly. If we use as generators
T a = 12σ
a
, where σa are the Pauli matrices, one finds
det MG(χ) =
(
sin ρ2
ρ
2
)2
, ρ =
√
(χ1)2 +(χ2)2 +(χ3)2. (59)
For G =U(1) the measure is constant:
det MG(χ) = 1. (60)
Let us now denote by DW the G-invariant measure of the coset space G/K. This measure
satisfies
Z
DU f (U) =
Z
DW
Z
DV f (WV ) (61)
for any function f defined on G. If the function f is invariant under transformations of K, e.g.
f (WV ) = f (W ), we obtain
Z
DU f (U) =
(Z
DV
)Z
DW f (W ). (62)
In the case of interest here we have f (U) = exp(iS[A,U ]) and the function is invariant under
transformations of K. We define
J =
Z
DV det MG. (63)
Then the measure DW is given up to normalisation factors by
DW =
N
∏
j=n+1
Dχ j J . (64)
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Putting everything together we arrive at the final formula for the functional Z′[A]:
Z′[A] =
Z N
∏
j=n+1
Dχ j J exp
(
−iv
2
4
Z
||Pb(AW )||
)
.
(65)
Formula (65) is the main result of this letter. Note that we can also write for AW
AW = W−1AW +W−1dW =W−1DW, (66)
where D = d +A is the covariant derivative. We can therefore write
− v
2
4
Z
||Pb(AW )|| = v
2
4
Z
d4x Tr
(
Pb
((
DµW
)†W)Pb (W−1DµW)) . (67)
We now define Lbreaking by
Lbreaking =
v2
4
Tr
(
Pb
((
DµW
)†W)Pb (W−1DµW)) . (68)
Then
Z′[A] =
Z N
∏
j=n+1
Dχ j J exp
(
i
Z
d4x Lbreaking
)
. (69)
We can expand Lbreaking in the pseudo-Goldstone fields
Lbreaking =
∞
∑
n=0
L
(n)
breaking, (70)
such that L (n)breaking contains n pseudo-Goldstone fields. The first term is given by
L
(0)
breaking =
v2g2
8
N
∑
a=n+1
(
Aaµ
)† Aaµ. (71)
6 Application to the electro-weak theory
In this section I apply the results of the previous section to an SUL(2)×UY (1) gauge symmetry.
I first discuss the masses of the gauge bosons in section 6.1. The ρ-parameter is discussed in
section 6.2. The equivalence with the standard lowest order effective Lagrangian is shown in
section 6.3. The effects of the measure are discussed in section 6.4.
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6.1 The masses of the gauge bosons
We start from the Lagrange density
Lgauge = −14W
a
µνW µνa−
1
4
BµνBµν, (72)
where
W aµν = ∂µW aν −∂νW aµ +g f abcW bµ W cν ,
Bµν = ∂µBν−∂νBµ. (73)
W aµν is the field strength corresponding to SUL(2), Bµν is the field strength corresponding to
UY (1). The covariant derivative is
Dµ = ∂µ− igIaW aµ − ig′I0Bµ, (74)
where Ia = 12σ
a for a ∈ {1,2,3} (σa are the Pauli matrices) and I0 = 121. The coupling constant
of SUL(2) is denoted by g, the one of UY (1) is denoted by g′. The generators are normalised as
Tr IaIb =
1
2
δab. (75)
Let us now define
H0 =
1√
2
(
I0+ I3
)
, H1 = I3, E± =
1√
2
(
I1± iI2) . (76)
The set {H0,H1,E+,E−} defines another base. Note that H0 and H1 are not orthogonal. We
now consider the case, where the symmetry group SUL(2)×UY (1) is broken down to a symmetry
group UQED(1) generated by H0. The gauge potential can be written as
gIaW aµ +g′I0Bµ = gW+µ E++gW−µ E−+
(
gW 3µ −g′Bµ
)
H1 +
√
2g′BµH0, (77)
where we set
W±µ =
1√
2
(
W 1µ ∓ iW 2µ
)
. (78)
We find for the projection
Pb(A) =
1
i
(
gW+µ E++gW−µ E−+
(
gW 3µ −g′Bµ
)
H1
)
dxµ (79)
and therefore
L
(0)
breaking =
v2
8
[
2g2W+µ W−µ +
(
Bµ,W 3µ
)( g′2 −gg′
−gg′ g2
)(
Bµ
W 3µ
)]
. (80)
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The matrix is diagonalised as usual by(
Aµ
Zµ
)
=
(
cosθW sinθW
−sinθW cosθW
)(
Bµ
W 3µ
)
(81)
with
cosθW =
g√
g2 +g′2
, sinθW =
g′√
g2 +g′2
. (82)
One obtains the standard mass term
L
(0)
breaking = m
2
WW+µ W−µ +
1
2
m2ZZµZ
µ, (83)
with
mW =
v
2
g, mZ =
v
2
√
g2 +g′2. (84)
The symmetry breaking parameter v can be expressed in terms of measured quantities as
v =
2sinθW
e
mW , (85)
where e = gg′/
√
g2 +g′2 is the electric charge.
6.2 The ρ-parameter
In the previous section we made a choice for the generator H0 as a base for k and a choice
for the generators {H1,E+,E−} as a base for b. The choice of H0 is motivated by the quantum
numbers of the fermions and the choice of E± is also rather un-problematic. However, the choice
of H1 deserves some discussion. The specific choice H1 = I3 makes the vector spaces k and b
non-orthogonal, and raises the question why the choice
H1 =
1√
2
(
I0− I3) , (86)
which would ensure orthogonality, is not used. To investigate this question let us assume that H1
is a linear combination of I0 and I3:
H1 = sI0+ cI3. (87)
The normalisation TrH1H1 = 1/2 requires
s2 + c2 = 1, (88)
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therefore s and c are the sine and cosine of some angle. We can repeat the analysis of the previous
section and find that the mass of the Z-boson is now
m2Z =
v2
4
g2 +g′2
(s+ c)2
(89)
One then finds for the ρ-parameter
ρ = m
2
W
m2Z cos
2 θW
= 1+2sc. (90)
If we require that at tree-level we have ρ= 1, it follows that s= 0 or c = 0. Therefore the allowed
choices for H1 are ±I3 and ±I0. This excludes the orthogonal choice in eq. (86).
6.3 The effective Lagrangian
In this section I show that for the breaking of the electro-weak symmetry the Lagrangian Lbreaking
given in eq. (68) reduces to the lowest-order Lagrangian for chiral symmetry breaking given in
eq. (28). To this aim let us consider the pseudo-Goldstone fields in the electro-weak theory. The
coset space, defined through the generators {H1,E+,E−}, is in this case actually a group. As
can be seen from eq. (76), H1, E+ and E− are the generators of SU(2). A general element of the
coset space can be parameterised as
exp
(
i
(
H1χ+E+φ++E−φ−))exp(iH0ξ) . (91)
We will choose as coset representative ξ = 0 and since the coset space is a group we change
notation and label the coset representative by U:
U = exp
(
i
(
H1χ+E+φ++E−φ−)) . (92)
A SUL(2)×UY (1) gauge transformation acts on U as follows:
exp
(
iIaθa + iI0θ0
)
U = U ′ exp
(
i
√
2H0θ0
)
, (93)
with
U ′ = exp(iIaθa)U exp
(−iI3θ0) . (94)
Note that U ′ is again of the form as in eq. (92). To derive eq. (93) we used the fact that I0
commutes with all generators. The covariant derivative acts on U as follows
DµU = ∂µU − igIaW aµ U + ig′UI3Bµ. (95)
Note that the fact that UY (1) acts through I3 from the right is a consequence of eq. (94). As
eq. (95) involves only the generators of SU(2), but not I0, we may drop the projection Pb in
Lbreaking. We obtain
Lbreaking =
v2
4
Tr
((
DµU
)† DµU) . (96)
This is the usual lowest-order effective Lagrangian for electro-weak symmetry breaking.
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6.4 Effects of the measure
In the formula eq. (65) we had the additional factor J related to the measure in the path integral.
In the example of electro-weak theory, the integration over DV in eq. (63) can be factored,
leaving just the determinant related to the Haar measure of SUL(2). With the parameterisation as
in eq. (92) for the coset space we find that the matrix NG is given in the base (χ,φ+,φ−)T by
NG =

 0 φ− −φ+φ+ −χ 0
−φ− 0 χ

 (97)
and
J = det MG, MG =
∞
∑
n=0
(−iNG)n
(n+1)! . (98)
The determinant can be exponentiated with the Faddeev-Popov method [26]:
J =
Z
DcD c¯ exp
(
i
Z
d4x c¯ MG c
)
. (99)
c¯ = (c¯0, c¯−, c¯+) and c = (c0,c+,c−)T are the Faddeev-Popov ghosts for the pseudo-Goldstone
fields χ and φ±. They are Grassmann-valued fields and in this specific case they have the peculiar
property that they are non-propagating fields in the sense that their “propagator” is simply i. The
net effect of these ghosts in loops consists in generating contact interactions among the pseudo-
Goldstone fields, which are multiplied by quartic divergent integrals
Z d4k
(2pi)4
·1. (100)
In dimensional regularisation these integrals are zero and the effects of the measure can be ig-
nored.
Note that in this letter we just discuss the lowest-order effective Lagrangian containing two
derivatives. Of course this Lagrangian should be supplemented with terms containing a higher
number of derivatives. The renormalisation of the effective theory is similar to the case of chiral
perturbation theory [27, 28].
6.5 Discussion
Let us summarise the essential points:
• In order to derive the lowest order effective Lagrangian for electro-weak symmetry break-
ing with a value ρ = 1 of the ρ-parameter we assumed a projection Pb onto the broken
generators. The kernel of this projection is given by the un-broken generators. For the
electro-weak theory with an SUL(2)×UY(1) gauge group Pb projects onto SUL(2). The
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kernel is spanned by the generator of UQED(1). This ensures ρ = 1. Note that this projec-
tion gives rise to a decomposition of the Lie algebra of SUL(2)×UY (1) as a vector space,
which is not orthogonal with respect to the standard inner product.
In the formalism presented here this projection plays the role the custodial symmetry
SUL+R(2) plays in the approach of chiral electro-weak symmetry breaking.
• The pseudo-Goldstone fields are the left-over fields, which cannot be factorised from a
functional involving an integration over all gauge transformations. They parameterise the
coset space G/K. For the electro-weak theory with the decomposition as above the coset
space is SUL(2), therefore the pseudo-Goldstone fields are directly associated to SUL(2).
In contrast, in chiral electro-weak symmetry breaking they are associated with the sponta-
neous breaking of a global SUL−R(2) symmetry.
• The fact that in the covariant derivative eq. (95) the field Bµ acts through I3 from the right
is a consequence of the transformation properties of the coset representative under gauge
transformations of SUL(2)×UY (1).
7 Conclusions
In this letter I constructed a gauge-invariant functional for the symmetry breaking of a gauge
group G down to an Abelian sub-group K. This functional involves an integration over all gauge
transformation of G. The gauge transformations of K can be factored out. The pseudo-Goldstone
modes emerge naturally from the fact that it is impossible to factorise the remaining integration
over gauge transformations related to the broken generators. Applied to electro-weak theory
this functional coincides with the standard lowest order effective Lagrangian for electro-weak
symmetry breaking. The important point is that in the approach presented here this effective
Lagrangian is derived with minimal assumptions: Neither was first the spontaneous breaking of
a global symmetry assumed nor was an additional custodial symmetry assumed.
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