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Abstract
We study the rough asymptotic behaviour of a general economic risk
model in a discrete setting. Both financial and insurance risks are taken
into account. Loss during the first n years is modelled as a random vari-
able B1 +A1B2 + . . .+A1 . . .An−1Bn, where Ai corresponds to the financial
risk of the year i and Bi represents the insurance risk respectively. Risks of
the same year i are not assumed to be independent.
The main result shows that ruin probabilities exhibit power law decay un-
der general assumptions. Our objective is to give a complete characterisation
of the relevant quantities that describe the speed at which the ruin probabil-
ity vanishes as the amount of initial capital grows. These quantities can be
expressed as maximal moments, called moment indices, of suitable random
variables. In addition to the study of ultimate ruin, the case of finite time
interval ruin is considered. Both of these investigations make extensive use
of the new properties of moment indices developed during the first half of the
paper.
Keywords: Ruin theory; Perpetuity; Heavy-tailed; Moment index; Insurance math-
ematics
Mathematics Subject Classification (2010): 60E05; 60G07; 60K25; 60K35
1 Introduction
1.1 Motivation
Assume (Ω,F ,P) is a probability space. Define a stochastic process (Yn)∞n=1 =
(Yn) on (Ω,F ,P) by the formula
Yn =
n
∑
i=1
A1 . . .Ai−1Bi, (1.1)
∗e-mail address: jaakko.lehtomaa@helsinki.fi
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where the product over an empty set is understood to be 1. The process (1.1) allows
us to define two maximal random variables. We define
¯Y = sup
k∈N
{Yk} (1.2)
for an unbounded time interval and
¯Yn = sup
1≤k≤n
{Yk} (1.3)
for a bounded time interval. Under additional assumptions we may also define
perpetuity
Y∞ =
∞
∑
i=1
A1 . . .Ai−1Bi. (1.4)
Processes of the form (1.1) have attracted a fair amount of interest in recent
years. An intriguing article [1] investigated this kind of process and recovered
results concerning the maximal moments of the random variable |Y∞|. To name a
few others, [21], [22] and [23] have also used the model (1.1), but mainly to study
the bounded interval case. For example, [21] gives results concerning the moments
of (1.3) under independence assumption.
The contribution of the present paper is twofold. Firstly, we want to expand the
study of moments of absolute values to the study of moments of, say, the positive
parts of random variables. This allows us to study one-sided level crossing situa-
tions that are typically encountered in insurance mathematics in the form of ruin
problems. Our proofs do not need complicated mathematical machinery, which
allows us to work with truly minimal assumptions. Secondly, the dependence of
the financial and insurance risks of the same year has not, to our knowledge, been
investigated in the context of determining the maximal moments of processes (1.2)
and (1.3). Yet, such dependence can be found in many applications.
To give an example, we recall the famous ARCH(1) process (Xn) with param-
eters β ,λ > 0. It is defined recursively by the formula
Xn =
√
β +λX2n−1Zn, n ∈ N,
where (Zn) is a sequence of independent and identically distributed, abbreviated
IID, random variables and X0 is independent of (Zn). For the squared process (X2n )
we have
X2n = βZ2n +λZ2nX2n−1. (1.5)
If X0 = 0, iteration of (1.5) yields a random variable whose distribution is that of
(1.1) with (Ai,Bi) = (λZ2i ,βZ2i ). Clearly, Ai and Bi are not independent in this
case. In Section 2.1 below the connection between (1.1) and recursive equations of
the type (1.5) is explained in detail.
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Another natural example of the occurrence of (1.1) with dependent risks can be
found from the continuous time analogue of (1.1). Using the notation of Section 3
of [16], the continuous time analogue (Y ct )t≥0 of the process (Yn) is defined by
Y ct =
∫ t
0
Acs− dBcs. (1.6)
In (1.6) the process ((log Act ,Bct ))t≥0 is defined on a suitable filtered probability
space (Ω,Ft≥0,P). It is assumed to be stationary with independent increments
and c ˜A dl ˜A g sample paths. With choices
Act =
⌊t⌋
∏
m=1
Am
and
Bct =
⌊t⌋
∑
m=1
Bm
model (1.1) can be recovered from (1.6). By the terminology of [16], the asso-
ciated discrete time process of (1.6) is defined by fixing the IID random vectors
(A1,B1),(A2,B2), . . . via equation
(A,B) d= (Ac1,Y c1 ), (1.7)
where d= denotes equality in distribution. The interesting observation is that the
vector (A,B) does not necessarily have independent components even if the origi-
nal processes (Act ) and (Bct ) are independent. Further background to processes of
the type (1.6) and ruin analysis in these models can be found from [19]. The reader
is also advised to see a survey article [18] from the same author.
1.2 Assumptions
The process (Yn) defined in (1.1) describes the total loss of an insurer at the end of
the year n ∈ N = {1,2,3, . . .}. We assume that the sequence (A1,B1),(A2,B2), . . .
satisfies the following assumptions.
I The sequence ((Ai,Bi)) consists of IID random vectors.
II The members of (Ai) are strictly positive and A is not the constant 1.
III The members of (Bi) are real valued and P(B > 0)> 0.
In a sense, assumptions II and III are minimal. If A was the constant 1, model
(1.1) would reduce to a classical random walk. However, random walks have en-
tirely different asymptotic behaviour. This is the reason they are only mentioned as
comments in Section 7. On the other hand, if the equality P(B > 0) = 0 was valid,
ruin would be impossible.
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1.3 Background
Assume that the insurer operates with initial capital U0 > 0. Denote by Un the
capital of the insurer at the end of the year n. Let rn be the associated stochastic
return on investment over the period from n− 1 to n. Our assumption is that the
sequence (Un) satisfies the recursive formula
Un = (1+ rn)(Un−1−Bn). (1.8)
For further background of this recursion and the relation between (1.1) and (1.8),
see [15], [16] and especially [17].
The random variable A of model (1.1) can be regarded as a stochastic discount-
ing factor 1/(1+ r). Since A > 0, the random variable r must satisfy the inequality
r > −1. This means that losses on financial markets are possible, but one cannot
lose more than what is initially invested.
We define the time of ruin TU0 = T by
T = inf{n : Un < 0} (1.9)
with the use of the convention inf /0 = ∞. Formula (1.9) can be rewritten in the
alternative form
T = inf{n : Yn >U0} (1.10)
as is proven in [17]. These two representations of ruin time act as a link between the
processes (Un) and (Yn). Clearly, {T < ∞}= { ¯Y >U0} and {T ≤ n}= { ¯Yn >U0}.
Next, we recall some general notations. Let x+ denote the positive part max(0,x)
of a real number x. If X is a random variable, the quantity I(X) ∈ [0,∞] is defined
by
I(X) = sup{s ≥ 0 : E((X+)s)< ∞}. (1.11)
Quantity I(X) is called the moment index of the random variable X . Equation
(1.11) is reasonable because the function E((X+)s) is a convex function on R. For
a comprehensive treatment of convex functions, see [20].
We say that a random variable X is (right) heavy-tailed if no exponential mo-
ments exist. That is, if sup{s ≥ 0 : E(esX) < ∞} = 0. We note that the moment
index of a random variable may obtain a finite value only when X is heavy tailed.
In fact, moment index is a risk measure of heavy tailed distributions.
As a general rule one may argue that a smaller moment index means larger risk
in the sense of a heavier tail. A heavy tail on the other hand implies the increased
possibility of very large realisations. From this fact we see that the moment index
is important in questions related to ruin. For an introduction to heavy-tailed and
especially subexponential distributions, the reader is referred to [11]. Furthermore,
to see how such distributions affect the behaviour of random walks, see [5].
It is known from [8] Lemma BDK or [2] that there is a connection between the
moment index and the tail of a random variable. Namely,
limsup
x→∞
logFX(x)
log x =−I(X), (1.12)
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where the function FX is the tail function 1−FX of random variable X and FX is
the distribution function of X . Here the convention log 0 = −∞ is used. Using the
terminology of [3], −I(X) corresponds to the upper order of the function FX .
Another quantity, which is closely related to the moment index, can be defined
for a non-negative random variable Y by the formula
I
1(Y ) = sup{s ≥ 0 : E(Y s)≤ 1}. (1.13)
We note that inequality I1(Y ) ≤ I(Y ) holds between (1.11) and (1.13). Quantities
similar to (1.13) are important in classical ruin theory as well as in the theory of
large deviations. For a thorough treatment of the theory of large deviations the
reader is advised to see [9]. In section 7.2 below the quantity I1(Y ) is characterised
via moment indices.
1.4 The aim of the study
Our main goal is to discover the value of
I( ¯Y ) =− limsup
U0→∞
logP(T < ∞)
logU0
(1.14)
using as few assumptions as possible. The range in which
I( ¯Yn) =− limsup
U0→∞
logP(T ≤ n)
logU0
(1.15)
lies will also be discovered.
The quantities (1.14) and (1.15) describe the rough asymptotic behaviour of
the probabilities P(T < ∞) and P(T ≤ n). Unfortunately, in general, there are no
guarantees that the limes superiors of (1.14) and (1.15) coincide with the corre-
sponding limes inferiors. However, from the viewpoint of insurance, the upper
estimate obtained from these limes superiors is actually the more important one.
To see this, suppose the limes superior of (1.14) satisfies limsupU0→∞ log P(T <
∞)/ logU0 =−α , where α ∈ (0,∞). Now, for any ε > 0 the estimate P(T < ∞)≤
U−α+ε0 holds for all U0 large enough. Since the upper bounds for ruin probabilities
are the most important, limes superior offers sufficient knowledge for this applica-
tion.
We will show which quantities determine the value of α . It is natural to think
that the risk determining the value of (1.14) is the dominating risk. In this sense our
study reveals which risk dominates. It turns out that the value of α related to the
unbounded interval is determined by the smaller of the quantities I1(A) and I(B).
Our approach utilises the monotonicity properties of the model. This enables us
to cut ourselves loose from the usual, yet unneeded, technical assumptions such as
I
1(A)< I(A) or I1(A)< I(B).
The structure of the article is built to support the main results presented in
Sections 3-6. Section 2 includes the necessary preliminaries and develops the the-
ory of moment indices. Section 3 is dedicated to the different estimation methods
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that follow from the monotonicity of the model. Section 4 clarifies the assumptions
needed in the proof of main theorem presented in Sections 5 and 6. Finally, Section
7 contains comments and conclusions.
1.5 Related studies
The closest study to our purpose is [16], where a similar problem is partially con-
sidered in Theorem 2. The present paper proves that the result concerning the limit
supremum of ultimate ruin holds in a more general setting.
There exists a multitude of papers that study the model (1.1) when further as-
sumptions on the distributions of A and B are made. Studies [21] and [22] use the
model (1.1). However, these papers concentrate on sharp asymptotic results in a
model where more detailed assumptions are made on the distributions of random
variables.
The connection of limiting distributions and stochastic fixed point equations is
used in most of the cited articles. However, to our knowledge these equations have
not been combined with moment indices. A recent article [17] considers stochastic
equations satisfied by the random variables ¯Y and ¯Yn. In this paper we will use
these connections to find a representation for I( ¯Y ) and I( ¯Yn).
Our result is about the maximal moment of random variable ¯Y . A similar view-
point has been studied in [1] where the absolute moments of process (1.4) are
explored. The article [1] raises a question concerning the moment properties of ¯Y .
In the present paper this question is answered in the case of heavy tailed risks.
It is possible to use the connection
P( ¯Y > u)≥ P(Y∞ > u)≥ P(Y∞ > 0)P( ¯Y > u) (1.16)
mentioned in remark 2.1 of [17] to see that I( ¯Y ) = I(Y∞), when the series Y∞ con-
verges and P(Y∞ > 0) > 0. The exact conditions that ensure the almost sure exis-
tence of the limit variable (1.4) can be found from [12] and [13]. For convergence
in IID-case it suffices that E(log+ |B|)< ∞ and E(logA)< 0 by [10], Section 8.4.
Outside the field of insurance, similar problems are encountered in statistical
ARCH and GARCH models, as briefly mentioned in Section 1.1, as well as in
queuing theory. This aspect is studied in [6], where dependence assumptions are
further relaxed by introducing a Markovian dependence structure and using tech-
niques developed in [14].
2 Tools for analysis
2.1 Stochastic equations
The process (1.1) has many comfortable properties in terms of distributional equa-
tions. More precisely, random variables (1.2) and (1.3) satisfy useful random dif-
ference and fixed point equations.
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Consider a random variable defined at discrete time points n recursively by the
formula
V0 = 0, Vn
d
= Bn +AnV+n−1, n ≥ 1, (2.1)
where the random vector (An,Bn) is independent of Vn−1. Since
¯Yn = max(B1,B1 +A1B2, . . . ,B1 +A1B2 + . . .+A1 . . .An−1Bn)
= B1 +A1 max(0,B2, . . . ,B2 +A2B3 + . . .+A1 . . .An−1Bn),
it is easy to see that ¯Yn
d
= Vn for all n ∈ N. This connection allows us to calculate
some of the moment indices recursively.
In following formulas (2.2) and (2.3) the vector (A,B) is independent of ¯Y or
Y∞ on the right hand side. It is known from [17] that
¯Y d= B+A ¯Y+. (2.2)
In addition, the random variable Y∞ representing the perpetuity is well defined un-
der mild conditions, as mentioned in Section 1.5. In this case Y∞ satisfies a simple
equation
Y∞
d
= B+AY∞. (2.3)
Equation (2.3) is often useful because under general assumptions the equality
I(Y∞) = I( ¯Y )
holds via Equation (1.16).
2.2 Properties of moment indices
Apart from [7] and [8], sources for the use and properties of moment indices have
been scarce. Hence, we take the opportunity to present some general results.
Much of the following deduction is based on the fact that random variables
with the same distributions share a common moment index. This result can be seen
directly.
Lemma 1. Let X and Y be random variables such that X d=Y . Then
I(X) = I(Y ).
It is known from [21] that I(X +Y ) = I(XY ) = min(I(X),I(Y )), if the ran-
dom variables X and Y are independent and one of them is non-negative (but not
identically 0 in the case of product). We will develop similar results under more
lenient assumptions. Especially assumptions on independence are alleviated. This
is important when one considers vectors, whose components are not independent.
We begin with a list of the most basic properties of moment indices.
7
Lemma 2. Let X and Y be random variables such that Y ≤ X almost surely. As-
sume a > 0 and b ∈ R. Then
1.
I(aX +b) = I(X)
2.
I((X+)a) =
I(X)
a
3.
I(X)≤ I(Y )
4.
I(X1(X > b)) = I(X).
Proof. Part 1 is clear, while parts 2 and 3 follow from the definition of moment
index (1.11). Part 4 is obvious by (1.12).
The following lemma presents a general property of moment index.
Lemma 3. Let X and Y be random variables. Then
I(max(X ,Y )) = min(I(X),I(Y )).
Proof. Clear by part 3 of Lemma 2.
The next lemma states two important rules of moment indices. They are par-
tially known from [21].
Lemma 4. Let X and Y be random variables. Then
I(X +Y )≥ min(I(X),I(Y )). (2.4)
Furthermore, if X and Y are independent or non-negative,
I(X +Y ) = min(I(X),I(Y )).
Proof. If min(I(X),I(Y )) = 0 there is nothing to prove in (2.4). Assume that there
exists 0 < s < min(I(X),I(Y )). Since
E((X +Y )s1(X +Y > 0)) ≤ E((2max(X ,Y ))s1(X +Y > 0))
≤ 2sE((max(X ,Y ))s1(max(X ,Y )> 0))< ∞,
it must hold by Lemma 3 that I(X +Y )≥ I(max(X ,Y )).
Assume then that the random variables X and Y are independent. As the other
direction follows directly from Equation (2.4) it suffices to prove the inequality
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I(X +Y ) ≤ min(I(X),I(Y )). To do this, we begin by choosing a real number b
such that P(X > b)> 0. Now, for any 0 < s < I(X +Y ), we get
E(((X +Y )+)s) ≥ E(((X +Y )+)s1(X > b))
≥ E(((b+Y )+)s1(X > b))
= E(((b+Y )+)s)P(X > b).
By Lemma 2 part 1 I(Y +b) = I(Y ) holds and we see that I(X +Y )≤ I(Y ). Using
the symmetry of the random variables X and Y we also obtain I(X +Y ) ≤ I(X).
Therefore I(X +Y )≤min(I(X),I(Y )).
Assume finally that random variables X and Y are non-negative. Now the
events {X ≥ 0}, {Y ≥ 0} and {X +Y ≥ 0} are almost sure events. Hence
E((X +Y )s1(X +Y > 0)) = E((X +Y )s)
≥ max(E(X s),E(Y s))
= max(E((X1(X > 0))s),E((Y 1(Y > 0))s)),
which proves the claim.
It is useful to notice the following property of moment indices and the related
corollary.
Lemma 5. Let X be a random variable on probability space (Ω,F ,P) and S∈F .
Then
I(X) = min(I(X1S),I(X1Sc)).
Proof. Using the decomposition
X s1(X > 0) = X s1(X > 0)1S +X s1(X > 0)1Sc
and positivity we may estimate
max[E(X s1(X > 0)1S),E(X s1(X > 0)1Sc)]≤ E(X s1(X > 0)). (2.5)
By Equation (2.5) we see that I(X)≤min(I(X1S),I(X1Sc)). The other direction is
immediately valid because of (2.4).
As a direct consequence of Lemma 5 we obtain the following corollary.
Corollary 1. Let Θ be a finite cover of the state space Ω. Then by Lemma 5
I(X) = min
θ∈Θ
I(X1θ ).
Corollary 1 motivates to define a new conditional quantity. If X is a random
variable and H an event of the state space Ω with P(H)> 0, we define the condi-
tional moment index I(X |H) of random variable X by setting
I(X |H) = sup{s ≥ 0 : E((X+)s|H)< ∞}= sup{s ≥ 0 : E((X+)s1H)< ∞}.
We end the section with an example that shows how the stochastic fixed point
equations can be used with moment indices.
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Example 1. Consider the model (1.1) satisfying assumptions I-III of Section 1.2.
Assume further that the sequence (Bi) consists of non-negative random variables.
Then we may deduce an upper bound for the moment index of random variable ¯Y .
Namely,
I( ¯Y )≤ min(I(A),I(B)). (2.6)
Equation (2.6) is a direct consequence of the stochastic equation the random
variable ¯Y satisfies. We recall from (2.2) that ¯Y d= B+A ¯Y+. By Lemmas 1 and 4
we get
I( ¯Y ) = min(I(A),I(B),I( ¯Y )). (2.7)
Obviously (2.7) is equivalent to (2.6).
Two remarks are in order. Firstly, a similar bound could be obtained along the
same line of thought if we assumed that the sequence (Ai) was independent of (Bi).
In this case insurance risks could be real valued random variables. Secondly, the
bound obtained in (2.6) is not the best possible. In the case I1(A)< min(I(A),I(B))
the best bound is I1(A). This will become clear after the proof of the main theorem
in Section 6.
3 Estimation methods
We will study how the process (1.1) changes when the original risks are replaced
by almost surely smaller risks. The new risks, as well as all quantities related to
them, are marked with the asterisk symbol ∗.
3.1 Monotonicity of the financial risk
Let us assume that A is replaced by random variable A∗, for which A ≥ A∗ > 0.
Assume further that every other aspect of the model remains unchanged. Especially
the insurance risk B has the same marginal distribution as before.
We will examine the relationship between the ruin times T and T ∗. Recall that
the capital at the end of the year n is given by the random variable Un that satisfies
the recursion (1.8). We will prove the inequality
Un ≤U∗n (3.1)
for every n before the time of ruin, when An ≥ A∗n, that is, rn ≤ r∗n.
Formula (3.1) can be justified using the following argument. We note first that
before the time of ruin T each of the random variables Un−1 −Bn is positive. If
T = 1, it follows that U∗1 ≤U1 < 0 and therefore T ∗ = T . Now, if T ≥ 2, we may
use inductive reasoning for each point of the sample space.
1. If T = k, where k ≥ 2, at time n = 1 the inequality
U1 = (1+ r1)(U0−B1)≤ (1+ r∗1)(U0−B1) =U∗1 ,
holds and (3.1) is valid.
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2. Assume that (3.1) holds for all 1 ≤ n ≤ T −2. Then
Un+1 = (1+ rn+1)(Un−Bn+1) ≤ (1+ r∗n+1)(Un−Bn+1)
≤ (1+ r∗n+1)(U∗n −Bn+1).
The order of U and U∗ cannot be deduced exactly at the time of ruin. However, it is
possible to infer that the process (U∗n ) cannot obtain its first negative value before
the process (Un) has done so. Hence T ∗ ≥ T , when A ≥ A∗.
3.1.1 Case I1(A) = 0 by estimation of financial risk A
The result T ≤ T ∗ from Section 3.1 allows us to deduce
P(TU0 < ∞)≥ P(T
∗
U0 < ∞).
This in turn enables the estimate
limsup
U0→∞
logP(TU0 < ∞)
logU0
≥ limsup
U0→∞
logP(T ∗U0 < ∞)
logU0
. (3.2)
The following lemma shows that the needed random variable A∗ exists.
Lemma 6. Let A > 0 be a random variable such that I1(A)< ∞. Fix ε > 0. Then
there exists a bounded random variable Aε that fulfils the conditions
1. A ≥ Aε > 0 almost surely and
2. I1(Aε) = I1(A)+ ε .
Proof. Define
mε = sup
{
m : E
(
AI
1(A)+ε1(A ≤ m)
)
≤ 1
}
.
In case P(A = mε) = 0, it must hold that E
(
AI1(A)+ε1(A ≤ mε)
)
= 1. For this case
we define
A′ = A1(A ≤ mε).
In case P(A = mε)> 0 and E
(
AI1(A)+ε1(A ≤ mε)
)
> 1, then for a suitably chosen
constant c1 ∈ [0,mε) it holds that E
(
AI1(A)+ε1(A < mε)
)
+c
I
1(A)+ε
1 P(A= mε) = 1.
Then we define
A′ = A1(A < mε)+ c11(A = mε).
Let c2 > 0 be so small that the random variable
ˆA = A′+ c21(A > mε)
satisfies I1( ˆA) ∈ (I1(A)+ ε/2,I1(A)+ ε). Setting Aε = c3 ˆA for a suitable constant
c3 ∈ (0,1) ends the construction.
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3.2 Monotonicity of insurance risk
Insurance risks have a similar monotonicity property as financial risks. This is
clear, since from B∗ ≤ B it follows that Y ∗k ≤ Yk for all k. Hence ¯Y ∗ ≤ ¯Y and
P(TU0 < ∞)≥ P(T ∗U0 < ∞).
The next result demonstrates how the moment index of a random variable can
be increased by estimation from below.
Lemma 7. Let B be a real valued random variable. Assume I(B) = α < ∞ and
β > α .
Then there exists a random variable B∗ such that almost surely B∗ ≤ B and
I(B∗) = β .
Proof. Let W be a Pareto distributed random variable independent of B with pa-
rameter β −α . By a Pareto distributed random variable with parameter γ > 0 we
mean a random variable whose tail function is
P(W > x) =
{ 1
xγ : x ≥ 1
1 : x < 1.
Set B∗ = min(B,W ). Now
limsup
x→∞
logFB∗(x)
logx
= limsup
x→∞
(
logP(B > x)
logx
+
logP(W > x)
logx
)
= limsup
x→∞
logP(B > x)
logx + limx→∞
logP(W > x)
logx
= −α − (β −α) =−β ,
which ends the construction.
4 Essential suprema of ¯Yk and ¯Y
Let us recall that for a general random variable X the essential supremum is defined
as
esssup X = esssupω∈Ω X(ω) = inf{a ∈R : P(X > a) = 0}
= sup{a ∈ R : P(X > a)> 0}.
We set y¯ = esssup ¯Y and define in an analogous way a number that describes
the essential supremum of the random variable ¯Yk. Put y¯0 = 0 and y¯k = esssup ¯Yk,
when k ∈N. The following analysis will reveal how the sequence (y¯k) behaves.
The dependence structure of the process (Yk) may lead to unexpected behaviour.
The following example demonstrates how the whole process may be limited almost
surely for the first N +1 years and then become essentially unbounded.
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Example 2. Suppose N ∈ N is fixed. Let Wγ , for γ > 0, be a Pareto distributed
random variable with parameter γ . Let α > 0 and let K be independent of Wα with
P(K = 0) = P(K = 1) = 12 . We define (A,B) by
B = 1(K = 0)−NWα1(K = 1)
and
A = 1(K = 0)+Wα 1(K = 1).
Clearly y¯k = k for all k = 1,2, . . . ,N +1. However, y¯N+2 = ∞.
The moment index of a bounded random variable is infinite. This is why a
systematic method of determining the value of y¯k with respect to a given vector
(A,B) is needed. The next theorem summarises how the sequence (y¯k) behaves
and offers a new characterisation for the condition y¯ = ∞.
Theorem 1. Assume that the generic random vector (A,B) satisfies
(i) P(A > 0) = 1
(ii) P(A > 1)> 0
(iii) P(A < 1)> 0
(iv) P(B > 0)> 0.
Then, for any N ∈ N,
y¯N = esssup(B+ y¯N−1A) (4.1)
and the following conditions are equivalent:
1. y¯ < ∞
2. limN→∞ y¯N < ∞
3. There exists c > 0 such that P(B+ cA≤ c) = 1.
4. For all k ∈N equality P(Yk > 0,A1 . . .Ak > 1) = 0 holds.
Proof. We begin by showing equality (4.1). Denote esssup(B+ y¯N−1A) = κ and
define function g : [0,∞)→ R∪{∞} by formula
g(c) = esssup(B+Ac).
We recall from Section 2.1 that ¯YN
d
=VN , where
V0 = 0, VN
d
= BN +AN max(0,VN−1).
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Because esssupVN = esssup ¯YN and the risks of different years are independent, we
get
y¯N = esssup ¯YN
= esssupVN
= esssup(BN +ANVN−1)
≤ esssup g(VN−1)
≤ g(y¯N−1).
This yields y¯N ≤ κ .
For the remaining direction, assume first κ < ∞. Fix ε > 0. Now there exists a
set H1 ∈Ω for which P(H1)> 0 and
B(ω)+ y¯N−1A(ω)> κ − ε , ∀ω ∈ H1.
We may again choose a number η = ηε > 0 in a way that there is a set H2 ⊂ H1,
where P(H2)> 0, and
B(ω)+ (y¯N−1−η)A(ω)> κ − ε , ∀ω ∈ H2.
Using the definition of supremum and the independence structure of the process
(Yk) we can find a third set H3 ⊂ H2, where P(H3)> 0, and
B(ω)+ ¯YN−1(ω)A(ω)> κ − ε , ∀ω ∈H3.
This implies κ − ε ≤ y¯N by using the connections between variables ¯YN−1 and
VN−1. Equation (4.1) then follows by letting ε → 0. Suppose then that κ = ∞. The
above deduction can now be done again by replacing κ−ε with an arbitrarily large
number M. This gives the remaining result.
We proceed to the proof of equivalences 1-4. The equivalence of 1 and 2 is
clear, since (y¯N) is a non-decreasing sequence of numbers whose limit is y¯.
Assume 2. Denote limN→∞ y¯N = c. By assumption iv inequality c > 0 holds.
Using the connection
y¯N+1 = esssup(B+ y¯NA)
we may deduce that
c = esssup(B+ cA).
Hence almost surely
B+ cA≤ c
and 3 is valid.
Assume 3. Set a− = ess inf A, where the essential infimum is defined analo-
gously to the essential supremum. By assumptions i and iii we see that a− ∈ [0,1).
Now, almost surely
B ≤ c(1−A)≤ c(1−a−).
14
Especially y¯1 = esssup B≤ c(1−a−). Therefore
y¯2 = esssup(B+ y¯1A)
≤ esssup(B+ c(1−a−)A)
= esssup(B+ cA− ca−A)
≤ c+ esssup(−ca−A)
= c− c(a−)
2 = c(1− (a−)2).
In general
y¯N ≤ c(1− (a−)N)→ c < ∞,
holds when N → ∞. This proves 2.
Equivalence of 1 and 4 is precisely the content of theorem first proved in [17],
Theorem 2.
Conditions 3 and 4 of Theorem 1 can be regarded as microscopic and macro-
scopic ways to see when the essential supremum of the process (Yk) is unlimited.
The first of these tells us what the random vectors (A,B) must satisfy. The latter
condition looks at the process (Yk) on a large scale. Condition 3 is an operational
tool that can be used in proofs, whereas condition 4 is difficult to verify in practice.
5 The case of bounded interval
We will begin with a simple observation based on Corollary 1.
Lemma 8. Suppose N ∈ N. Then
I( ¯YN) = min
1≤k≤N
(
min
θ∈Θk
I(Yk|θ)
)
, (5.1)
where
Θk = {S ⊂Ω : S = ∩ki=1Ki, where Ki = {Bi > 0} or Ki = {Bi ≤ 0}}. (5.2)
Proof. Using Lemma 3 it is clear that I( ¯YN) = min1≤k≤N I(Yk). For a fixed k the
family Θk of equation (5.2) forms a partition of the state space Ω. Hence, by using
Corollary 1, Equation (5.1) holds.
In general, when dependence between the random variables A and B is possible,
it is not clear in which set the minimum (5.1) is obtained. An especially interesting
interaction between A and B can be observed if the insurance risk partially cancels
the financial risk.
To understand this phenomenon, we define the function h : [0,∞]→ [0,∞] by
the formula
h(c) = I(B+ cA), (5.3)
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when 0 ≤ c < ∞. Because the estimate B+ c1A≤ B+ c2A holds for each 0 ≤ c1 <
c2, we get I(B+ c1A)≥ I(B+ c2A) and deduce that h is a decreasing function. In
addition, h is limited from below by 0. Hence, we can define
h(∞) = lim
c→∞
h(c).
It turns out the function h of formula (5.3) offers enough information from the
random vector (A,B) in order to express the quantities I( ¯Yk). The following two
examples demonstrate that the function h is not necessarily right or left continu-
ous.1
Example 3. Suppose Wγ is a Pareto distributed as in example 2. Let Wα and Wβ
be independent with 0 < β < α . Assume further that K is independent of Wα and
Wβ with P(K = 0) = P(K = 1) = 12 . We define (A,B) by
B =−Wα 1(K = 0)−2Wβ 1(K = 1)+10
and
A =Wα 1(K = 0)+Wβ 1(K = 1).
Now
I(B+ cA) =


∞ : c ∈ [0,1]
α : c ∈ (1,2]
β : c > 2.
Assuming B is a sum of suitable dependent random variables enables us to see
the following.
Example 4. Suppose Wγ is defined as in example 2 and 1< β < α . Set A=Wβ/2+
Wα and B = −Wβ/2 +W
1/2
β/2 +1, where Wβ/2 and Wα are independent. Noting that
(c−1)Wβ/2 +W
1/2
β/2 is bounded for c ∈ (0,1) and using results of Lemmas 2 and 4
we obtain
I(B+ cA) =
{
α : c ∈ (0,1)
β : c = 1.
We may now give a range in which I( ¯Yk) always is.
Theorem 2. Consider the process (Yk) of (1.1) consisting of IID vectors (A,B),
where A > 0. Then, for any fixed N ∈ N,
I( ¯YN) ∈
[
h(y¯N−1), lim
c→y¯N−1−
h(c)
]
, (5.4)
where h is the function defined in (5.3).
1The fact that h is not necessarily left continuous was kindly pointed out by Harri Nyrhinen in a
personal communication. Essentially, this idea is formulated in example 4.
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Proof. To prove (5.4) we note that for any ε > 0 and arbitrary s < I( ¯YN)
E(( ¯YN)s1( ¯YN > 0)) = E(((B+A ¯Y+N−1)
+)s)
≥ E(((B+A ¯Y+N−1)
+)s1( ¯YN−1 > y¯N−1− ε))
≥ E(((B+A(y¯N−1− ε))+)s1( ¯YN−1 > y¯N−1− ε))
= E(((B+A(y¯N−1− ε))+)s)P( ¯YN−1 > y¯N−1− ε),
which indicates that E(((B+A(y¯N−1− ε))+)s) cannot be infinite when s < I( ¯YN).
Hence
I( ¯YN)≤ lim
c→y¯N−1−
h(c). (5.5)
On the other hand
E(( ¯YN)s1( ¯YN > 0)) = E(((B+A ¯Y+N−1)
+)s)
≤ E(((B+Ay¯N−1)+)s),
so
I( ¯YN)≥ h(y¯N−1). (5.6)
Equations (5.5) and (5.6) prove the claim.
Corollary 2. Assume that
1. A and B are independent or
2. B is non-negative.
Then
I( ¯YN) = min(I(A),I(B))
for any N ≥ 2.
Proof. By Lemma 4 and Lemma 2 part 1 the function h of (5.3) is the constant
function min(I(A),I(B)) for all c > 0.
What is new in Theorem 2 compared to Theorem 4.1 of [21] is that the risks
of the same year may have an arbitrary dependence structure. This is possible due
to the refined use of moment indices. Corollary 2 also extends the result of [21]
beyond independence, if B is non-negative.
6 The case of unbounded interval
This section is dedicated to the proof of the last main theorem. The proof is divided
into two parts. The aim of the first part is to obtain an upper bound for the left hand
side of (6.1) in the most general possible setting. The second part is divided into
different cases.
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Theorem 3. Assume that (Ai) and (Bi) satisfy the assumptions I-III of Section 1.2.
Assume further that y¯ = ∞. Then
limsup
U0→∞
logP(TU0 < ∞)
logU0
=−min(I1(A),I(B)), (6.1)
that is, I( ¯Y ) = min(I1(A),I(B)).
If Y∞ of (1.4) is well defined, we set y∞ = esssupY∞ and get the following
corollary. Equivalent conditions for y∞ = ∞ can be found from [17], Theorem 2.2.
Corollary 3. Suppose I-III of Section 1.2 hold and y∞ = ∞. Then
limsup
U0→∞
logP(Y∞ >U0)
logU0
=−min(I1(A),I(B)), (6.2)
that is, I(Y∞) = min(I1(A),I(B)).
Proof. We see that the assumptions of Theorem 3 are valid. In addition, P(Y∞ >
0)> 0 holds. Now (1.16) yields the result.
If B can take values of both signs with positive probability and conditions of
Corollary 3 hold, we immediately obtain
I(|Y∞|) = min(I(−Y∞),I(Y∞)) = min(I1(A),I(|B|)).
This is consistent with Theorem 1.4 of [1].
6.1 Upper bound
Proof. Only the case 0< s<min(I1(A),I(B)) has mathematical content. We begin
by noting that
¯Yn1( ¯Yn > 0)≤
n
∑
i=1
A1 . . .Ai−1B+i . (6.3)
We will consider the following two cases.
1. If 1 < s we may use (6.3) and the Minkowski’s inequality to obtain
(
E
(
( ¯Yn)
s 1( ¯Yn > 0)
))1/s
≤
n
∑
i=1
(
E
((
A1 . . .Ai−1B+i
)s))1/s
= E
(
(B+1 )
s) n∑
i=1
(E (As))(i−1)/s
≤ E
((
B+1
)s) ∞∑
i=1
(E (As))(i−1)/s < ∞.
Now, by monotone convergence
E
(
( ¯Y )s 1( ¯Y > 0)
)
= lim
n→∞
E
(
( ¯Yn)
s 1( ¯Yn > 0)
)
< ∞.
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2. If 0 < s ≤ 1 we may use subadditivity of the function x 7→ xs for x ≥ 0 and
obtain similarly that E(( ¯Yn)s1( ¯Y > 0)) < C for a constant C that does not
depend on n. This gives E( ¯Y s1( ¯Y > 0))< ∞ as before.
In either case
E( ¯Y s1( ¯Y > 0))≥ E( ¯Y s1( ¯Y >U0))≥U s0P( ¯Y >U0),
which yields
limsup
U0→∞
logP( ¯Y >U0)
logU0
≤−s
for all 0 < s < min(I1(A),I(B)). Therefore
limsup
U0→∞
logP(TU0 < ∞)
logU0
= limsup
U0→∞
logP( ¯Y >U0)
logU0
≤−min(I1(A),I(B)).
6.2 Lower bound
We begin the proof of the lower bound by restricting ourselves to the most difficult
situation. The remaining cases can be deduced from this result using estimation
methods developed in Section 3.
6.2.1 Restricted setting
We assume that
min(I1(A),I(B))> 0 and I1(A)< I(A). (6.4)
We will need two additional lemmas. Lemma 9 is merely an observation, but
Lemma 10 presents a fundamental property of the process (Yk).
Lemma 9. Let χ be a real valued random variable and ξ a strictly positive random
variable. Then, for any c > 0,
{χ +ξ c > c} = {χ > 0,ξ ≥ 1} (6.5)
∪ {
χ
1−ξ < c,χ ≤ 0,ξ > 1}
∪ {
χ
1−ξ > c,χ > 0,ξ < 1},
where the sets of the union on the right hand side are separate. Furthermore
lim
c→0+
1(χ +ξ c > c)(ω) = 1(χ > 0)(ω)+1(χ = 0,ξ > 1)(ω)
and
lim
c→∞
1(χ +ξ c > c)(ω) = 1(ξ > 1)(ω)+1(χ > 0,ξ = 1)(ω)
for all ω ∈Ω.
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Lemma 10. Assume I1(A)< s < I(A).
Then we may choose c = cs and n = ns so that
E((A1 . . .An)s1(Yn +A1 . . .Anc > c))> 1. (6.6)
Proof. By independence of financial risks
E((A1 . . .Ak)s) = E(As1) . . .E(Ask)→ ∞, (6.7)
as k → ∞. On the other hand
E((A1 . . .Ak)s) = E((A1 . . .Ak)s1(A1 . . .Ak > 1))+E((A1 . . .Ak)s1(A1 . . .Ak ≤ 1)),
(6.8)
where
E((A1 . . .Ak)s1(A1 . . .Ak ≤ 1))≤ 1.
Since (6.7) grows without limitation while the last term of (6.8) remains uniformly
bounded for each k, we see that there is a number n ∈N for which
E((A1 . . .An)s1(A1 . . .An > 1))> 1. (6.9)
Choose χ = Yn and ξ = A1 . . .An in Lemma 9. By representation (6.5) and the
positivity of the random variable (A1 . . .An)s we get for each c > 0 the estimate
E((A1 . . .An)s1(Yn +A1 . . .Anc > c))
≥ E((A1 . . .An)s[1(Yn > 0,A1 . . .An > 1)
+ 1( Yn
1−A1 . . .An
< c,Yn ≤ 0,A1 . . .An > 1)]).
The previous minorant converges to E((A1 . . .An)s1(A1 . . .An > 1)), as c → ∞ by
the monotone convergence theorem. This limit exceeds the level 1 by the result of
formula (6.9).
We are now ready to present the proof. Firstly, if I(B)≤ I1(A), we may use the
trivial bound
limsup
U0→∞
logP(TU0 < ∞)
logU0
≥ limsup
U0→∞
log P(Y1 >U0)
logU0
=−I(B). (6.10)
Assume then that inequality I(B) > I1(A) holds. Iteration of the stochastic fixed
point equation ¯Y d= B+A ¯Y+ combined with the monotonicity of the function x 7→
x+ yields
( ¯Y )+ d= (B1 +A1 ¯Y+)+
≥ (B1 +A1 ¯Y )+
d
= (B1 +A1B2 +A1A2 ¯Y+)+
≥ (B1 +A1B2 +A1A2 ¯Y )+
.
.
.
d
= (Yk +A1 . . .Ak ¯Y+)+
≥ (Yk +A1 . . .Ak ¯Y )+
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for each k ∈ N. Here the random variable ¯Y on the right hand side is independent
of the random vectors (A1,B1), . . . ,(Ak,Bk).
Using the previous estimate we obtain for all c > 0 and k ∈ N
E(( ¯Y − c)s1( ¯Y > c))
≥ E((Yk +A1 . . .Ak ¯Y − c)s1(Yk +A1 . . .Ak ¯Y > c))
≥ E((Yk +A1 . . .Ak ¯Y − c)s1(Yk +A1 . . .Akc > c)1( ¯Y > c))
≥ E((A1 . . .Ak( ¯Y − c))s1(Yk +A1 . . .Akc > c)1( ¯Y > c))
= E((A1 . . .Ak)s1(Yk +A1 . . .Akc > c))E(( ¯Y − c)s1( ¯Y > c)).
Keeping in mind the assumption y¯ = ∞ this implies for any s < I( ¯Y ) that
E((A1 . . .Ak)s1(Yk +A1 . . .Akc > c))≤ 1. (6.11)
Define, for given c > 0 and k ∈ N,
Ac,k = A1 . . .Ak1(Yk +A1 . . .Akc > c). (6.12)
Equation (6.11) implies the inequality
I( ¯Y )≤ I1(Ac,k). (6.13)
Assume ε > 0 is given. Choose cˆ = cˆI1(A)+ε and nˆ = nˆI1(A)+ε according to
Lemma 10. Now
I( ¯Y )≤ I1(Acˆ,nˆ)
by Equation (6.13). Since
E((A1 . . .Anˆ)I
1(A)+ε1(Yn +A1 . . .Anˆcˆ > cˆ))> 1,
we deduce the inequality
I
1(Acˆ,nˆ)≤ I1(A)+ ε ,
which proves (6.1) under assumptions of (6.4).
6.2.2 General setting
We will now omit assumptions of (6.4) and prove (6.1). If I(B) ≤ I1(A), formula
(6.1) holds because the upper limit of Section 6.1 is always valid and lower bound
can be obtained from trivial estimate (6.10).
We may now assume I(B)> I1(A). Fix small numbers ε1 > 0 and ε2 > 0. Then
construct random variables Aε1 and Bε2 as in lemmas 6 and 7. Now A ≥ Aε1 and
B ≥ Bε2 almost surely. By (3.2) and the solution of the restricted case in 6.2.1 we
obtain
limsup
U0→∞
logP(TU0 < ∞)
logU0
≥−min(I1(Aε1),I(Bε2)). (6.14)
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Since I1(Aε1) = I1(A)+ ε1 and I(Bε2) = I(B)+ ε2 and (6.14) holds for arbitrarily
small numbers ε1 and ε2, we get
limsup
U0→∞
log P(TU0 < ∞)
logU0
=−min(I1(A),I(B))
in all possible cases.
7 Conclusions and comments
7.1 Classical random walk
In Section 1 the classical random walk was briefly mentioned. Formally, a random
walk can be recovered from model (1.1) by setting A ≡ 1. This leads to a process
(Sn), where
Sn = B1 + . . .+Bn. (7.1)
Denote ¯S = supn Sn. Model (1.1) with non-degenerate financial risks converges,
whereas the process Sn has a drift. For meaningful analysis this drift needs to be
negative.
If E(|B|) < ∞, the negative drift is known to be equivalent with the condition
E(B) < 0. Under this assumption Borovkov, see [4] page 140 formula (54), de-
rived a representation for the moment index I( ¯S) using ascending ladder heights
associated with the random process (Sn). In this case
I( ¯S) = I(B)−1,
which is completely different from the result obtained for the process (Yn).
7.2 Final remarks
The quantity (1.13) used in the proof of the main theorem has an alternative repre-
sentation via moment indices.
Let (Zi) be an IID-sequence of positive random variables. We define
Z∞ =
∞
∑
k=1
Z1 . . .Zk (7.2)
and
¯Z = sup
k
{Z1 . . .Zk}. (7.3)
The random variable defined in (7.2) makes sense when the stochastic series
converges. The following lemma proves the equality of moment indices.
Lemma 11. Let Z be a positive random variable that satisfies assumptions i-iii
of Theorem 1. Then the random variables Z∞ and ¯Z, defined by (7.2) and (7.3)
respectively, satisfy
I
1(Z) = I(Z∞) = I( ¯Z). (7.4)
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Proof. To see that I1(Z) = I(Z∞), take Z = A and B ≡ 1 in (6.1).
For the last equality of (7.4), note first that ¯Z ≤ Z∞. By Lemma 2 part 3,
I( ¯Z)≥ I(Z∞). Furthermore, for any k ∈ N and s > 0
E( ¯Zs)≥ E((Z1 . . .Zk)s) = E(Zs)k. (7.5)
Since formula (7.5) renders the inequality I1(Z) < I( ¯Z) impossible, we conclude
that I1(Z)≥ I( ¯Z).
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