Abstract I consider the problem of finding all the modes of a mixture of multivariate Gaussian distributions, which has applications in clustering and regression. I derive exact formulas for the gradient and Hessian and give a partial proof that the number of modes cannot be more than the number of components, and are contained in the convex hull of the component centroids. Then, I develop two exhaustive mode search algorithms: one based on combined quadratic maximisation and gradient ascent and the other one based on a fixed-point iterative scheme. Appropriate values for the search control parameters are derived by taking into account theoretical results regarding the bounds for the gradient and Hessian of the mixture. The significance of the modes is quantified locally (for each mode) by error bars, or confidence intervals (estimated using the values of the Hessian at each mode); and globally by the sparseness of the mixture, measured by its differential entropy (estimated through bounds). I conclude with some reflections about bump-finding.
Introduction
Gaussian mixtures (Titterington et al., 1985) are ubiquitous probabilistic models for density estimation in machine learning applications. Their popularity is due to several reasons:
• Since they are a linear combination of Gaussian densities, they inherit some of the advantages of the Gaussian distribution: they are analytically tractable for many types of computations, have desirable asymptotic properties (e.g. the central limit theorem) and scale well with the data dimensionality. Furthermore, many natural data sets occur in clusters which are approximately Gaussian.
• The family of Gaussian mixtures is a universal approximator for continuous densities. In fact, Gaussian kernel density estimation (spherical Gaussian mixtures) can approximate any continuous density given enough kernels (Titterington et al., 1985; Scott, 1992) . In particular, they can model multimodal distributions.
• Many complex models result in a Gaussian mixture after some assumptions are made in order to obtain tractable models. For example, Monte Carlo approximations to integrals of the type:
where {θ n } N n=1 are samples from the distribution p(θ) and p(x|θ n ) is assumed Gaussian. This is the case of continuous latent variable models that sample the latent variables, such as the generative topographic mapping (GTM) (Bishop et al., 1998) .
• A number of convenient algorithms for estimating the parameters (means, covariance matrices and mixing proportions) exist, such as the traditional EM for maximum-likelihood (Bishop, 1995) or more recent varieties, including Bayesian (and non-Bayesian) methods that can tune the number of components needed as well as the other parameters (e.g. Roberts et al., 1998 
It is clear that the gradient is zero at x = µ only and there H = − |2πΣ| −1/2 Σ −1 < 0, thus being a maximum.
Consider now a finite mixture of D-variate normal distributions p(x) = 
Gradient and Hessian of the log-density
Call L(x) def = ln p(x). Then, the gradient and Hessian of L are related to those of p as follows:
Hessian (∇∇ T )L(x) = − 1
Note from eq. (8) that, if the Hessian H of p is definite negative, then the Hessian of L is also definite negative, since − 1 p 2 gg T is either a null matrix (at stationary points) or negative definite (everywhere else). In this paper, we will always implicitly refer to the gradient g or Hessian H of p, eqs. (5) and (6), rather than those of L, eqs. (7) and (8), unless otherwise noted.
Exhaustive mode search by a gradient-quadratic search
Consider a Gaussian mixture p with M > 1 components as in equation (1). Since the family of Gaussian mixtures is a density universal approximator, the landscape of p could be very complex. However, assuming that conjecture B.1 in appendix B is true, there are at most M modes and it is clear that every centroid µ m of the mixture must be near, if not coincident, with one of the modes, since the modes are contained in the convex hull of the centroids (as the mean is). Thus, an obvious procedure to locate all the modes is to use a hill-climbing algorithm starting from every one of the centroids, i.e., starting from every vertex of the convex hull.
Due to the ease of calculation of the gradient (5) and the Hessian (6), it is straightforward to use quadratic maximisation (i.e., Newton's method) combined with gradient ascent (Press et al., 1992) . Assuming we are at a point x 0 , let us expand p(x) around x 0 as a Taylor series to second order:
where g(x 0 ) and H(x 0 ) are the gradient and Hessian of p at x 0 , respectively. The zero-gradient point of the previous quadratic form is given by:
which jumps from x 0 to the maximum (or minimum, or saddle point) of the quadratic form in a single leap. Thus, for maximisation, the Hessian can only be used if it is negative definite, i.e., if all its eigenvalues are negative. If the Hessian is not negative definite, which means that we are not yet in a hill-cap (defined as the region around a mode where H < 0), we use gradient ascent:
where s > 0 is the step size. That is, we jump a distance s g(x 0 ) in the direction of the gradient (which does not necessarily point towards the maximum). For comments about the choice of the step size, see section 4.3. Once found a point for which g = 0, the Hessian (6) can confirm that the point is indeed a maximum by checking that H < 0. Of course, both the nullity of the gradient and the negativity of the Hessian can only be ascertained to a certain numerical accuracy, but due to the simplicity of the surface of p(x) this should not be a problem (at least for a small dimensionality D). Section 4.3 discusses the control parameters for the gradient ascent. Fig. 1 shows the pseudocode for the algorithm. Fig. 2 illustrates the case with a two-dimensional example.
Some remarks:
• It is not convenient here to use multidimensional optimisation methods based on line searches, such as the conjugate gradient method, because the line search may discard local maxima. Since we are interested in finding all the modes, we need a method that does not abandon the region of influence of a maximum. Gradient ascent with a small step followed by quadratic optimisation in a hill-cap should not miss local maxima.
• If the starting point is at or close to a stationary point, i.e., with near-zero gradient, the method will not iterate. Examination of the Hessian will determine if the point is a maximum, a minimum or a saddle point. In the latter two cases it will be discarded.
• The gradient ascent should not suffer too much in higher dimensions because the search follows a onedimensional path. Of course, this path can twist itself in many more dimensions and thus became longer, but once it reaches a hill-cap, quadratic maximisation converges quickly. If the dimension of the space is D, computing the gradient and the Hessian is O(D) and O(D 2 ), respectively. Inverting the Hessian is O(D 3 ), but this may be reduced by the techniques of appendix C.
• Other optimisation strategies based on the gradient or the Hessian, such as the Levenberg-Marquardt algorithm (Press et al., 1992) , can also be easily constructed.
4.1 Maximising the density p vs. maximising the log-density L = ln p Experimental results show that, when the component centroids µ m are used as starting points, there is not much difference in speed of convergence between using the gradient and Hessian of p(x) and using those of L(x) = ln p(x); although there is difference from other starting points, e.g. far from the convex hull, where p(x) is very small. Fig. 2 illustrates this: in the top row, observe the slow search in points lying in areas of near-zero probability in the case of p(x) and the switch from gradient to quadratic search when the point is in a hill-cap, where the Hessian is negative definite. In the middle row, observe how much bigger the areas with negative definite Hessian are for the surface of L(x) in regions where p(x) is small, as noted in section 3.1. This means that, for starting points in regions where p(x) is small, quadratic steps can be taken more often and thus convergence is faster. However, the centroids are usually in areas of high p(x) and thus there is no improvement for our mode-finding algorithm. In any case, at each step one can compute the gradient and Hessian for both p(x) and ln p(x) and choose the one for which the new point has the highest probability.
It may be argued that L is a quadratic form if p is Gaussian, in which case a quadratic optimiser would find the maximum in a single step. However, p will be far from Gaussian even near the centroids or modes if the mixture components interact strongly (i.e., if they are close enough with respect to their covariance matrices, as in fig. 2 ) and this will be the case when the mixture is acting as a density approximator (as in kernel estimation).
Low-probability components
Gaussian mixtures are often applied to high-dimensional data. Due to computational difficulties and to the usual lack of sufficient training data (both issues arising from the curse of the dimensionality; Scott, 1992) , the estimated mixture may not be a good approximation to the density of the data. If this is the case, some of the modes found may be spurious, due to artifacts of the model. A convenient way to filter them out is to reject all modes whose probability (normalised by the probability of the highest mode) is smaller than a certain small threshold θ > 0 (e.g. θ = 0.01).
A similar situation arises when the mixture whose modes are to be found is the result of computing the conditional distribution of a joint Gaussian mixture given the values of certain variables. For example, if
with (x, y|m) ∼ N (µ m , Σ m ) then it is easy to see that the conditional distribution p(x|y) is again a Gaussian mixture:
where:
• The components are normally distributed, (x|y, m) ∼ N (µ m , Σ m ), with µ m and Σ m dependent on µ m , Σ m and the value of y.
• The new mixing proportions are
where µ m,y and Σ m,yy are obtained by crossing out the columns and rows of variables x in µ m and Σ m , respectively. Thus, the means (projected in the y axes) of most components will be far from the value of y and will have a negligible mixing proportion p(m|y). Filtering out such low-probability components will accelerate considerably the mode search without missing any important mode.
Step size
M ← ∅
Mode set optionally Remove all components for which
Hessian from eq. (8)
Hessian negative definite? Figure 1 : Pseudocode of the gradient-quadratic mode-finding algorithm described in section 4. Instead of for L(x) = ln p(x), the gradient and the Hessian can be computed for p(x) using eqs. (5) and (6)
. Also, at each step one can compute the gradient and Hessian for both p(x) and ln p(x) and choose the one for which the new point has the highest probability.
Figure 2: Example of mode searching in a two-dimensional Gaussian mixture. In this example, the mixing proportions are equal and the components are isotropic with equal covariance σ 2 I 2 . The surface has 3 modes and various other features (saddle points, ridges, plateaux, etc.). The mixture modes are marked " " and the mixture mean " * ". The dashed, thick-line polygon is the convex hull of the centroids. The left column shows the surface of L(x) = ln p(x) and the right column the surface of p(x). Top row : contour plot of the objective function. Each original component is indicated by a grey disk of radius σ centred on the corresponding mean vector µ m (marked "+"). A few search paths from different starting points (marked "•") are given for illustrative purposes (paths from the centroids are much shorter); continuous lines indicate gradient steps and dotted lines quadratic steps. Middle row : plot of the gradient (arrows) and the Hessian character (dark colour: positive definite; white: indefinite; light colour: negative definite). Bottom row : like the top row, but here the fixed-point iterative algorithm was used.
Control parameters for the gradient-quadratic mode-finding algorithm
We consider here a single D-dimensional isotropic Gaussian distribution N (µ, σ 2 I D ) and derive some control parameters for the gradient-quadratic algorithm which may be transferrable to the mixture case: min step, min grad, min diff and max eig.
• For the isotropic Gaussian, the gradient always points to the mode, by symmetry. Thus, g = g
. Thus, a step s = ρσ g would jump directly to the mode:
times the gradient would never overshoot, that is, would climb up the hill monotonically. However, it would be too small for points a few normalised distances away from the mode. Moreover, theorem D.3 shows that the gradient norm for the mixture is never larger than that of any isolated component, which suggests using even larger step sizes. Thus, our gradient ascent algorithm starts with a step size of several (64, corresponding to a point at 2.88 normalised distances away from the mode) times the previous step size and halves it every time the new point has a worse probability.
• To determine when a gradient norm is considered numerically zero, we choose the points for which the normalised distance is less than a small value (set to 10 −4 ). This gives a minimum gradient norm
Since for the mixtures the gradient will be smaller than for the components, points with a gradient norm of min grad may be farther from the mode than they would be in the case of a single mixture, so should be small compared to 1.
• Thus, since the algorithm will not get closer to the mode than a normalised distance of , the normalised distance below which two points are considered the same may be taken as several times larger than . We take min diff = 100 σ as the minimum absolute difference between two modes to be assimilated as one.
Updating the mode set M in the algorithm after a new mode x has been found is achieved by identifying all modes previously found that are closer to x than a distance min diff, including x (the N set in figures 1 and 3), removing them from the mode set M and adding to M the mode in N with highest probability p.
• The Hessian will be considered negative definite if its algebraically largest eigenvalue is less than a nonnegative parameter max eig. We take max eig = 0, since theorem D.4 shows that not too far from a mode (for the case of one component, inside a radius of one normalised distance), the Hessian will already be negative definite. This strict value of max eig will rule out all minima (for which g = 0 but H > 0) and should not miss any maximum.
• To limit the computation time, we define max it as the maximum number of iterations to be performed.
These results can be easily generalised to a mixture of full-covariance Gaussians. Theorems D.1 and D.3 show that the mixture gradient anywhere is bounded above and depends on the smallest eigenvalue of the covariance matrix of any of the components. Calling this minimal eigenvalue σ 2 , the control parameter definitions given above remain the same.
In high dimensions, these parameters may require manual tuning (perhaps using knowledge of the particular problem being tackled), specially if too many modes are obtained-due to the nature of the geometry of highdimensional spaces (Scott, 1992) . For example, both min step and min grad depend exponentially on D, which can lead to very large or very small values depending on the value of σ. For min diff, consider the following situation: vectors x 1 and x 2 differ in a small value δ in each component, so that x 1 − x 2 = √ Dδ. For high D, x 1 − x 2 will be large even though one would probably consider x 1 and x 2 as the same vector. However, if that difference was concentrated in a single component, one would probably consider them as very different vectors.
Finally, we remark that there is a lower bound in the precision achievable by any numerical algorithm due to the finite-precision arithmetic (Press et al., 1992, pp. 398-399) , so that in general we cannot get arbitrarily close to a scalar value µ: at best, our estimate x we will get to |x − µ| ∼ µ √ m , where m is the machine accuracy (usually m ≈ 3 × 10 −8 for simple precision and m ≈ 10 −15 for double precision). This gives a limit in how small to make all the control parameters mentioned. Furthermore, converging to many decimals is a waste, since the mode is at best only a (nonrobust) statistical estimate based on our model-whose parameters were also estimated to some precision.
Exhaustive mode search by a fixed-point search
Equating the gradient expression (5) to zero we obtain immediately a fixed-point iterative scheme:
where we have used Bayes' theorem. Note that using the gradient of L(x) = ln p(x) makes no difference here. A fixed point x of the mapping f verifies by definition x = f (x). The fixed points of f are thus the stationary points of the mixture density p, including maxima, minima and saddle points. An iterative scheme x (n+1) = f (x (n) ) will converge to a fixed point of f under certain conditions, e.g. if f is a contractive mapping in an environment of the fixed point (Isaacson and Keller, 1966) . Unfortunately, the potential existence of several fixed points in the convex hull of {µ m } M m=1 and the complexity of eq. (11) make a convergence analysis of the method difficult. However, in a number of experiments it has found exactly the same modes as the gradient-quadratic method. Thus, as in section 4, iterating from each centroid should find all maxima, since at least some of the centroids are likely to be near the modes. Checking the eigenvalues of the Hessian of p with eq. (6) will determine whether the point found is actually a maximum.
The fixed-point iterative algorithm is much simpler than the gradient-quadratic one, but it also requires many more iterations to converge inside the convex hull of {µ m } M m=1 , as can be seen experimentally (observe in fig. 2 (bottom) the quick jump to the area of high probability and the slow convergence thereafter). The inverse matrix
may be trivially computed in some cases (e.g. if all the components are diagonal). In the particular 2 case where Σ m = Σ for all m = 1, . . . , M , the fixed-point scheme reduces to the extremely simple form
i.e., the new point x (n+1) is the conditional mean of the mixture under the current point x (n) . This is formally akin to EM algorithms for parameter estimation of mixture distributions (Dempster et al., 1977) , to clustering by deterministic annealing (Rose, 1998) and to algorithms for finding pre-images in kernel-based methods (Schölkopf et al., 1999) .
Whether this algorithm is faster than the gradient-quadratic one has to be determined for each particular case, depending on the values of D and M and the numerical routines used for matrix inversion.
Control parameters for the fixed-point mode-finding algorithm
A theoretical advantage of the fixed-point scheme over gradient ascent is that no step size is needed. As in section 4.3, call σ 2 the smallest eigenvalue of the covariance matrix of any of the components. A new tolerance parameter tol = σ is defined for some small (10 −4 ), so that if the distance between two successive points is smaller than tol, we stop iterating. Alternatively, we could use the min grad control parameter of section 4.3. The following control parameters from section 4.3 remain unchanged: min diff = 100 σ, max eig and max it. Note that min diff should be several times larger than tol.
Error bars for the modes
In this section we deal with the problem of deriving error bars, or confidence intervals, for a mode of a mixture of Gaussian distributions. That is, the shape of the distribution around that mode (how peaked or how spread out) contains information about the certainty of the value of the mode. These error bars are not related in any way to the numerical precision with which that mode was found by the iterative algorithm; they are related to the statistical dispersion around it.
The confidence interval, or in higher dimensions, the confidence hyperrectangle, means here a hyperrectangle containing the mode and with a probability under the mixture distribution of value P fixed in advance. For example, for P = 0.9 in one dimension we speak of a 90% confidence interval. Since computing error bars for the mixture distribution is analytically difficult, we follow an approximate computational approach: we replace the mixture distribution around the mode by a normal distribution centred in that mode and with a certain covariance matrix. Then we compute symmetric error bars for this normal distribution, which is 
Hessian from eq. (6) if max{eigenvalues(H)} < max eig easy, as we show in section 6.1. Section 6.2 deals with the problem of selecting the covariance matrix of the approximating normal.
Ideally we would like to have asymmetric bars, accounting for possible skewness of the distribution around the mode, but this is difficult in several dimensions. Also, note that in high dimensions the error bars become very wide, since due to the curse of the dimensionality the probability contained in a fixed hypercube decreases exponentially with the dimension (Scott, 1992) .
Confidence intervals at the mode of a normal distribution
Consider a D-variate normal distribution N (µ, Σ) where Σ = UΛU T is the singular value decomposition 3 of its covariance matrix Σ. Given ρ > 0, R = Λ −1/2 U T (x − µ) ∞ ≤ ρ represents a hyperrectangle 4 with its centre on x = µ. Its sides are aligned with the principal axes of Σ, that is, U = (u 1 , . . . , u D ), and have lengths 2ρ fig. 4a ). The probability P (ρ) contained in this hyperrectangle R can be computed as 3 In general, the singular value decomposition of a rectangular matrix A is A = USV T with U, V orthogonal and S diagonal, but for a symmetric square matrix U = V.
4 Considering a hyperellipse E = Λ −1/2 U T (x − µ) 2 ≤ ρ instead of a hyperrectangle simplifies the analysis, but we are interested in separate intervals along each direction.
: Left: schematic of the error bars, or hyperrectangle R, in two dimensions. Right: how to obtain error bars in the original axes by circumscribing another hyperrectangle R to R. It is clear that P (R ) ≥ P (R). . Note that to obtain P from the table one has to raise the numbers on the left column to power D.
follows:
where we have changed z = Λ −1/2 U T (x − µ), with Jacobian |Λ −1/2 U T | = |Λ| −1/2 , and the error function erf is defined as
From (12), ρ = √ 2 arg erf (P 1/D ), so that for a desired confidence level given by the probability P we can obtain the appropriate interval (see table in figure 5). The natural confidence intervals, or error bars, that R gives us are of the form
They follow the directions of the principal axes of Σ, which in general will not coincide with the original axes of the x 1 , . . . , x D variables. Of course, we can obtain a new rectangle R aligned with the x 1 , . . . , x D axes by taking intervals ranging from the minimal to the maximal corner of R in each direction, but obviously P (R ) ≥ P (R) and it is difficult to find P (R ) exactly or to bound the error (see fig. 4b ).
Note that for the mixture with Σ m = σ 2 I D , we have Λ − σ 2 I D ≥ 0 always and so the error bars have a minimal length of 2ρσ in each principal direction.
Approximation by a normal distribution near a mode of the mixture
If the mixture distribution is unimodal, then the best estimate of the mixture distribution using a normal distribution has the mean and the covariance equal to those of the mixture. However, since we want the mode to be contained in the confidence interval, we estimate the normal mean with the mixture mode. This will be a good approximation unless the distribution is very skewed. Thus, the covariance Σ of the approximating normal is given by eq. (2).
If the mixture distribution is multimodal, we can use local information to obtain the covariance Σ of the approximating normal. In particular, at each mode of the mixture, the value of the Hessian contains information of how flat or how peaked the distribution p(x) is around that mode. Consider a mode of the mixture at x = ν with Hessian H. Since it is a maximum, H < 0, and so we can write the singular value decomposition of H as H = −UΛU T where Λ > 0. Since the Hessian of a normal distribution N (µ, Σ) at its mode is equal to − |2πΣ| −1/2 Σ −1 , from eq. (4), equating this to our known mixture Hessian H we obtain
. Thus, we can approximate the mixture probability to second order in a neighbourhood near its mode ν as
Using the log-density L(x) = ln p(x), call H the Hessian of L at a mode ν. The second order approximation near the mode ν
Error bars at the mode of the mixture
From the previous discussion we can derive the following algorithm. Choose a confidence level 0 < P < 1 and compute ρ = √ 2 arg erf (P 1/D ). Given a vector ν and a negative definite matrix H representing a mode of the mixture and the Hessian at that mode, respectively, and calling Σ the covariance matrix of the mixture:
• If the mixture is unimodal, then decompose Σ = UΛU T with U orthogonal and Λ > 0 diagonal. The D principal error bars are centred in ν, directed along the vectors u 1 , . . . , u D and with lengths 2ρ
• If the mixture is multimodal, then:
-If H is the Hessian of p(x), then decompose −H = UΛU T with U orthogonal and Λ > 0 diagonal. 
Discussion
Since we are only using second order local information, namely the Hessian at the mode, the best we can do is to approximate the mixture quadratically, as we have shown. This approximation is only valid in a small neighbourhood around the mode, which can lead to poor estimates of the error bars, as fig. 6 (left) shows. In this case, the one-dimensional mixture looks like a normal distribution but with its top flattened. Thus, the Hessian there is very small, which in turn gives a very large (co)variance Σ for the normal with the same Hessian (dashed line). In this particular case, one can find a better normal distribution giving more accurate error bars, for example the one in dotted line (which has the same variance as the mixture). But when the mixture is multimodal, finding a better normal estimate of the mixture would require a more complex procedure (even more so in higher dimensions). At any rate, a small Hessian indicates a flat top and some uncertainty in the mode. Observe that, while the directions of the bars obtained from L(x) = ln p(x) coincide with those from p(x) always, the lengths are different in general (except when p(x) is Gaussian). Figure 6 illustrates the point.
Quantifying the sparseness of a Gaussian mixture
Besides finding the modes, one may also be interested in knowing whether the density is sparse-sharply peaked around the modes, with most of the probability mass concentrated around a small region around each mode-or whether its global aspect is flat. For example, if the Gaussian mixture under consideration represents the conditional distribution of variables x given the values of other variables y, the modes could be taken as possible values of the mapping y → x provided that the distribution is sparse (Carreira-Perpiñán, 2000) . That is, a sparse distribution would correspond to a functional relationship (perhaps multivalued) while are marked on the horizontal axis. The dashed lines indicate the approximating normals using the Hessian method and the dotted ones the approximating normals using the mixture covariance method. In both cases, the vertical line(s) indicate the location of the mode(s) or mixture mean, respectively, and the horizontal one the error bars for a confidence of 68%, i.e., the interval is two standard deviations long. On the left graph, the Hessian gives too broad an approximation because the mixture top is very flat. On the centre graph, both methods give a similar result. On the right graph, the mixture covariance method breaks down due to the bimodality of the mixture. Observe how the bars obtained from p(x) do not coincide with those from ln p(x), being sometimes narrower and sometimes wider. a flat distribution would correspond to independence ( fig. 7) . Of course, these are just the two extremes of a continuous spectrum.
While the error bars locally characterise the peak widths, we can globally characterise the degree of sparseness of a distribution p(x) by its differential entropy h(p) def = E {− ln p}: high entropy corresponds to flat distributions, where the variable x can assume practically any value in its domain ( fig. 7, right) ; and low entropy corresponds to sparse distributions, where x can only assume a finite set of values ( fig. 7, left) . This differential entropy value should be compared to the differential entropy of a reference distribution, e.g. a Gaussian distribution of the same covariance or a uniform distribution on the same range as the inputs.
There are no analytical expressions for the entropy of a Gaussian mixture, but in appendix E we derive PSfrag replacements
Figure 7: Shape of the conditional distribution of variable x given value y 0 of variable y. Left: sparse (multiply peaked), low entropy; x is almost functionally dependent on y for y = y 0 , with f (y 0 ) = x 0 or x 1 or x 3 . Right: flat, high entropy; x is almost independent of y for y = y 0 .
the following upper (UB 1 ) and lower bounds (LB 1 , LB 2 ):
where Σ is the covariance matrix of the mixture, given in eq. (2). Other approximations to the differential entropy of an arbitrary continuous distribution are available. These are usually based on an Edgeworth polynomial expansion of the density, which leads to the use of cumulants, such as skew and kurtosis, and have been often used in the context of projection pursuit and independent component analysis (Jones and Sibson, 1987; Hyvärinen, 1998) . However, cumulant-based approximations have the disadvantage of being much more sensitive to structure in the tails than in the centre of the distribution. Besides, the kurtosis is not meaningful for multimodal distributions. Kurtosis, the fourth-order cumulant of a distribution, has been proposed and used by Field (1994) and others as a measure of sparseness in the context of neural codes, based on the experimental observation that the receptive fields of neurons in primary visual cortex typically have positive kurtosis-although this fact has been debated both theoretically and experimentally (e.g. Baddeley, 1996) . However, kurtosis is not a good measure of sparseness in the sense we have described above, since we are not interested in the shape (or skew) of a peak, but in its narrowness and in the narrowness of the other peaks. In fact, we can have a distribution depending on one variance parameter (uniform, normal, double exponential) with constant kurtosis independent of that parameter (negative, zero, positive) but whose width can vary from zero (maximum sparseness, entropy = −∞) to infinity (minimum sparseness, entropy = +∞). As for the variance, it would be an appropriate measure of sparseness for unimodal distributions, but not for multimodal ones, since in this case the variance depends not just on the peaks' width but also on their separations (this also applies to the kurtosis). In fact, by taking the extreme case of sparse distribution, a mixture of delta functions, we can obtain any desired value for its variance and kurtosis by varying the separation between individual deltas, while its differential entropy remains constant at −∞. In all these cases, the entropy gives a more natural measure of sparseness 5 .
Conclusions
We have presented algorithms to find all the modes of a given Gaussian mixture based on the intuitive conjecture that the number of modes is upper bounded by the number of components and that the modes are contained in the convex hull of the component centroids. While our proof of this conjecture is only partial (for a mixture of two components of arbitrary dimension and equal covariance), no counterexample has been found in a number of simulations. The only other related works we are aware of (Behboodian, 1970; Konstantellos, 1980 ) also provided partial proofs under various restricted conditions. All algorithms have been extensively tested for the case of spherical components in simulated mixtures, in an inverse kinematics problem for a robot arm (unpublished results) and in the context of a missing data reconstruction algorithm applied to a speech inverse problem, the acoustic-to-articulatory mapping (Carreira-Perpiñán, 2000) , which requires finding all the modes of a Gaussian mixture of about 1000 components in over 60 dimensions for every speech frame in an utterance. Given the current interest in the machine learning and computer vision literature in probabilistic models able to represent multimodal distributions (specially Gaussian mixtures), these algorithms could be of benefit in a number of applications or as part of other algorithms. Specifically, they could be applied to clustering and regression problems. An example of clustering application is the determination of subclustering within galaxy systems from the measured position (right ascension and declination) and redshifts of individual galaxies (Pisani, 1993) . The density of the position-velocity distribution is often modelled as a Gaussian mixture (whether parametrically or nonparametrically via kernel estimation) whose modes correspond in principle to gravitationally bound galactic structures. An example of regression application is the representation of multivalued mappings (which are often the result of inverting a forward mapping) with a Gaussian mixture (Carreira-Perpiñán, 2000) . In this approach, all variables (arguments x and results y of a mapping) are jointly modelled by a Gaussian mixture and the mapping x → y is defined as the modes of the conditional distribution p(y|x), itself a Gaussian mixture.
The algorithms described here can be easily adapted to find minima of the mixture rather than maxima. However one must constrain them to search only for proper minima and avoid following the improper minima at p(x) → 0 when x → ∞.
Bump-finding rather than mode-finding
If we want to pick representative points of an arbitrary density p(x), not necessarily a Gaussian mixture, using a mode as a reconstructed point is not appropriate in general because the optimal value (in the L 2 sense) is the mean. That is, summarising the whole distribution p(x) in a single pointx is optimised by taking the mean of the distribution, E p(x) {x}, rather than the (global) mode, arg max x p(x), since the mean minimises the average squared error E p(x) x −x 2 , as can easily be seen. Besides, the modes are very sensitive to the idiosyncrasies of the training data and in particular to outliers-they are not robust statistics. This suggests that, when the conditional distribution is multimodal, we should look for bumps 6 associated to the correct values and take the means of these bumps as reconstructed values instead of the modes. If these bumps are symmetrical then the result would coincide with picking the modes, but if they are skewed, they will be different.
How to select the bumps and their associated probability distribution is a difficult problem not considered here. A possible approach would be to decompose the distribution p(x) as a mixture:
where p(x|k) is the density associated to the k-th bump. This density should be localised in the space of x but can be asymmetrical. If p(x) is modelled by a mixture of Gaussians (as is the case in this paper) then the decomposition (13) could be attained by regrouping Gaussian components. What components to group together is the problem; it could be achieved by a clustering algorithm-but this is dangerous if one does not know the number of clusters (or bumps) to be found. Computing then the mean of each bump would be simple, since each bump is a Gaussian mixture itself. This approach would avoid the exhaustive mode finding procedure, replacing it by a grouping and averaging procedure-probably much faster. And again, in the situations of section 4.2, low-probability components from the Gaussian mixture may be discarded to accelerate the procedure.
These ideas operate exclusively with the functional form of a Gaussian mixture as starting point, as do our mode-finding algorithms. Bump-finding methods that work directly with a data sample exist, such as algorithms that partition the space of the x variables into boxes where p(x) (or some arbitrary function of x) takes a large value on the average compared to the average value over the entire space, e.g. PRIM (Friedman and Fisher, 1999) ; or some nonparametric and parametric clustering methods, e.g. scale-space clustering (Wilson and Spann, 1990; Roberts, 1997) or methods based on morphological transformations (Zhang and Postaire, 1994) .
Internet files
A Matlab implementation of the mode-finding algorithms and error bars computation is available in the WWW at http://www.dcs.shef.ac.uk/~miguel/papers/cs-99-03.html. For Σ m = Σ ∀m = 1, . . . , M this becomes 
is a nonlinear system of D equations with unknowns λ 1 , . . . , λ M −1 , very difficult to study in general. For M = 2, call λ = λ 1 , so that λ 2 = 1 − λ, and π = p(1), so that p(2) = 1 − π. Using Bayes' theorem we get:
which reduces to the transcendental equation
It is easy to see geometrically (see fig. 8 ) that this equation can only have one, two or three roots in (0, 1), which proves that the stationary points x = λµ 1 + (1 − λ)µ 2 of p lie in the convex hull of {µ 1 , µ 2 }. Further, since for M = 2 the convex hull is a line segment, in the case with three stationary points one of them cannot be a maximum, and so the number of modes is M = 2 at the most. In fact, solving eq. (14) gives these stationary points (e.g. by fixed-point iteration, see fig. 8 right) , and using eq. (6) to compute the Hessian will determine whether they are a maximum, a minimum or a saddle-point.
Remark. Related results have been proven, in a different way, in the literature. Behboodian (1970) shows that for M = 2 and D = 1, with no restriction on Σ m , p(x) has one, two or three stationary points which all lie in the convex hull of {µ 1 , µ 2 }. Konstantellos (1980) gives a necessary condition for unimodality for two cases: M = 2, π 1 = π 2 , Σ 1 = Σ 2 and D > 1; and M = 2 and D = 2, with no restriction on π m , Σ m .
Remark. Although the previous proof makes use of formula (5), which is only valid for normal components, intuitively there is nothing special about the normal distribution here. In fact, the conjecture should hold for components of other functional forms (not necessarily positive), as long as they are bounded, piecewise continuous and have a unique maximum and no minima (bump functions). Note that in some cases an infinite number of stationary points may exist (as is easily seen for e.g. triangular bumps).
C Efficient operations with the Hessian
The Hessian and the gradient of a Gaussian mixture are a linear superposition of terms. This makes possible, in some particular but useful cases (e.g. GTM or Gaussian kernel density estimation), to perform efficiently and exactly (i.e., with no approximations involved) various operations required by the optimisation procedure of section 4:
• If the matrix S defined below is easily invertible (e.g., if each covariance matrix Σ m is diagonal, a common situation in many engineering applications), the quadratic step of eq. (9) can be performed without inverting the Hessian (theorem C.2 and observation C.3).
• If the number of mixture components is smaller than the dimensionality of the space, M < D, the inverse Hessian can be computed inverting an M × M matrix rather than a D × D matrix (theorem C.1).
Define the following matrices: Proof. Define an M × 1 vector v with components v m def = p(x, m), so that Rv = g (see eq. (5)). Then:
where we have used H −1 R = S −1 RT −1 , which again can be proved using the SMW formula. The only operation not covered here that is required by the optimisation procedure is the determination of whether the Hessian is negative definite. This can be accomplished by checking the signs of its principal minors (Mirsky, 1955, p. 403) or by numerical methods, such as Cholesky decomposition (Press et al., 1992, p. 97) .
D Bounds for the gradient and the Hessian
Theorem D.1. For a normal distribution N (µ, Σ), the norm of the gradient is bounded as 0 ≤ g ≤ (eλ min |2πΣ|) −1/2 , where λ min is the smallest eigenvalue of Σ. 
