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V magistrskem delu preučite algebraičnost in D-končnost rodovne funkcije spreho-
dov v prvem kvadrantu, kjer je množica dovoljenih korakov podmnožica množice
{−1, 0, 1}2 \ {(0, 0)}. Kot osnovno literaturo uporabite članek [6], zraven pa citi-
rajte in dokažite še čim več rezultatov, ki jih uporabljata avtorici. Delo naj vsebuje
tudi tabelo vseh 256 množic dovoljenih korakov s kategorijo, v katero spada njihova
rodovna funkcija.
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Sprehodi s kratkimi koraki v prvem kvadrantu
Povzetek
V delu si pogledamo sprehode s kratkimi koraki v prvem kvadrantu. Pogledamo
si, koliko različnih sprehodov glede na množico možnih korakov obstaja. Za vsako
množico korakov S poskusimo poiskati rodovno funkcijo v treh spremenljivkah x, y
in t, ki nam pove, koliko je sprehodov z n koraki, ki se začnejo v točki (0, 0) in končajo
v točki (i, j), nikoli ne zapustijo prvega kvadranta in uporabijo le korake iz množice
S. Prav tako ugotovimo, ali je dana rodovna funkcija D-končna ali algebraična.
Walks with small steps in the quarter plane
Abstract
In this thesis, we look at walks with short steps confined to the first quadrant. We
take a look at how many different walks there are depending on the set of available
steps. For each set of steps S, we try to find the generating function in three variables
x, y and t which tells us how many n step walks are there starting from (0, 0) and
ending at (i, j), using only the steps from set S and never leaving the first quadrant.
We also determine whether a given generating function is D-finite or algebraic.
Math. Subj. Class. (2010): oznake kot 74B05, 65N99, na voljo so na naslovu
http://www.ams.org/msc/msc2010.html
Ključne besede: sprehod, rodovna funkcija, algebraičnost, D-končnost





Spomnimo se osnovne kombinatorične naloge, kjer nas zanima, na koliko različnih
načinov lahko pridemo iz točke (0, 0) do točke (i, j), pri tem pa se lahko premikamo
le desno ali pa navzgor. Vsaka naša pot bo sestavljena iz i korakov desno in j
korakov navzgor. Skupaj bomo naredili i + j korakov, vrstni red korakov pa ni
pomemben. Določiti moramo le, kdaj se bomo premaknili desno in kdaj se bomo
premaknili navzgor. Izmed i + j korakov moramo določiti, v katerih i se bomo






Kaj pa, če bi dovolili, da se lahko premikamo še v kakšno drugo smer, morda
desno navzgor ali pa levo? Koliko različnih sprehodov je v tem primeru? Jasno je,
da bo, če bomo dovolili korake nazaj, vseh sprehodov neskončno. V tem primeru
bi nas raje zanimalo, koliko je sprehodov, ki uporabijo natanko n korakov. V kom-
binatoriki je ponavadi težko dobiti ekspliciten zapis formule in zato se velikokrat
zadovoljimo s tem, da poiščemo rodovno funkcijo, ki naš problem opisuje. Z analizo
rodovne funkcije pa nato izvemo več lastnosti o problemu, kot so, recimo, rekurzivne
formule za izračun posameznih členov, hitrost rasti členov itd. V našem primeru nas
bo zanimala navadna rodovna funkcija v treh spremenljivkah x, y in t, ki nam bo
štela število sprehodov, ki se začnejo v točki (0, 0), končajo v točki (i, j), uporabijo
natanko n korakov iz naše množice korakov in tekom sprehoda nikoli ne zapustijo
prvega kvadranta.
Dan problem je v zadnjih letih dobil veliko pozornosti in veliko je bilo raziska-
nega. Problem je enostaven, če naši sprehodi nimajo prostorske omejitve. Sprehodi,
omejeni v polravnino, so rešljivi s pomočjo metode jeder – opisani v [7] in dobljena
rodovna funkcija je v teh primerih algebraična. V tem delu pa se bomo osredotočili
na sprehode, ki so omejeni le v prvi kvadrant in imajo za možne korake podmnožico
korakov osmih strani neba (S, J, V, Z, SV, SZ, JV, JZ).
Izmed 28 = 256možnih množic začetnih korakov najprej poiščemo, koliko množic
nam poraja zanimiv problem. Izkaže se, da nam ostane 79 različnih množic kora-
kov. Nato definiramo biracionalni transformaciji, ki nam v odvisnosti od množice
možnih korakov generirata končno ali neskončno grupo. V 23 primerih je dobljena
grupa končna in za 22 izmed teh problemov s pomočjo te grupe pokažemo postopek,
kako pridemo do njene rodovne funkcije. Za te primere je dobljena rodovna funkcija
tudi D-končna, kar pomeni, da njeni členi zadoščajo linearni rekurzivni zvezi s po-
linomskimi koeficienti. Edina preostala množica s končno grupo so znani Gesselovi
sprehodi (V, Z, SV, JZ). Teh v tem delu ne rešimo, je bilo pa pokazano, da je nji-
hova rodovna funkcija algebraična [2]. Za preostalih 56 množic z neskončno grupo
pokažemo s pomočjo ekskurzij (sprehodov, ki se začnejo in končajo v točki (0, 0))
in že znanih rezultatov, da njihova rodovna funkcija ni D-končna.
2 Rodovna funkcija
V kombinatoriki so rodovne funkcije močno orodje. Pogosto ne znamo oziroma ne
moremo najti eksplicitne formule za izračun nekega zaporedja, znamo pa najti ro-
dovno funkcijo, ki to zaporedje opiše. S poznavanjem rodovne funkcije lahko potem
izpeljemo kakšne rekurzivne zveze, izračunamo asimptotsko rast členov, statistične
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lastnosti zaporedja, uporabimo jih lahko za dokazovanje enakosti itd. Rodovne funk-
cije so formalne potenčne vrste, ki so posplošitve polinomov na neskončno členov in
pri katerih nas ne zanima konvergenca ali funkcija, ki jo opisuje, pač pa nas najbolj
zanimajo koeficienti pred posameznimi potencami.
Naj bo K polje s karakteristiko 0. S K[[x]] označimo množico vseh zaporedij v
K. Ponavadi imamo K = R in z R[[x]] označimo množico vseh realnih zaporedij.
Primera zaporedij sta recimo zaporedje samih enic an = 1; ∀n ≥ 0 in zaporedje
kvadratov nenegativnih števil an = n2 : ∀n ≥ 0
(1, 1, 1, . . . )
(0, 1, 4, 9, 16, 25, 36, . . . )
Na tej množici zaporedij definiramo seštevanje (po komponentah)
(an)n + (bn)n = (an + bn)n
in množenje s skalarjem:
λ(an)n = (λan)n
Množica K[[x]], opremljena s tema operacijama, je vektorski prostor. Nadalje lahko
definiramo tudi množenje zaporedij med seboj. Prva ideja bi mogoče bila, da množe-
nje zaporedij definiramo prav tako po komponentah kot prej seštevanje, a se izkaže,
da za praktične namene dela z rodovnimi funkcijami to ne prinaša veliko koristi.
Veliko bolj priročna je slednja definicija




Pri uporabi pa za zaporedje redko uporabljamo zapis (an)n, raje pišemo
∑︁
n∈N anxn,




xn = 1 + x+ x2 + . . .
razumemo kot zaporedje samih enic (1, 1, 1, . . . ). Zapišimo zgoraj definirane opera-
cije še z novim zapisom:
• Seštevanje: ∑︁∞n=0 anxn +∑︁∞n=0 bnxn = ∑︁∞n=0(an + bn)xn
• Množenje s skalarjem: λ∑︁∞n=0 anxn = ∑︁∞n=0(λan)xn
• Množenje: ∑︁∞n=0 anxn ·∑︁∞n=0 bnxn = ∑︁∞n=0 cnxn; cn = ∑︁nk=0 akbn−k
Skupaj z operacijo množenja pa sedaj K[[x]] postane komutativna algebra. Hitro
lahko vidimo, da je enota za množenje zaporedje (1, 0, 0, . . . ) = 1. Ali za kakšno
zaporedje morda obstaja inverz za množenje? Poglejmo si naslednji primer:





xn = (1− x)(1 + x+ x2 + x3 + . . . ) = 1 + (1− 1)x+ (1− 1)x2 + · · · = 1
S tem izračunom vidimo, da je 1− x inverz ∑︁∞n=0 xn.
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Če ima dana formalna potenčna vrsta inverz, potem bomo pisali:
F−1(x) = 1
F (x)
Naj bosta sedaj F (x) = ∑︁∞n=0 anxn in G(x) = ∑︁∞n=0 bnxn formalni potenčni vrsti.
Če ima G(x) inverz, potem lahko definiramo deljenje kot množenje z inverzom
F (x)/G(x) := F (x) · 1
G(x)
Nadalje definiramo tudi odvajanje kot
d
dx





Če je F (x) rodovna funkcija za zaporedje (an), potem je F ′(x) rodovna funkcija za
zaporedje ((n + 1)an+1)n. V primeru, ko velja bn = 0, je smiselna tudi definicija
kompozituma dveh rodovnih funkcij
(F ◦G)(x) = F (G(x))
Če sedaj pogledamo nazaj na definirane operacije in se spomnimo pravil za sešte-
vanje/množenje/deljenje/odvajanje potenčnih vrst, vidimo, da se definirane opera-
cije zelo ujemajo kar s klasičnimi operacijami, ki smo jih vajeni iz analize potenčnih
vrst. Od tod tudi ideja, zakaj se zdi naravno, da uporabljamo zapis z ∑︁ namesto
(a0, a1, ...). Glede na vso podobnost s potenčnimi vrstami bi si potem morda lahko
dovolili, da bi x tretirali kot spremenljivko in bi denimo izraz F (12) imel smisel. V
primeru, ko ni nobenih težav s konvergenco in takrat, ko naše operacije sovpadajo
z operacijami na potenčnih vrstah iz analize, si to lahko privoščimo in na ta način
dobimo kakšne zanimive ali posebne lastnosti zaporedja.















n = 11− 12x
Kaj bi dobili, če bi namesto x vstavili vrednost 1?
1 + 12 +
1




V tem primeru smo dobili vsoto vseh členov zaporedja.
2.1 Rodovna funkcija sprehoda
Za dano začetno množico korakov S, želimo poiskati sledečo rodovno funkcijo treh
spremenljivk:





kjer bomo s spremenljivkami x in y označevali končne točke sprehoda, s spre-
menljivko t pa število uporabljenih korakov. Koeficient pred členom xiyjtn, torej
q(i, j, n), nam šteje število sprehodov, ki se začnejo v točki (0, 0), končajo v točki
(i, j), so sestavljeni iz natanko n korakov iz množice S in tekom sprehoda nikoli ne
zapustijo prvega kvadranta.
Če bi denimo poznali rodovno funkcijo QS, bi z evaluacijami le-te v točkah 0 in 1
dobili število teh sprehodov z določenimi lastnostmi. Evaluacija QS(0, 0, t) bi nam
dala rodovno funkcijo v eni spremenljivki t, kjer bi pred koeficientom tn imeli število
vseh sprehodov z n koraki, ki se končajo v točki (0, 0) – ekskurzij.












Tu upoštevamo, da so vsi členi qS(i, j, n)xiyjtn za i, j > 0 enaki 0, saj sta vredno-
sti spremenljivk x, y enaki 0. S podobnim razmislekom opazimo, da nam rodovna
funkcija QS(1, 0, t) in QS(0, 1, t) štejeta število sprehodov, ki se končajo na abscisni
oziroma ordinatni osi. Kljub rodovni funkciji QS pa še zmeraj ni na voljo enostav-
nega načina, kako denimo izračunati število sprehodov, ki se končajo v točki (i, j),
i, j > 0. Le-te bi lahko v nekaterih primerih lahko dobili s pomočjo ekstrakcije
koeficientov.
Poleg rodovne funkcije pa nas bo zanimalo, ali so dobljene rodovne funkcije D-končne
ali algebraične.
Definicija 2.3. Rodovna funkcija ene spremenljivke p(x) je algebraična, če obstajajo
polinomi a0(x), a1(x), . . . , an(x), an(x) neničeln, da p(x) zadošča enačbi:
an(x)p(x)n + an−1(x)p(x)n−1 + · · ·+ a0(x) = 0
Rodovna funkcija več spremenljivk p(x1, . . . xn) je algebraična, če obstajajo poli-
nomi a0(x1, . . . , xn), a1(x1, . . . , xn), . . . , an(x1, . . . , xn), an neničeln, da p(x1, . . . xn)
zadošča enačbi:
an(x1, . . . , xn)p(x1, . . . , xn)n + · · ·+ a0(x1, . . . , xn) = 0
Definicija 2.4. Rodovna funkcija p(x) je D-končna, če obstajajo polinomi a0(x),
. . . , an(x), da p(x) zadošča enačbi:
an(x)p(n)(x) + an−1(x)p(n−1)(x) + · · ·+ a0(x) = 0
Rodovna funkcija več spremenljivk p(x1, . . . , xn) je D-končna, če za vsak i = 1, . . . , n










+ · · ·+ Ai,0(x)
⎤⎦ p(x1, . . . , xn) = 0
kjer so vsi A∗,∗(x) polinomi iz C [x].
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Za vse algebraične rodovne funkcije velja, da so tudi D-končne, obratno pa to ne
velja [12]. Členi zaporedja D-končne rodovne funkcije pa zadoščajo linearni rekur-
zivni zvezi s polinomskimi koeficienti.
Definicija 2.5. Zaporedje c0, c1, . . . je P-rekurzivno, če obstajajo polinomi ar(n),
ar−1(n), . . . , a0(n), ar(n) neničeln, da za vse n ∈ N velja:
cn+rar(n) + cn+r−1ar−1(n) + · · ·+ cna0(n) = 0
Zgoraj smo omenili, da ni enostavno izračunati števila sprehodov, ki se končajo
v točki (i, j). V primeru, da je dobljena rodovna funkcija D-končna, pa vemo, da
obstaja algoritem, ki v časovni zahtevnosti O(ijn) izračuna člene tega zaporedja.
Primer 2.6. Nekaj primerov algebraičnih funkcij:
• f(x) = p(x), kjer je p polinom
• f(x) = 11+x2
• f(x) = 11−(x+x2) , rodovna funkcija, ki opisuje Fibonaccijeva števila
• f(x) = ex, rodovna funkcija, ki je D-končna, pa ni algebraična.
Tekom magistrske naloge bomo za določene množice korakov izpeljali rodovne
funkcije. Naslednji izrek nam pove, da bodo te dobljene rodovne funkcije D-končne.
Opis dokaza izreka lahko najdemo v [6].
Izrek 2.7. Če je F (x, y, t) racionalna rodovna funkcije spremenljivke t s koeficienti
v C(x)[y, 1
y
], potem je [y>]F (x, y, t) algebraična rodovna funkcija. Če ima nato ta ro-
dovna funkcija koeficiente v C[x, 1
x
, y], potem je [x>][y>]F (x, y, t) D-končna rodovna
funkcija v spremenljivkah x, y in t.
2.2 Notacija
V magistrskem delu bomo, v kolikor bo jasno, na katero množico korakov se funk-
cija nanaša, izpuščali zapis S. Za korak bomo zapis (1, 1) razumeli kot korak v
severovzhodno smer, (0,−1) v smer zahoda in analogno za vse ostale smeri neba.
Kot smo omenili zgoraj, nam bosta spremenljivki x in y določali končne koordinate
sprehoda, zato bomo kdaj izrabili notacijo in za korak v smereh neba uporabljali kar










in y bodo po vrsti pomenili korake v se-
verovzhodno, vzhodno, jugovzhodno, južno, jugozahodno, zahodno, severozahodno
in severno smer.
2.3 Primer za neomejene sprehode
Za začetek si poglejmo osnoven primer, kako bi prišli do rodovne funkcije sprehodov,
če naš sprehod ne bi bil omejen. Za množico možnih korakov si izberimo kar Gesse-





da je v tem primeru rodovna funkcija kar:






Slika 1: Na sliki vidimo možne korake naših sprehodov.
Slika 2: Možni koraki pri znanih Gesselovih sprehodih. Smeri V, SV, Z, JZ.
Najlažje pa to vidimo, da v zgornji funkciji prepoznamo vsoto geometrijske vrste.
Ko funkcijo razvijemo v vrsto dobimo:
F (x, y, t) =
∞∑︂
n=0





Potenca pri spremenljivki t, nam pove, koliko korakov smo naredili. Poglejmo si za
primer koeficient pri t4:

















Imamo 4 oklepaje in iz vsakega bomo izbrali po en člen. To lahko razumemo kot
to, da bomo skupaj naredili 4 premike in v vsakem koraku bomo izbrali nek možen
korak. Če na primer iz prvega oklepaja izberemo x, iz drugega in tretjega izberemo
xy in iz četrtega 1
xy
, bo to pomenilo sprehod, kjer smo naprej naredili korak v
smeri vzhoda, nato dva koraka v smeri severovzhoda in nato še en korak nazaj v
smeri jugovzhoda. Končali bomo v točki (2, 1), kar lahko vidimo tudi iz izračuna
x(xy)(xy) 1
xy
= x2y1. Ko bomo iz oklepajev izbirali vse možne kombinacije korakov,
bomo tako dobili vse možne sprehode, koeficient pri xiyjt4 pa nam bo povedal, koliko
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je sprehodov, ki se končajo v točki (i, j) in naredijo natanko 4 premike. Podobno bi
pri koeficientu tn n-krat izbirali enega izmed 4 možnih korakov.
S podobnim pristopom lahko dobimo rodovno funkcijo tudi za druge množice
korakov. V neomejenih sprehodih nas ne moti niti dolžina premikov. Če bi želeli
prešteti sprehode, kjer bi dovolili tudi korak za 3 enote vzhodno in 5 enot severno,
potem bi dobili rodovno funkcijo:





Z analognim razmislekom vidimo, da ta rodovna funkcija res šteje, to kar želimo.
V zgornjem primeru smo izbirali korake in tekom izbiranja nismo pazili, ali se
premikamo znotraj mej. Žal ne obstaja lahek način, kako bi dano rodovno funk-
cijo spremenili, da bi štela tudi omejene sprehode. V nadaljnjih poglavjih si bomo
pogledali, kako lahko v nekaterih primerih s pomočje funkcijske enačbe pridemo do
rodovne funkcije sprehodov, ki nikoli ne zapustijo prvega kvadranta.
3 Število različnih modelov
Analizirali bomo vse sprehode, pri katerih bodo možne množice korakov podmnožice
osmih smeri neba, kot je vidno na sliki 1. Vse podmnožice pa niso zanimive za
analizo. Izbira množice, kjer dovolimo le korak v levo, na primer ne bo zanimiva. S
premikom za edini možni korak vedno prekršimo naš pogoj, da sprehod ne zapusti
prvega kvadranta, in število takih sprehodov je 0, razen v primeru, ko ne naredimo
nobenega koraka. Če si za množico korakov na primer izberemo {SZ, S, J}, potem
vidimo, da nikoli ne bomo naredili koraka v smeri SZ. Če bi želeli narediti ta korak, bi
se morali prej premakniti desno, da s tem korakom ne bi zapustili prvega kvadranta.
A koraka v desno nimamo, ta množica korakov je torej ekvivalentna množici korakov,
kot če koraka v SZ ne bi imeli na voljo – {S, J}. Prav tako z rešitvijo problema
za neko množico korakov rešimo problem tudi za množico korakov, ki jo preslikamo
preko osi x = y.
V tem poglavju pokažemo, da nam izmed 256 podmnožic korakov 161 množic
predstavlja zanimiv problem. Ko izločimo še tiste, ki so zares omejene na prvi
kvadrant, nam ostane še 138 množic. Izmed teh jih kar nekaj zadošča x/y simetriji
in z izločitvijo teh nato dobimo 79 različnih množic korakov.
3.1 Sprehodi na premici
Lahki primeri so tisti sprehodi, kjer nam pogoj, da smo omejeni v 1. kvadrant,
problem spremeni v štetje sprehodov na premici, pri katerih pa nikoli ne zaidemo
v njen negativni del. Primer takih sprehodov bi bila množica korakov {S, J, Z}.
Ker nimamo nobenega koraka v desno, pri teh sprehodih nikoli ne naredimo koraka
v levo smer (Z), saj bi s tem korakom zapustili prvi kvadrant. Problem je torej
enak tistemu, pri katerem imamo na voljo le koraka {S, J}. Ves sprehod bo potekal
po ordinatni osi. Pogoj, da smo omejeni v 1. kvadrant, pa se prevede v pogoj, da
nikoli ne zaidemo v negativni del ordinatne osi. Dan problem je v nekoliko drugačni
formulaciji rešen v [1].
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Označimo z an,k število sprehodov, ki so vedno v nenegativnem delu premice
in naredijo n korakov v pozitivno in k korakov v negativno smer. Za an,k veljajo
naslednje lastnosti:
1. an,0 = 1 za n ≥ 0
Naredimo n korakov v pozitivno smer in to lahko naredimo na en sam način.
Tekom sprehoda očitno nikoli ne zaidemo v negativni del.
2. an,1 = n za n ≥ 1
Prvi korak našega sprehoda mora biti v pozitivno smer, nato pa lahko edini
negativni korak naredimo v poljubnem izmed preostalih n premikov.
3. an,k = an,k−1 + an−1,k za 1 ≤ k < n
Vzemimo vse sprehode, ki so sestavljeni iz n pozitivnih in k negativnih korakov.
Ti sprehodi se lahko končajo s pozitivnim ali pa negativnim korakom. Ker je
n > k, je sprehod, kjer odstranimo zadnji korak, še zmeraj sprehod, ki nikoli ne
zaide v negativni del premice. Sprehodov, ki se končajo s pozitivnim korakom,
je torej an−1,k. Tistih, ki pa se končajo z negativnim korakom, pa je an,k−1.
4. an,n = an,n−1 za n ≥ 1
Vprašajmo se, ali se lahko sprehod, sestavljen iz n pozitivnih in n negativnih
korakov, konča s pozitivnim korakom? Če bi se, potem je prvih 2n−1 korakov
sprehoda sestavljenih iz n−1 pozitivnih korakov in n negativnih korakov. Tak
sprehod pa se konča na ordinatni osi y = −1, kar ni v redu. Vsi veljavni
sprehodi iz n pozitivnih in n negativnih korakov se torej končajo z negativnim
korakom in takih je an,n−1.
S temi lastnostmi pa sedaj lahko odgovorimo na vprašanje, koliko je sprehodov,
ki naredijo n korakov in se končajo na ordinatni osi y = k. Sprehod mora vsebovati
k pozitivnih korakov več kot negativnih, sestavljen je torej iz n−k2 + k pozitivnih in
n−k
2 negativnih korakov. Takih sprehodov pa je torej an−k2 +k,n−k2 .
Z nekaj računanja lahko izpeljemo tudi eksplicitno formulo za števila an,k.
Trditev 3.1. Za n ≥ k ≥ 1 velja:
an,k =
(n+ 1− k)(n+ 2)(n+ 3) . . . (n+ k)
k! (3.1)
Dokaz. Trditev bomo najprej pokazali za k = 1, za vse ostale primere pa nato z
indukcijo na N = n+ k.
• k = 1. Lastnost (2) nam pove, da velja an,1 = n za vse n ≥ 1. To pa je tudi
enako temu, kar dobimo, če v formulo (3.1) vstavimo n in k = 1.
• Trditev smo že pokazali za vse primere k = 1 in n ≥ k, torej tudi za n = 1
in k = 1. To bo baza naša indukcijske predpostavke. Pokažimo še indukcijski
korak. Recimo, da trditev velja za vse veljavne izbire n + k ≤ N , pokažimo,
da velja tudi za vse veljavne izbire n+k ≤ N +1. Najprej si poglejmo primer,
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ko velja n = k ≥ 1. Če uporabimo lastnost (4), velja an,n = an,n−1. Formula
torej velja za ta primer, kar pa lahko preverimo tudi z izračunom:
an,n =
(n+ 1− n)(n+ 2)(n+ 3) . . . (n+ n)
n! =
(n+ 2) . . . (2n)
n!
an,n−1 =
(n+ 1− (n− 1))(n+ 2) . . . (n+ n− 1)
(n− 1)! =
(n+ 2) . . . (2n− 1)2n
(n− 1)!n
Naj bosta sedaj n > k > 1 takšna, da velja n+ k = N +1. Za an,k uporabimo
lastnost (3) in nato indukcijsko predpostavko:
an,k = an−1,k + an,k−1 =
= (n+ 1− (k − 1))(n+ 2) . . . (n+ k − 1)(k − 1)! +
+(n− k)(n− 1 + 2) . . . (n− 1 + k)
k!
Izpostavimo skupne faktorje v obeh členih in dobimo:
= (n+ 2) . . . (n+ k − 1)
k! (k(n+ 1− k + 1) + (n− k)(n+ 1)) =
= (n+ 2) . . . (n+ k − 1)
k! (n+ 1− k)(n+ k)
To pa je ravno formula v trditvi. S tem je dokaz trditve zaključen.
3.2 Sprehodi, omejeni v polravnino
Naslednja lažja vrsta sprehodov so sprehodi, ki so omejeni v polravnino. Kot bomo
videli tekom poglavja, lahko marsikateri sprehod, omejen v prvi kvadrant, dejansko
vidimo kot sprehod, omejen v polravnino, in če vemo, kako rešimo sprehod, omejen
v polravnino, znamo priti tudi do rešitve sprehoda, omejenega v prvi kvadrant. Kla-
sična metoda reševanja tega problema je s pomočjo metode jeder. Ta metoda deluje
tako, da najprej izpeljemo funkcijsko enačbo, ki ji iskana rodovna funkcija zadošča.
Lahko se nam zgodi, da ta funkcijska enačba vsebuje člene, ki jih ne poznamo, in teh
se moramo nekako znebiti. Ideja je, da vrednost določene spremenljivke pametno
izberemo in tako poskrbimo, da se nam kakšni členi pokrajšajo in tako pridobimo
nove enačbe, ki veljajo za neznane člene. Od tod pa potem lahko pridemo tudi do
rešitve funkcijske enačbe in eksplicitnega zapisa celotne rodovne funkcije.
Opis postopka na primeru je opisan kasneje v razdelku 5.2.
3.3 Enostavni primeri
Definirajmo, da je korak x-pozitiven, če se z njim premaknemo v desno, torej eden
izmed (xy, x, x
y







pozitivni – ( y
x








Če naša množica korakov ne vsebuje x-pozitivnih korakov, potem je vseeno, ali
vsebuje kakšne x-negativne korake. Teh tako ali tako ne bomo smeli izvesti, ker bi
s tem zapustili prvi kvadrant. Če množica ne vsebuje x-pozitivnih korakov, potem
ignoriramo tudi x-negativne korake in ostane nam le še neka podmnožica korakov
{y, 1
y
}. V teh primerih dobimo preštevanje sprehodov na premici, kjer nikoli ne zai-
demo v negativni del. Te sprehode smo razrešili v prejšnem razdelku 3.1. Analogen
razmislek naredimo za množice korakov, ki ne vsebujejo y-pozitivnih korakov.
Če naša množica korakov ne vsebuje y-negativnih korakov, potem vsi sprehodi
avtomatsko potekajo v zgornji polravnini. Sprehodi, ki potekajo v prvem kva-
drantu, so posledično sprehodi, ki so omejeni v desno polravnino, kot je prikazano
na sliki 3. Postopek, kako najdemo rodovne funkcije takšnih sprehodov, opišemo v
razdelku 5.2. Analogen razmislek imamo za sprehode, ki ne vsebujejo x-negativnih
korakov.
Slika 3: Primer množice korakov, ki nima y-negativnih korakov. Sprehod je omejen
na zgornjo polravnino, saj nimamo nobenega koraka, s katerim bi se premaknili
navzdol. Sprehodi v prvem kvadrantu pa so potem ekvivalentni sprehodom, ki so
omejeni v desno polravnino (označeno z oranžno barvo). Rodovna funkcija sprehoda
je algebraična.
Množice korakov, ki bodo porodile zanimiv problem, so torej tiste, ki bodo vse-
bovale x-pozitivne, x-negativne, y-pozitivne in y-negativne korake. Te bomo prešteli
s pomočjo načela o vključitvah in izključitvah.
Označimo z Ax+ množice, ki nimajo x-pozitivnega koraka, z Ax− množice, ki
nimajo x-negativnega koraka, in analogno definiramo množici Ay+ in Ay−. Število
množic, ki vsebujejo x-pozitivne, x-negativne, y-pozitivne in y-negativne korake, je
potem:
|{vse_podmnozice}| − |Ax+ ∪ Ax− ∪ Ay+ ∪ Ay−|
Moč unije v zgornjem izrazu pa bomo izračunali po načelu vključitev in izključitev.
• Najprej bomo sešteli moči vseh štirih množic.
• Nato bomo odšteli moči vseh kombinacij presekov dveh množic.
• Potem prištejemo moči vseh kombinacij presekov treh množic.
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• Na koncu odštejemo še presek vseh štirih množic, ki pa vsebuje samo prazno
množico.
Hitro lahko vidimo, da je moč posamezne množice A∗ = 25 = 32, moč preseka
dveh množic je 4 v primeru, da množici omejujeta nasprotni stranici kvadrata (torej
recimo presek Ax+ ∩ Ax−), ali pa 8 v nasprotnem primeru (recimo Ax+ ∩ Ay+).
Preseki treh izmed zgoraj naštetih množic imajo na voljo le še en prost korak, ki ga
ali pa ga ne vsebujejo. Moč tega preseka je torej 2. Ko vse to poberemo skupaj,
dobimo izračun:
256− 4 · 25 + 4 · 23 + 2 · 22 − 4 · 21 + 1 = 161
Izmed preostalih 161 množic imamo tudi take, ki ne vsebujejo nobenega koraka,
kjer bi bili obe koordinati nenegativni – slika 4. V teh primerih je edini sprehod,
ki zadošča pogojem, prazen sprehod in množica ni zanimiva za analizo. Ker imajo





morata biti del množice. Izmed preostalih treh korakov lahko poljubno
izberemo kateri so v naši množici korakov in kateri ne. S tem razmislekom lahko
odstranimo še 8 množic.
Slika 4: Množica korakov, ki vsebuje x-pozitivne, x-negativne, y-pozitivne in y-
negativne korake, a je nezanimiva za analizo, saj je edini sprehod, ki zadošča pogo-
jem, prazen sprehod.
Naslednji razmislek, ki bo zreduciral število množic, je naslednji. Pogledati mo-
ramo, ali imamo kakšne množice korakov, za katere bi veljajo, da v primeru, da
sprehod zadošča pogoju, da se konča na nenegativnem delu abscisne osi, posledično
velja tudi, da se konča na nenegativnem delu ordinatne osi. Sprehode s tako mno-
žico korakov, omejene v prvi kvadrant, lahko ponovno preštevamo kot sprehode,





. Oba koraka končata na nenegativnem delu abscisne osi,
hkrati pa končata na negativnem delu ordinatne osi, kar prekrši naš pogoj. Ker pa
gledamo le še množice, ki vsebujejo vse 4 tipe korakov, mora takšna množica potem
nujno vsebovati korak 1
xy
. Če pa množica vsebuje ta korak, potem ne sme vsebovati
koraka x, saj že sprehod, sestavljen iz x in nato 1
xy
, ne zadošča pogoju. Sprehodi,








Ugotovili smo, da morajo vsebovati korak 1
xy
in prav tako morajo vsebovati korak
xy, saj drugače množica ne bi vsebovala nobenega x-pozitivnega koraka – slika 5.
Slika 5: Če je naša množica korakov podmnožica korakov, označenih na sliki, vidimo,
da se sprehod v primeru, da se konča na nenegativnem delu abscisne osi, konča tudi
na nenegativnem delu ordinatne osi.
Ponovno podoben razmislek sledi za množice, kjer nenegativna ordinatna os
implicira, da se bo sprehod končal tudi na nenegativnem delu abscisne osi. Izmed
preostalih množic torej odštejemo te primere in prištejemo množico, ki smo jo odšteli
dvakrat, to je množica {xy, 1
xy
}. Tako nam preostane 138 množic.
153− 2 · 8 + 1 = 138
3.4 Simetrije
V preostalih 138 množicah so tudi množice, ki so simetrične glede na xy-os (premica
x = y). Če najdemo rodovno funkcijo za neko množico korakov, potem smo našli
tudi rodovno funkcijo za množico korakov, ki je preslikana preko xy-osi. Rodovno
funkcijo za preslikano množico korakov enostavno dobimo s tem, da zamenjamo
spremenljivki x in y. Taki primeri so med seboj ekvivalentni, zato bi jih radi obrav-
navali le enkrat. Ugotoviti moramo, koliko izmed danih 138 množic je simetričnih
glede na xy-os. Ponovimo vse razmisleke, ki smo jih napravili v prejšnem poglavju,
le da smo tokrat omejeni le na množice korakov, simetrične na xy-os.
Vseh simetričnih množic korakov je 25. To lahko vidimo z množico korakov na
sliki 5 in upoštevanjem, da vsaka izbira koraka pomeni, da smo v množico kora-
kov dodali tudi korak, zrcaljen preko xy-osi. Ponovno izračunamo koliko izmed
teh množic vsebuje korake vseh vrst – x-pozitivne, x-negativne, y-pozitivne in y-
negativne. Opazimo, da množice, ki ne vsebujejo x-negativnega koraka sovpadajo z
množicami, ki ne vsebujejo y-negativnega koraka, podobno tiste množice, ki nimajo
y-pozitivnega koraka, sovpadajo s tistimi, ki nimajo x-pozitivnega koraka. Odšte-
jemo torej moči teh dveh množic in prištejemo moč njunega preseka.
25 − 2 · 22 + 1 = 25
Izmed preostalih množic moramo odšteti tiste, ki ne vsebujejo koraka, ki je nenega-
















, saj drugače ne bi vsebovala
vseh štirih tipov korakov. Tako odštejemo še 4 množice. Odšteti pa moramo še
množico {xy, 1
xy
}, za katero velja, da se sprehodi, ki se končajo na nenegativnem
delu abscisne osi, končajo tudi na nenegativnem delu ordinatne osi. Skupaj tako
dobimo 20 zanimivih simetričnih množic korakov. S tem pa tudi dobimo skupno
število množic netrivialnih in neekvivalentnih množic korakov:
1
2(138 + 20) = 79
Dane množice korakov lahko glede na kardinalnost najdemo v poglavju 7.
4 Grupa sprehoda
Objekt, ki se izkaže, da je ključen pri izpeljavi rodovne funkcije sprehoda za dano
množico korakov, je karakteristični polinom množice korakov S. To je Laurentov
polinom v spremenljivkah x in y.





k; ak ∈ F
kjer k teče po množici celih števil in le za končno mnogo koeficientov ak velja, da so
neničelni.
Naj bo S ena izmed 79 množic korakov sprehoda. Definiramo karakteristični
polinom množice korakov S kot:
S(x, y) = ∑︂
(i,j)∈S
xiyj
S pomočjo tega polinoma bomo kasneje definirali biracionalni transformaciji spre-
menljivk x in y, in ti dve transformaciji uporabili kot generatorja grupe transfor-
macij. Zanimivo je potem to, da bodo rodovne funkcije sprehoda množic korakov,
ki generirajo končno grupo, D-končne, tiste z neskončno grupo pa te lastnosti ne
bodo imele. Definicija S pa ima tudi kombinatoričen pomen. Predstavlja nam
namreč ravno izbiro korakov, ki jih lahko naredimo. Če bi denimo imeli objekt,
ki nam prešteva število (neomejenih) sprehodov z n koraki Pn(x, y), potem velja
Pn+1(x, y) = Pn(x, y)S(x, y). Razmislek pa je sledeč: Kako smo prišli do sprehoda
z n + 1 koraki? Naprej smo naredili n korakov – število teh nam preštevajo členi
v Pn(x, y) – in nato še en korak iz naše množice korakov. Na ta način dobimo re-
kurzivno formulo za izračun števila sprehodov, ki naredijo n korakov in se končajo
v točki (i, j). Je pa ta formula zopet veljavna le za neomejene sprehode. Tu po-
novno ne pazimo, da se tekom sprehoda gibamo znotraj mej prvega kvadranta. V
kasnejšem poglavju bomo pokazali, kako izpeljemo funkcijsko enačbo, kjer upošte-
vamo omejitev sprehoda v prvi kvadrant, in nato, kako to enačbo rešimo s pomočjo
transformacij generirane grupe.
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Pri definiciji potrebnih biracionalnih transformacij nam bo prav prišel sledeč
zapis karakterističnega polinoma S, kjer člene združimo glede na spremenljivko x
oziroma y:
S(x, y) = A−1(x)1
y




Primer 4.2. Naj bo množica S = {(1, 0), (1, 1), (0, 1), (−1, 1), (−1,−1)}. Potem je






















+ y + (1 + y)x




B−1(y) = y + 1y , B0(y) = 1 in B1(y) = 1 + y.
Ker po predpostavki množica S vsebuje x-pozitivne, x-negativne, y-pozitivne
in y-negativne korake, so vsi A−1, A1, B−1 in B1 neničelni in tako lahko definiramo
transformaciji:


















Trditev 4.3. Transformaciji Φ in Ψ sta involuciji (Φ2 = Ψ2 = Id) in ne spremenita
S(x, y), tj. S(x, y) = S(Φ(x, y)) = S(Ψ(x, y)).


















Ker Φ transformira spremenljivko x, uporabimo zapis S, kjer imamo člene združene
glede na spremenljivko x in nato apliciramo Φ.
S(x, y) = B−1(y) 1
x
+B0(y) +B1(y)x Φ↦−−→ B1(y)x+B0(y) +B−1(y) 1
x
= S(x, y)
Transformaciji Φ in Ψ bomo uporabili kot generatorja grupe transformacij G(S).
Ker sta Φ in Ψ involuciji, različne elemente grupe generiramo tako, da ju izmenično
apliciramo. Za vsak g ∈ G velja S(x, y) = S(g(x, y)), predznak g pa je 1, če je g
produkt sodega, oziroma −1, če je g produkt lihega števila generatorjev Φ in Ψ. Za
začetek si poglejmo nekaj primerov:
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Primer 4.4. Naj bo S množica korakov, ki je simetrična preko ordinatne osi. Če
korak leži na ordinatni osi, potem ga zrcaljenje preko ordinatne osi ne spremeni.
Če korak naredi premik za eno enoto v desno, s preslikavo ostane enak, le da se-
daj namesto v desno naredi premik v levo. Zrcaljenje torej korak xayb preslika
v x−ayb. Pogoj, da je množica korakov simetrična preko ordinatne osi, pa potem
lahko zapišemo kot S(x, y) = S( 1
x
, y) ali B−1(y) = B1(y) ali pa kot Ai(x) = Ai( 1x)
za i = −1, 0, 1. V tem primeru je transformacija Φ sledeča: Φ(x, y) = ( 1
x
, y).

























Izmed 79 množic korakov smo vzeli poljubno množico, ki je simetrična preko
ordinatne osi in dobili grupo moči 4. S tem smo pokazali, da množice korakov,
simetrične glede na ordinatno os, generirajo grupo transformacij moči 4.




}. Za to množico korakov
imamo A−1(x) = x, A1(x) = 1, B−1(y) = 1 in B1(y) = 1y . Transformaciji Φ in Ψ sta
torej: Φ(x, y) = ( y
x
, y) in Ψ(x, y) = (x, x
y






































V tem primeru dobimo grupo transformacij moči 6.
Primer 4.6. Izmed 79 množic korakov natanko 2 tvorita grupo moči 8. Ti dve mno-
žici korakov sta množica Gesselovih korakov ter ta množica, zrcaljena preko navpične




}, od tod pa preberemo poli-
nome A−1(x) = 1x , A1(x) = x, B−1(y) = 1 +
1
y
in B1(y) = 1 + y. Transformaciji Φ
in Ψ se glasita Φ(x, y) = ( 1
xy
, y) in Ψ(x, y) = (x, 1













































V prejšnem razdelku o simetrijah 3.4 smo prešteli množice korakov, ki so si-
metrične glede na diagonalo x = y, saj če poznamo rešitev enega problema, hitro
pridemo tudi do rešitve drugega. Ni pa očitno, da bosta denimo transformaciji Φ in
Ψ pri eni ali drugi množici korakov generirali podobno grupo, ali pa se nam mogoče
zgodi, da v enem primeru dobimo neskočno grupo, v drugem pa končno. S spodnjo
trditvijo pokažemo, da se to ne zgodi, in velja, da če imamo dve množici korakov,
ki se razlikujeta za poljubno izmed 8 simetrij kvadrata, potem sta generirani grupi
transformacij izomorfni in posledično enake moči.
Trditev 4.7. Naj bosta S in S˜ dve množici korakov, ki se razlikujeta za eno izmed
8 simetrij kvadrata. Potem sta grupi G(S) in G(S˜) izomorfni.
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Slika 6: Na sliki vidimo korake, ki naredijo premik navzgor. Ko jih preslikamo preko
diagonale, se preslikajo v korake, ki naredijo premik v desno.
Dokaz. Vseh 8 simetrij kvadrata lahko generiramo z zrcaljenjem preko diagonale
x = y in zrcaljenjem preko navpične osi. Zato je dovolj, da trditev pokažemo le za
ti dve preslikavi.
1. Označimo s S˜ množico korakov, preslikano preko diagonale x = y. Naj bo-
sta Φ,Ψ transformaciji, asociirani z množico korakov S, in Φ˜, Ψ˜ transforma-
ciji, asociirani s preslikano množico korakov S˜. Preslikava preko diagonale
ravno zamenja vlogi spremenljivk x in y, zato je smiselno definirati presli-
kavo δ(x, y) = (y, x). Za polinome Ai, Bi, Ai˜ in Bi˜ velja Ai˜ (x) = Bi(x) in
Bi˜ (y) = Ai(y). To najlažje pokažemo tako, da uporabimo definicijo poli-
nomov Ai in Bi, in nato pogledamo, kaj se zgodi, ko jih prezrcalimo preko
diagonale. Polinom A1(x) denimo predstavlja korake v S, ki naredijo premik
navzgor. Z zrcaljenjem jih spremenimo v korake, ki se premaknejo v desno –
na sliki 6. Od tod torej sledi A1(x) = B1˜(x). Ta razmislek lahko ponovimo
tudi za vse ostale enakosti.
Pokažimo, da velja Φ˜ = δ ◦Ψ ◦ δ in Ψ˜ = δ ◦ Φ ◦ δ.


















































V začetku in koncu izračunov (4.4) in (4.5) opazimo ravno transformaciji Φ˜
in Ψ˜. Z upoštevanjem, da je δ involucija (δ−1 = δ), sledi, da sta Φ˜ in Ψ˜
transformaciji Ψ in Φ, konjugirani z δ, in od tod sledi, da sta v tem primeru
generirani grupi G(S) in G(S˜) izomorfni.
2. Označimo sedaj s S˜ množico korakov, zrcaljeno preko ordinatne osi. Koraki,
ki naredijo premik navzgor ali navzdol, še zmeraj naredijo premik navzgor
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oziroma navzdol. Koraki v desno sedaj naredijo premik v levo, koraki, ki
naredijo premik v levo, pa sedaj naredijo ta premik v desno smer. V tem
primeru torej velja B˜i(y) = Bi(y) in Ai˜ (x) = Ai( 1x). Tukaj bomo definirali
involucijo v, ki prvo koordinato zamenja z njenim inverzom v(x, y) = ( 1
x
, y),




























































Transformaciji Φ˜ in Ψ˜ sta torej transformaciji Φ in Ψ, konjugirani z involucijo
v. Tudi tokrat sta torej grupi G(S) in G(S˜) izomorfni.
Postopek, kako pokažemo, da je grupa končna, je enostaven. Ker sta Φ in Ψ
involuciji, lahko različne elemente generiramo le tako, da ju izmenoma apliciramo.
Če najdemo n ∈ N, za katerega velja(Φ◦Ψ)n(x, y) = (x, y), potem smo pokazali, da
je grupa končna. Začnemo z n = 1 in iščemo inkrementalno navzgor, ali kdaj velja
(Φ ◦ Ψ)n(x, y) = (x, y). Izkaže se, da so v primerih končne grupe ti n-ji majhni.
Pokazati, da je grupa neskončna, je veliko težje. Uporabili bomo dve strategiji, ki
bosta zadoščali, da pokažemo, da so v vseh preostalih primerih grupe neskončne.
Pri prvi bomo uporabili valuacije in pokazali, da te generirajo neskončno množico
vrednosti, pri drugi strategiji pa s pomočjo negibne točke preslikave in Taylorjevega
razvoja okoli te točke pokažemo, da grupa ne more biti končna.
Izrek 4.8. Izmed 79 množic korakov jih natanko 23 generira končno grupo. Glede
na velikost in lastnost množice korakov imamo:
• 16 množic korakov, ki so simetrične glede na navpično os in za katere je, kot
smo videli v primeru 4.4, generirana grupa moči 4.
• Pri 5 množicah korakov je generirana grupa moči 6.
• Pri 2 množicah korakov je generirana grupa moči 8.
Prva strategija, s katero bomo dokazali neskončnost grupe G, je z uporabo valu-
acij. Predstavljali si bomo, da sta x in y formalni Laurentovi vrsti v spremenljivki
z, in pokazali, kako se spreminja valuacija x(z) in y(z) z apliciranjem transformacij
Φ in Ψ. Če nam uspe pokazati, da dobljene valuacije tvorijo neskončno množico
vrednosti, potem smo pokazali, da je tudi grupa G neskončna.
Definicija 4.9. Naj bo f(x) = ∑︁∞k=−∞ akxk Laurentov polinom v eni spremen-
ljivki (za le končno k velja ak ̸= 0). Stopnjo Laurentovega polinoma definiramo
kot deg(f) = max {k|ak ̸= 0}. Če je f(x) = 0, potem definiramo deg(f) = −∞.
Valuacija val(f) je minimalen k, za katerega velja ak ̸= 0. Če je f(x) = 0, potem
definiramo val(f) =∞.
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Zgornja definicija je dobra, saj za formalne Laurentove vrste velja, da imajo le
končno število členov z negativno potenco neničeln koeficient. Uporaba valuacij nam
problem poenostavi, saj si težko predstavljamo, kaj vse se dogaja s spremenljivkami
x in y s tem, ko apliciramo transformaciji Φ in Ψ. Valuacije pa nam posamezno
transformacijo ’zakodirajo’ v število, s števili pa nam je potem lažje delati in poka-
zati, da tvorijo neskončno množico (če jo).
Do preostanka tega razdelka naj bosta sedaj x = x(z) in y = y(z) formalni
Laurentovi vrsti v spremenljivki z in val(x) = a ter val(y) = b. Denimo, da sedaj
apliciramo Φ(x, y) = (x′, y). Kaj lahko povemo o valuaciji val(x′)?
Trditev 4.10. Naj bosta x(z) = ∑︁∞k=−∞ akzk in y(z) = ∑︁∞k=−∞ bkzk formalni Lau-





−1 − vy1); b ≥ 0
−a+ b(dy−1 − dy1); b < 0
kjer vyi in dyi predstavljata valuacijo in stopnjo y v Bi(y).
Dokaz. Vemo, da je x′ = 1
x
B−1(y)




koliko je val(Bi(y)), ter nato izpeljali zgornji rezultat.
Ker je izraz 1
x
inverz x, vemo, da velja x 1
x
= 1. Za valuacije velja naslednja
lastnost:
val(f · g) = val(f) + val(g) (4.6)
To pa najlažje vidimo tako, da upoštevamo dejstvo, da je val(f) najmanjša potenca z
neničelnim koeficientom. Najmanjša potenca z neničelnim koeficientom v produktu
bo ravno zmnožek najmanjše potence z neničelnim koeficientom v posameznem fak-
torju. Ker lahko to potenco dobimo le na en sam način, koeficient pred njo pa je




0 = val(1) = val(x1
x
) = val(x) + val( 1
x
) = a+ val(1
x
)







Naj bo najprej b ≥ 0. Člen Bi(y) je vsota neke podmnožice členov y, 1 in 1y . Valuacija
tega člena bo torej −b, 0 ali pa b. Če B−1(y) vsebuje 1y , bo valuacija −b. Če
ne vsebuje člena 1
y
, vsebuje pa člen 1, potem bo valuacija 0. V primeru, da je
B−1(y) = y, pa bo valuacija b. Lepše lahko to zapišemo kot val(B−1(y)) = vy−1b.
S podobnim razmislekom dobimo tudi val(B1(y)) = vy1b. Sedaj imamo pripravljeno












+ val(B−1(y))− val(B1(y)) = −a+ b(vy−1 − vy1)
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Naj bo sedaj b < 0. V tem primeru bodo višje potence y v Bi(y) imele nižjo valuacijo.








= −a+ b(dy−1 − dy1)
Podobna trditev velja tudi za spremenljivko y in transformacijo Ψ:
Trditev 4.11. Naj bosta x(z) = ∑︁∞k=−∞ akzk in y(z) = ∑︁∞k=−∞ bkzk formalni Lau-
rentovi vrsti in naj bo val(x) = a ter val(y) = b. Naj bo (x, y′) = Ψ(x, y). Potem
velja:
val(y′) =
⎧⎨⎩−b+ a(vx−1 − vx1 ); a ≥ 0−b+ a(dx−1 − dx1); a < 0
kjer vxi in dxi predstavljata valuacijo in stopnjo x v Ai(x).
Sedaj definiramo ϕ(a, b) = (val(x′), val(y)) in ψ(a, b) = (val(x), val(y′)). Očitno
sta ϕ in ψ le valuaciji transformacij, ki jih dobimo s transformacijama Φ in Ψ. Če
pokažemo, da ϕ in ψ generirata neskončno množico, potem velja, da je tudi grupa
G, ki jo generirata Φ in Ψ, neskončna.
Ta metoda deluje za naslednjih 5 modelov na sliki 7.
Slika 7: Množice korakov, pri katerih s pomočjo valuacij pokažemo neskončnost
grupe.
Vzemimo poljubno izmed 5 množic korakov na sliki. Edini korak navzdol je v
smer desno navzdol, torej je A−1(x) = x. Edini korak v levo je korak levo navzgor,
torej imamo tudi B−1(y) = y. Od tod enostavno preberemo vrednosti dy−1 = vy−1 = 1
in vx−1 = dx−1 = 1. Člena B1(1) in A1(x) sta oblike B1(y) = 1y + . . . in prav tako




1 = −1. Transformaciji ϕ in ψ
sta z znanjem o v in d sledeči:
ϕ(a, b) =
⎧⎨⎩(−a+ 2b, b); b ≥ 0(−a+ b(1− dy1), b); b < 0 (4.7)
ψ(a, b) =
⎧⎨⎩(a, 2a− b); a ≥ 0(a,−b+ a(1− dx1)); a < 0 (4.8)
Dovolj je, da najdemo neka (a, b), s katerima bosta ϕ in ψ generirala neskončno
grupo. Pokazali bomo, da je dovolj že, če izberemo (a, b) = (1, 2). Tak primer bi
denimo bil, če je x(z) = z in y(z) = z2.
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Trditev 4.12. Za poljubno množico korakov na sliki 7 velja
(ψ ◦ ϕ)n(1, 2) = (2n+ 1, 2n+ 2)
ϕ(ψ ◦ ϕ)n(1, 2) = (2n+ 3, 2n+ 2)
za vse n ≥ 0.
Dokaz. Obe enakosti lahko pokažemo z indukcijo, naredimo pa to le za prvo enačbo:
• n = 0: (ψ ◦ ϕ)0(1, 2) = (1, 2) očitno drži.
• Predpostavimo, da enačba velja za n, in pokažimo, da enačba velja tudi za
n+ 1.
(ψ ◦ ϕ)n+1(1, 2) = (ψ ◦ ϕ)(ψ ◦ ϕ)n(1, 2) = (ψ ◦ ϕ)(2n+ 1, 2n+ 2)
Uporabimo sedaj zvezi, izpeljani v (4.7) in (4.8). Ker operiramo venomer le s
pozitivnimi a in b, nam je za vrednosti dy1 in dx1 vseeno, saj v ta primer nikoli
ne pridemo:
(ψ ◦ ϕ)(2n+ 1, 2n+ 2) = ψ(−2n− 1 + 2(2n+ 2), 2n+ 2) = ψ(2n+ 3, 2n+ 2)
ψ(2n+ 3, 2n+ 2) = (2n+ 3, 2n+ 4) = (2(n+ 1) + 1, 2(n+ 1) + 2)
V primeru poljubne množice korakov na sliki 7 nam torej transformaciji ϕ in ψ
pod orbito (1, 2) generirata neskončno množico. Od tod sledi, da je tudi grupa G,
generirana z Φ in Ψ, neskončna. Omenimo še to, da ta metoda ne deluje za preo-
stalih 51 množic korakov. V naslednjem poglavju bomo pokazali, kako dokažemo
neskončnost grupe še za preostalih 51 množic korakov.
Druga strategija temelji na tem, da bomo za Θ = Ψ ◦ Φ : C2 → C2 poiskali
negibno točko. Če je grupa končna, vemo, da bo za nek n veljalo Θn(x, y) = (x, y).
Glavna ideja te metode je, da bomo funkcijo Θn(x, y) lokalno razvili okoli prej dolo-
čene negibne točke. Z upoštevanjem razvoja in predpostavke Θn(x, y) = (x, y) bomo
dobili lastnost, ki mora veljati za Jacobijevo matriko funkcije Θ. Za preostalih 51
množic korakov ta lastnost ne velja. Od tod torej sledi, da je bila naša predpostavka
o končnosti grupe G napačna.
Za dani transformaciji Φ in Ψ definirajmo funkcijo Θ = Φ ◦ Ψ. Poiščimo neko
negibno točko (a, b) te funkcije in predpostavimo, da je Θ v okolici te točke dobro
definirana. Označimo s Θ1 in Θ2 koordinati Θ. Vsak Θi vzame par (x, y) in ju pre-
slika v neko racionalno funkcijo spremenljivk x in y. Funkcijo Θ sedaj s Taylorjevim
















+O(u2) +O(v2) +O(uv) (4.9)































+O(u2) +O(v2) +O(uv) (4.10)
Da zgornja enakost drži, najlaže vidimo tako, da desno stran enačbe (4.9) zapi-
























+O(u2) +O(v2) +O(uv) (4.11)
















+O(u2) +O(v2) +O(uv) (4.12)
Predpostavimo sedaj, da Φ in Ψ generirata končno grupo. To pomeni, da za nek
n ∈ N velja Θn(x, y) = (x, y). Če to lastnost uporabimo na enačbi (4.12), dobimo
pogoj JmΘ (a, b) = I. Da to drži, je potreben pogoj, da so vse lastne vrednosti JΘ(a, b)
koreni enote. Lastne vrednosti bodo seveda odvisne od izbire negibne točke (a, b).
Strategija, kako pokažemo, da JmΘ (a, b) = I ne velja, je naslednja:
Definicija 4.13. Za vsako pozitivno naravno število n je n-ti ciklotomičen polinom
enolični ireducibilen polinom s celoštevilskimi koeficienti, ki je delitelj xn − 1 in ni
delitelj xk − 1 za noben k < n. Njegovi koreni so n-ti koreni enote e2iπ kn , kjer k teče







• Za matriko JΘ(a, b) bomo izračunali karakteristični polinom in ga enačili z 0.
Ta polinom bo vseboval tudi spremenljivki a in b.
• Z algebraično manipulacijo bomo eliminirali spremenljivki a in b in tako dobili
polinom, ki bo dal 0, če ga evaluiramo v poljubni lastni vrednosti J .
• Dani polinom faktoriziramo in če pokažemo, da nobeden izmed faktorjev ni
ciklotomičen polinom, smo pokazali, da Jm(a, b) ne more biti enak identiteti.
Ker poznamo vse ciklotomične polinome posamezne stopnje, je ta korak eno-
staven.
Primer 4.14. Poglejmo si zgoraj opisan postopek na primeru. Vzemimo množico




} na sliki 8. Ustrezni polinomi so A−1(x) = 1x , A1(x) = 1 + x,
















Slika 8: Primer množice korakov, kjer lahko neskončnost grupe pokažemo z metodo
negibne točke transformacije.









Za transformacijo Θ moramo sedaj izračunati negibne točke in Jacobijevo matriko.





ab+ 1 = b
Iz prve enačbe izrazimo b = 1
a2 in ga vstavimo v drugo enačbo. Od tod pa nato







→ a3 = a+ 1
Negibne točke Θ so v tem primeru točke (a, 1
a2 ), kjer za a velja a
3 − a − 1 = 0.
Naslednji korak je, da izračunamo Jacobijevo matriko JΘ.
JΘ(x, y) =





V Jacobijevo matriko sedaj vstavimo poljubno negibno točko (x, y) = (a, 1






















Negibne točke transformacije Θ so točke (a, 1
a2 ) pri pogoju a
3−a−1 = 0. Z uporabo







+ (1 + 2a)a
3
(1 + a)2 =
(X + 1)
(︃
X − a1 + a
)︃
+ 1 + 2a1 + a =
X2 +X
(︃
1− a1 + a
)︃
+ 1 =
X2 +X(a2 − a) + 1
Imamo 3 različne negibne točke in za vsako izmed treh negibnih točk lahko
s pomočjo zgornje determinante izračunamo dve pripadajoči lastni vrednosti. Z
eliminacijo spremenljivke a bomo pridobili polinom, ki je enak 0 za poljubno lastno
vrednost, pri poljubni izbiri negibne točke 1. Če nato pokažemo, da dan polinom ni
ciklotomičen oz. da nima nobenih ciklotomičnih faktorjev, potem zagotovo nobena
potenca Jacobijeve matrike J ne more biti identiteta. V danem primeru dobimo
polinom
X˜(X) = X6 + 2X5 + 6X4 + 5X3 + 6X2 + 2X + 1
Zadnji korak je sedaj, da si pogledamo vse ciklotomične polinome stopnje, manjše
ali enake 6, in vidimo, da dobljeni polinom ni deljiv z nobenim izmed njih. Sledi
torej, da nobena potenca Jacobijeve matrike ne more biti identiteta, in od tod, da
je bila naša predpostavka o končnosti grupe G napačna.
5 Množice korakov s končno grupo
V tem poglavju si bomo pogledali, kako pridemo do rodovne funkcije sprehodov
v primerih, ko je generirana grupa transformacij končna. Najprej bomo izpeljali
funkcijsko enačbo, kadar je grupa transformacij končna, pa jo bomo lahko tudi
razrešili. Za začetek ponovimo nekaj definicij. Naš cilj je, da bi za dano množico
začetnih korakov S prišli do rodovne funkcije:








ki nam bo štela število sprehodov, ki se začnejo v točki (0, 0), so sestavljeni samo
iz korakov iz množice S in tekom sprehoda nikoli ne zapustijo prvega kvadranta.
Koeficient q(i, j, n) pri členu xiyjtn nam bo povedal, koliko je takih sprehodov, ki
naredijo natanko n korakov in se končajo v točki (i, j). Kot smo videli v uvodnem
razdelku 2.1, lahko s specializacijo spremenljivk pridemo tudi do rodovnih funkcij
sprehodov s posebnimi lastnostmi. Tako je denimo Q(0, y, t) rodovna funkcija spre-
hodov, ki se končajo na ordinatni osi, Q(x, 0, t) rodovna funkcija sprehodov, ki se
končajo na abscisni osi, in pa Q(0, 0, t) rodovna funkcija ekskurzij (tj. sprehodov,
ki se začnejo in končajo v točki (0, 0)).
1To se naredi z uporabo Groebnerjih baz. V Mathematici lahko uporabimo ukaz GroebnerBasis.
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Nadalje definiramo karakteristični polinom S(x, y), ki ga zapišemo na dva načina
tako, da v enem skupaj poberemo člene glede na smer premika vzdolž abscisne osi,
v drugem pa glede na smer premika vzdolž ordinatne osi:
S(x, y) = A−1(x)1
y





Enačbo bomo izpeljali s pomočjo rekurzivnega razmisleka, ki smo ga tekom naloge
že nekajkrat uporabili, le da bomo tokrat upoštevali tudi omejitvene pogoje.
Trditev 5.1. Rodovna funkcija Q(x, y) ≡ Q(x, y, t) zadošča enačbi
K(x, y, t)xyQ(x, y) = xy − txA−1(x)Q(x, 0)− tyB−1(y)Q(0, y) + tϵQ(0, 0), (5.2)
kjer je
K(x, y, t) = 1− tS(x, y),
polinoma A−1(x), B−1(y) sta koeficienta v S(x, y) pred členoma 1y in 1x , ϵ pa je 1 v
primeru, da naša množica korakov vsebuje korak (−1,−1), sicer pa 0.
Dokaz. Vsak sprehod je ali prazen ali pa je sestavljen iz več korakov. Če je prazen,
potem je en sam (koeficient pri členu x0y0t0 je 1). Če pa je sestavljen iz več korakov,
pa ga dobimo tako, da vzamemo obstoječi sprehod in mu dodamo še en korak. V
jeziku rodovnih funkcij to zapišemo na sledeč način:
Q(x, y) = 1 + tS(x, y)Q(x, y)
Slika 9: Na sliki vidimo primer sprehoda, ki se konča na ordinatni osi, nato pa naredi
premik s katerim zapusti prvi kvadrant.
A v izrazu tS(x, y)Q(x, y) nekateri sprehodi zapustijo prvi kvadrant. Sprehodi, ki
zapustijo prvi kvadrant, so tisti, ki se končajo na ordinatni osi, nato pa jim dodamo
nek korak v x-negativno smer (slika 9), ali pa tisti, ki se končajo na abscisni osi
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in jim nato dodamo nek y-negativen korak. Teh ne bi smeli prišteti in jih moramo
sedaj odšteti.







A−1(x)Q(x, 0) razumemo tako: t pove, da smo sedaj naredili en korak več,
1
y
A−1(x) nam predstavlja vse korake, ki naredijo premik navzdol, Q(x, 0) pa veljavne
sprehode, ki se končajo na abscisni osi.
Slika 10: Na sliki vidimo primer sprehoda, ki se konča v izhodišču in nato naredi
premik levo navzdol. Ti sprehodi se končajo na abscisni osi in naredijo korak nav-
zdol, prav tako pa se končajo na ordinatni osi in naredijo korak v levo. Te sprehode
smo torej odšteli v obeh primerih in jih moramo sedaj enkrat prišteti, ker smo jih
odšteli dvakrat.
Še zmeraj pa zgornja enačba ni popolnoma pravilna. Če naša množica korakov
vsebuje korak (−1,−1), potem smo dvakrat odšteli sprehode, ki se končajo v koor-
dinatnem izhodišču in naredijo korak levo navzdol (slika 10). Te sprehode moramo
torej prišteti nazaj in tako dobimo enačbo.




B−1(y)Q(0, y) + tϵQ(0, 0)
Enačbo pomnožimo z xy in na levi strani zberemo člene, ki vsebujejo Q(x, y), in
tako pridemo do oblike enačbe v trditvi.
Dobljena funkcijska enačba je veljavna za vse množice sprehodov, tako za tiste
s končno grupo kot tudi za tiste z neskončno grupo. V tej enačbi so nepoznani členi
Q(x, y), Q(x, 0), Q(0, y) in Q(0, 0). Člen Q(x, y) želimo izračunati, Q(x, 0), Q(0, y)
in Q(0, 0) pa so nam pri tem v napoto. V primeru neskončne grupe od tu dalje ne
moremo napredovati in priti do Q(x, y). Pri nekaterih primerih s končno grupo pa
bomo z metodo apliciranja transformacij grupe in seštevanja ter odštevanja enačb
pokazali postopek, kako se znebimo nepoznanih členov Q(x, 0), Q(0, y) in Q(0, 0) in
pridemo do Q(x, y).
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5.2 Sprehodi, omejeni v polravnino
V tem razdelku se bomo vrnili nazaj k reševanju sprehodov, omejenih v polravnino,
kot smo omenili v razdelku 3.2. Vsi ti sprehodi so rešljivi z metodo jeder in v tem
razdelku na primeru tudi pokažemo, kako. Ideja metode jeder je, da za dano rodovno
funkcijo poiščemo funkcijsko enačbo, nato pa z ustrezno izbiro vrednosti določene
spremenljivke pridobimo nove enačbe za neznane vrednosti. Za primer si vzemimo





polinom pa S = y
x
+ xy + 1
x
.
Zanima nas rodovna funkcija števila sprehodov, omejenih v desno polravnino:








Opazimo, da j teče od −∞ do ∞, ker imamo sedaj le omejitev x ≥ 0 in nimamo
omejitve na y koordinato sprehoda. Podobno, kot smo razmislili izpeljavo funkcijske
enačbe v razdelku 5.1, razmislimo tudi tu. Vsak sprehod je ali prazen ali pa je
sestavljen iz sprehoda, ki smo mu nato dodali še en korak. Tu smo šteli preveč vse
sprehode, ki se končajo na premici x = 0 in naredijo premik v levo, zato moramo te
sprehode odšteti. Tako dobimo enačbo
Q(x, y, t) = 1 + tS(x, y)Q(x, y, t)− 1
x
B−1(y)Q(0, y, t)
Upoštevamo, da je v našem primeru B−1(y) = y + 1, prestavimo člene Q(x, y, t) na
eno stran in ostale člene na drugo stran in celotno enačbo pomnožimo z x:
Q(x, y, t)(x− ty − x2yt− t) = x− (y + 1)Q(0, y, t) (5.3)
Nepoznan člen je Q(0, y). Če bi na levi strani izbrali primerno vrednost x = x(y, t),
potem bi celotna leva stran izginila in dobili bi novo enačbo za Q(0, y). Korena




1− 4yt2(y + 1)
−2yt
S pomočjo razvoja korena v binomsko vrsto lahko sedaj vidimo, da je pravilna izbira
korena X1, tako da se nam enici v števcu odštejeta in nimamo singularnosti v točki
t = 0. Če sedaj vstavimo X1 nazaj v enačbo (5.3), dobimo:
0 = X1 − (y + 1)Q(0, y, t)
Od tod pa potem izrazimo, koliko je Q(0, y, t), in nato še, koliko je Q(x, y, t):
Q(0, y, t) =
−1 +
√︂
1− 4yt2(y + 1)
2yt(y + 1)
Q(x, y, t) =
2xyt+ 1−
√︂
1− 4yt2(y + 1)
2yt(x− ty − x2yt− t)
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S tem smo dobili ekspliciten zapis, koliko je Q(x, y, t) – rodovna funkcija, ki nam
šteje število sprehodov množice korakov S, omejenih v desno polravnino. Iz zapisa
lahko vidimo, da je dana rodovna funkcija algebraična. Prav tako pa, če pogledamo
množico korakov S, vidimo, da ne vsebuje korakov navzdol. Sprehodi, ki so ujeti
v desno polravnino in se hkrati ne morejo premikati navzdol, pa so potem ravno
sprehodi, ujeti v prvi kvadrant.
5.3 Reševanje funkcijske enačbe
V enačbi (5.2) imamo dva člena txA−1(x)Q(x, 0) in tyB−1(y)Q(0, y), ki sta odvisna
le od spremenljivke x oziroma y. Zaradi lažjega pisanja in boljše preglednosti bomo
uporabljali zapis F (x) = txA−1(x)Q(x, 0) in H(y) = tyB−1(y)Q(0, y). Z novim
zapisom se enačba (5.2) glasi:
K(x, y, t)xyQ(x, y) = xy − F (x)−H(y) + tϵQ(0, 0) (5.4)
Poglejmo, kaj se zgodi, če na to enačbo apliciramo biracionalno transformacijo
Φ : (x, y) → (x′, y) in dobljeno enačbo odštejemo od enačbe (5.4). V trditvi 4.3
smo pokazali, da obe transformaciji Φ in Ψ ohranita polinom S(x, y) nespremenjen.
Vidimo lahko tudi, da obe transformaciji prav tako ne spremenita K(x, y, t) = 1−
tS(x, y). Z apliciranjem Φ na enačbo (5.4) dobimo:
K(x, y, t)x′yQ(x′, y) = x′y − F (x′)−H(y) + tϵQ(0, 0) (5.5)
Če sedaj odštejemo enačbi (5.4) in (5.5), dobimo:
K(x, y, t)(xyQ(x, y)− x′yQ(x′, y)) = xy − x′y − F (x) + F (x′) (5.6)
S tem smo izgubili člen H(y). Nadaljujmo s tem postopkom: sedaj na enačbo (5.4)
apliciramo Ψ ◦ Φ : (x, y)→ (x′, y′) in dobljeno enačbo prištejemo (5.6).
K(x, y, t)(xyQ(x, y)− x′yQ(x′, y) + x′y′Q(x′, y′)) =
xy − x′y + x′y′ − F (x)−H(y′) + tϵQ(0, 0) (5.7)
Sedaj smo izgubili člen F (x′), a smo pridobili člen H(y′). S postopkom nadaljujemo,
na osnovno enačbo apliciramo Φ ◦ Ψ ◦ Φ in dobljeno enačbo odštejemo od (5.7). S
tem izgubimo člen H(y′), pridobimo pa člen F (x′′). Če Φ in Ψ generirata končno
grupo, bomo s tem postopkom prišli naokrog, novo pridobljeni člen bo enak F (x) in
s prištevanjem te enačbe se bomo na desni strani enačbe rešili vseh neznanih F (∗) in
H(∗). Pokazali smo tudi, da če je grupa G končna, je sode moči. S tem postopkom
apliciranja transformacij in izmeničnega odštevanja in seštevanja enačb se rešimo
tudi neznanega člena tϵQ(0, 0). Z zgornjim razmislekom smo pokazali trditev:
Trditev 5.2. Če je grupa G končna, potem velja enačba:
∑︂
g∈G





kjer smo uporabili zapis za g ∈ G : g(A(x, y)) := A(g(x, y)).
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Oglejmo si podrobneje desno stran enačbe. Vsak izmed členov v vsoti je raci-
onalna funkcija spremenljivk x in y. Člen K(x, y, t) = 1 − tS(x, y) je prav tako
racionalna funkcija spremenljivk x, y in t. Desna stran enačbe (5.8)





je torej racionalna funkcija spremenljivk x, y in t.





}. Kot smo videli že v primeru 4.5, je grupa transformacij generirana z Φ in






































Po vrsti si zapišimo vseh 6 enačb, ki jih dobimo tako, da vsakič apliciramo eno izmed
6 različnih transformacij spremenljivk x in y na osnovno enačbo (5.4).
















































































































Začnimo z enačbo v prvi vrstici, odštejmo ji enačbo v 2. vrstici, temu nato prištejmo
enačbo v 3. vrstici in tako dalje. Napisano kompaktneje, seštejmo vse enačbe v lihih










































































Kot lahko vidimo, smo se znebili vseh nepoznanih členov.
Trditev 5.4. Za 19 izmed 23 množic korakov s končno grupo velja
xyQ(x, y, t) = [x>][y>]R(x, y, t) (5.17)
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Rodovna funkcija treh spremenljivk je D-končna in število sprehodov z n koraki, ki
se končajo v točki (i, j), je





16 izmed 19 množic korakov so tiste, ki so simetrične preko ordinatne osi in, kot




















Dokaz. Najprej bomo pokazali, da velja enačba (5.17) za množice korakov z navpično
simetrijo. Nato bomo pokazali, da enačba velja še za 3 preostale množice korakov.
Na koncu pa podamo referenco na trditev, ki pove, da je dobljen rezultat D-končna
rodovna funkcija.
Iz primera 4.4 vemo, da je za množice korakov z navpično simetrijo dobljena

























Za lažje pisanje označimo C(x) = A−1(x)

































Preden si pogledamo, kaj se zgodi, če sedaj iz dobljene enačbe izločimo vse člene,
pri katerih je potenca pri x oziroma y nepozitivna, se najprej spomnimo definicije
Q(x, y, t):




Vse potence pri spremenljivkah x, y in t so v Q(x, y, t) nenegativne (kar je seveda
smiselno glede na definicijo našega problema). Če bi denimo v Q(x, y, t) sedaj za-
menjali y z 1
y
, velja, da so vse potence y v Q(x, 1
y
, t) nepozitivne. Podoben razmislek
sledi, če bi denimo zamenjali x z 1
x
. S tem pa smo sedaj pripravljeni, da pokažemo
želeni rezultat.
V enačbi (5.19) najprej izločimo vse člene, katerih potenca pri y ni pozitivna.
Prvi člen na levi strani enačbe xyQ(x, y) ostane, saj ima Q(x, y) nenegativne potence
y, dodaten y pa potem zagotovi, da so vse potence y pozitivne. Podoben razmislek













C(x)) so vse potence y ali 0 ali pa negativne. Ko te
člene pomnožimo še s členom 1
y
, so vse potence y negativne. Ta člen vsebuje samo
negativne potence y, zato ga izločimo. Enak razmislek sledi za četrti člen. S tem,








= [y>]R(x, y) (5.20)
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Iz preostanka enačbe sedaj izločimo vse člene, ki nimajo pozitivne potence pri spre-








. Od tod torej sledi rezultat:
xyQ(x, y, t) = [x>][y>]R(x, y, t)
Za 3 izmed preostalih omenjenih množic korakov je razmislek podoben.
Dobljena rodovna funkcija zadošča pogojem izreka 2.7 in od tod sledi, da je
dobljena rodovna funkcija D-končna.
Dan postopek in izpeljavo rodovne funkcije si sedaj poglejmo še na dveh primerih,
enem z navpično simetrijo in enem, pri katerem je generirana grupa moči 6.
Slika 11: Levo množica korakov z navpično simetrijo, na desni pa množica korakov,
ki porodi grupo moči 6.





} levo na sliki 11. Izračunamo polinoma A−1(x) = 1 in A1(x) = 1x + x in nato s





























Zapišimo sedaj enačbo (5.8) s podanimi transformacijami:








































+ xy + 1
y











Če sedaj iz enačbe poberemo le člene, ki vsebujejo pozitivne potence y, nam na
levi strani preostaneta le prva dva člena. Če nato vzamemo še člene, ki vsebujejo le
pozitivne potence x, nam na levi ostane le še xyQ(x, y). Če na desni strani spravimo
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člene na skupni imenovalec in malo pokrajšamo, pridemo do rodovne funkcije za
dano množico korakov:
xyQ(x, y, t) = [x>][y>] 1
xy − t(y2 + x2y2 + x)
(︄
x4y2 − y2 + x− x3
1 + x2
)︄
Na desni strani nimamo kakšnega lepega razmisleka, kateri členi pripomorejo k
pozitivnim ali negativnim potencam x oz. y, kot smo to lahko storili na levi strani
enačbe. Vemo pa, da če bi desno stran razpisali v Laurentovo vrsto, bi pri pozitivnih
potencah x in y lahko prebirali koeficiente Q(x, y, t).





desno na sliki 11. Grupo transformacij, ki jo porodi ta množica, smo že izračunali v
primeru 4.5. Postopek je podoben kot pri prejšnem primeru in ne prinese neke do-
dane vrednosti, vseeno pa si poglejmo, kako nam na levi strani enačbe ostane le člen



















































Očitno je, da prvi trije členi vsebujejo le pozitivne potence y, zadnji trije pa same
negativne potence y. V posameznem izmed zadnjih treh členov se v Q lahko pojavi
potenca y0, dodaten y v imenovalcu pa potem poskrbi, da je ta potenca negativna.
Izmed prvih treh členov vidimo, da se spremenljivka x le pri prvem členu pojavi v
števcu in vidimo, da če se omejimo le na potence x in y, ki so večje od 0, na levi
strani enačbe ostane le xyQ(x, y, t).
5.4 Preostale 4 množice korakov s končno grupo
Slika 12: Preostale 3 množice korakov (poleg Gesselovih), ki imajo končno grupo in
so rešljive z algebraično metodo jeder
Izmed preostalih 4 množic korakov, za katere zgornja strategija ne deluje, so










, xy}, S2 = {x, y, 1xy} ter S3 = S1 ∪ S2 na sliki 12. Za vse izmed slednjih 3


























Kot vidimo, ima grupa x/y simetrijo. Torej, če vsebuje element (x, y), potem
vsebuje tudi element (y, x). Velja pa tudi, da če je g(x, y) = (y, x), potem je
sign(g) = −1. To pomeni, da v enačbi (5.8) desna stran enačbe izgine, saj se bodo
vsi različni členi pojavili enkrat s pozitivnim predznakom in drugič z negativnim.


































Ta enačba nam ne pomaga dosti in tako ali tako naravno sledi iz tega, da so dane 3
množice korakov simetrične na x/y os in velja Q(x, y) = Q(y, x). Funkcijsko enačbo,
ki nam bo prišla bolj prav, bomo v teh primerih dobili tako, da bomo postopek
seštevanja in odštevanja enačb v 5.3 naredili le do polovice (preden se nam členi



















= xy − 1/x+ 1/y − 2txA−1(x)Q(x, 0) + tϵQ(0, 0)
K(x, y)
(5.21)
V vseh 3 primerih lahko enačbo rešimo z algebraično metodo jeder, prvič opisano
v [5, razdelek 2.3], in izkaže se, da je v teh primerih rodovna funkcija Q(x, y, t) ne
samo D-končna, temveč tudi algebraična. Za množico korakov S1 postopek tudi
pokažemo v nadaljevanju, na podoben način pa lahko rešimo tudi množici korakov
S2 in S3.
Osredotočimo se sedaj na množico korakov S1 = { 1x , 1y , xy}. Karakteristični
polinom se glasi





od koder lahko preberemo polinome A−1(x) = 1, A0(x) = 1x in A1(x) = x. Ker S1

















= xy − 1/x+ 1/y − 2txQ(x, 0)
K(x, y) (5.22)
Ideja algebraične metode jeder je, da iz enačbe na levi in desni strani poberemo pozi-
tivne/negativne/specifične potence določene spremenljivke in s tem dobimo enačbe
za neznane člene. V našem primeru bi radi dobili enačbo za Q(x, 0).
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Iz enačbe najprej poberimo koeficient, ki se pojavi pri y0. Na levi strani enačbe
ima prvi člen vse potence y pozitivne, tretji člen pa vse potence y negativne. Edini




, y). Če je






















Tu pa potem hitro vidimo, da člene s potenco y0 dobimo v primeru i = j. To pa je
rodovna funkcija, ki nam šteje število sprehodov v prvem kvadrantu, ki se končajo
na diagonali x = y. Označimo jo z




Na levi strani enačbe (5.22) nam torej ostane le člen − 1
x
Qd( 1x , t). Preden si pogle-
damo, kakšen je koeficient pri y0 na desni strani, bomo najprej dokazali lemo, s
katero si bomo pomagali.
Lema 5.7. Naj bo S(x, y) = ∑︁(i,j)∈S xiyj karakteristični polinom množice korakov
S in naj bo jedro K(x, y) = 1− tS(x, y), ki ga tretiramo kot polinom v spremenljivki
y. Označimo diskriminanto z
∆(x) = (1− tA0(x))2 − 4t2A−1(x)A1(x)












Njuni valuaciji v spremenljivki t sta 1 oz. −1. Nadalje je 1/K(x, y) rodovna funk-














+ 11− y/Y1(x) − 1
⎞⎠ (5.24)
Dokaz. Če enačbo K(x, Y ) = 0 pomnožimo z Y in združimo skupaj člene z isto
potenco Y , dobimo
0 = −tA1(x)Y 2 + (1− tA0(x))Y − tA−1(x) (5.25)
Od tod pa preberemo ∆(x) in korena kvadratne enačbe Y0(x) in Y1(x). Ker je
diskriminanta ∆(x) oblike 1 + t(·) + t2(·), ima Y1(x) valuacijo −1 v spremenljivki
t. Števec Y1(x) je oblike 1 − tA0(x) +
√︂
(1 + t(·) + t2(·)) in od tu vidimo, da ima
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števec konstanten člen enak 2, dodaten t v imenovalcu pa potem poskrbi, da ima
Y1(x) valuacijo −1 v t. Koeficient pri členu t−1 v Y1(x) pa je 1/A1(x). Z uporabo




Od tu pa sledi, da je valuacija Y0(x) v spremenljivki t enaka 1. Valuacija v t na
desni strani enačbe je 0, torej mora biti valuacija v t tudi na levi strani enačbe enaka
0. Z uporabo lastnosti o valuacijah, ki smo jo omenili že v preteklem poglavju (4.6),
nato dobimo omenjeni rezultat.
Pokazati moramo še, kako pridemo do enačbe (5.24). To enačbo dobimo tako,




−tA1(x)(y − Y0(X))(y − Y1(X))
Dodaten y v števcu smo pridobili, ker K(x, y) vsebuje potence y−1, y0 in y in smo
celoten K(x, y) pomnožili z y, da smo prišli do kvadratnega polinoma v y, ki ga
potem klasično faktoriziramo. Nadaljujemo tako, da izraz razpišemo po parcialnih
ulomkih in nato še z malo algebraične manipulacije pridemo do enačbe (5.24), vendar
pa je ta postopek dolg in naporen. Zato bomo to enakost raje pokazali iz druge smeri





+ 11− y 1
Y1(x)
− 1 = y
y − Y0(x) +
Y1(x)
Y1(x)− y − 1 =
y(Y1(x)− y) + Y1(x)(y − Y0(x))− (y − Y0(x))(Y1(x)− y)
(y − Y0(x))(Y1(x)− y) =
y(Y1(x)− Y0(x))
(y − Y0(x))(Y1(x)− y)







in tako pridemo do levega dela enačbe. Ta način zapisa v enačbi (5.24) je priročen,
saj prvi člen vsebuje le nepozitivne potence y, drugi člen pa vsebuje le nenegativne








, j ≤ 0
Y1(x)−j√
∆(x)
, j ≥ 0 (5.26)
S pomočjo te leme 5.7 smo sedaj pripravljeni, da iz desne strani enačbe (5.22)

















Tu smo pogledali vsak člen posebej na desni strani enačbe (5.22) in če je člen vseboval
potenco yk, potem smo s pomočjo (5.26) iz 1/K(x, y) izločili koeficient pri y−k in
tako prišli do koeficienta, ki ga ta člen doprinese potenci y0.




















Zapišimo ∆(x) v kanonični faktorizaciji ∆(x) = ∆0∆+(x)∆−( 1x), tj. tako, da bo
člen ∆0 neodvisen od x, člen ∆+(x) bo vseboval same nenegativne potence x, člen



















− 1− 2tx2Q(x, 0)
)︃
(5.28)
Če si to enačbo natančneje pogledamo, vidimo, da imamo na levi strani malo
členov, ki imajo pozitivno potenco x, prav tako vidimo, da imamo malo členov na
desni strani enačbe z negativno potenco x. Ravno tu pa se pokaže potem lepota
algebraične metode jeder. Iz te enačbe bomo vzeli vse pozitivne potence x oz. vse
negativne potence x, s čimer bomo dobili dve enačbi za dva neznana člena Qd(x) in
Q(x, 0).
Definirajmo rodovno funkcijo W = W (t) kot edino rešitev enačbe:
W = t(2 +W 3) (5.29)
Preverimo lahko, da je s to enačbo W = ∑︁∞k=0 aktk res enolično določen. To nare-
dimo tako, da primerjamo člene pri enakih potencah na levi in desni strani enačbe.
Najmanjša potenca t na desni strani je 1 in od tod dobimo, da velja a0 = 0. Naprej
lahko vidimo, da velja a1 = 2, a2 = 0, a3 = 0, a4 = 8 in tako dalje.










































2(W 3 + 4)
Wx







Enakost zgornjih dveh zapisov bomo pokazali tako, da bomo pokazali, da se
ujemajo koeficienti pred različnimi potencami x. Očitno se koeficienti ujemajo pri
x in 1







: −2t = −W 2t2 − t
2(W 3 + 4)
W
Enakost pomnožimo z −W
t
, razpišemo oklepaje in dobimo ravno zvezo, s katero je
definiran W (5.29).
2W = 2W 3t+ 4t = 2t(W 3 + 2)
Pri x0 je postopek podoben. Enakost pomnožimo z W 2 in nato vidimo, da dobimo




: 1 = 4t
2
W 2
+ t2W (W 3 + 4)
W 2 = 4t2 + t2W 3(W 3 + 4) = 4t2 + t2W 6 + 4t2W 3 = t2(2 +W 3)2
S tem smo pokazali, da je zgornja faktorizacija ∆(x) pravilna. Sedaj pa se ponovno
osredotočimo na enačbo (5.28) in iz te enačbe najprej izločimo pozitivne potence x.
Tu nam bo v pomoč razvoj v binomsko vrsto








Če na levi strani enačbe razpišemo
√︂
∆−( 1x) v binomsko vrsto, vidimo, da ima le
člen x
t
pozitivno potenco x. Če upoštevamo vrednosti ∆0 in ∆+(x) na desni strani
in razvijemo
√︂












− 2− 2x2tQ(x, 0)
)︃
Opazimo, da bodo prav vsi členi na desni imeli pozitivno potenco x, razen v primeru,
ko imamo v vsoti k = 0 in iz zadnjega oklepaja izberemo −2. Če iz enačbe (5.28)




2x2Q(x, 0)− x+ 2t)W
2t2
√
1− xW 2 +
W
t












Lahko bi sedaj iz enačbe (5.28) s podobnim razmislekom vzeli nepozitivne potence


















Kako pa bi dobili celotno rodovno funkcijo Q(x, y, t)? To lahko storimo tako, da
se vrnemo nazaj do funkcijske enačbe sprehoda (5.2). V tej enačbi nismo poznali
členov Q(x, 0), Q(0, y) in Q(0, 0) in celotna ideja postopka seštevanja in odštevanja
enačb je bila, da se teh členov znebimo. Z algebraično metodo jeder pa smo do
Q(x, 0) prišli na drug način. Če upoštevamo še, da je množica korakov S1 simetrična
preko x/y osi in velja Q(x, 0) = Q(0, x) oz. Q(0, y) = Q(y, 0), lahko iz te enačbe
dobimo celotno rodovno funkcijo sprehodov. Poleg tega pa iz enačbe same lahko
vidimo, da so dobljene rodovne funkcije algebraične.
Gesselovi sprehodi. Pri Gesselovih sprehodih se podobno kot pri treh množicah
zgoraj zgodi, da se desna stran enačbe (5.8) izniči in si s seštevanjem in odštevanjem
enačb ne moremo pomagati. V tem primeru tudi grupa transformacij nima x/y
simetrije in ne moremo uporabiti podobne ideje kot v prejšnem poglavju. Zanimivo
je, da se izmed vseh 79možnih množic korakov Gesselovi sprehodi izkažejo za najbolj
problematične v smislu, da postopki, ki delujejo za ostale množice korakov, pri njih
ne delujejo. Da so bili ti sprehodi rešeni, je bil potreben popolnoma drug pristop.
Leta 2001 je Gessel, po komer se tudi imenujejo ti sprehodi, postavil domnevo za
število sprehodov, ki se končajo v izhodišču
q(0, 0, 2m) = 16m (5/6)m(1/2)m(5/3)m(2)m
kjer so z (a)n označene naraščajoče potence (a)n = a(a + 1) . . . (a + n − 1). To
predpostavko so kasneje leta 2008 dokazali Kauers, Christoph in Zeilberger [10].
Leto kasneje sta nato avtorja Bostan in Kauers pokazala, da je za Gesselove sprehode
rodovna funkcija Q(x, y, t) algebraična. Pri obeh pristopih je bil pomemben del
uporaba računalnika in takrat razvitih algoritmov. Šele nekaj let nazaj je bilo to
pokazano tudi brez uporabe računalnika v [3].
6 Množice korakov z neskončno grupo
Kot smo povedali že v prejšnih poglavjih, za množice korakov z neskočno grupo
velja, da njihove rodovne funkcije niso D-končne. V tem poglavju pokažemo posto-
pek, kako pridemo do tega rezultata. Problem ni lahek in se sklicuje na nekatere
zahtevnejše rezultate s področja kombinatorike in Brownovega gibanja. Teh tu notri
ne pokažemo, pač pa jih le opišemo in navedemo referenco na dane članke.
Ideja je, da se osredotočimo na število ekskurzij en – sprehodov, ki se začnejo
in končajo v točki (0, 0) in naredijo natanko n korakov. V literaturi [11] je bilo že
pokazano, da se D-končnost rodovne funkcije ohranja s specializacijo v točki (0, 0).
Če je torej rodovna funkcija sprehoda Q(x, y, t) D-končna, to pomeni, da je tudi
Q(0, 0, t) D-končna. To je pa ravno rodovna funkcija, ki nam šteje število ekskurzij
en z natanko n koraki. Če pokažemo, da slednja rodovna funkcija ni D-končna, smo
pokazali, da tudi celotna rodovna funkcija Q(x, y, t) ne more biti D-končna.
Naš sprehod obravnavamo kot naključni sprehod – sprehod, kjer v vsakem koraku
naključno izberemo enega izmed možnih premikov, in ga malo modificiramo tako, da
lahko uporabimo rezultat avtorjev Denisov in Wachtel, ki pravi, da se asimptotsko
en obnaša kot K · pn · nα. Konstante K, p in α so seveda odvisne od naše množice
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korakov in za njih velja, da je K > 0 realno število, p algebraično število in α tako
realno število, da je c = − cos π1+α algebraično število.
S pomočjo začetne množice korakov in z že znanimi algoritmi lahko določimo
minimalne polinome števil p in c. To pa nam omogoča, da pokažemo, da za 51
modelov z neskončno grupo število α ni racionalno število. Od tu naprej se skličemo
na rezultat iz kombinatorike [8] [9], ki pravi, da če D-končno zaporedje raste kot
K ·pn·nα, potem mora α zagotovo biti racionalno število. Ker v primerih z neskončno
grupo α ni racionalno število, od tod sledi, da njihove rodovne funkcije niso D-
končne.
Izrek 6.1. Naj bo (an)n>0 celoštevilsko zaporedje, katerega n-ti člen se asimptotsko
obnaša kot K ·pn ·nα za neko realno konstanto K > 0. Če je število p transcendentno
ali če je eksponent α iracionalno število, potem rodovna funkcija A(t) = ∑︁n≥0 antn
ni D-končna.
6.1 Naključni sprehod
Predstavljajmo si sedaj, da je naš sprehod naključen. V vsakem koraku naključno
izberemo enega izmed možnih premikov (vsakega izmed možnih premikov z enako
verjetnostjo). Naj (X1(k), X2(k))k≥1 označuje koordinati našega naključnega spre-
hoda po k korakih. Če bo sprehod samo naključen, brez omejitev, kje lahko poteka,
potem bomo naključni sprehod težko povezali z omejenimi sprehodi, ki nas zani-
majo. To bomo rešili s tem, da bomo definirali τ , ki bo označeval prvi čas, ko se
sprehod dotakne meje premaknjenega kvadranta ({−1} ∪ N)2. Uvedba tega pogoja
je smiselna, saj po času τ sprehod že zapusti prvi kvadrant (in tak sprehod nas tudi
pri našem problemu ne zanima več.)





(X1(k), X2(k)) = (i, j); τ > n
]︄
= q(i, j, n)|S|n (6.1)
Na levi strani enačbe imamo torej verjetnost, da se naš sprehod po n korakih konča
v točki (i, j), pri pogoju, da nikoli prej ni zapustil prvega kvadranta (τ > n). To
verjetnost pa lahko izračunamo tudi na drugačen način in sicer kot število vseh
sprehodov, ki ne zapustijo prvega kvadranta in se končajo v točki (i, j) – q(i, j, n)
ulomljeno z vsemi možnimi sprehodi. To pa je ravno |S|n, saj v vsakem koraku
lahko izberemo poljubnega izmed |S| možnih premikov. Če bomo znali dobro oceniti
verjetnost na levi strani, bomo lahko dobili tudi dobro oceno za število sprehodov
q(i, j, n) na desni strani.
Z ustreznim skaliranjem časa in prostora dobimo zvezni analog Brownovega gi-
banja. Omejitev, da sprehod poteka znotraj prvega kvadranta, pa potem Brownovo
gibanje prevede na Brownovo gibanje znotraj stožca. Z znanimi rezultati s podro-
čja Brownovega gibanja znotraj stožca sta avtorja Denisov in Wachtel izračunala
natančno asimptotsko oceno verjetnosti v enačbi (6.1).
Avtorja v svojem delu predpostavita, da je sprehod nerazcepen. V našem primeru
se to prevede, da za vsak (i, j) ∈ N2 velja, da je množica {n ∈ N | q(i, j, n) ̸= 0}
neprazna. Z našimi zahtevami o množici korakov, lahko vidimo, da za naše množice
korakov pod drobnogledom to velja. Dovolj je že, da za vsako množico korakov
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pokažemo, da se da priti do točk (0, 1) in (1, 0). Z uporabo zaporedja korakov kako
pridemo do teh dveh točk, pa lahko nato konstruiramo pot, s katero pridemo do
poljubne točke v prvem kvadrantu. Nadalje definiramo, da je sprehod neperiodičen,
če je največji skupni delitelj vseh elementov v množici enak 1 in to za vsak (i, j),
drugače je periodičen in ta največji skupni večkratnik je njegova perioda. Izrek se
glasi:
Izrek 6.2 (Denisov, Wachtel). Naj bo S ena izmed 51 množic korakov z neskončno
grupo. Naj en označuje število ekskurzij, ki uporabljajo le premike iz množice S in
naj bo S karakteristični polinom tega sprehoda
S(x, y) = ∑︂
(i,j)∈S
xiyj.






enolično rešitev znotraj prvega kvadrata (x0, y0) ∈ R2>0. Definiramo









α := −1− π
arccos(−c)
Potem obstaja konstanta K > 0, ki je odvisna le od množice korakov S, tako da
velja:
• Če je sprehod neperiodičen
en ≈ K · pn · nα
• Če je sprehod periodičen (potem je perioda 2)
e2n ≈ K · p2n · (2n)α; e2n+1 = 0
Dokaz. Da lahko uporabimo rezultate avtorjev Denisov in Wachtel moramo naš
sprehod najprej normalizirati tako, da sprehod ne bo stremel v nobeno smer (na
dolgi rok se bo gibal okoli točke (0, 0)) in da bosta obe koordinati nekorelirani. To
bomo storili v treh korakih. Najprej bomo naš sprehod z ustrezno izbiro verjetnosti
posameznega premika pretvorili v sprehod, ki se na dolgi rok giblje okoli točke
(0, 0), nato ga bomo skalirali in nato s spremembo smeri premikov dosegli, da bosta
koordinati X1 in X2 nekorelirani.
Uteževavnje verjetnosti posameznega premika. V prvem koraku bomo naključen
sprehod (X1(k), X2(k))k>0 pretvorili v sprehod (Y1(k), Y2(k))k>0, za katerega bo
veljajo, da ga ne zanaša v nobeno smer oziroma, da velja E [(Y1(k), Y2(k))] = (0, 0).
To bomo dosegli tako, da bomo pripisali različne verjetnosti posameznemu premiku.
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Če ima denimo naša množica korakov 3 premike v zahodno smer in 1 premik v
vzhodno smer, potem moramo dati trikrat večjo verjetnost premiku v vzhodno smer,
kot posameznemu premiku zahodno smer, da dosežemo, da sprehoda na dolgi rok
ne bo zanašalo ne v zahodno ne v vzhodno smer. Poskrbeti pa seveda moramo,
da sprehoda ne bo zanašalo ne navzgor in ne navzdol. V splošnem bomo korakom











Preveriti moramo, da se izbrane verjetnosti seštejejo v 1 in da sprehoda
(Y1(k), Y2(k)) ne zanaša v nobeno smer. Zaradi linearnosti pričakovane vrednosti
pa seveda zadošča pokazati le, da posameznega premika ne zanaša v nobeno smer:
E [(Y1(1), Y2(1))] = (0, 0).
Z enostavnim izračunom vidimo, da se prirejene verjetnosti posameznim premi-















S(x0, y0)S(x0, y0) = 1
Koraki, ki naredijo premik v levo smer, imajo utež x−10 in naredijo na x-osi premik
za −1. Prav tako imajo koraki v desno smer utež x10 in naredijo premik na x-osi za
















Od tu naprej pa opazimo, da če iz vsakega člena vsote izpostavimo še x0, vsota






(x0, y0) = 0 (6.3)






(x0, y0) = 0 (6.4)
Verjetnost posameznega koraka mora biti neničelna in ker so vsi členi v S(x, y)
pozitivni, je smiselno, da se omejimo na x0 > 0 in y0 > 0. Če želimo pod temi
pogoji zadostiti zgornjima enačbama (6.3) in (6.4), dobimo za spremenljivki x0 in
y0 sistem enačb (6.2) iz izreka.
Pokazati moramo, da rešitev tega sistema obstaja in da je enolična. Ker smo se v
uvodnem poglavju omejili le na sprehode, ki vsebujejo vse tipe korakov (x-pozitivne,
x-negativne, y-pozitivne in y-negativne), naš karakteristični polinom S(x, y) vsebuje
člen, ki ima v števcu spremenljivko x (to bo x-pozitiven korak), člen, ki ima v števcu
spremenljivko y (to bo y-pozitiven korak), člen, ki ima v imenovalcu spremenljivko
x (x-negativen korak) in člen, ki ima v imenovalcu y (y-negativen korak). Ker ima
S vse člene pozitivne, velja, da gredo vse limite, ko se x oz. y približujeta 0+ in
+∞, proti +∞. S(x, y) je tudi zvezna v notranjosti prvega kvadranta in od tod
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sledi, da nekje znotraj tega območja obstaja (globalni) minimum. Rešitev sistema
enačb (6.2) torej obstaja. Enoličnost pa sledi iz dejstva, da so Laurentovi polinomi
s pozitivnimi koeficienti, omejeni v prvi kvadrant, konveksni.
Naključni sprehod (X1, X2) smo z ustreznimi utežmi verjetnosti posameznega
premika spremenili v naključni sprehod (Y1, Y2), za katerega velja
E [(Y1(k), Y2(k))] = (0, 0). Glavna ideja vpeljave naključnega sprehoda je ta, da
imamo način, kako povežemo verjetnost, da se naključni sprehod nahaja v določeni
točki, s številom sprehodov q(i, j, n), ki nas zanimajo. S tem ko smo spremenili
















(X1(k), X2(k)) = (i, j); τ > n
]︄ (6.5)
Razmislek pa je sledeč: če naš sprehod po n korakih končamo v točki (i, j), smo
morali narediti i korakov več v desno smer (z utežjo x0) kot v levo smer (z utežjo
1
x0
). Prav tako smo naredili j korakov več navzgor kot navzdol. Verjetnost, da
se je nek fiksen sprehod končal v točki (i, j), je torej xi0y
j
0/S(x0, y0)n. Za sprehod
X pa je ta verjetnost 1/|S|n. Razlika med tema sprehodoma je le v verjetnosti
posameznega premika, zato povezavo v (6.5) dobimo z skaliranjem glede na novo
izbrane verjetnosti premikov sprehoda Y .
Iz enačbe (6.5) in enačbe (6.1) pa nato dobimo zvezo:









(Y1(k), Y2(k)) = (i, j); τ > n
]︄
(6.6)
kjer upoštevamo, da je p = S(x0, y0), kot je definirano v formulaciji izreka.
Skaliranje in kovarianca Naslednji korak je, da sprehod (Y1(k), Y2(k)) pretvorimo
v sprehod (Z1(k), Z2(k)), za katerega bo veljajo, da ga ne bo zanašalo v nobeno
smer, pa tudi da koordinati med seboj ne bosta korelirani. Veljati torej mora
E [(Z1(k), Z2(k))] = (0, 0) in
Cov(Z) = (E[ZiZj]− E[Zi]E[Zj])i,j = (E[ZiZj])i,j = I
Člene kovariančne matrike lahko spet s pomočjo karakterističnega polinoma izraču-













































Če sedaj to enakost pomnožimo z y
2
0
S(x0,y0) , bo prvi člen na desni strani enačbe ravno
E [Y 22 ] (po definiciji), drugi člen pa E [Y2], ki pa je zaradi naše izbire x0 in y0 enak 0.
V prvem koraku bomo definirali sprehod
(W1,W2) = (Y1/
√︂
E(Y 21 ), Y2/
√︂
E(Y 22 ))
ki je glede na konstrukcijo še zmeraj sprehod, za katerega velja E [(W1(k),W2(k))] =























E [X21 ]E [X22 ]
Pokažemo jo tako, da definiramo naključno spremenljivko X3 = (X1 − αX2)2, ki je
očitno nenegativna. Razpišemo 0 ≤ E [X3] in nato vstavimo α = E[X1X2]E[X22 ] .











(W1(k),W2(k)) = (0, 0); τ > n
]︄
(6.7)
kjer τ v obeh primerih označuje prvi čas, ko sprehod zapusti 1. kvadrant.
Od tu naprej pa sedaj nekoreliran sprehod dosežemo tako, da malo popravimo
smeri premikov tj. sprehod Z bomo definirali kot Z = M ·W , kjer bo M realna
2 × 2 matrika. Matriko M bomo izbrali tako, da bo kovariančna matrika Cov(Z)
enaka I. Preden nadaljujemo, se spomnimo nekaterih definicij in trditev, ki jih
bomo potrebovali v naslednjih odstavkih:
Definicija 6.3. Matrika A je simetrična, če velja A = AT .
Definicija 6.4. Realna simetrična matrika A velikosti n× n je pozitivno semidefi-
nitna, če za vsak vektor z velikosti n velja zTAz ≥ 0. Matrika je pozitivno definitna,
če velja zTAz > 0 za vsak neničeln vektor z velikosti n.
Trditev 6.5. Vsaka realna simetrična matrika A je diagonalizabilna. Še več, obsta-
jata ortogonalna matrika Q (QTQ = QQT = I) in diagonalna matrika D z lastnimi
vrednostmi matrike A, da velja A = QDQT .
Trditev 6.6. Vse lastne vrednosti pozitivno semidefinitne matrike so nenegativne.
Vse lastne vrednosti pozitivno definitne matrike so pozitivne.
Zgornji dve trditvi sta klasična rezultate linearne algebre in dokaza zanju izpu-
stimo.
Za vse kovariančne matrike med drugim veljajo tudi naslednje tri lastnosti:
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• Kovariančna matrika je simetrična.
• Kovariančna matrika je pozitivno semidefinitna.
• Če je X naključen vektor in A konstantna matrika, potem velja Cov(AX) =
A · Cov(X) · AT .
Z zgornjimi definicijami in trditvami pa smo sedaj pripravljeni, da izračunamo
iskano matriko M . Velja torej Cov(Z) = Cov(MW ) = M Cov(W )MT . Ker je
kovariančna matrika Cov(W ) simetrična, pomeni, da je diagonalizabilna. Obstajata
torej ortogonalna matrika P in diagonalna matrika D taki, da velja Cov(W ) =
PDP T . Ker je tudi pozitivno semidefinitna, bo imela matrika D same nenegativne
člene in s tem je smiseln zapis D1/2. Če sedaj definiramo matriko A kot
A = PD1/2P T ,
lahko vidimo, da velja
AAT = PD1/2P T (PD1/2P T )T = PD1/2P T (PD1/2P T ) = PDP T = Cov(W )
Iz pogoja, da mora biti kovariančna matrika Cov(Z) enaka identiteti
Cov(Z) =M Cov(W )MT =MAATMT ,







ki ima lastne vrednosti λ1 = 1 + c in λ2 = 1 − c s pripadajočima normiranima
lastnima vektorjema 1√2(1, 1)
T in 1√2(1,−1)T :
det(Cov(W )− λI) = (1− λ)2 − c2 = (1− λ− c)(1− λ+ c) = 0
Imamo torej








1 + c 0
0 1− c
]︄
in iskana matrika M je potem







1− c √1− c−√1 + c√
1− c−√1 + c √1 + c+√1− c
]︄
Izberimo si sedaj ϕ tak, da bo veljalo c = sin 2ϕ. Ker smo za c pokazali, da leži na
intervalu [−1, 1], lahko najdemo primeren ϕ na intervalu [−π/4, π/4], saj sin 2ϕ na









Za primer si poglejmo člen v zgornjem levem kotu. Pod korenom se nam pojavlja
izraz 1 + c oziroma 1− c, ki ga lahko zapišemo kot:
1± c = 1± sin 2ϕ = sin2 ϕ+ cos2 ϕ± 2 sinϕ cosϕ = (cosϕ± sinϕ)2




(cosϕ± sinϕ)2 = | cosϕ± sinϕ| = cosϕ± sinϕ
S tem smo sprehod Z = MW spremenili v sprehod, ki ne stremi v nobeno smer in
ima koordinati med seboj nekorelirani. Med sprehodoma W in Z in verjetnostjo, da











(Z1(k), Z2(k)) = (0, 0); τ > n
]︄
(6.8)
kjer pa τ pri sprehodu W označuje prvi čas, ko sprehod zapusti prvi kvadrant, pri
sprehodu Z pa prvi čas, pri katerem sprehod zapusti stožec M(N2). To je stožec,
ki razpenja kot arccos (−2 sinϕ) = arccos (−c) in to vidimo tako, da koordinat-
ska enotska vektorja pomnožimo z matriko M in izračunamo kot med dobljenima
vektorjema. Iz enačb (6.6) in (6.8) pa sedaj dobimo zvezo:




(Z1(k), Z2(k)) = (0, 0); τ > n
]︄
Sprehod Z sedaj zadošča pogojem in lahko uporabimo Denisov in Wachtelov
izrek 6.2 za asimptotsko oceno verjetnosti. Od tod sledi, da en narašča kot
en ≈ K · pn · nα
V primerih, kjer je sprehod periodičen, lahko pokažemo, da je perioda 2, in problem
pretvorimo na prejšnega tako, da za množico korakov vzamemo S+S in n zamenjamo
z n/2.
6.2 Iracionalnost eksponenta
V prejšnem poglavju smo pokazali, da za dano množico korakov število ekskurzij en
asimptotsko raste kot K · pn ·nα, kjer je α = −1− π/ arccos (−c) in je c algebraično
število kot je definirano v izreku 6.2. Cilj tega poglavja je, da pokažemo, da je pod
temi pogoji α iracionalno število, od koder potem skupaj z izrekom 6.1 sledi, da
rodovna funkcija Q(0, 0, t) ni D-končna.
Ideja postopka je, da iz danih podatkov najprej izračunamo minimalni polinom
za število c, nato pa s pomočjo minimalnega polinoma pokažemo, da število α ne
more biti racionalno.
Naj bo S množica korakov in naj bo S(x, y) njen karakteristični polinom. Na-







Prav tako pa lahko definiciji p in c zapišemo kot enačbi in sicer:










Imamo sistem štirih enačb s štirimi neznankami. Iz teh enačb lahko eliminiramo
spremenljivki x in y in tako dobimo enačbi, ki uničita p in c. S pomočjo tega
dobimo dva polinoma, ki uničita p oziroma c. Vsakega izmed teh dveh polinomov
faktoriziramo in iz njiju razberemo minimalni polinom µp oz. µc števil p in c.
Dan postopek ni trivialen, je pa rutinski postopek v algebraični geometriji. Bolj
natančno in skupaj s primerom izračuna je postopek opisan v [4]. Če je arccos c/π
racionalen, mora biti c oblike (z+ 1
z
)/2 = z2+12z in z mora biti koren enote. To pomeni,
da bi tudi števec polinoma µc( z
2+1
2z ) moral biti deljiv z nekim korenom enote. Z
drugimi besedami, polinom xdegµcµc( z
2+1
2z ) mora biti deljiv z nekim ciklotomičnim
polinomom. V vseh 51 primerih to ni res.
7 Priloga 1
Množica korakov komentar Množica korakov komentar
1.
Nima x-pozitivnega koraka
- glej razdelek 3.1
2.
Nima x-negativnega ko-
raka - glej razdelek 3.2
3.
Nima y-pozitivnega koraka
- glej razdelek 3.1
4.
Nima y-pozitivnega koraka
- glej razdelek 3.1
5.
Nima x-pozitivnega koraka
- glej razdelek 3.1
6.
Nima x-pozitivnega koraka
- glej razdelek 3.1
7.
Nima x-pozitivnega koraka
- glej razdelek 3.1
8.
Nima x-pozitivnega koraka
- glej razdelek 3.1
9.
Nima x-pozitivnega koraka
- glej razdelek 3.1
10.
Nima x-negativnega ko-
raka - glej razdelek 3.2
11.
Nima x-negativnega ko-
raka - glej razdelek 3.2
12.
Nima y-pozitivnega koraka




raka - glej razdelek 3.2
14.
Nima x-negativnega ko-
raka - glej razdelek 3.2
15.
Nima x-negativnega ko-
raka - glej razdelek 3.2
16.
Nima x-negativnega ko-
raka - glej razdelek 3.2
17.
Nima y-pozitivnega koraka
- glej razdelek 3.1
18.
Nima y-pozitivnega koraka
- glej razdelek 3.1
19.
Nima x-pozitivnega koraka
- glej razdelek 3.1
20.
Nima y-negativnega ko-
raka - glej razdelek 3.2
21.
Nima y-negativnega ko-
raka - glej razdelek 3.2
22.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3
23.
Nima x-pozitivnega koraka
- glej razdelek 3.1
24.
Nima x-pozitivnega koraka
- glej razdelek 3.1
25.
Nima y-negativnega ko-
raka - glej razdelek 3.2
26.
Nima y-pozitivnega koraka
- glej razdelek 3.1
27.
Nima y-pozitivnega koraka
- glej razdelek 3.1
28.
Nima x-pozitivnega koraka
- glej razdelek 3.1
29.
Nima x-pozitivnega koraka
- glej razdelek 3.1
30.
Nima x-pozitivnega koraka
- glej razdelek 3.1
31.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 32.
Nima y-pozitivnega koraka
- glej razdelek 3.1
33.
Nima y-pozitivnega koraka
- glej razdelek 3.1
34.
Nima x-pozitivnega koraka




- glej razdelek 3.1
36.
Nima x-pozitivnega koraka
- glej razdelek 3.1
37.
Nima x-pozitivnega koraka
- glej razdelek 3.1
38.
Nima x-negativnega ko-
raka - glej razdelek 3.2
39.
Nima x-negativnega ko-
raka - glej razdelek 3.2
40.
Nima x-negativnega ko-
raka - glej razdelek 3.2
41.
Nima x-negativnega ko-
raka - glej razdelek 3.2
42.
Nima x-negativnega ko-
raka - glej razdelek 3.2
43.
Nima x-negativnega ko-
raka - glej razdelek 3.2
44.
Nima y-pozitivnega koraka
- glej razdelek 3.1
45.
Nima x-negativnega ko-
raka - glej razdelek 3.2
46.
Nima x-negativnega ko-
raka - glej razdelek 3.2
47.
Nima x-negativnega ko-
raka - glej razdelek 3.2
48.
Nima y-negativnega ko-
raka - glej razdelek 3.2
49.









raka - glej razdelek 3.2
52.
Nima y-negativnega ko-
raka - glej razdelek 3.2
53.







grupa moči 4, razdelek 5.3
47
55.
Simetrična glede na mno-
žico 63
56.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3
57.
Nima x-pozitivnega koraka
- glej razdelek 3.1
58.
Nima y-negativnega ko-
raka - glej razdelek 3.2
59.




- glej razdelek 3.1
61.
Nima y-negativnega ko-
raka - glej razdelek 3.2
62.
Nima y-negativnega ko-
raka - glej razdelek 3.2
63.
D-končna rodovna funk-
cija. Končna grupa, razde-
lek 5.3 64.
Algebraična rodovna funk-
cija. Končna grupa, grupa
moči 6, razdelek 5.4
65.
Nima y-pozitivnega koraka
- glej razdelek 3.1
66.
Nima y-pozitivnega koraka
- glej razdelek 3.1
67.
Nima x-pozitivnega koraka
- glej razdelek 3.1
68.
Nima y-negativnega ko-
raka - glej razdelek 3.2
69.
Nima y-negativnega ko-
raka - glej razdelek 3.2
70.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3
71.
Nima x-pozitivnega koraka
- glej razdelek 3.1
72.
Nima x-pozitivnega koraka
- glej razdelek 3.1
73.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 74.
Zadoščanje enemu pogoju,





- glej razdelek 3.1
76.
Zadoščanje enemu pogoju,




cija. Končna grupa, grupa
moči 6, razdelek 5.4 78.
D-končna rodovna funk-
cija. Navpična simetrija,
grupa moči 4, razdelek 5.3
79.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 80.
Nima y-pozitivnega koraka
- glej razdelek 3.1
81.
Nima y-pozitivnega koraka
- glej razdelek 3.1
82.
Nima x-pozitivnega koraka
- glej razdelek 3.1
83.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 84.
Simetrična glede na mno-
žico 78
85.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3 86.
Nima x-pozitivnega koraka
- glej razdelek 3.1
87.
Nima x-pozitivnega koraka
- glej razdelek 3.1
88.
Zadoščanje enemu pogoju,




- glej razdelek 3.1
90.
Nima y-pozitivnega koraka
- glej razdelek 3.1
91.
Nima x-pozitivnega koraka
- glej razdelek 3.1
92.
Nima x-pozitivnega koraka
- glej razdelek 3.1
93.
Nima x-pozitivnega koraka
- glej razdelek 3.1
94.
Nima x-negativnega ko-




raka - glej razdelek 3.2
96.
Nima x-negativnega ko-
raka - glej razdelek 3.2
97.
Nima x-negativnega ko-
raka - glej razdelek 3.2
98.
Nima x-negativnega ko-
raka - glej razdelek 3.2
99.




raka - glej razdelek 3.2
101.










Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
104.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
105.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3
107.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
108.
Simetrična glede na mno-
žico 121
109.




raka - glej razdelek 3.2
111.
Simetrična glede na mno-
žico 103
112.




Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
114.
Rodovna funkcija ni D-
končna. Neskončna grupa,




- glej razdelek 3.1
116.





grupa moči 4, razdelek 5.3 118.
Rodovna funkcija ni D-
končna. Neskončna grupa,




raka - glej razdelek 3.2
120.




cija. Končna grupa, razde-
lek 5.3 122.
Nima y-negativnega ko-
raka - glej razdelek 3.2
123.
Nima y-negativnega ko-
raka - glej razdelek 3.2
124.
Simetrična glede na mno-
žico 105
125.
Simetrična glede na mno-
žico 114
126.
Simetrična glede na mno-
žico 118
127.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3 128.
Nima x-pozitivnega koraka
- glej razdelek 3.1
129.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 130.
Rodovna funkcija ni D-
končna. Neskončna grupa,




Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
132.
Rodovna funkcija ni D-
končna. Neskončna grupa,




zadosti tudi drugemu - glej
razdelek 3.2 134.
Zadoščanje enemu pogoju,




- glej razdelek 3.1
136.
Simetrična glede na mno-
žico 149
137.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3
139.





grupa moči 4, razdelek 5.3
141.
Rodovna funkcija ni D-
končna. Neskončna grupa,




zadosti tudi drugemu - glej
razdelek 3.2
143.
Simetrična glede na mno-
žico 132
144.
Simetrična glede na mno-
žico 141
145.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
146.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
147.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3 148.
Nima x-pozitivnega koraka










- glej razdelek 3.1
152.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2
153.
Simetrična glede na mno-
žico 137
154.
Simetrična glede na mno-
žico 146
155.
Rodovna funkcija ni D-
končna. Neskončna grupa,




- glej razdelek 3.1
157.
Nima y-pozitivnega koraka
- glej razdelek 3.1
158.
Nima x-pozitivnega koraka
- glej razdelek 3.1
159.
Zadoščanje enemu pogoju,
zadosti tudi drugemu - glej
razdelek 3.2 160.
Simetrična glede na mno-
žico 138
161.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-
natah - glej razdelek 3.3 162.
Nima x-pozitivnega koraka
- glej razdelek 3.1
163.
Nima x-pozitivnega koraka
- glej razdelek 3.1
164.
Nima x-negativnega ko-
raka - glej razdelek 3.2
165.





Rodovna funkcija ni D-
končna. Neskončna grupa,




Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
168.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
169.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
170.
Simetrična glede na mno-
žico 167
171.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
172.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
173.
Simetrična glede na mno-
žico 179
174.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
175.




raka - glej razdelek 3.2
177.
Simetrična glede na mno-
žico 166
178.





grupa moči 4, razdelek 5.3 180.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
181.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
182.
Simetrična glede na mno-
žico 171
183.
Simetrična glede na mno-
žico 174
184.




Rodovna funkcija ni D-
končna. Neskončna grupa,




zadosti tudi drugemu - glej
razdelek 3.2
187.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
188.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
189.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
190.
Simetrična glede na mno-
žico 192
191.





grupa moči 4, razdelek 5.3
193.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
194.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3 196.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
197.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
198.
Simetrična glede na mno-
žico 203
199.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
200.




Simetrična glede na mno-
žico 187
202.





grupa moči 4, razdelek 5.3 204.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
205.
Rodovna funkcija ni D-
končna. Neskončna grupa,




- glej razdelek 3.1
207.
Simetrična glede na mno-
žico 204
208.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
209.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
210.
Simetrična glede na mno-
žico 188
211.
Simetrična glede na mno-
žico 195
212.




zadosti tudi drugemu - glej
razdelek 3.2 214.
Simetrična glede na mno-
žico 189
215.
Simetrična glede na mno-
žico 196
216.
Simetrična glede na mno-
žico 205
217.
Simetrična glede na mno-
žico 209
218.
Ne vsebuje koraka, nene-
gativnega v obeh koordi-




- glej razdelek 3.1
220.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
221.
Simetrična glede na mno-
žico 224
222.
Simetrična glede na mno-
žico 220
223.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3
225.




cija. Končna grupa, razde-
lek 5.3
227.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
228.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
229.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
230.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3 232.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
233.
Simetrična glede na mno-
žico 230
234.
Rodovna funkcija ni D-
končna. Neskončna grupa,





cija. Končna grupa, grupa
moči 6, razdelek 5.4 236.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3 238.
D-končna rodovna funk-
cija. Navpična simetrija,
grupa moči 4, razdelek 5.3
239.
Simetrična glede na mno-
žico 227
240.
Simetrična glede na mno-
žico 229
241.
Simetrična glede na mno-
žico 232
242.
Simetrična glede na mno-
žico 236
243.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
244.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
245.
Simetrična glede na mno-
žico 234
246.
Simetrična glede na mno-
žico 237
247.
Simetrična glede na mno-
žico 244
248.
Rodovna funkcija ni D-
končna. Neskončna grupa,
argument z negibno točko,
poglavje 4
249.
Simetrična glede na mno-
žico 251
250.
Rodovna funkcija ni D-
končna. Neskončna grupa,





grupa moči 4, razdelek 5.3 252.
D-končna rodovna funk-
cija. Navpična simetrija,
grupa moči 4, razdelek 5.3
58
253.
Simetrična glede na mno-
žico 250
254.
Simetrična glede na mno-
žico 252
255.
Rodovna funkcija ni D-
končna. Neskončna grupa,
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