Time-lapse Electrical Resistivity Tomography (ERT) can be used to characterize dynamic processes occurring in the subsurface of the Earth. It involves the installation of a permanent array of electrodes to monitor changes in resistivity associated with changes in pore-water properties (salinity, temperature, water content) or porosity (compaction or dilation). The interpretation of time-lapse data is complicated by both the presence of noise in the data and the influence of low sensitivity in parts of the model. A uniform space and time constraint is not able to address this problem. In this work, we propose a new approach to distinguish noise-related artefacts to true changes in resistivity, while at the same time addressing the problem of the lack of sensitivity of electrical resistivity tomography with depth. We propose transforming the space and time constraints to be active, meaning that the regularization parameters are distributed rather than being uniform for the entire model. This way, both time-related noise (assumed to be random) in the data and the lack of sensitivity are addressed and we can incorporate prior information in a natural way into the inversion scheme. Using this strategy, the inversion scheme is able to favour areas where the expected changes are likely to occur while filtering out areas where no changes should occur. The favoured areas can be either selected from a preliminary analysis of the data, or by incorporating other types of prior information into the system based on the process that is monitored.
grams to look at the changes. However, such independent time-lapse inversion images are more prone to inversion artefacts due to measurement errors as well as inversion errors (Kim 2005) . LaBreque and Yang (2001) presented a time-lapse inversion algorithm that minimized these artefacts. Their approach was based on the difference or ratio of the data and use of a background resistivity model as the prior model in the objective function. However, as shown by Karaoulis et al. (2011a) , this approach may suppress real changes in the resistivity distribution due to the influence of the time regularization parameter in their definition of the cost function. This occurs because regularization is applied uniformly to the entire model. Kim et al. (2009) recently proposed a 4D inversion algorithm for geoelectrical time-lapse data where time is included explicitly into the inversion procedure. The regularization in both space and time is efficient in reducing inversion artefacts associated with random noise in the data (temporally uncorrelated) and improves the stability of the inversion problem. Karaoulis et al.
INTRODUCTION
Electrical resistivity tomography (ERT) has been increasingly used in the last decade for a broad range of applications in geophysics (e.g., Kemna 2000) , medical imaging (e.g., Holder 2004) and civil engineering (e.g., Jonhson et al. 2010) . Nowadays, a sequence of ERT snapshots can be routinely performed thanks to fully automated acquisition and inversion routines working in both 2D and 3D (e.g., Loke 1995; Pidlisecky et al. 2007; Pidlisecky and Knight 2008) . Time-lapse electrical resistivity has been used as a monitoring method to image non-intrusive dynamic processes occurring in the shallow subsurface like those involved in the remediation of contaminant plumes (Johnson et al. 2010) , hydrothermal processes (Legaz et al. 2009 ) and salt tracer tests (Müller et al. 2010; Pollock and Cirpka 2012) .
The introduction of time into a data set can be achieved with the use of a time-lapse tomographic algorithm and a variety of inversion strategies are available in this context. A standard approach is to independently invert the measured data at each monitoring step and to subtract the resulting tomo-where λ denotes the regularization parameter, Φ m is a regularization function and C denotes the second-derivative operator (Laplacian). The first term of the objective function described by equation (1) ensures the convergence of the recovered model with respect to the observed data. The second part of the objection function is introduced to stabilize the inversion algorithm. Regularizers are usually built to produce smooth models that satisfy the data (Constable et al. 1987) .
The solution to the minimization of the objective function given above is found for instance using an iterative GaussNewton algorithm. This yields the following iterative normal equation for the solution of the minimization of equation (1): (2) where i denotes the iteration number, dx the perturbation to the updated model, J the Jacobian or sensitivity matrix and λ the Lagrange operator.
4D and 4D-ATC inversion approaches
The 4D model described by Kim et al. (2009) defines the subsurface as a combined space-time model, which encompasses all space models during the entire monitoring period. The entire monitoring data set is defined as a data vector in the space-time domain as well. Since both the data and the model are defined using space-time coordinates, the 4D-ATC algorithm is able to adopt regularization in both time and space to stabilize the inversion. Consequently, the objective function S to be minimized by the inversion process can be expressed as (Zhang et al. 2005; Kim et al. 2009): (3) where Φ m and Φ t , are the two regularization functions. The function Φ m is used to perform the regularization in space using smoothness (second-order derivative) as a regularizer while the function Φ t , is used for regularization in time using flatness (firstorder derivative) as a regularizer. The two parameters λ and a are the two regularization terms that are present to balance the different contributions of the objective function. Regarding the spacedomain smoothness constraint, a second-order differential operator is applied to the model perturbation vector. In the time domain, Kim et al. (2009) applied a first-order differential operator to the model vector itself. This is based on the assumption that the change of the material properties in the time domain is small compared to the space domain and the basic subsurface structure would remain the same throughout the entire monitoring period.
The time-domain trade-off parameter is expressed either as a constant value a (Α=aΙ) or as a diagonal matrix A (Karaoulis et al. 2011a) , where it contains a series of Lagrange parameters. Minimizing the objective function, equation (3), with respect to the model perturbation vector yields the following normal equation (Kim et al. 2009): vary between different monitoring steps. While it keeps the basic merit of minimizing time-lapse inversion artefacts due to random noise in the data, it still allows relatively abrupt resistivity changes to occur in areas where there are significant indications that such changes truly take place.
Another issue when inverting ERT data is the space regularization used to stabilize the inversion within the standard Occam inversion process (Constable et al. 1987) . Several techniques have been proposed, e.g., the L-curve or cross-validation approaches (e.g., Aster et al. 2012) to choose the regularization parameters. Some other methods have been proposed by Loke in his software RES2DINV (http://www.geotomosoft.com), in which Lagrange values are for example increased for the parameters having larger depth. Active schemes are also available such as active-constrained balancing (Yi et al. 2003) in which Lagrange values are chosen by the automatic analysis of the model resolution matrix. In the time-lapse problem, however, this can suppress true time-related changes in the resistivity distribution, especially those occurring in the deeper part of the tomogram where the sensitivity is smaller with respect to the vicinity of the electrodes.
In the present work, we extend the 4D time-lapse ERT approach proposed by Karaoulis et al. (2011a) by introducing tools for simultaneously incorporating variable time and space smoothness within the inversion procedure. The aim is to provide the interpreter with a much-needed increased flexibility in incorporating available prior information regarding the expected geoelectrical changes in ERT time-lapse monitoring. In the following sections, we present the modified inversion approach and we demonstrate its applicability with both synthetic examples and a real data set.
INVERSION ALGORITHM
As suggested by several researchers the tomograms obtained by independent time-lapse inversion images can be contaminated by inversion artefacts due to measurement errors and independent inversion errors. For a comparative study among some of the existing techniques, the readers are referred to Karaoulis et al. (2011) . In this work we compare independent inversion with the 4D and 4D-ATC inversion strategies and we propose furthermore to have the space constraint active in order to improve the quality of time-lapse inversion by allowing the incorporation of prior information within the inversion procedure. In this section we briefly describe the inversion algorithms, where X denotes the model, d the data vector and G the forward operator.
Single snapshot inversion
Consider the misfit vector Φ d between the observed and calculated data that we need to minimize. Among different techniques we choose to minimize the L 2 -norm of the following objective function S:
(1) decreased up to 1.1. Using this approach, we calculate the final inversion tomogram at each time-step. A direct comparison of the final inversion images at each time-step shows areas characterized by potential changes in the resistivity over time. Therefore the Lagrange values should mimic this behaviour: areas with strong time-related changes should be associated with a small Lagrange parameter value and vice versa. The range of values we propose should extend on ± 5 times the value of λcentre (i.e., λmin = λcentre /5 λmax = 5*λcentre). As an additional step, we scale the time constraints with respect to the space constraints. As shown by Kim et al. (2009) , the time-related Lagrange value should be smaller than the spatial one and in general experimental tests the values lie in the interval [0.05-0.5]. A formula to assign Lagrange values, based on the ratio of the change is: (6) In this situation, we note that the space and time constraints follow a similar pattern. Both are calculated based on the same preliminary analysis (e.g., through independent inversions of the data). This analysis can provide some indication of the areas where expected changes occur. Then, this information can be used with the inversion scheme acting in both the space and time domains. In areas where such information is missing, the models produced from independent inversions can be used as prior information (see Karaoulis et al. 2011a) .
The concept behind our approach can be therefore described as follows. The space-time domain to perform the inversion is defined as a 4D function, where space and time are treated simultaneously during the inversion. In other words, each individual cell can have a resistivity value affected from the values taken from its neighbour (space constraint) and also from different time-steps, that is from its neighbour in time. If indicators suggest time changes, then it is possible that this area is somehow different from its neighbour and therefore the space Lagrange value should be able to adopt this change. This can be taken into account with the introduction of small time-related Lagrange values (as discussed in the 4D-ATC approach) while, at the same time, we can assign small-space constraints. With this strategy, we allow changes to be shown also in the space domain since this space area is responsible for the time changes. Small-space Lagrange values (less smoothing) are assigned to those areas. This allows 'rougher' changes to occur in contrast to the rest of the model. In areas with low sensitivity (i.e., away from the electrodes), changes might be smoothed out if a uniform Lagrange value is applied. Our strategy can therefore avoid this drawback.
Our approach allows the incorporation of prior information to the time and space domains. In areas with smaller sensitivities the signal-to-noise level might be on the same order with respect to the actual changes and random noise can affect the choice of these areas. Therefore this approach should be used with caution and after some extensive analysis of the data (e.g., correlate (4) where M is a square matrix with one diagonal and one subdiagonal non-zeros.
Active Lagrange multiplier in the space domain As shown by Karaoulis et al. (2011) active constraint balancing can effectively reduce inversion artefacts and allowing, at the same time, abrupt resistivity time-related changes to take place in areas where there are significant indications that such changes are effectively occurring. That said, this approach may also suppress changes occurring in the deeper part of the tomogram where the sensitivity is smaller than in the shallow cells close to the electrodes. An example refers to the monitoring of NAPL and DNAPL spills (see Power et al. 2011) . Time-lapse algorithms can capture resistivity changes occurring at the top part of the model but changes occurring in the deeper part of the model might be suppressed due to reduced sensitivity. A way to address this problem is by making the space constraint active. This is done by assigning variable space-related Lagrange values to areas depending on the expected degree of where the indicators suggest these changes occur. It is important to note that this approach is risky. Indeed in areas were sensitivity is low, inversion algorithms can falsely indicate large changes and therefore assign small Lagrange values. Consequently, this option should be considered after a careful examination of the area where these changes occur and the expected time at which they occur. Making the space constraint active implies to transform equation (4) into the following iterative normal equation:
where denotes a second Lagrange parameter used to balance the space and time regularization terms.
The distribution of Lagrange values to be used in matrix A involves two steps: (1) prior analysis and (2) the incorporation of prior information. The latter is optional and is discussed below. The first step requires the independent inversion of each timestep, i.e., no time constraints involved, only spatial constraints with a fixed Lagrange value. In general, L-curve techniques can provide a good fixed Lagrange value (i.e., Aster et al. 2012) . In the 4D approach, calculation of the L-curve at each iteration is computational expensive. Indeed for every time-step and Lagrange value, this would imply computation of the forward model. In this work we propose the use of the L-curve only for the first iteration at each time-step, were a central fixed value λcentre is found. In the next iterations, the value of the regularization parameter is decreased starting by a factor of 2 and shown below through synthetic and real examples. In many cases, various types of information exist at monitoring sites that can be introduced into the inversion of the data and provide more changes with geological background information). Using our approach, the inversion scheme is able to include naturally various types of prior information in different parts of the model as between two data sets is large i.e., rain events etc.). That said, none of these factors affect our case studies and were not tested below. It is important to note that the introduction of additional constraints (in this case time-related constraints) is expected to degrade the data RMS error.
VALIDATION OF THE APPROACH
We first test our approach with a synthetic test. The modelled data are obtained at four different time-steps (see Fig. 1a ). This time-lapse model represents a hypothetical DNAPL spill in a shallow aquifer. A layer with a 10 Ohm m resistivity corresponds to a natural seal (a clayey formation) impeding the DNAPL to infiltrate deeper. The background resistivity is 30 Ohm m. The DNAPL plume is modelled with a uniform resistivity of 60 Ohm m.
A total of 34 electrodes, located at the modelled ground surface (upper boundary of the model) are used to obtain surface dipole-dipole data (inter-electrode spacing a = 3 m with a maximum dipole spacing n = 7). A total of 802 synthetic measurements for every time-step were generated. A random electrical trustful information rather than just by running an independent inversion of the various snapshots.
Various choices exist to define criteria for stopping the iterations of our algorithm: (i) a certain number of iterations has been reached, (ii) the difference in the data RMS between two sequentially inversions is less than a threshold (e.g., 3%), or (iii) the data RMS of the next iteration is worse than the previous iteration. Especially in the case of independent inversion of field data, we also need to be sure that all inversions have reached the same number of iterations, show a similar data RMS error and have roughly the same Lagrange values. This can be done by filtering data in time prior to the inversion so unrealistic differences of some measurements can be removed from the data set. Unrealistic changes might be due to random errors, the health of the battery during the measurements, or poor contact between the electrodes and the ground. Therefore, we need to test the behaviour of a specific measurement during the measuring period and filter large changes i.e., individual measurements that differ from the mean value more than a threshold. Time filtering also includes a correction for temperature changes (especially when the timeframe 
FIGURE 6
The distribution of Lagrange values used in each active (time, space or both) inversion scheme (left panel a) and when using prior information (right panel a). % model RMS error for all the tested techniques. The smaller value indicates that the inverted model is closer to the true one. We observe that 4D-ATSC has the smaller % model RMS error.
shows a discontinuity. An active Lagrange parameter offers the flexibility of incorporating geological information into the inversion. Indeed, in this model, the low-resistivity layer represents an aquitard, therefore no significant resistivity changes are expected to occur because the permeability is too low. Consequently, we designed the Lagrange parameter in a similar fashion as for the example described in the previous section but with the additional constraint of not allowing changes within this layer. This is done by assigning larger values to the Lagrange parameter in this area. Such a preprocessing is based on independent inverted models, where all areas with resistivities close to 10 Ohm.m are treated as less likely to show time related changes and therefore assigned noise of 5 mV/A peak-to-peak amplitude was added to the synthetic potential difference data to simulate noisy field data. After convergence, all the final models, regardless of the inversion technique used, produced a value of data RMS error of 3.5 ± 0.3%. Figure 1 (b-f) shows the inversion results from four various strategies: (b) independent inversion, (c) 4D inversion, (d) 4D active time constraint (4D-ATC), (e) 4D active space constraint (4D-ASC) and (f) active time and space constraints (4D-ATSC). We also present the 4D-ASC as a benchmark test, where the aim is to see the influence of the active space Lagrange parameter, by using a constant value for the time Lagrange parameter. Figure 2 shows the difference images (with respect to timestep 1) for all the four approaches. All the inversion techniques capture almost equally the difference T2-T1 but as the DNAPL infiltrates to deeper layers, the recovered geometry of the plume through the tomograms becomes significantly different with the different approaches. The independent inversion seems to capture the general area of the modelled changed but not its shape. The 4D inversion, due to the application of a uniform value for the Lagrange parameter in both space and time, reduces the area of the actual change. However, it remains unsuccessful in finding the actual resistivity changes and therefore the geometry of the plume. The 4D-ATC approach is able to capture the shape of the resistivity changes but the resistivity values are still not close to the actual ones. A similar behaviour is observed with the 4D-ASC approach. However in this case, the resistivity values are closer to the true ones. The effect of the active space Lagrange parameter allows changes in the deeper layers. The active time and space constraint (4D-ATSC) captures both the evolution of the shape of the plume and the true resistivity values.
Figure 3(b) shows the model RMS error (the difference between the true and inverted models). We observe that 4D-ATSC has the smallest model RMS, which is an indication that the inverted spatio-temporal model is closer to the true one. As expected, a major improvement is shown in the areas with less sensitivity; in other words the active Lagrange values counterbalance the lack of sensitivity. When changes are near the electrode locations (T2 time-step, Fig. 1a ) there is no major gain when using 4D-ATC compared to independent inversion (the model RMS drops around 1%) but the use of 4D-ATSC shows a drop of the model RMS around 5%.The drop of model RMS becomes larger when changes are taking place in deeper layers (around 7% for the T4 time-step). Figure 3(b) shows the distribution of the active Lagrange values used in this approach.
INCORPORATING PRIOR VALUES FOR THE ACTIVE LAGRANGE PARAMETER
In this section, we show another way to incorporate (hydro)geological information into the active Lagrange parameter. Figure 4 shows a similar configuration array as used in the previous example but in the present situation now the low-resistivity layer 
TEST WITH A REAL DATA SET
The 4D-ATSC and 4D-ATSCP inversion approaches using prior information are now tested with a real data set. We use the data from a test site located at Sindos, 12 km east from the city of Thessaloniki in Northern Greece. This test site was used to perform a salt tracer injection experiment into a confined aquifer. The construction of the injection facility involved the drilling of a 100 m injection well (P0 in Fig. 7) . The injection well was stopped after a depth of 60 m. Four piezometers denoted as P1-P4 were drilled to a depth of 100 m around P0 (Fig. 7) . A cable was mounted outside the PVC well casing allowing the instrumentation of all electrodes with 34 electrodes spaced every 3 m in all the wells.
The shallow subsurface is made of recent sediments consisting of sands, fine clayey to silty sand deposits. Three main aquifer systems can be identified: one unconfined and two deeper confined aquifers (Tsourlos 2008) . In Fig. 7 a typical ERT crosshole tomogram is shown. The resistivity data were obtained with a bipole-bipole cross-hole array set-up in wells P0 and P2. In with large Lagrange values. We name this approach the 4D-ATSCP inversion approach. Figure 5 shows the inversion results for the four following cases: (i) true changes (ii) independent inversion approach, (iii) 4D-ATSC inversion approach and (iv) 4D-ATSCP approach (with the use of prior information as discussed above). Figure 4 shows the difference images with respect to time-step 1 taken as a reference model. Although 4D-ATSC captures the change in a satisfactory manner, the idea of using prior information (4D-ATSCP) improves the results substantially.
Figure 6(a) shows the distribution of the active Lagrange values used in this model, where we can see the areas with indicated changes assigned with small Lagrange values. These values are used to calculate the matrix A. Figure 6(b) shows the model RMS. We observe that the prior 4D-ATSC approach has the smallest model RMS error. This is an indication, once again, that the inverted model is closer to the modelled one. Like the example before, the largest improvement over the model RMS is shown when the changes are in areas characterized by small sensitivities. Based on the log and resistivity values shown in Fig. 7 , time-related changes are not expected to be shown in the clay layers. Therefore we design the distribution of the active Lagrange parameter to have high values in these geological units.
FIGURE 9
Ratio images for the time-lapse field study with respect to the model before the salt tracer injection. Inversion results using 4D-ATC inversion (a) and the inversion with prior information (b).
CONCLUSION
Time-lapse inversion is suffering from multiple problems associated with noise in data and artefacts from the chosen approach for the inversion. The use of time-lapse algorithms, in contrast with the independent inversion of individual snapshots, is partially successful in removing some of the time-related inversion artefacts. That said, since the sensitivity of ERT is high only in the vicinity of electrodes, changes might be missed and confused with noise and therefore smoothed out by using previously published algorithms. In this work, we propose to extend active Lagrange balancing also in the space domain. Synthetic tests show that changes in areas away from receivers can be better resolved by comparison with all the previously published methods.
In addition, the effect of an active Lagrange parameter offers the flexibility of designing the problem accordingly to specific needs. For instance, in the case where prior knowledge is available to the interpreter, the active Lagrange parameter can be designed in such a way to focus on the changes in areas where they are expected and to filter out the occurrence of such changes elsewhere. We should however bear in mind that there is some subjectivity in doing so. Different algorithms and techniques must be applied and specially designed according to specific needs and problems.
This work can easily be extended to complex resistivity (Karaoulis et al. 2011b ) and 3D domain accounting for the physics recently developed to account for changes in salinity in both the in phase and quadrature conductivities (Revil and Skold 2011) . We also plan in future works to introduce structural information from ground-penetrating radar and use joint inversion schemes combining different geophysical methods with different sensitivity patterns, which can also be incorporated into the values of the Lagrange parameters. Fig. 7 the lithostratigraphy is shown as well as the main aquifers. Low resistivities are associated with formations rich in clays, which can be found to a depth of 40 m. Low resistivity is usually due to the surface conductivity associated with the cation exchange capacity that is affiliated to the clay minerals (e.g., Revil 2012). More resistive formations are associated with aquifers with sands and gravel. Very low resistivities (below 10 Ohm.m) are observed at a depth of ~100 m. This low resistivity is potentially associated with salty water. The electrical conductivity of the formation water is 900 mS/cm from the water table (depth below 90 m) down to a depth of 60 m. The conductivity of the formation water is 1080 mS/cm below 60 m (Tsourlos et al. 2008 ).
All algorithms were tested using a time-step cross-hole ERT data set with a sequence of 11 snapshots (the P0-P2 borehole pair was selected). These snapshots were collected in a single day involving the injection of 30 m 3 /h of conductive water (1300 mS/cm). Snapshot T1 was performed before the water injection started and is therefore a good reference model. Time-steps T2-T10 correspond to snapshots taken during the water injection inside borehole P0. Snapshot T11 was taken after the end of injection.
Each time-step contains 829 measurements of bipole-bipole data (6 m electrode spacing was used, bipole separation n = 4 and vertical offset of m = 4) and measurement duration was around 10 minutes. This experiment used the IRIS instrument Syscal PRO (8 channel). The time interval between snapshots is 1 minute. The RMS error was around 6%, with the exception of time-step T10, where the RMS error was 6.6%. Time filtering was applied to exclude common measurements collected at different times and differed more than 15% of the mean value of that time series. Only 30 measurements were excluded from the data set.
In this model, the expected changes should only occur at the sand layer (high-resistivity area). Therefore based on Fig. 7 , we chose accordingly the values of the active Lagrange parameters: high values were assigned for this parameter for the clay layer (see Fig. 8 ). The main concept of this approach is therefore to incorporate the preliminary analysis together with prior geological knowledge of the model. Therefore, even if the preliminary analysis indicates time-related changes in the clay layer, these changes were considered as irrelevant in our understanding of the experiment and therefore filtered out in the final inversion. In the injection test, changes were expected only at the sand layer. We tested the results from a previous inversion (Karaoulis et al. 2011) and with the use of prior information (see results in Fig. 9 ). By designating this active Lagrange parameter with high values on the clay layer (areas with resistivity less than 10 Ohm.m), time changes that were seen before on that area with the use of 4D-ATC algorithm are now depicted. Therefore, by making the space constraint active, we are able to incorporate geological information (in this case, clay layers where no changes were expected) in a natural way into the algorithm.
