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Abstract-- In this paper, we analyze the asymptotic behavior of performability in a Markov reward 
process. An accurate and numerically stable method is proposed to compute the performability of
tail distributions. We derive quite simple, comparatively to known results, recursive formulae for the 
moments of performability. A numerical example is considered to illustrate the use of our approach. 
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1. INTRODUCTION 
Performance and reliability measures are of considerable interest for the evaluation of depend- 
ability of computer and communication systems. In t980, Meyer [1] introduced a new concept 
called performability, which unifies the two aspects of performance and reliability. When a system 
admits different configurations, a performance l vel (or reward rate) can be associated with each 
of the configurations. This reward rate quantifies the ability of the system to perform correctly 
in the corresponding configuration. Then, performability corresponds to the accumulated reward 
over a period of time. This measure describes the probabilistic performance of the considered 
system. 
Several methods have been proposed for the computation of the transient distribution of per- 
formability, see among others [2-7]. These techniques differ significantly in complexity and mem- 
ory requirements. For the stationary regime, Beaudry [8] proposed an algorithm to compute the 
accumulated reward until absorption in a Markov process. This result is extended, in [9], to 
semi-Markov processes, removing the restriction of exponentially-distributed sojourn times. In 
this paper, we propose a uniformity-based solution to compute the asymptotic distribution of per- 
formability. The main advantage of this method is its low polynomial computational complexity. 
Also, the method ensures the numerical stability since it only deals with a sequence of positive 
numbers bounded by 1. Another advantage of our algorithm is its accuracy, by specifying the 
error in advance. On the other hand, we give a simple and recursive xpression based on linear 
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equations for the moments of performability in stationary regime. In Section 3, these results are 
applied and analyzed to a fault-tolerant computer system. 
2. MODEL SOLUTION 
Let us consider a system with different configurations in a finite state space E. We assume that 
the transitions between different states are described by a homogeneous Markov process (Xt)t>o 
defined by its infinitesimal generator A = (ao)i,je E and its initial probability distribution ai = 
]P{X0 = i}. For each state i c E, we associate a reward rate p(i) measuring how well the system 
performs in the corresponding configuration. Since two different states may have the same reward 
rate, we denote by rrn > rm-1 > "'" > ro = 0, the different reward rates, and by B~, the set 
of states having ri as reward rate. It is clear that the subsets Bm, . . . ,  Bo  represent a partition 
of the state space E. With these notations, the accumulated reward over a mission time [0, t] is 
defined by /' 
Yt = p (Xs) ds = r~ ]I{x~B~} ds, 
i=1 
where II c = 1, if condition c is true, and 0, otherwise. Since reward rates are associated with the 
state space E, the stochastic process (Xt)~>0 is called a Markov reward process. 
It is well known that if A = max{-a i i  / i E E}, then, /5 = [ + A/A is a stochastic matrix 
associated to the uniform chain [10]. Using the decomposition of E with respect o the partition 
{B,~,. . . ,  B0}, the matrix t5 can be written as follows: 
PB~B~ PB~B.._I "" PB~Bo 
PB.~_~B~ PB,~_~B~_~ PBm_~Bo 
PBIB~ PB1B,~-I PB~Bo 
0 Bo B~ OBo B,~_ 1 PBo Bo 
where PB~Bj = (P~k)leB~,keSj and 0B~Bj is the zero matrix. Beyond the hypothesis ABoB, = 
OBoBi for i > 0, we assume also that B0 coincides with the set of absorbing states. In other 
words, we suppose that our Markov reward model satisfies the following property: 
i E E is an absorbing state if and only if p (i) = 0. (1) 
This condition is not restrictive, as it will be explained in the numerical example of Section 3. 
More precisely, it will be shown that even if the original process (Xt)t>_o allows nonabsorbing 
states with zero reward rate, we can define a new Markov reward process (Xt)t>_o, satisfying 
condition (1), and whose accumulated reward up to absorption l?~ has the same distribution 
as Y¢~ in the original process. 
For the irreducible case, the random process Yt/t converges in distribution to E(p(X~))  = 
y'~eEP(i)Tri, where 7ri = P{X~ = i} is the steady-state distribution of the Markov process 
(Xt)t>o. In our case, since the absorbing states admit a zero reward rate, the random variable 
limit (in distribution sense) Y~ is finite almost surely. It represents exactly the accumulated 
reward until absorption. 
2.1. Asymptot i c  D is t r ibut ion  
Let Fi(x) = ?{Yoo > x / Xo = i} be the limit of P{Yt > x/Xo -= i}, when t tends to infinity. It 
is well known [4] that the column vector F(x) = (Fi(x), i 6 E) satisfies the following differential 
equation, for all x > 0, 
m 
RF' (z) = A~'(x) ** rlF~z (x) = E AB~BjFBj (x), Vl = 0, . . .  ,m, (2) 
j=o 
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where/~ = diag(p(i), i C E) and F'(x)  is the derivative of F(x) with respect o x. Since r0 = 0 
(p(j) = 0, Vj  E B0); FBo(x) = 0B0 and ABoB, = OBOBi, for all i > 0, the equation mentioned 
above is always satisfied for l = 0. So, we will limit our mathematical nalysis to the set S == 
E\Bo. Therefore, equation (2) can be written as 
RF '  (x) = AF (x), (3) 
where F(x) = (Fi(x), i e S); R = diag(p(i), i e S) and A = Ass = (ao)i , jes. According to 
condition (1), we have p(i) > 0, for all i E S and therefore, the diagonal matrix R is nonsingular. 
So, the ordinary differential equation (3) becomes equivalent to 
F' (x) = R- iAF  (x) ca F (x) = exp (xR- :A)  f (0). 
Moreover, F(0) fulfills obviously F(0) = 1, where i is the column vector of dimension 1SI 
(cardinality of S) with entries equal to 1. Hence, the tail distribution of Y~ will be calculated 
by the following equality, 
P{Y~ > x} = a*F  (x) = a* exp(xR-:A) l ,  (4) 
where a = (ai, i E S) and * denotes the transpose operator. The next theorem gives an accurate 
and numerically stable method to compute the column vector exp(xR-:A) l .  
THEOREM 1. For MI i e S and, for all real x > O, we have 
& (x) = k e- x/rl bi(k), kl k=0 
where the reals bi(k ) are given by the following recursive xpressions: 
b(O) = 1, with b(O) = (b~(O), i E S) 
rl bBz (k) = 1 -- r: bB, (k -- 1) q- - -  PBzBjbBj (k -- 1), for 1 < l < m, 
r l  .= 
where bB,(k) = i e Bz). 
PROOF. The matrix R- :A  can be decomposed as R- :A  = - (A/ r : ) I  + (k/r:)C, where C = 
I - r l  R-1 ÷ r lR - :P .  Since (A/r:)I commutes with C, we obtain 
F(x )=exp(xR- :A) l=e-XX/mexp(AX c~l=e-Xz l r :  ~ / k' b(k),  
k=0 
where b(k) = Ckl .  The relation b(k) = Ck l  leads to b(0) = 1 and b(k) = Cb(k - 1), which are 
equivalent to the recursive xpressions given in this theorem. § 
For the particular case where the model is block degradable [11,12], (i.e., ABtBj  = OBzB ~, 
for j > l), the recursive xpressions related to the sequence bs, (k) will be simplified considering 
that PB~B~ = OBzB~, for j > 1. The next theorem establishes properties of monotonicity and of 
convergence r lated to the sequence (bi(k))k>_o. 
THEOREM 2. For every i C S, (bi(k))k>_O is a decreasing sequence bounded by 1, and it satis/~es 
lira b~(k) = O. 
k~+oo 
PROOF. Since rt/r~ C [0, 1], for all 1 < ! < m and P is stochastic, we obtain bi(k) e [0, 1]. By 
induction on k, we can prove easily that (bi(k))k is decreasing. So li = limk_~+~ bi(k) exists since 
the sequence is decreasing and positive. Therefore, we obtain 
oo k 
1) whe  - +oo. 
k=O 
Since Fi(x) = F{Yoo > x / X0 = i} --+ 0 when x + +0% we get necessarily l, = 0. | 
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For a tolerance rror ~ and a positive real number x, we define the integer N(x) = min{n > 
O~ }-~i%o e-~(x~/i!) -> 1 -~},  named the truncation step of a Poisson series (see [13] for numerical 
calculation). The results of Theorem 2 allow us to define another truncation step as follows: 
n0=min{N(A~)  } nz  , where n~ = min{k > 0 / a*b(k  + 1) _< e}. 
Note that the truncation step ns is well defined since the sequence ((~*b(k))k decreases to zero. 
Then, according to Theorem 1 and equality (4), we obtain 
{too > ~} -- ~ ~-;~/r' ( ;~/n)~ b (k) + ~ (~o) k! ' 
k=O 
where b (k) = c~*b(k). 
The error e(no) satisfies 
~(no) = ~ ~-~/~' (~/n)~b(k) 
k~ 
k>no 
E e-;~x/rl ()~x/rl)kb(k), 
= k>N(~/rl) k! 
E ~-~/~ (Ax/T~)k 
<-- k>N(Ax/ r l )  k]  ' 
~ e-~l  ~ (Ax/~I) k 
k>,~ k! ' 
<_E. 
ifN(A-~l ) >n,, 
i fN(A~(x) <n, ,  s inceb(k)<1,  
i fN  (A~)>n, ,  since b(k)<_E, Vk > n~, 
To evaluate the tail distribution of Y~ to within E, we perform iteratively the finite sum up 
to no. In practise, the truncation step nE is small, compared with N(Ax/rl), especially for large 
value of x, since N(Ax/rl) increases with respect o x and n~ is independent of x. Therefore, 
the new truncation step nE leads to a reduction in the computational time of our algorithm. On 
the other hand, it is clear that the computation of the tail distribution of Y~ mainly involves 
computing the coefficients ~*b(k). So, the computational effort required is O((dcIS[ + d~)no), 
where dc denotes the maximum number of nonzero entries of each row of the matrix C and d~ 
the number of nonzero entries of c~. For the sequence (b(k))0<_k<no, the storage complexity needs 
only two arrays each of dimension IS], one for the vector b(k) and the other for b(k - 1). 
The computation of the asymptotic accumulated reward distribution requires the cumulative 
sum of the coefficients e-i~/rl (Ax/rl)~/(kl)b(k). These calculations can lead to a serious problem 
of numerical instability especially for large values of x. To avoid this problem, we propose below 
an algorithm, which is inspired from the technique proposed in [13], for the calculation of Poisson 
cumulative distribution. 
nb_adj = 0 
z--1 
Pr : z * b (0) 
Compute N = N ~ 
k=l  
y = b (k) 
whiley>eandk_<N 
Z +-- Z * -~1 
/* use the method proposed in [13] */ 
do 
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Pr ~ Pr +z • y 
if (Pr > 1) then 
z ~- z * exp (-350) 
Pr *-- Pr * exp (-350) 
nb_adj ~- nb_adj + 1 
endif 
k~k+l  
y = b (k) 
endwhile 
Pr ~- Pr*exp (nb_adj* 350 - ~)  
The main idea of this algorithm consists in forcing the calculation to remain in the interval [0, 1] 
when some cumulative distribution exceeds 1. The value of exp(350) is used in [13] and it 
corresponds approximately to one-half of the largest double-precision number. 
Regarding the convergence properties, it is well known that the cumulative reward process Yt 
converges in distribution to Y~. The next theorem states that the convergence holds also in. £1. 
THEOREM 3. The random process (Yt)t_o fulfills 
~0 t £1 Yt = p(Xs) ds > Y~, whichmeans: lim E( IY t -Yoo l )=0.  
PROOF. Since the function t ~ ?{Yt > z} is wide-sense increasing, according to Fubini's theo- 
rem, we obtain 
lim E(Yt) : IP{Yt > x} dx t---~+oc t 
f0 = lim ?{Yt>x}dx  t---*+oo 
= ~" {Y~ > z}  dx 
= E (Y~). 
On the other hand, since the process t ~-~ Yt is wide-sense increasing, we get necessarily Yt _ Y~, 
which leads to the following result: 
E( IY~-Y~I )=E(Y~o-Y~)=E(Y~) -~. (Y~)~O , as t -~ +o~. 
The proof of this theorem is then completed. 
2.2. Moments  Computat ion  
Several methods have been proposed to compute the moments of performability in transitory 
regime. An algorithm based on eigenvalues and eigenvectors analysis was proposed in [1@ A 
differential equation for the conditional moments has been established in [15], which is solved by 
discretization. In this paper, we give a simple and recursive xpression, based on linear equations, 
to compute the moments of performability in stationary regime. 
THEOREM 4. The ?~th moment of Y~ is given by 
IE(Y~) = a*un, where u0 = 1 and Un = nMu~- i  with M = -A -1R.  
PROOF. First, note that matrix A is nonsingular since A = (aii)i,j~s and S = E\Bo. Now, let 
us consider the column vector u~ : (E(Y~ / X0 : i), i E S). We have 
j•0 +ec j~0 +°° Un = n2cn--lF (X) dx = nz n-1 exp (zR-1A)  1 dz. 
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Integrating the last term on the right-hand side by parts, we obtain 
u~ -n (R-1A)-I r]+°° = (n - 1)x ~-~ exp (xR-1d) 1 dx = -nA-1Run_l. 
Jo 
The result follows from the equality E(Y~) = ~es  aiE(Y~ / Xo = i). I 
Note that all entries of the matrix A -1 are nonpositive since a~i < 0 and ~-~jes aij >_ O, for 
all i C S. So, the matrix M = -A-1R is nonnegative considering that R is a diagonal matrix 
formed by positive reward rates (p(i) > 0 for i E S). We conclude that all values of each column 
vector u~ are positive. Moreover, the column vector u~ can be obtained by solving the linear 
system -Au~ = nRUn-1, which will avoid the need to compute the inverse matrix A -1. 
3. NUMERICAL  EXAMPLE 
We consider a fault-tolerant computer system with n CPU, each is composed of two processors 
in active redundancy whose outputs are compared in order to detect failures. The lifetime of 
each CPU is supposed to be exponentially distributed with rate/~ = 10 .5 per second. A fault 
which occurs in a CPU is of two types: transient, with probability d = 0.9, and permanent, with 
probability 1 - d. In the presence of such a fault (transient or permanent), a backward recovery 
protocol is run during a random time, exponentially distributed with rate p = 1 per second. 
This protocol is able to reconfigure the system correctly with a coverage factor c = 0.95 and 
fails with probability 1 - c. When the reconfiguration protocol fails, the system breaks down. In 
order to obtain a Markov process (Xt)t>_o to describe the behavior of the system, we denote by 
i; 1 < i < n; the state of the system, where i CPU are operational, and by i', the state where 
the backward recovery protocol is activated. The down state of the system is denoted by 0. 
Therefore, the state space of (Xt)t>_o is equal to E = {0, 1 , . . . ,  n, 1 ' , . . . ,  n'}. 
The performance measure used in this example is the processing power of the system. Because 
of fault-tolerance, the CPU utilization is devalued by 30%. So, the reward rate p(i) associated 
with each state i; 1 < i < n; is equal to 0.7i and the one associated with all other states is null. 
With these values of reward rates, the random variable Y~ corresponds to the processing power 
accumulated uring the lifetime of the system. 
The transient analysis of this system has been studied in [6]. In this paper, we are interested in 
the asymptotic regime. The transition rates graph of (Xt)t>_o is shown in Figure 1 for a number 
of CPU n = 3. Each block Bi corresponds to the subset of states admitting 0.7i as reward rate. 
Note that the block B0 = {0, Y , . . . ,  n'} does not coincide with the set of absorbing states, since 
all states of T0 = { l ' , . . . ,n '}  are transient. So, this model does not fulfill condition (1). With 
the intention to calculate the distribution of Y~, a new Markov process (Xt)t>_o ver the state 
space/ )  = E \ To = {0, 1 , . . . ,  n}, and whose accumulated reward until absorption has the same 
distribution as Y~, should be defined. This can be done by taking .2t = A~ +A~To(--AT1To)ATo 
as the infinitesimal generator of (f(t)t>_o, where A = (a~j)~deE is the infinitesimal generator of 
(Xt)t>_o. Note that the matrix AToTo is invertible since all states of To are transient [16]. The 
relation between the embedded chains associated to ()(t)t_>0 and (Xt)t>_o is given by the following 
equality [17]: 
vi, j eE ,  
oo 
k=l  
This means that a transition from i C / )  to j C / )  in the embedded chain (Xk)k>0 can be seen 
as a sequence of transitions, starting from i, ending in j, and such that the intermediate states 
belong to To. In that way, the absorbing state for the Markov process (-~(.t)t>_O becomes exactly 
the state of zero reward rate. On the other hand, if we assume that the system starts with n 
Performability: Asymptotic Distribution '7 
~ \ ~  ,.(i' ~)/~"'J 
Figure 1. Transit ion rates graph of (Xt)t>_o for n = 3. 
operational CPU, (i.e., X0 = n), the initial state of (f(t)t>o will also be equal to X0 = n. The 
technique, used in this example to eliminate the non-absorbing states with zero reward rate, is 
similar to the one suggested by Ciardo, et al. [9]. 
Figure 2 shows the transition rates graph of the transformed process (f(t)t>o when the number 
of CPUs n = 3. For this new process, the reward rates remain naturally unchanged. In other 
words, we must take p(i) = 0.7i, for all i E E, as reward rate function in order that the accu- 
mulated reward, until absorption Yoo for ()(t)t>0 coincides, in distribution, with Yo~. We wish 
to make it clear that the Markov process (f(t)t>_o is not obtained by aggregating the states i, i / 
into one state. The Markov reward process (-~t)t>0 is defined so that it fulfills condition (1) and 
that Yo~ and 1~ admit the same distribution. 
3fl(1 - c) ~ ~ ( t  - dc) 
Figure 2. Transit ion rates graph of (Xt)t>_o for n -- 3. 
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Figure 3. P{Y~ > x} versus x. 
(xlO 6) 
Figure 3 shows the probability to get a cumulative reward rate until absorption greater than 
the corresponding value on the x axis. The tolerance error z and the number n of CPU are 
fixed to 10 -6 and 3, respectively. It is interesting to note that for x = 5.106,  for which we 
have P{Y~ > x} -- 0.0009786, the truncation step n~ is equal to 47 while N(Ax/rl) is equal to 61. 
The new truncation step n~ improves the computational time of our algorithm, especially for large 
value of x, since N(Ax/rl) is an increasing function of x and n~ is independent of x. For instance, 
for x = 107, the Poisson series steps becomes, as expected, larger (N(Ax/rl) ---- 103), while n~ 
remains unchanged. On the other hand, the mean value of the processing power performed up to 
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the failure of the system is equal  to N(Y~) = (24542/24389)106 ~_ 1.006273-10% For the standard 
deviat ion (r(Y~) = v/ ]E(y~) - F~(y~)2, we obta in the numerical  value cr(Y~) _~ 0.815186.106, 
which is not  large compared to the first moment  E(Yoo). This  indicates that  the distr ibut ion 
of Y~ is concentrated around its mathemat ica l  expectat ion.  The curve of F igure 3 explains 
besides such a behavior,  since it is rapidly decreasing in a ne ighbourhood of E(Y~) .  
4. CONCLUSION 
In this paper, we have developed a new asymptotic solution of performability in a Markov 
reward process. The algorithm implementing this solution is numerically stable because only 
nonnegative numbers bounded by 1 are involved. Another advantage of this algorithm is its 
accuracy since the error is specified in advance. Moreover, aquite simple and recursive method 
has been proposed to compute the moments ofperformability in stationary regime. 
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