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STABILITY OF FIXED LIFE HISTORIES TO PERTURBATION BY
RARE DIAPAUSE
DAVID STEINSALTZ AND SHRIPAD TULJAPURKAR
Abstract. Our work [ST18] considered the growth rates of populations growing at different
sites, with different randomly varying growth rates at each site, in the limit as migration
between sites goes to 0. We extend this work here to the special case where the maximum
average log growth rate is achieved at two different sites. The primary motivation is to cover
the case where “sites” are understood as age classes for the same individuals. The theory then
calculates the effect on growth rate of introducing a rare delay in development, a diapause,
into an otherwise fixed-length semelparous life history.
Whereas the increase in stochastic growth rate due to rare migrations was found to grow
as a power of the migration rate, we show that under quite general conditions that in the
diapause model — or in the migration model with two or more sites having equal individual
stochastic growth rates — the increase in stochastic growth rate due to diapause at rate 
behaves like (log −1)−1 as  ↓ 0. In particular, this implies that a small random disruption
to the deterministic life history will always be favored by natural selection, in the sense that
it will increase the stochastic growth rate relative to the zero-delay deterministic life history.
1. Introduction
1.1. Biological motivation. In considering the evolution of developmental delays, it is
crucial to consider the effect on population fitness of perturbations around a base state
where organisms are constrained to a fixed developmental sequence. It has long been argued
[Col54] that populations of individuals who delay or spread reproduction over time will suffer
reduced growth rate. Within the framework of matrix population models in a deterministic
environment — where demographic rates are the same every year — this follows from a
theorem of Karlin [Kar82].
But Cohen [Coh66] and Cohen and Levin [CL91] used analysis and simulations to show that
long-run growth of a population could increase as a result of a life cycle delay when there are
some kinds of random variation in time, or by migration when there are some kinds of random
variation across space. These kinds of stochastic variation have been formulated as random
matrix models whose Lyapunov exponent is the long-run growth rate of the population, as
discussed by [TW00, WT94]. In this general setting, we would like to know whether the long-
run growth rate increases when there is mixing in time [TW00] — biologically, when should
delay be favored to evolve? A general and precise answer has been difficult because previous
work [WT94] shows that the long-run growth rate can be singular (e.g., non-differentiable) in
the limit of no mixing. A similar singularity arises in random-matrix models used in models
of disordered matter [DH83].
Here we consider a random-matrix model of migration among sites whose individual growth
rates vary stochastically over time, and characterize the behavior of the Lyapunov exponent in
the limit of zero migration. This model can be used to study a number of models of migration,
life cycle delay, or a combination of these. Our results address evolutionary stability (in a
fitness-maximising context) of a small amount of mixing, via migration or life-cycle delays.
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2 DAVID STEINSALTZ AND SHRIPAD TULJAPURKAR
Whereas the companion paper [ST18] considers the generic case (for migration) where there
is a single optimal site, we consider here the special case — which is inevitable, though, in the
diapause setting, since the “sites” are age-classes of a single population — the sensitivity of
stochastic growth rate to changes in migration rate is extreme, varying near 0 like 1/ log −1.
This implies that a sufficiently small delay will always increase the population growth rate,
hence will be favored by natural selection, regardless of the cost due to increased mortality or
lost reproduction among those suffering the delay.
We note that the genetic consequences of populations experiencing diapause and dormancy
have been the subject of considerable mathematical interest [SL18, BCK+16, HMTZˇ18]. The
growth-rate effects of diapause in stochastic environments was analyzed for special cases in
[TI93], but the methods applied there were unable to shed light on the behavior near the
crucial boundary of zero diapause. While there has been application of simulation methods
to these problems, such as [EE00], as far as we are aware this paper represents the first
analytic solution of the problem of evolutionary stability of deterministic life histories relative
to perturbation by diapause.
1.2. The migration model. The mathematical setting is essentially the same as that of
[ST18], though some of the particular assumptions differ. Suppose D1, D2, . . . is an i.i.d.
sequence of d× d diagonal matrices, representing population growth rates at d separate sites
in a succession of times. We write ξ
(0)
t , . . . , ξ
(d−1)
t for the diagonal elements of Dt. We assume
that X
(j)
t := log ξ
(j)
t has finite variance.
We define the migration graph M to be a simple and irreducible directed graph whose
vertices are the sites {0, . . . , d− 1}, representing the transitions that have nonzero probability.
We let At be an i.i.d. sequence of nonnegative d × d matrices with zeros on the diagonal,
representing migration rates in time-interval t. We follow the convention from the matrix
population model literature, that transition rates from state i to state j are found in matrix
entry (j, i). Population distributions are thus naturally column vectors, and the updating
from time t− 1 to time t is effected by left multiplication.
We assume that the collection of pairs (Dt, At)
∞
t=0 is jointly independent, but note that
we do not assume for a given t that At and Dt are independent, or that different matrix
entries corresponding to the same t are independent. It would be possible to proceed with
minimal assumptions on the random variables At(j, i) — for example, permitting cases where
At(j, i) has nonzero probability of being 0 even when i→ j — but maximum generality would
increase the complexity of the notation, the statement of the results, and the proof. Thus
we proceed on the tolerably restrictive assumption that if i9 j then At(j, i) is identically 0,
while there are constants A∗ and A∗ such that if i→ j then
(1) − A∗ ≤ logAt(j, i) ≤ A∗ almost surely.
We let ∆t be a random diagonal matrix with entries ∆
(0)
t , . . . ,∆
(d−1)
t . (Generally we will be
thinking of ∆ as the growth or survival penalty for migration or diapause, so that the entries
will be negative, but this is not essential.) We assume the penalty acts multiplicatively on
growth and is proportional to . We define
Dt() := e
∆Dt + At.
We will be assuming throughout that E[∆t] is finite. Then the contribution of ∆ to a
will be linear in , hence negligible in comparison to the scale 1/ log −1 that we will be
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considering. For clarity of exposition we will henceforth drop ∆ from our notation and our
proofs, understanding that the results hold equally well for any ∆ with finite expectation.
For  > 0 the i.i.d. sequence Dt() satisfies the conditions for the existence of a stochastic
growth rate independent of starting condition.[Coh79] That is, if we define the partial products
RT () := DT−1() ·DT−2() · · · · ·D0()
then
a() := lim
T→∞
T−1 logRT ()ij
are well defined deterministic quantities, in the sense that the limit exists almost surely, is
almost-surely constant, and is the same for any 0 ≤ i, j ≤ d− 1. By the Strong Law of Large
Numbers,
lim
T→∞
T−1 logRT (0)ii = µi.
For the upper bounds on growth rate (see Theorem 2) we will be assuming sub-Gaussian
differences, which for present purposes will mean that there is a constant τ such that for all i
and j and all λ > 0,
(2) logE
[
eλ|X
(j)
t −X(i)t |
]
≤ λ
2τ
2
.
For any cycle γ in M we define γ˜ to be the sequence of sites obtained by removing sites
from γ that do not have the maximum mean log growth rate — that is, sites γi such that
E[X(γi)t ] < µ. (γ˜ will, in general, not be a path in M.) We define
σ2γ :=
1
|γ|
|γ˜|−1∑
i=0
Var(X
(γ˜i)
t −X(γ˜i+1)t )}.
Then
(3) σ2∗ := max
γ
σ2γ.
where the maximum is taken over all cycles γ in M. Note that the cycle may pass through
any sites, but the variance is counted only for those sites with optimal mean log growth rate.
Note that the denominator counts all sites in the cycle. This effectively penalizes cycles that
pass through nonoptimal sites, though these still need to be considered, as they may produce
the maximum σ2γ through passing through other sites of higher variance. We give an example
of computing σ2∗ in Figure 1.
1.3. Variation of the mathematical problem: Diapause. Consider a population in
which individuals progress through immature life stages until reaching adulthood, when they
reproduce and then die. Diapause is a life-cycle delay in which individuals can stay in some
immature stage with some probability. We can describe diapause by reconceptualizing the
“sites” of the previous section as life stages, and also describe an organism’s progress using
matrices that are not diagonal, but sub-diagonal. The life stages (or sites) are viewed as a
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M
3 2
0 1
i E[X(i)t ]
0 1
1 1
2 0.5
3 1
Cov(X
(i)
t , X
(j)
t )
0 1 2 3
0 1 0.5 -0.7 -0.51 0.5 1 0 02 -0.7 0 1 0
3 -0.5 0 0 1
0 1
σ2γ =
1
2
· 2 Var
(
X
(1)
t −X(0)t
)
= 1 + 1− 2 · (0.5)
= 1.
3 2
0
σ2γ =
1
3
(
Var
(
X
(3)
t −X(0)t
)
+ Var
(
X
(0)
t −X(3)t
))
=
2
3
(
1 + 1− 2 · (−0.5))
= 2.
3 2
0 1
σ2γ =
1
4
(
Var
(
X
(1)
t −X(0)t
)
+ Var
(
X
(3)
t −X(1)t
)
+ Var
(
X
(0)
t −X(3)t
))
= 1.5.
Figure 1. Example of calculating σ∗. We find that σ2∗ = 2, determined by the
cycle 0→ 2→ 3→ 0.
cycle, described by matrices of the form
Mt :=

0 0 · · · 0 Bt
S
(0)
t 0 · · · 0 0
0 S
(1)
t · · · 0 0
...
...
. . .
...
...
0 0 · · · S(d−2)t 0

Here ages run from 1 to d, and are equivalently referred to as age classes that run from 0 to
d − 1. The quantity S(j)t ∈ (0, 1) is the proportion surviving from age j to j + 1 in year t,
and Bt is the average number of offspring produced when an individual becomes mature in
age-class d− 1. Offspring are born into age-class 0, and the parent — in age class d− 1 —
dies.To this we add A, where now A is a fixed diagonal matrix with nonnegative entries, and
at least one positive entry, and also allow for penalties e−∆i .
We immediately have
(4) a(0) =
1
d
(
E[logBt] +
d−2∑
j=0
E[logS(j)t ]
)
.
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If we look at this in groups of d generations, the product
Dt :=
(
e∆Mdt+d−1 + Adt+d−1
)(
e∆Mdt+d−2 + Adt+d−2
)· · · (e∆Mdt + Adt)
is diagonal when  = 0, and is of the form described in section 1.2. Consequently, we may
apply Theorem 2 to this Dt, producing the same 1/ log 
−1 rate of increase, as stated in
Corollary 3. (To be precise, there will be additional terms corresponding to higher powers of
, but these will not affect the result.) The populations at different “sites” now correspond to
populations shifted by time into different age classes
The migration graph M is simply the cyclic graph 0 → 1 → · · · → d− 1 → 0. Thus the
quantity σ2∗ defined at the end of section 1.2 is
(5) d−1
Var(log S(0)t
Bt
)
+ Var
(
log
Bt
S
(d−2)
t
)
+
d−2∑
j=0
Var
(
log
S
(j)
t
S
(j+1)
t
)
1.4. The Orlicz norm. The upper bounds on a() depend on bounds on the tails ofX
(t)
i −X(t)j .
The most convenient (and general) assumption will be that these variables are sub-Gaussian.
A random variable Z is sub-Gaussian if E[eλZ2 ] is finite for some λ.
Let Ψ(x) = ex
2
/5. Following [Pol90] we define the Orlicz norm ‖Z‖Ψ for a centered
sub-Gaussian random variable Z by
(6) ‖Z‖Ψ := inf{C : E[Ψ(|Z|/C)] < 1}.
The Orlicz norm is sub-additive, so that ‖Z1 +Z2‖Ψ ≤ ‖Z1‖Ψ + ‖Z2‖Ψ. If Z is Gaussian with
mean 0 and variance σ then ‖Z‖Ψ ≤
√
2σ. When the random variables are independent we
have a stronger result (which is a variation on Lemma 1.7 of [BK00].)
Lemma 1. If Z1, Z2, . . . , Zn are mean-zero independent random variables, and τ a constant
such that ‖Zi‖Ψ ≤ τ for all i, then
(7) ‖Z1 + · · ·+ Zn‖Ψ ≤ 4τ
√
n.
Proof. We have for any z > 0 that P{Zi ≥ z} ≤ 5e−z2/τ2 . It follows by direct calculation that
for any λ ≥ 0
E
[
eλ|Zi|
]
≤ e3τ2λ2 .
We then have
P
{∣∣∣∑Zi∣∣∣ ≥ z} ≤ e−λzE [eλ|∑Zi|] ≤ e3nτ2λ2−λz
for all positive λ and z. Choosing λ to minimize the bound we obtain
P
{∣∣∣∑Zi∣∣∣ ≥ z} ≤ e−z2/12nτ2 .
Integrating by parts we then obtain
E
exp
 1C2
 n∑
i=1
Zi
2

 ≤ −1 + 2C2
∫ ∞
0
z exp
{
z2
(
1
C2
− 1
12nτ 2
)}
≤ 12nτ
2
C2 − 12nτ 2 − 1,
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which is ≤ 5 for C2 ≥ 14nτ 2. The bound (7) follows immediately from the definition. 
1.5. Main results.
Theorem 2. Suppose there exist sites i and j such that µ = E[X(i)t ] = E[X
(j)
t ] and X
(j)
t −X(i)t
is not almost surely zero. Then a has modulus of continuity at least 1/ log −1 at  = 0. We
have
(8)
σ2∗
2pi
≤ lim inf
↓0
(log −1)
(
a()− a(0)
)
,
where σ2∗ is defined by (3)
If, in addition, the log growth rates have sub-Gaussian differences then the modulus of
continuity is 1/ log −1 at  = 0. That is,
(9) 0 < lim inf
↓0
(log −1)
(
a()− a(0)
)
≤ lim sup
↓0
(log −1)
(
a()− a(0)
)
<∞.
Notice that this is a fairly generic result, as the lower bound does not depend on any
assumptions about the tails. The upper bound does depend on the sub-Gaussian assumption
for the logarithms of the matrix entries, meaning that heavy-tailed distributions — including,
but not exclusively, those that are sub-exponential [Teu75], so a fortiori entries with polynomial
order tail behaviour — could have an even slower convergence to 0 as  approaches 0.
Corollary 3. In the diapause setting with Mt not deterministic — that is, at least one entry
has nonzero variance — a has modulus of continuity at least 1/ log −1 at  = 0. That is,
(10) 0 <
σ2∗
2pi
≤ lim inf
↓0
(log −1)
(
a()− a(0)
)
.
If Bt and S
(j)
t have sub-Gaussian tails for all j then the modulus of continuity is 1/ log 
−1 at
 = 0. That is,
(11) 0 < lim inf
↓0
(log −1)
(
a()− a(0)
)
≤ lim sup
↓0
(log −1)
(
a()− a(0)
)
<∞.
2. Trajectories
In analyzing the generic migration problem in [ST18], a central role was played by the
enumeration of “excursions” away from the optimal-growth site. The vast majority of the
population will have an ancestry that spent nearly all of its time at that site, but made rare
excursions to other sites at times when those happened to have periods of exceptionally large
growth.
In the current setting the optimal ancestries will have divided their time more or less equally
among the optimal sites. There is no home base from which to count excursions. What we
need to enumerate are “trajectories”, which will simply be paths in the migration graph M.
The set of all trajectories of length T will be denoted FT , and the set of trajectories that start
at site i and end at site j will be FT (i, j). The set of changepoints of a trajectory f will be
denoted
K(f) := {t : ft 6= ft+1}.
We write FT,k for the set of trajectories with exactly k changepoints, and we have
(
T
k
) ≤
#FT,k ≤ dk
(
T
k
)
. We endow Fn with the L
2 norm ‖ · ‖2, defined to be the square root of the
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Hamming distance (the number of times at which the trajectories are not equal). The null
trajectory f (0) will denote the path that stays at 0 for all T steps.
We then have the random variables
Zf := f [X,A] :=
∑
t∈K(f)
logAt(ft+1, ft) +
∑
t∈{0,...,T−1}\K(f)
(
X
(ft)
t −X(0)t
)
.
Here 0 is assumed to be a site with maximum mean log growth rate, but is otherwise arbitrary.
(We will use the Zf notation for brevity when there is no need to emphasize the dependence
on X and A.)
Lemma 4.
(12) logRT (0, 0) =
T∑
t=1
X
(0)
t + log
(
1 +
∑
f∈FT (0,0)\{f (0)}
ef [X,A]K(f)
)
,
where f (0) is the null trajectory. Thus
lim inf
T→∞
T−1 max
f∈FT
f [X,A]−K(f) log −1 ≤ a()− a(0)
≤ lim sup
T→∞
T−1
(
log #FT + max
f∈FT
f [X,A]−K(f) log −1
)(13)
Proof. We have, by definition,
(14) RT (0, 0) =
∑
(f0,...,fT )
T−1∏
t=0
Dt(ft+1, ft),
where the summation is over (f0, . . . , fT ) ∈ {0, . . . , d− 1}T+1 with f0 = fT = 0. Note that we
may restrict the summation to (T + 1)-tuples such that Dt(ft, ft−1) > 0, which will only be
true when (ft−1, ft) is an edge of M. These are the trajectories in FT (0, 0).
We have Dt(0, 0) = e
X
(0)
t . Thus, we may write the log of the expression in (14) as
logRT (0, 0) =
T−1∑
t=0
X
(0)
t + log
 ∑
f∈FT (0,0)
T−1∏
t=0
Dt(ft+1, ft)
Dt(0, 0)

=
T−1∑
t=0
X
(0)
t + log
1 + ∑
f∈FT (0,0)\{f (0)}
exp

T−1∑
t=0
logDt(ft+1, ft)−X(0)t

 .
(15)
The definition of Dt (recall that we are taking the penalty terms ∆ to be 0) immediately
yields the expression f [X,A]−K(f) log −1, completing the proof. 
3. Proof of the lower bound
Let γ = (0, 1, . . . , k − 1, 0) be a cycle in {0, . . . , d− 1} that maximises σ2∗. For convenience
we will extend the definition of γ to γt for t ∈ R+ by γt := γbtc mod k. We begin by assuming
the cycle includes only sites with the maximum mean log growth rate; that is, E[X(j)t ] = µ for
all 0 ≤ j ≤ k − 1, and write σ2i := Var(X(γi+1)t −X(γi)t ), so that σ2∗ = k−1
∑k−1
j=0 σ
2
j .
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0
1
2
3
Figure 2. Base trajectory (red) and one element of F∗ (green) on the cycle
(0, 2, 3, 0), based on the cycle defined in the example of Figure 1, with `0 =
10, `2 = 8, `3 = 6. We are assuming for purposes of this example that 0,
2, and 3 all have the maximum mean log growth rate. For this example
we have Z(0) =
∑9
t=7
(
X
(2)
t −X(0)t
)
, Z(1) =
∑17
t=12
(
X
(3)
t −X(2)t
)
, Z(2) =(
X
(0)
22 −X(3)22
)
, Z(3) =
∑33
t=28
(
X
(2)
t −X(0)t
)
.
Fix a cyclically repeating sequence of positive integers `0, . . . , `k−1, `k, . . . , where `i = `i′
for i ≡ i′mod k, and define
Li :=
∑
j<i
`j.
For any positive integer s we define 〈s〉 to be the unique i such that Li ≤ s < Li+1. We also
write ` := Lk−1, the sum of `i across one cycle.
We define a base trajectory f∗ that proceeds through the cycle γ from step 0 to T − 1,
spending exactly `i time units at site γi before moving on. We consider a set of trajectories
F∗, defined to be those that track f∗, but may advance one step beyond, without reversing
direction. Thus, for example, a trajectory in F∗ may move from 0 to 1 any time between
t = 0 and t = `0 − 1; once arrived, it remains at least until time `0 − 1. We write F∗,T for the
trajectories in F∗ of length T .
For integers i consider the random variables
(16) Z(i) := max
{Li+1−1∑
t=Li+s
(
X
(γi+1)
t −X(γi)t
)
: 0 ≤ s ≤ `i − 1
}
.
Note that for any fixed T and (`i), the collection of random variables {Z(i) : 0 ≤ i ≤ 〈T 〉}
are independent and for each positive integer m
max
{
Zf : f ∈ Fm`,km
} ≥ max{Zf : f ∈ F∗,m`}
≥
km−1∑
i=0
Z
(
i) − kmA∗ −
√
m` · Ym,` ,
(17)
where
Ym,` := (m`)
−1/2
km`−1∑
s=0
(
X
(0)
t −Xγ〈s〉)t
)
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are variables with expectation 0 and variance constant in m. In addition, Z(i) and Z(i′) have
the same distribution when i ≡ i′mod k. For 0 ≤ i ≤ k − 1 we define
(18) Γ`,i := `
−1/2
i E
[
Z(i)
]
.
It follows from (17) and the Strong Law of Large Numbers that for fixed `,
(19) lim
m→∞
m−1 max
{
Zf : f ∈ Fkm`,km
} ≥ k−1∑
i=0
`
1/2
i Γ`,i − kA∗
for any `.
We now fix
`i =
2pi
 kσi∑k−1
j=0 σ
2
j
log −1
2
 .
We have
2pi
k2 log2 −1∑k−1
j=0 σ
2
j
≤ ` ≤ k + 2pik
2 log2 −1∑k−1
j=0 σ
2
j
For any T ≥ ` we then have
T−1 max
{
Zf −#K(f) log −1 : f ∈ FT
} ≥ T−1 max{Zf −#K(f) log −1 : f ∈ Fmk`}
≥ T−1 max{Zf : f ∈ Fkm`,km}− T−1km log −1,
since #K(f) = km for any f ∈ Fkm`,km
≥
(
1− 1
m
)
`−1m−1 max
{
Zf : f ∈ F∗,km`
}− k
`
log −1 +
|Ym,`|√
`m
where m = bT/`c.
Define for 0 ≤ t < 1
W
(i)
t :=
1√
`iσi
∑
Li+(1−t)`i≤s<Li+1−1
(
X
(γi+1)
i`+s −X(γi)i`+s
)
.
Then
Z(i) =
√
`iσi max
0≤t<1
Wt.
By Donsker’s invariance principle (cf. Theorem 2.4.4 of [EKM97]) (Wt)0≤t≤1 converges weakly
(in supremum) to a Brownian motion (ωt)0≤t≤1, so that
E
[
max
0<t≤1
σiWt
]
`→∞−−−−→σiE
[
max
0<t≤1
ωt
]
=σiE
[|ω1|]
=
√
2/pi · σi
(20)
by the reflection principle.
Thus, for any δ > 0 we may find 0 such that for 0 <  < 0 (hence `i sufficiently large)
Γ`,i ≥
√
2/pi · σi − δ ·
∑
σj
k
√
2pi
.
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By (19) it follows that
lim
T→∞
T−1 max
{
Zf −K(f) log −1 : f ∈ FT
} ≥ `−1(k−1∑
i=0
√
`iΓ`,i − k log −1
)
≥ `−1 ·
k log −1 − δ · ∑σj
k2
√
2pi
·
k−1∑
i=0
√
`i

≥ k
`
(1− δ) log −1
≥ σ
2
∗
2pi
log−1 −1
(
1− σ
2
∗
2pi
log−2 −1
)
(1− δ).
(21)
Since δ > 0 is arbitrary,
lim
↓0
log −1
(
a()− a(0)) ≥ σ2∗
2pi
.
It remains only to dispense with the assumption that we began with, that the cycle γ
includes only sites with optimal mean log growth. Suppose instead that there are k′ sites in γ
with optimal mean log growth. The only change required is to redefine the basic trajectory
f∗. Instead of spending time `i at site i, it passes through the non-optimal sites immediately,
spending one time unit in each. The key relation (17) remains unchanged, except that Z(i) is
no longer the maximum over 0 ≤ s ≤ `i − 1 when γi′ and γi are successive optimal sites in γ,
but rather over i− i′ − 1 ≤ s ≤ `i − 1. This has no effect on the limit in (20) as `i →∞, so
the rest of the calculation goes through as before.
0
1
2
3
Figure 3. Base trajectory (red) and one element of F∗ (green) on the cycle
(0, 2, 3, 0), based on the cycle defined in the example of Figure 1, with `0 = 10,
`3 = 6. The trajectories have been corrected for the fact that site 2 does not
have the maximum mean log growth rate. Hence f∗ and all trajectories in F∗
spend only a single time unit in site 2.
‘
4. Proof of the upper bound
We replace At(i, j) by maxi′,j′ At(i
′, j′) ∨ 1 for all i 6= j. This can only increase the value of
a(), so it suffices to prove the upper bound under this new condition. Similarly, the upper
bound will only be increased if we add µ − E[X(j)t ] to each X(j)t , so it will suffice to prove
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the upper bound under the assumption that the expectations are all the same. Let τ/4 be a
bound on the Orlicz norm ‖X(i)t −X(j)t ‖Ψ.
Define Z˜f :=
∑T−1
t=0 X
(ft)
t , the main term in Zf . Then
Z˜f − Z˜f ′ =
T−1∑
t=0
(
X(ft) −X(f ′t))
and by Lemma 1
‖Zf − Zf ′‖Ψ ≤ d(f, f ′) := τ‖f − f ′‖2.
We now fix an increasing sequence of integers 1 = m0 < m1 < · · · < mJ < mJ+1 = T , to
be determined later, where we assume that mJ = bT/2c. We define for J ≥ j ≥ 0,
Zj∗ := max{Zf : f ∈
⋃
mj≤k<mj+1
FT,k},
Z˜j∗ := max{Z˜ : f ∈
⋃
mj≤k<mj+1
FT,k}.
(22)
We then have
(23) Zj∗ ≤ Z˜j∗ −mj log −1 + 2mj+1A∗.
We may then use (12) to obtain
a()− a(0) ≤ lim sup
T→∞
T−1 log
(
1+
J−1∑
j=0
mje−2mj+1A∗(mj+1 −mj)
(
T
mj+1
)
eZ˜
∗
j + TmJe−2TA∗
(
T
mJ
)
eZ˜
∗
J
)
.
(24)
To bound the Orlicz norm of Zj∗ we use chaining, as described in [Pol90]. By Lemma 3.4 of
[Pol90] we know that for any F∗ ⊂ Fn,
(25) ‖max
f∈F∗
Z˜f‖Ψ ≤
∞∑
i=1
τ
√
T
2i
√
2 + logD(τ
√
T/2i,F∗),
where the packing number D(r,F∗) is the maximum number of points that may be selected
from F∗, with no two of them having ‖ · ‖2 distance smaller than r/C0. (In principle there
would be an additional term for the norm of Zf (0) , but that is identically 0.)
The packing numbers for FT,k are difficult to estimate precisely, particularly for large k,
but fortunately we can make do with fairly crude bounds, such as we state below as Lemma
5. Substituting (30) into (25), and using the fact that the bound is increasing in k, we see
that for j ≤ J − 1,
D
(
τ
√
T/2i ,
⋃
mj<k≤mj+1
FT,k
)
≤ Tmj+1dmj+1+1 min
{
T e
mj+1
,
T e
T/4i −mj+1 + 2e
}mj+1
and
D
(
τ
√
T/2i ,
⋃
mJ<k≤T
FT,k
)
≤ T 2(8ed log d)T
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Consider some fixed j ≤ J − 1. If we let i∗ = blog4 T/2mj+1c, then for i ≤ i∗ − 1,
4imj+1
T
≤ 1
2
, and 2i∗ ≥ 1
2
√
T/mj+1 ≥ 1
2d
√
log(Tde/mj+1).
So for j ≤ J − 1
‖Z˜j∗‖Ψ ≤
i∗−1∑
i=1
τ
√
T
2i
√
log 8mj+1Td+mj+1 log Tde/(4−iT −mj+1)
+
∞∑
i=i∗
τ
√
T
2i
√
log 8mj+1Td+mj+1 log(Tde/mj+1)
≤
i∗−1∑
i=1
τ
√
T
2i
√
log(8mj+1Td) + imj+1 log 4−mj+1 log(1− 4imj+1/T )
+
τ
√
T
2i∗−1
√
log(8mj+1Td) +mj+1 log(Tde/mj+1)
≤
∞∑
i=1
C1
√
T
2i
√
imj+1 +
C1
√
T
2i∗−1
√
mj+1 log(Tde/mj+1)
≤ C2
√
Tmj+1
for some constants C1, C2. By choosing C2 appropriately we may ensure that this bound
holds as well for j = J .
By definition of the Orlicz norm, stated as (6), this means that for 1 ≤ j ≤ J ,
E
[
exp
{
(Z˜j∗)
2/C22Tmj+1
}]
< 5.
Applying Markov’s inequality we have
P{Z˜j∗ > z
√
Tmj+1} ≤ 5e−z2/C22 .
Let z = max{1, C2}, and for any T ≥ log2 −1 define Az,T to be the event on which Z˜j∗ ≤
z
√
Tmj+1(j + 1) for all j. Note that
(26) P(A{z,T ) ≤
∞∑
j=1
e−z
2j/C22 ≤
(
ez
2/C22 − 1
)−1
.
This bound is smaller than 1, from which it follows that P(Az,T ) > 0.
We now take mj := b4Tjz2/ log2 c as long as this is < T/2, then set mJ = bT/2c and
mJ+1 = T . We note that J+1 ≤ (log2 )/4z2. By the constraint on z, we have for J−1 ≥ j ≥ 1
T e
mj
≤ e log
2 /4
jz2 − log2 /4T ≤
log2 
jz2
,
so (
T
mj
)
≤
(
log2 
jz2
)4Tjz2/ log2 
.
Similarly, we have on Az,T the bound
Z˜j∗ ≤ z
√
Tmj+1(j + 1) ≤ 2z2(j + 1)T/ log −1.
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Substituting into (24) we see that on the event Az,T ,
a()− a(0) ≤ lim inf
T→∞
T−1 log
(
1 + T 2e−2TA∗(4)T/2eTz
√
J+1 +
T
∞∑
j=1
4Tjz
2/ log2 e8A∗Tjz
2/ log2 
(
log2 
jz2
)4Tjz2/ log2 
e2z
2(j+1)T/ log −1
)
.
(27)
We restrict now to  sufficiently small so that
(28) log −1 ≥ 16A∗ + log 16 and log 
−1
log log −1
≥ 16.
The sum may then be bounded by
∞∑
j=1
exp
{
Tz2
log −1
(2− j)
}
=
exp
{
Tz2/ log −1
}
1− exp{−Tz2/ log −1}
while the additional term on the first line is bounded by
T 2e−
T
4
(log −1−2A∗−log 16) ≤ 1
for  in the stated range. Thus
a()− a(0) ≤ lim inf
T→∞
T−1 log
(
2 + exp
{
Tz2
log −1
})
=
z2
log −1
(29)
on the event Az,T . Since the event has positive probability, and since a()− a(0) is almost
surely constant, the bound holds with probability 1.
Lemma 5. For any r and positive integers T, k, with
√
T > r > k > 0,
(30) D(r,FT,k) ≤ dk+1 min
{
T e
k
,
T e
(r/τ)2 − k + 2e
}k
.
Proof. Let r′ = (r/τ)2. Suppose that r′ > k, let j = br′/kc, and let m = dT/je. Let F∗ be
the set of ordered (non-decreasing) sequences of length k from {0, . . . ,m− 1}, crossed with
{0, . . . , d− 1}k+1, and define a map (φ, ψ) : FT,k → F∗ by letting {f}i be the i-th coordinate
where f changes, and defining
φ(f)i =
⌊{f}i
j
⌋
and ψ(f)i = f{f}i ; that is, the site that f moves to at its i-th change.
If f and f ′ are two elements of FT,k with φ(f) = φ(f ′) and ψ(f) = ψ(f ′), then fi = f ′i as
long as bi/jc /∈ φ(f), since any t /∈ φ(f) corresponds to a span of tj, tj + 1, . . . , tj + j − 1
where ftj = f
′
tj (because they started with f0 = f
′
0, and the number of changes in f0, . . . , ftj−1
is the same as the number of changes in f ′0, . . . , f
′
ti−1). Thus d(f, f
′) ≤ kj˙ ≤ r′, meaning that
‖f − f ′‖2 ≤ τ
√
r′ = r. By the pigeonhole principle, any subset of FT,k of size greater than
#F∗ has points with ‖ · ‖2-separation no more than r. Hence
D(r,FT,k) ≤ #F∗ =
(
m+ k
k
)
dk+1.
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Combining this with the trivial bound D(r,FT,k) ≤ #FT,k =
(
n
k
)
and the bound(
a
b
)
≤
(
ae
b
)b
completes the proof. 
5. Simulations
We illustrate the result with a very simple 2× 2 example:
Mt =
(
0 Bt
St 0
)
, At =
(
1 0
0 0
)
, with St ∼ Unif(0.05, 0.99), Bt ∼ Gam(5, 2),
with St and Bt independent. We have a(0) =
1
2
(E[logSt] + E[logBt]) = −0.0193. We also
have
σ2∗ = Var(logSt) + Var(logBt) ≈ 0.732.
 1/ log −1 a()
0.500 1.443 0.305
0.400 1.091 0.256
0.300 0.831 0.206
0.200 0.621 0.153
0.100 0.434 0.097
0.050 0.334 0.065
0.010 0.217 0.028
0.005 0.189 0.022
0.001 0.145 0.012
10−4 0.109 0.003
10−5 0.087 -0.001
10−6 0.072 -0.005
0 0.000 -0.019
Table 1. Simulated diapause example
The results are tabulated in Table 1, for values of  down to 10−6. In Figure 4 we plot
a() against 1/ log −1, and see that for small values of  the values are very close to a line,
with slope approximately 0.2. This is consistent with Theorem 2, which states that it should
converge (as log −1 → 0) to a line with slope at least σ2∗/2pi = 0.116.
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Figure 4. Simulated diapause example.
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