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The interaction between locally monochromatic finite-amplitude mesoscale waves, their
nonlinearly induced higher harmonics, and a synoptic-scale flow is reconsidered, both in
the tropospheric regime of weak stratification and in the stratospheric regime ofmoderately
strong stratification. A review of the basic assumptions of quasi-geostrophic theory on an
f -plane yields all synoptic scales in terms of a minimal number of natural variables, i.e.
two out of the speed of sound, gravitational acceleration and Coriolis parameter. The wave
scaling is defined so that all spatial and temporal scales are shorter by one order in the
Rossby number, and by assuming their buoyancy field to be close to static instability. WKB
theory is applied, with the Rossby number as scale separation parameter, combined with
a systematic Rossby-number expansion of all fields. Classic results for synoptic-scale-flow
balances and inertia-gravity-wave (IGW) dynamics are recovered. These are supplemented
by explicit expressions for the interaction between mesoscale geostrophic modes (GMs),
a possibly somewhat overlooked agent of horizontal coupling in the atmosphere, and the
synoptic-scale flow. It is shown that IGW higher harmonics are slaved to the basic IGW,
and that their amplitude is one order of magnitude smaller than the basic-wave amplitude.
GM higher harmonics are not that weak and they are in intense nonlinear interaction
between themselves and the basic GM. Compressible dynamics plays a significant role in the
stratospheric stratification regime, where anelastic theory would yield insufficient results.
Supplementing classic derivations, it is moreover shown that, in the absence of mesoscale
waves, quasi-geostrophic theory holds also in the stratospheric stratification regime.
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1. Introduction
Mesoscale waves and their interaction with large-scale flow are
an important problem of atmospheric dynamics. The significant
contribution of inertia-gravity waves (IGWs) to the mesoscale
dynamics of the atmosphere is undisputed (e.g. Fritts and
Alexander, 2003; Kim et al., 2003; Alexander et al., 2010). They are
radiated by various processes, often propagate over large distances,
and finally break, unless dissipated by molecular diffusion and
viscosity. Thereby and by other nonlinear interactions, they
exert an impact on the momentum and energy budget of the
large-scale flow. Corresponding effects cannot be neglected,
either in weather prediction or in climate simulations. Often
they must be parametrized because time- and length-scales of
most parts of the IGW spectrum are too small to be resolved
explicitly. Gravity-wave parametrizations were proposed, e.g.
by Lindzen (1981), Holton (1982), Medvedev and Klaassen
(1995), Hines (1997), and Alexander and Dunkerton (1999).
Many of them are based on Wentzel–Kramers–Brillouin (WKB)
theory (Bretherton, 1966; Grimshaw, 1975a,b; Mu¨ller, 1976).
This approach assumes a small variation of the wave properties
frequency, wave number, and amplitude over a wavelength
and a period. In its most general form, it leads to a closed
system of equations describing the propagation of frequency
and wave number along rays, usually the conservative transport
of wave action, and the interaction with the large-scale flow.
However, the above-mentioned IGW parametrizations all take
a single-column perspective where horizontal inhomogeneities
of the large-scale flow are neglected as well as horizontal IGW
propagation. Moreover, they assume instantaneous steady-state
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IGW amplitudes representing an equilibrium, as would result
after some adjustment time from a steady lower-boundary IGW
source and a steady-state large-scale flow. These approximations
allow the derivation of a wave-dissipation or non-acceleration
paradigm, stating that changes of the large-scale flow can occur
only when the IGWs dissipate, e.g. by wave breaking. Crucial
progress in our understanding of the IGW–mean-flow interaction
was facilitated by the development of Generalized Lagrangian-
Mean (GLM) theory by Andrews and McIntyre (1978a,b), holding
at arbitrary IGW amplitudes. Based on this theory Bu¨hler and
McIntyre (1998, 2003, 2005) have analyzed the wave-dissipation
paradigm in detail. They show that dropping the single-column
and steady-state assumptions leads to significant modifications.
The wave-dissipation paradigm does not hold under these
conditions, as the horizontal refraction of IGWs from large-scale-
flow inhomogeneities goes along with substantial large-scale-flow
accelerations. Moreover, it is the large-scale potential vorticity
(PV) that is affected primarily, and corresponding accelerations
are determined from PV inversion. Therefore these accelerations
typically do not occur most strongly directly where the wave
refraction takes place, or rather where the IGW forcing of
synoptic-scale PV is largest. This is the so-called remote-
recoil effect (Bu¨hler and McIntyre, 2003), first demonstrated
by Bretherton (1969). Studies of the interaction between IGWs
and solar tides using a general WKB IGW model without single-
column and steady-state approximations (Senf and Achatz, 2011;
Ribstein et al., 2015) indeed show that these approximations lead
to a significant overestimation of the IGW-flux convergences, and
hence to an incorrect estimation of tidal amplitudes.
However, as general as the GLM results are, with respect
to IGW impacts on the large-scale flow, it remains difficult
to directly implement them into weather forecast and climate
models. These are formulated in an Eulerian perspective,
whereas GLM assumes the resolved flow to be a Lagrangian
mean. Moreover, Langrangian-mean results often stress issues
around PV conservation and the related prognostic equation,
whereas the practitioner is rather interested in explicit terms
by which the standard prognostic equations for momentum
and thermodynamics can be supplemented. Assuming low wave
amplitudes, typically in terms of the ratio of displacement
amplitude over wavelength, Andrews and McIntyre (1978b);
Bu¨hler and McIntyre (1998, 2003, 2005) and Bu¨hler (2009)
transform the GLM results in numerous examples to Eulerian
representations, in shallow-water or Boussinesq dynamics, or
assuming the large-scale flow to satisfy, in the absence of
IGWs, quasi-geostrophic dynamics. However, they do not
give corresponding results for general compressible dynamics.
Vertical displacement amplitudes below the vertical wavelength
also imply IGWs significantly below the static instability or
overturning threshold, while waves of finite amplitudes are worth
consideration as well. As low-amplitude theories rely on being
able to use the wave amplitude as a small expansion parameter, it is
not clear that their results can readily be used at finite amplitudes
as well. Another issue is that classic quasi-geostrophic theory
(Charney, 1948; Pedlosky, 1987) assumes the atmosphere to be
as weakly stratified as in the troposphere where the pressure scale
height Hp is about an order of magnitude less than the potential-
temperature scale height Hθ . As pointed out by Klein et al. (2010),
the ratio Hp/Hθ decides how the highest possible internal-wave
frequency relates to a typical acoustic frequency. The larger it
is, the more care is advisable in the use of sound-proof models,
e.g. Bousinesq or anelastic models that are popular in this field.
Stronger stratification, e.g. as in the stratosphere, does not seem
to be have been fully considered. Zeitlin et al. (2003) indicate a
derivation of quasi-geostrophic theory with strong stratification,
however within Boussinesq theory.
Therefore, supplementary approaches remain interesting.
Multi-scale asymptotics of the general compressible equations
is such an approach. To the best of our knowledge, Grimshaw
(1975b) first used this technique in a classic paper to analyze the
IGW–mean-flow interaction in a rotating atmosphere, focusing
on non-hydrostatic IGWs with comparable horizontal and vertical
scales. He assumes equal scale heights for pressure, density, and
entropy, as occur in the stratosphere. However, in the treatment
of the IGW impact on the synoptic-scale flow, he switches
to a Lagrangian-mean approach, and derives a conservation
equation for a total PV consisting of quasi-geostrophic PV and
a wave contribution. A complete treatment within the Eulerian
perspective, and a corresponding link to quasi-geostrophic theory
in an atmosphere with moderately strong stratification is not
given. Finally, he does assume non-hydrostatic scaling for the
waves, so that an application of his results to hydrostatic IGWs
is not obviously possible. As a consequence of his scaling, e.g.
the Coriolis frequency is assumed to be of the same order as the
Brunt–Va¨isa¨la¨ frequency, whereas in the atmosphere they are
two orders of magnitude apart. Another related study is the one
by Plougonven and Zhang (2007), where the interaction between
synoptic-scale flow and IGWs is investigated in similar scaling
regimes. However, they assume small wave amplitudes, and they
do not take the step towards an efficient wave representation
by slowly varying wavenumbers and amplitudes. Just as Yasuda
et al. (2015a,b), that work rather addresses the problem of IGW
emission by balanced flow, as reviewed by Plougonven and Zhang
(2014).
Moreover, though IGWs are one possibility for mesoscale
waves, there are also vortical geostrophic modes (GMs) which
can contribute. In addition to IGWs, they arise as natural modes
in the analysis of linear dynamics (e.g. Borchert et al., 2014) and
together with IGWs they form a complete modal basis of the
part of the flow not attributable to accoustic modes. As shown
below, they also constitute the mesoscale part of a flow described
by quasi-geostrophic theory. In the soundproof approximation
one can thus see the total dynamics as an interaction between
synoptic-scale flow and mesoscale IGWs and GMs. The latter
have been argued to be generated, e.g. by convective events
(Gage, 1979; Lilly, 1983; Vallis et al., 1997) and to represent the
development of fronts at the edge of synoptic-scale vortices at the
top of the troposphere (Tulloch and Smith, 2006). Beyond this
they play a fundamental role in geostrophic adjustment (Rossby,
1938) and spontaneous imbalance (e.g. Plougonven and Zhang,
2014) where they represent the mesoscale part of the flow not
radiated away in the form of IGWs. The study by Callies et al.
(2014) indicates that IGWs dominate the mesoscale spectrum in
the upper troposphere. However, the respective role of GMs and
IGWs in horizontal coupling of synoptic-scale flows is unclear,
so that the former still might deserve some attention. We are
not aware of an analysis that systematically analyzes the GM
interaction with a large-scale flow within the general compressible
framework, and that develops a model for subgrid-scale GMs that
can be used as parametrization in simulations that do not resolve
the mesoscales. There is an extensive literature on interactions
between synoptic-scale Rossby waves and planetary-scale mean
flows, using quasi-geostrophic theory. An overview is given, e.g.
by Vallis (2006). Most of it deals with zonally symmetric mean
flows, but zonally inhomogeneous flows have also been discussed
(Plumb, 1986). However, as detailed below and summarized
in Table 2, mesoscale GMs are not in the low-Rossby-number
regime. Hence it is not clear whether quasi-geostrophic theories
can be used for them. In addition, differences could possibly
be due to the different scales involved. It is not obvious that
planetary-synoptic versus snyoptic-mesoscale interactions follow
the same dynamics, even within quasi-geostrophic theory.
In summary, there seems to be room for a reconsideration of the
interaction between a synoptic-scale flow and a mesoscale wave
field of a locally monochromatic basic wave and its nonlinearly
induced higher harmonics, hydrostatic or non-hydrostatic,
(i) holding at finite wave amplitudes,
(ii) derived from the compressible equations,
(iii) holding in all interesting stratification regimes, and
(iv) including the mean-flow interaction with GMs.
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This is the plan of the work described here. It is an extension
of the work of Grimshaw (1975b), but also of previous steps
by some authors (Achatz et al., 2010; Klein, 2011), using multi-
scale asymptotic theory, where a finite-amplitude WKB theory
for a non-rotating atmosphere has been derived in a particular
distinguished limit of the governing equations. The prediction
by that theory of weak higher harmonics, predominantly forced
by large-scale gradients in the gravity-wave fluxes, has been
validated numerically by Rieper et al. (2013). For the sake of
better readability, results previously obtained by others, especially
Grimshaw (1975b), are not just stated but re-derived, so as to
provide a complete picture.
The article is structured as follows. In section 2 we identify
the appropriate scales for our problem. These are used to non-
dimensionalize the equations of motion in section 3, where the
WKB ansatz is introduced as well, allowing for a basic wave
and all its nonlinearly induced higher harmonics. Leading-order
results of the asymptotic analysis are derived in section 4. These
include the relevant dispersion and polarization relations as well
as the eikonal ray-tracing equations. The next-order equations
are derived in section 5, which are used in section 6 for the
derivation of the amplitude equations for both wave modes. These
are an IGW wave-action conservation equation, and potential-
enstrophy equations for all GM harmonics. It is also shown that,
due to their dispersion relation IGWs are dominated to leading
order by the basic wave, whereas in a GM solution all higher
harmonics contribute to the same order. The leading-order IGW
harmonics are found to be slaved to the basic wave. This is
followed by an analysis of the wave impact on the large-scale flow
in section 7. Effectively the PV of the synoptic-scale flow is found to
satisfy a quasi-geostrophic conservation equation, supplemented
by a forcing due to the vertical curl of an Eliassen–Palm flux
convergence vector. The most essential results are summarized in
dimensional form in section 8. We conclude with a discussion in
section 9.
2. Scaling for synoptic-scale flow and for small-scale waves
We assume inviscid and continuously stratified dynamics on an
f -plane (e.g. Durran, 1989), with Coriolis parameter f , without
external sources or sinks:
Du
Dt
+ f ez × u = −cpθ∇hπ , (1)
Dw
Dt
= −cpθ ∂π
∂z
− g, (2)
Dθ
Dt
= 0, (3)
Dπ
Dt
+ R
cv
π∇ · v = 0, (4)
where u and w are the horizontal and vertical components of
the total wind v, respectively. cp and cv = cp − R are the specific
heat capacities at constant pressure and volume, respectively, with
R the ideal gas constant of dry air. θ is potential temperature,
π the Exner pressure, g the gravitational acceleration, and ez
is the vertical unit vector. Within this setting we consider a
superposition of an exclusively altitude-dependent hydrostatic
reference atmosphere at rest (with tropospheric or stratospheric
stratification), a rather general synoptic-scale flow, and a locally
monochromatic small-scale wave field.
2.1. Reference-atmosphere scaling and synoptic scaling within
quasi-geostrophic theory
As a first step we review the synoptic scaling which quasi-
geostrophic theory is built on (e.g. Pedlosky, 1987). Synoptic-scale
flow is assumed to have typical horizontal and vertical length scales
Ls and Hs. Velocity scales for horizontal and vertical wind are
Us and Ws. Density fluctuations are assumed sufficiently small to
allow the estimate
Ws = Hs
Ls
Us. (5)
The synoptic time-scale Ts matches the advective time-scale
Ts = Ls
Us
= Hs
Ws
, (6)
and is assumed much longer than the inertial time-scale, so that
the Rossby number, ε, is small:
ε = Us
fLs
= 1
fTs
= O(10−1)  1. (7)
It is assumed that the vertical synoptic length-scale is comparable
to a typical pressure scale height Hp (with RT/g = O(Hp)), i.e.
Hs
Hp
= O(1) (8)
where T(z) is the temperature of the reference atmosphere.
The horizontal synoptic length-scale is set by the reference-
atmosphere stratification. Based on observation and also
consistent with baroclinic instability theory (Charney, 1947; Eady,
1949), it is assumed to be of the same order as the internal Rossby
deformation radius Ldi = NHp/f , i.e.
Ls
Ldi
= O(1), (9)
where the Brunt–Va¨isa¨la¨ frequency N = √g/Hθ is here deter-
mined by a typical reference-atmosphere potential-temperature
scale height Hθ , i.e. θ/(dθ/dz) = O(Hθ ). The stratification
depends on the atmospheric layer. Assuming a constant tem-
perature lapse rate  = −dT/dz, one finds for a hydrostatic
reference atmosphere
Hp
Hθ
= R
cp
(
1 − 
g/cp
)
. (10)
In the weakly stratified troposphere, a characteristic lapse rate
is  ∼ 6.5 K km−1 and hence Hp/Hθ ∼ 0.1 = O(ε) and the
midlatitude ratio between squared inertia and stratification is
f 2/N2 = O(ε4). However, here we are also interested in the more
strongly stratified case, more characteristic for the stratosphere,
where  ∼ −5 K km−1 and therefore Hp/Hθ ∼ 0.4 = O(1), so
that f 2/N2 = f 2Hθ /g = O(ε5), assuming an equal pressure
scale height in troposphere and stratosphere. This can be
summarized by
Hp
Hθ
= O(εα), (11)
f 2
N2
= O(ε5−α), (12)
where α is either 1 (weak stratification) or 0 (moderately strong
stratification). Hence, with the external Rosssby deformation
radius Ld =
√
gHp/f ,
Ls2
Ld2
= O
(
Ldi2
Ld2
)
= O
(
Hp
Hθ
)
= O(εα), (13)
Hs
Ls
= O
(
Hp
Ldi
)
= O
(
f
N
)
= O(ε(5−α)/2). (14)
The classic derivation of quasi-geostrophic theory (e.g. Pedlosky,
1987) assumes weak stratification (α = 1). A result below will be
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that it also holds for moderately strong stratification (α = 0). The
estimates above are thus consistent for both cases.
For the scaling of the dynamic variables, we then observe that
geostrophic equilibrium implies for the synoptic-scale Exner-
pressure fluctuations π ′ = π − π , together with the order-of-
magnitude equality of vertical length-scale and the pressure scale
height, and (13), that
π ′
π
= O
(
fUsLs
cpθπ
)
= O
(
fUsLs
cpT
)
= O
(
R
cp
fUsLs
gHp
)
= O
(
R
cp
L2s
L2d
ε
)
= O (ε1+α) . (15)
Likewise, hydrostatic equilibrium yields for the synoptic-scale
potential-temperature fluctuations
θ ′
θ
= O
(
∂π ′/∂z
∂π/∂z
)
=O
(
π ′/Hp
g/cpθ
)
=O
(
cp
R
π ′
π
)
=O(ε1+α). (16)
Moreover, geostrophic equilibrium implies
Us =O
(
cpθπ ′
Lsf
)
=O
(
cp
R
π ′
π
RT
Lsf
)
=O
(
cp
R
π ′
π
Ld
Ls
√
RT
)
, (17)
so that the appropriate horizontal-velocity scale is
Us = ε(2+α)/2
√
RT00, (18)
where T00 is a typical mid-altitude value of tropospheric or
stratospheric temperature. In other words, the Mach number is
Ma = Us/
√
RT00 = O[ε(2+α)/2]. Using the definition (7) of the
Rossby number, the aspect ratio (14), and (5), we also obtain
Ws = ε7/2
√
RT00, (19)
Ls = εα/2
√
RT00/f , (20)
Hs = ε5/2
√
RT00/f , (21)
while we remember from (7) that
Ts = ε−1/f . (22)
We remark that the order-of-magnitude equality of Hs and the
pressure scale height Hp then also implies the scaling
g = ε−5/2f
√
RT00. (23)
Certainly one could as well get from this
√
RT00, roughly the
speed of sound, in terms of g and f and express all scales in terms
of those constants. This would not change the results below.
A summary of relevant flow numbers is given in Table 1.
2.2. Scaling of inertia-gravity waves close to breaking
Now consider small-scale inertia-gravity waves (IGWs) such that
a typical vertical wavenumber m and corresponding vertical scale
Hw = 1/m obey
Hw = εHs = ε7/2
√
RT00/f . (24)
The horizontal length-scale is chosen so that both stratification
and rotation affect the IGW intrinsic frequency ω̂. With the
Boussinesq dispersion relation as an indicator (e.g. Sutherland,
2010), i.e.
ω̂2 = f
2m2 + N2(k2 + l2)
k2 + l2 + m2 , (25)
Table 1. Relevant flow numbers for the reference atmosphere and the synoptic-
scale flow.
Rossby number Ro = Us
fLs
= ε
Froude number Fr = Us
NHs
= O(ε)
Internal Burger number Bui =
(
NHs/f
Ls
)2
=
(
Ro
Fr
)2
=O(1)
External Burger number Bu =
(√
gHs/f
Ls
)2
= O(ε−α)
Mach number Ma = Us√
RT00
= O(ε(2+α)/2)
Aspect ratio aB = Hs
Ls
= O(ε(5−α)/2)
where k and l are typical horizontal wave numbers in x-
and y-directions, the corresponding horizontal length-scale
is Lw = 1/
√
k2 + l2 so that equal impact of rotation and
stratification implies, using (14),
H2w
L2w
= O
(
f 2
N2
)
= O(ε5−α), (26)
and thus
Lw = ε−(5−α)/2Hw = ε(2+α)/2
√
RT00/f = εLs. (27)
Likewise, we deduce that the IGW time-scale Tw = 1/ω̂ is
Tw = 1/f = εTs. (28)
This is consistent with the assumption of an IGW field influenced
by the Coriolis force. As is shown below, it is also in agreement
with the IGW time-scaling to be obtained from the Doppler term,
and hence also the absolute frequency.
The scaling of the dynamic variables is chosen so that it
represents an IGW close to breaking by overturning of potential-
temperature surfaces. This point of static instability is reached as
soon as the wave has an amplitude allowing local negative vertical
derivatives of total potential temperature,
∂
∂z
{
θ + 
(
θw e
i(k·x−ωt)
)}
< 0, (29)
where θw is the wave’s potential-temperature amplitude. At the
point of marginal stability it satisfies
θw
θ
= O
(
1
m
1
θ
dθ
dz
)
= O
(
Hw
Hθ
)
= O(ε1+α), (30)
as follows from (11), the order-of-magnitude equality of Hs and
Hp, and (24). This also implies an IGW buoyancy scaling
Bw = g θw
θ
= O(N2Hw). (31)
Referring to buoyancy dynamics, one can see that the wave
amplitudes considered are finite, i.e. the vertical-displacement
amplitude Bw/N2 is of the same magnitude as the vertical length
scale of the waves. To obtain from this the horizontal wind-
scale of the IGWs, we use the polarization relation between their
horizontal wind amplitude Uw in the x-direction, for example,
and buoyancy, as also derived further below (163), to estimate
Uw = O
(
i
kω̂ + ilf
mN2
ω̂2 − N2
ω̂2 − f 2 Bw
)
, (32)
which can be simplified by obtaining from the dispersion relation
ω̂2 − N2
ω̂2 − f 2 = −
m2
k2 + l2 = O
(
L2w
H2w
)
. (33)
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Since both kω̂ and lf are O
(
f /Lw
)
, this shows, together with (31),
that we can assume for the IGW horizontal wind-scale
Uw = fLw = ε(2+α)/2
√
RT00 = Us. (34)
The horizontal wind-scales of synoptic-scale flow and IGW are
thus assumed to be identical. Moreover, the IGW time-scale turns
out also to be the advective time-scale, i.e. Tw = Lw/Uw. This also
implies that the Doppler term in the IGW dispersion relation is
in agreement with the IGW time scaling as well, as noted above.
Likewise the vertical wind-scale is derived from the Boussinesq
polarization relation between IGW vertical wind amplitude Ww
and Bw ((164) below),
Ww = O
(
iωˆ
N2
Bw
)
. (35)
Hence the IGW vertical-wind scale can be assumed to be
Ww = f Hw = ε7/2
√
RT00 = Ws. (36)
Also the vertical-wind scale can be assumed identical with that
of the synoptic-scale flow. For an estimate of the Exner-pressure
scaling in a marginally stable IGW, we use the corresponding
polarization relation for the Exner-pressure IGW amplitude
((165) below), to estimate
	w = O
(
i
m
ω̂2 − N2
N2
Bw
cpθ
)
(37)
Since ω̂2 = O(f 2)  N2, this implies together with (31),
θ = O(T00), N2 = g/Hθ , and Hw/Hp = O(εHs/Hp) = O(ε)
that an appropriate scaling is
	w = O
(
ε2+α
R
cp
)
= O(ε2+α). (38)
The IGW Exner-pressure fluctuations scale with Ma2 as in
incompressible flow and are extremely weak. As a consequence,
sound waves are suppressed in this scaling regime.
We conclude this section by the remark that an analogous
analysis of the polarization relations (163)–(165) below for the
dynamic scaling of a GM close to breaking, generated by the
processes named above and brought to large amplitudes by
various nonlinear interactions, e.g. wave–mean flow interactions
or harmonic–harmonic interactions as described below, yields
exactly the same scaling as for IGWs, with the exception that
its vertical wind vanishes. A summary of relevant flow numbers
for the small-scale waves is given in Table 2. Notably, not only
IGWs but also mesoscale GMs have a Rossby number that is
not small, since both its horizontal-wind amplitude and the
advecting synoptic-scale wind are of the same magnitude while
the length-scale is shorter than the synoptic length-scale!
Table 2. Relevant flow numbers for the small-scale wave component.
Wave Rossby number Row = Uw
fLw
= O(1)
Wave Froude number Frw = Uw
NHw
= O(1)
Internal wave Buiw =
(
NHw/f
Lw
)2
Burger number
=
(
Row
Frw
)2
= O(1) = Bui
External wave Buw =
(√
gHw/f
Lw
)2
Burger number = O(ε−1−α)
Wave Mach number Maw = Uw√
RT00
= O(ε(2+α)/2) = Ma
Wave aspect ratio aB,w = Hw
Lw
= O(ε(5−α)/2)
= aB
3. Non-dimensional equations andWKB ansatz
3.1. Non-dimensionalization of the equations of motion
The IGW scaling defined above is now used to non-dimensionalize
the equations of motion without friction, heating and heat
conduction. In the basic equations (1)–(4), we replace
(u,w) → (Uwu,Www), (39)
(x, y, z, t) → [Lw(x, y), Hwz, Twt] , (40)
(θ , π) → (T00θ , π), (41)
f → f f0, (42)
yielding the non-dimensional equations
ε2+α
(
Du
Dt
+ f0ez×u
)
= − cp
R
θ∇hπ , (43)
ε7
Dw
Dt
= − cp
R
θ
∂π
∂z
− ε, (44)
Dθ
Dt
= 0, (45)
Dπ
Dt
+ R
cv
π∇ · v = 0. (46)
For later reference we also remark that the equation of state
ρ = p00
Rθ
π cv/R (47)
becomes
ρ = π
cv/R
θ
(48)
if ρ00 = p00/RT00 is used to non-dimensionalize the density.
3.2. Multi-scale asymptotics and WKB ansatz
In the following we consider particular solutions of the compress-
ible equations that are a superposition of a reference atmosphere
at rest, a synoptic-scale flow, a locally monochromatic basic-wave
field (IGW or GM), and its higher harmonics. The latter are
added as they will inevitably be forced by nonlinear interactions.
The length- and time-scales of the synoptic-scale flow are
(Ls, Hs, Ts) = (Lw/ε, Hw/ε, Tw/ε), which we express by letting
the synoptic-scale fields depend on the compressed coordinates
(X, T) = ε(x, t) . (49)
The reference atmosphere can be characterized as follows. Weak
potential-temperature stratification, where α = 1 and Hw/Hθ =
O(ε2), can be encoded by letting θ = (0,1) + ε(1)(Z), with

(0,1)
a constant of order unity, and only 
(1)
depend-
ing on Z. Moderately strong stratification, where α = 0 and
Hw/Hθ = O(ε), can be described by letting θ = (0,0)(Z), where
now 
(0,0)
depends on Z. In both cases, however, Hw/Hp = O(ε)
so that the reference-atmosphere Exner-pressure field has a
leading-order term depending on Z. We summarize this by letting
θ =
α∑
j=0
εj
(j)
(Z)
with 
(0)
(Z) =α(0,1)+(1−α)(0,0)(Z), (50)
π =
α∑
j=0
εj	
(j)
(Z) . (51)
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This way the leading-order term of the potential temperature
depends on Z only in the case with moderately strong
stratification, where α = 0, and the stratification is
∂θ
∂Z
= εα ∂
(α)
∂Z
. (52)
The wave field is assumed to have the following scaling
properties:
(i) Wavelengths and periods of the basic wave are characterized
by the wave scales assumed above.
(ii) They vary in space and time, in response to the interaction
with the synoptic-scale wind. The space- and time-scales of these
variations are therefore the synoptic scales.
(iii) Also the wave amplitude has a corresponding weak spatial
and temporal dependence. Close to but below the breaking
amplitude, this is a realistic assumption, as the non-smoothness
of wave amplitudes arises as a result of a turbulent breaking
process, but not before (e.g. Achatz, 2007). However, even at
the breaking amplitude, Bo¨lo¨ni et al. (2016) show for the non-
rotating case that WKB theory can reproduce the fully nonlinear
dynamics surprisingly well.
(iv) The basic wave is supplemented by all its higher harmonics.
In the case of the horizontal wind in the x-direction, for example,
this is expressed via
u(x, t) = 
∞∑
β=1
Uβ(X,T)e
iβφ(X,T)/ε (53)
with amplitudes Uβ and phases βφ/ε. The basic wave is
represented byβ = 1, whileβ ≥ 2 indicates the higher harmonics.
The time derivative and spatial gradient of the basic-wave phase
define the local frequencyω and local wave numberk, respectively.
ω(X, T) = − ∂
∂t
(
φ
ε
)
= − ∂φ
∂T
k(X, T) = ∇x
(
φ
ε
)
= ∇Xφ
In accordance with the scaling analysis above, using (15), (16),
(30), (34), (36), and (38), all fields are now expanded in terms of
ε  1, setting
v =
∞∑
j=0
εjV
(j)
0 (X, T) + 
∞∑
β=1
∞∑
j=0
εjV
(j)
β (X, T)e
iβφ(X,T)/ε , (54)
θ =
α∑
j=0
εj
(j)
(Z) + ε1+α
∞∑
j=0
εj
(j)
0 (X, T)
+ ε1+α
∞∑
β=1
∞∑
j=0
εj
(j)
β (X, T)e
iβφ(X,T)/ε , (55)
π =
α∑
j=0
εj	
(j)
(Z) + ε1+α
∞∑
j=0
εj	
(j)
0 (X, T)
+ ε2+α
∞∑
β=1
∞∑
j=0
εj	
(j)
β (X, T)e
iβφ(X,T)/ε , (56)
where 
(j)
and 	
(j)
are due to the reference atmosphere; all terms
proportional to the phase factors exp(iβφ/ε) are contributions
from the wave (subscript 1 for the basic wave, and β ≥ 2 for its
βth harmonic), and the rest constitute the synoptic-scale part
(subscript 0). The equation of state then also implies
ρ =
α∑
j=0
εjR
(j)
(Z) +O(ε1+α), (57)
where
R
(0) = 	
(0)cV /R

(0)
≡ P
(0)

(0)
, R
(1)=R(0)
(
cv
R
	
(1)
	
(0)
−
(1)

(0)
)
. (58)
4. Leading-order results: equilibria, dispersion and polariza-
tion relations, eikonal equations
We now insert the expansions (54)–(56) into the non-
dimensional equations (43)–(46), collect the leading-order terms
and use these for first results. Hereby we discriminate between
the respective wave parts, each proportional to the phase factor
exp(iβφ/ε), and mean-flow terms, where no phase factor appears.
4.1. Leading orders of the equations of motion
The leading-order terms of the Exner-pressure equation (46) are
O(1). There is just a wave part
P
(0)
∞∑
β=1
iβk · V(0)β eiβφ/ε = 0, (59)
yielding for all β
k · V(0)β = 0. (60)
The leading-order velocity amplitudes of the wave part are
orthogonal to the local wavenumber vector. This solenoidality
property of the wave velocity field helps to eliminate numerous
nonlinear advection terms in the treatment below.
Next we turn to the entropy equation (45). One finds that the
leading-order terms are O(ε1+α). Within these, the mean-flow
contributions yield
W (0)0
d
(α)
dZ
= 0, (61)
or
W (0)0 = 0. (62)
This reproduces the well-known result that the leading-order
synoptic-scale (geostrophically balanced, see below) wind has no
vertical component. In the remaining wave contributions, we first
eliminate the nonlinear term by (60), leaving us with the linear
buoyancy equations
−iβ ω̂B(0)β + W (0)β N02 = 0, (63)
where
ω̂ = ω − k · V(0)0 (64)
is the non-dimensional intrinsic frequency,
B(0)β =

(0)
β

(0)
(65)
are the non-dimensional leading-order wave buoyancy ampli-
tudes, and
N0
2 = 1

(0)
d
(α)
dZ
(66)
is the non-dimensional squared reference-atmosphere Brunt–
Va¨isa¨la¨ frequency.
The leading terms ofO(ε) in the vertical momentum equation
(44), and ofO(ε2) in the weakly stratified case (α = 1), yield
d	
(0)
dZ
=−R/cp

(0)
, and (if α = 1) d	
(1)
dZ
= R/cp

(0)

(1)

(0)
. (67)
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This reflects hydrostatic equilibrium of the reference atmosphere
at leading order.
TheO(ε2+α) terms of (44) again reflect hydrostatic balance in
their wave part,
−B(0)β + iβm
cp
R

(0)
	
(0)
β = 0 , (68)
where m is the non-dimensional vertical wavenumber. The mean-
flow part yields, using (62), and again (67),
∂	
(0)
0
∂Z
= R/cp

(0)
⎡⎣(0)0

(0)
− α
(

(α)

(0)
)2⎤⎦ (69)
which expresses the hydrostatic equilibrium of the synoptic-scale
flow. The second term in the brackets is neither horizontally nor
time dependent, and hence does not have much relevance for the
following.
Finally we analyze the horizontal momentum equation (43).
There the leading order is O(ε2+α). Once more the nonlinear
term vanishes due to (60), leaving the wave contributions
−iβ ω̂U(0)β +f0ez×U(0)β +iβkh
cp
R

(0)
	
(0)
β = 0, (70)
where U(0)β is the horizontal component of V
(0)
β , and kh the
horizontal component of the non-dimensional wavenumber. The
mean-flow part reads
f0ez × U(0)0 = −
cp
R

(0)∇X,h	(0)0 (71)
The latter expresses the geostrophic equilibrium of the synoptic-
scale flow. Clearly the hydrostatic and geostrophic equilibrium
are in agreement with the original expectations. We also point
out that for none of the leading-order results we had to resort
to weak wave amplitudes. The latter are indeed allowed to be
close to the level of static instability, and it is exclusively the scale
separation, combined with the Boussinesq-type solenoidality of the
wave velocities, that sorts out all the nonlinear terms.
4.2. Dispersion relation, leading-order wave amplitudes, and
polarization relations
The leading-order wave contributions (70), (68), (63)/N0, and
(60) can be summarized as
0 =
⎛⎜⎜⎜⎜⎝
−iβ ω̂ −f0 0 0 iβk
f0 −iβ ω̂ 0 0 iβ l
0 0 0 −N0 iβm
0 0 N0 −iβ ω̂ 0
iβk iβ l iβm 0 0
⎞⎟⎟⎟⎟⎠
︸ ︷︷ ︸
Mβ(βk, βω̂)
Z(0)β (72)
with
Z(0)β
t =
(
U(0)β , V
(0)
β , W
(0)
β , B
(0)
β /N0,
cp
R

(0)
	
(0)
β
)
. (73)
Non-trivial basic-wave amplitudes require det(M1) = 0, yielding
either
ω̂ = 0, (74)
which is the GM solution, or
ω̂2 = N0
2(k2 + l2) + f 20 m2
m2
, (75)
which is the dispersion relation for hydrostatic IGWs. It might
be worthwhile stressing that the GM is only balanced in the local
and non-inertial reference frame of the synoptic-scale flow. In the
global reference frame at rest, it oscillates at a high frequency, due
to advection by the spatially and time-dependent synoptic-scale
flow.
The structure of basic wave and higher harmonics of either the
GM or the IGW is given by the null vector of Mβ , using ω̂ from
(74) or (75). One obtains
U(0)β =
β2khω̂ − if0ez × βkh
β2ω̂2 − f 20
B(0)β
iβm
, (76)
W (0)β =
iβω̂
N20
B(0)β , (77)
cp
R

(0)
	
(0)
β =
B(0)β
iβm
. (78)
However, a notable difference arises in the higher-harmonics
wave amplitudes. In the IGW case, due to the dispersiveness of
the dispersion relation, Mβ is non-singular for β ≥ 2. Hence the
leading-order higher harmonics of an IGW basic wave vanish:
Z(0)β = 0 for IGWs and β ≥ 2. (79)
However, the GM dispersion relation satisfies ω̂(βk) = 0 = β ω̂,
so that det(Mβ) = 0 for all β. Thus the leading-order GM higher
harmonics do not vanish:
Z(0)β = 0 for GMs and all β, (80)
and they satisfy the polarization relations (76)–(78). The
difference between the two cases lies in the fact that GMs can force
higher harmonics which are GMs as well, whereas IGW higher
harmonics cannot be IGWs so that the basic-wave interaction
with its higher harmonics is non-resonant and leads to a response
at the next order in ε, as discussed below in section 6.2.4.
While the GM results are thus less trivial than in the IGW
case, they still provide valuable information in the form of the
polarization relations above and the amplitude equations derived
below.
4.3. Eikonal equations
From (75) follows the IGW dispersion relation:
ω = (X, T, k) = k·U(0)0 (X, T) ±
√
N02(Z)(k2+l2)+f 20 m2
m2
.
(81)
Both ω and k depend on (X, T), and by definition they satisfy
∂k
∂T
= ∂
∂T
∇Xφ = ∇X ∂φ
∂T
= −∇Xω. (82)
From (81) and (82) follow the eikonal equations, with cg = ∇k
the local group velocity,(
∂
∂T
+ cg · ∇X
)
ω = ∂
∂T
, (83)(
∂
∂T
+ cg · ∇X
)
k = −∇X, (84)
which can be used for predicting frequency and wavenumber. In
the present context they are(
∂
∂T
+ cg · ∇X
)
ω = k · ∂U
(0)
0
∂T
, (85)(
∂
∂T
+ cg · ∇X
)
k = −
(
∇XU(0)0
)
· k + k
2 + l2
2ω̂m2
dN20
dZ
ez. (86)
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With the last term in (86) removed, these eikonal equations also
hold for the GMs. For these waves the group velocity equals the
leading-order synoptic-scale horizontal wind, i.e. cg = U(0)0 for
the GMs.
5. Next-order equations
The leading-order equations have established well-known
equilibria for the synoptic-scale flow, and the Boussinesq
dispersion and polarization relations for hydrostatic waves. Since
the vertical scale of the waves was assumed to be smaller, by one
order in ε, than the density scale height, it is not surprising that
the waves are found to locally follow Boussinesq dynamics. We
stress again that all these results hold at finite wave amplitudes,
close to the level of static instability. What has not been touched
on so far is whether and how the wave amplitude responds to the
synoptic-scale flow, and whether and how waves can influence
the latter. This can be settled by considering the respective next
orders of the basic equations. In this section the next-order terms
will be identified. They will be used in section 6 for the derivation
of wave-amplitude equations, and in section 7 for analyzing the
wave impact on the synoptic-scale flow.
Using (58), the wave part of the O(ε) of the Exner-pressure
equation (46) yields
iβk · V(1)β = −
1
P
(0)
∇X ·
(
P
(0)
V(0)β
)
, (87)
while the mean-flow part is
∇X · V(0)0 = 0. (88)
The latter is expected since (62) establishes W (0)0 = 0, and since
the leading-order horizontal synoptic-scale flow is in geostrophic
equilibrium according to (71), and therefore non-divergent.
Finally, from the next O(ε2) terms in (46), only the mean-flow
part is needed, i.e.
(1−α)
(
∂
∂T
+U(0)0 ·∇X,h
)
	
(0)
0 +
R
cv
	
(0)
P
(0)
∇X ·
(
P
(0)
V(1)0
)
=0. (89)
In the weakly stratified case (α = 1), where (0) is a constant,
this amounts via (58) to ∇X ·
(
R
(0)
V(1)0
)
= 0, i.e. the leading-
order ageostrophic mass flux is non-divergent. In the case
with moderately strong stratification (α = 0), the leading-order
synoptic-scale flow exhibits elastic compressibility effects that
would not be reproduced by a before-hand Boussinesq or anelastic
ansatz.
Likewise, from the wave part of the O(ε2+α) of the entropy
equation (45) one obtains, after division by N0
(0)
, and
using (87),
−iβ ω̂B
(1)
β
N0
+ N0W (1)β = −
(
∂
∂T
+U(0)0 ·∇X,h
)
B(0)β
N0
− V
(0)
β
N0
(0)
·∇X(0)0 − ik·V(1)0
B(0)β
N0
+ 1
2N0
(0)
∞∑
β ′=1
∞∑
β ′′=1
[
D
(
β ′′/β ′,V(0)
β ′
)

(0)
β ′′ δ
(
β ′+β ′′−β)
+D
(
−β ′′/β ′,V(0)
β ′
)

(0)
β ′′
∗
δ
(
β ′−β ′′−β)
+D
(
−β ′′/β ′,V(0)
β ′
∗)

(0)
β ′′ δ
(−β ′+β ′′−β)], (90)
where B(1)β = (1)β /
(0)
are the first-order non-dimensional
wave-buoyancy amplitudes, and where we use the operator
D (λ,V) = λ
P
(0)
[
∇X ·
(
P
(0)
V
)]
− V · ∇X . (91)
Due to (79), the nonlinear terms vanish in the IGW case. However,
some nonlinearities remain even there, in the mean-flow part,
yielding with the help of (87)(
∂
∂T
+ U(0)0 ·∇X,h
)

(0)
0 + W (1)0 
(0)
N20
=−1
2
 1
P
(0)
∇X ·
⎛⎝P(0) ∞∑
β=1
V(0)β 
(0)
β
∗
⎞⎠ . (92)
The synoptic-scale potential temperature is forced by the wave-
entropy flux convergence. In the IGW case only the basic wave
contributes to the latter.
In theO(ε3+α) terms in the vertical-momentum equation (44),
we make use of W (0)0 = 0, and of the hydrostatic equilibrium
(67). The remaining wave parts then are
−B(1)β + iβm
cp
R

(0)
	
(1)
β
=− cp
R

(0) ∂	
(0)
β
∂Z
− cp
R

(0)
β
∂
∂Z
[
α	
(α)+(1−α)	(0)0
]
− cp
R
im
[
α
(α)+(1−α)(0)0
]
	
(0)
β
− 1−α
2
cp
R
∞∑
β ′=1
∞∑
β ′′=1
[
iβ ′′m(0)
β ′ 	
(0)
β ′′ δ
(
β ′+β ′′−β)
+ iβ ′′m(0)
β ′
∗
	
(0)
β ′′ δ
(
β ′−β ′′−β)
− iβ ′′m(0)
β ′ 	
(0)
β ′′
∗
δ
(−β ′+β ′′−β)].
(93)
Again the nonlinear terms vanish in the IGW case. They also
do not appear in the weakly stratified case. The corresponding
mean-flow part is not needed below.
The terms of O(ε3+α) in the horizontal-momentum equation
(43) have the wave parts
− iβω̂U(1)β +f ez×iβkhU(1)β +iβkh
cp
R

(0)
	
(1)
β
= −
(
∂
∂T
+ U(0)0 ·∇X,h
)
U(0)β −iβkh ·V(1)0 U(0)β
− V(0)β ·∇XU(0)0 −
cp
R

(0)∇X,h	(0)β −
cp
R

(0)
β (1−α)∇X,h	(0)0
− cp
R
iβkh
[
α
(α)+(1−α)(0)0
]
	
(0)
β
+ 1
2
∞∑
β ′=1
∞∑
β ′′=1
{
[
D
(
β ′′/β ′,V(0)
β ′
)
U(0)
β ′′ −(1−α)iβ ′′kh
cp
R

(0)
β ′ 	
(0)
β ′′
]
× δ (β ′+β ′′−β)
+
[
D
(
−β ′′/β ′,V(0)
β ′
)
U(0)
β ′′
∗+(1−α)iβ ′′kh
cp
R

(0)
β ′ 	
(0)
β ′′
∗]
× δ (β ′−β ′′−β)
+
[
D
(
−β ′′/β ′,V(0)
β ′
∗)
U(0)
β ′′ −(1−α)iβ ′′kh
cp
R

(0)
β ′
∗
	
(0)
β ′′
]
× δ (−β ′+β ′′−β) }. (94)
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Here as well the nonlinear terms vanish in the IGW case. The
corresponding mean-flow part finally yields, again using (60)
and (87),(
∂
∂T
+ U(0)0 ·∇X,h
)
U(0)0 +f0ez×U(1)0 = −
cp
R

(0)∇X,h	(1)0
− cp
R
[
α
(α)+(1−α)(0)0
]
∇X,h	(0)0 −
1
2
 1
P
(0)
∇X
·
⎛⎝P(0) ∞∑
β=1
V(0)β U
(0)
β
∗
⎞⎠+ 1−α
2
cp
R

∞∑
β=1
iβkh
(0)
β 	
(0)
β
∗
.
(95)
This describes the impact of the wave-momentum flux
convergences, but in the moderately strongly stratified case
(α = 0) also of contributions of potential-temperature and Exner-
pressure fluctuations to an elastic mean pressure-gradient force,
on the synoptic-scale horizontal flow. It seems thus important to
take the route from the fully compressible equations in order not
to miss potentially essential aspects. Also here the wave impact is
in the IGW case only due to the basic wave. The net wave impact
on the mean flow will be discussed further below. However, first
we address the mean-flow impact on the wave amplitude.
6. Wave-action conservation and potential-enstrophy
equations
The wave equations can lead us to the prediction of the IGW
amplitude via the concept of wave-action conservation. Likewise
the GM amplitudes can be predicted from coupled potential-
enstrophy equations. One first derives the wave-energy theorem,
then reformulates pressure flux and the various production terms,
using the dispersion and polarization relations as well as the mean-
flow balance conditions, and finally combines all, also using the
eikonal equations.
6.1. Wave-energy theorem
The wave equations (94), (93), (90), and (87) can be summarized
as
MβZ
(1)
β = Rβ , (96)
with
Z(1)β
T =
(
U(1)β , V
(1)
β , W
(1)
β ,
1
N0
B(1)β ,
cp
R

(0)
	
(1)
β
)
, (97)
the transposed vector of the first-order wave amplitudes, and
where Rβ can be read from the right-hand side of the equations.
Let us now set aside the IGW higher harmonics – which are zero
to leading order – and focus on either
(i) the IGW basic wave alone (β = 1) or
(ii) the GM basic wave and all its higher harmonics (β ≥ 1).
As we have seen before, in all of these cases Mβ is singular so
that it has a non-vanishing null space. Therefore Rβ may not
project onto this null space. Up to a constant factor, the latter is
given by the null vector Z(0)β satisfying the polarization relations
(76)–(78). By definition MβZ
(0)
β = 0, and thus also, with Z(0)β
+
the complex conjugate transpose of Z(0)β ,
Z(0)β
+
Mβ = 0, (98)
since M is anti-Hermitian. Therefore, multiplying (96) by N+β
yields
0 = Z(0)β
+
Rβ . (99)
In evaluating this we note that, due to the polarization relation
(77), there is no vertical wave-buoyancy flux,

(
B(0)β
∗
W (0)β
)
= 0. (100)
Moreover, there is no leading-order synoptic-scale vertical flow,
W (0)0 = 0, so that one obtains from the real part of (99) the
prognostic equation(
∂
∂T
+U(0)0 ·∇X,h
)
Eβ,w + 1
2
∇X ·
(
P
(0) cp
R
	
(0)
β
∗
V(0)β
)
︸ ︷︷ ︸
pressure (energy) flux
= −1
2

(
R
(0)
U(0)β
∗
V(0)β
)
· ·∇XU(0)0︸ ︷︷ ︸
shear production
−1
2

(
R
(0)
N02
B(0)β
∗
U(0)β
)
·∇X,h 
(0)
0

(0)︸ ︷︷ ︸
buoyancy production
−1 − α
2

(
P
(0) cp
R
B(0)β
∗
U(0)β
)
·∇X,h	(0)0︸ ︷︷ ︸
elastic term
+ Tβ︸︷︷︸
triad term
(101)
for the energy density
Eβ,w = R
(0)
2
( |U(0)β |2
2
+ 1
N02
|B(0)β |2
2
)
(102)
of either the basic wave (β = 1) or, in the GM case, any of its higher
harmonics (β ≥ 2). Both advection by the mean flow and pressure
or energy flux redistribute wave energy, while shear production
and buoyancy production act as sources or sinks for the latter.
In the case with moderately strong stratification (α = 0), the
latter are supplemented by an elastic term, arising from the
potential-temperature fluctuations in the horizontal pressure-
gradient force. This term would not occur in an analysis based on
the Boussinesq or anelastic equations. The nonlinear triad term
Tβ = R
(0)
4

∞∑
β ′=1
∞∑
β ′′=1
×
{[
U(0)β
+
D
(
β ′′
β ′
,V(0)
β ′
)
U(0)
β ′′ +
B(0)β
∗
N20
(0)
D
(
β ′′
β ′
,V(0)
β ′
)

(0)
β ′′
]
× δ (β ′ + β ′′ − β)
+
[
U(0)β
+
D
(
−β
′′
β ′
,V(0)
β ′
)
U(0)
β ′′
∗+ B
(0)
β
∗
N20
(0)
D
(
−β
′′
β ′
,V(0)
β ′
)

(0)
β ′′
∗
]
× δ (β ′ − β ′′ − β)
+
[
U(0)β
+
D
(
−β
′′
β ′
,V(0)
β ′
∗
)
U(0)
β ′′ +
B(0)β
∗
N20
(0)
D
(
−β
′′
β ′
,V(0)
β ′
∗
)

(0)
β ′′
]
×δ (−β ′ + β ′′ − β) } (103)
only contributes in the GM case. The whole can be further
simplified by noting that geostrophy (71) and hydrostaticity (69)
lead together to the thermal-wind relations
∇X,h 
(0)
0

(0)
=−f0ez× ∂U
(0)
0
∂Z
−(1−α)N20
cp
R

(0)∇X,h	(0)0 (104)
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for the synoptic-scale flow, so that
1
2

(
R
(0)
U(0)β
∗
W (0)β
)
· ∂U
(0)
0
∂Z
+ 1
2

(
R
(0)
N02
B(0)β
∗
U(0)β
)
· ∇X,h 
(0)
0

(0)
+ 1 − α
2

(
P
(0) cp
R
B(0)β
∗
U(0)β
)
· ∇X,h	(0)0
=1
2
[

(
R
(0)
U(0)β
∗
W (0)β
)
+ f0ez×
(
R
(0)
N02
U(0)β
∗
B(0)β
)]
· ∂U
(0)
0
∂Z
. (105)
With this, the wave-energy theorem finally becomes(
∂
∂T
+U(0)0 ·∇X,h
)
Eβ,w+ 1
2
∇X ·
(
P
(0) cp
R
	
(0)
β
∗
V(0)β
)
= −1
2

(
R
(0)
U(0)β
∗
U(0)β
)
· ·∇X,hU(0)0
− 1
2
[

(
R
(0)
U(0)β
∗
W (0)β
)
+f0ez×
(
R
(0)
N02
U(0)β
∗
B(0)β
)]
· ∂U
(0)
0
∂Z
+Tβ
≡ Eβ · ·∇XU(0)0 + Tβ , (106)
where the vertical-shear production, buoyancy production and
the non-Boussinesq terms have been combined to effective
vertical shear-production terms so that all involved fluxes can be
written in terms of the celebrated Eliassen–Palm flux tensor Eβ
(Eliassen and Palm, 1961; Andrews and McIntyre, 1976).
6.2. Wave-action conservation for inertia-gravity waves
6.2.1. Reformulation of the energy flux
In the IGW case only the basic wave (β = 1) appears to leading
order. Hence the IGW-energy density Egw = E1,w is the energy
density of the basic wave. Due to the polarization relations (76),
and the dispersion relation (75) it is
Egw = R(0) |B
(0)
1 |2
2N02
ω̂2m2
N02(k2 + l2)
. (107)
Via the dispersion relation (83), the horizontal and vertical parts
of the intrinsic group velocity are found to be
ĉg,h = ∇K,hω̂ = kh N0
2
ω̂m2
, (108)
ĉg,z = ∂ω̂
∂m
= −N0
2(k2 + l2)
ω̂m3
. (109)
On the other hand, by the polarization relations the horizontal
and vertical pressure fluxes are
1
2

(
P
(0) cp
R
	
(0)
1
∗
U(0)1
)
= khω̂
k2 + l2 R
(0) |B(0)1 |2
2N02
, (110)
1
2

(
P
(0) cp
R
	
(0)
1
∗
W (0)1
)
= − ω̂
m
R
(0) |B(0)1 |2
2N02
. (111)
Comparison with the above then shows that the pressure and
energy flux can be written as product between wave-energy
density and intrinsic group velocity
1
2

(
P
(0) cp
R
	
(0)
1
∗
V(0)1
)
= ĉgEgw. (112)
6.2.2. Reformulation of the production terms
We now use geostrophy and hydrostaticity of the synoptic-scale flow
to convert the combined production terms. First we consider
the contributions due to the horizontal synoptic-scale-flow wind
gradients. Due to its geostrophy (71), the synoptic-scale horizontal
wind is non-divergent,
∂U(0)0
∂X
+ ∂V
(0)
0
∂Y
= 0. (113)
By this, the polarization relations (76), the dispersion relation
(83), and (107)–(109) we obtain
1
2

{
R
(0)
U(0)1
∗
U(0)1
∂U(0)0
∂X
+ R(0)V (0)1
∗
V (0)1
∂V (0)0
∂Y
}
= R(0) |B
(0)
1 |2
2N02
1
k2 + l2
(
k2
∂U(0)0
∂X
+ l2 ∂V
(0)
0
∂Y
)
= Egw
ω̂
ĉgxk
∂U(0)0
∂X
+ Egw
ω̂
ĉgyl
∂V (0)0
∂Y
. (114)
Likewise, one gets
1
2

(
R
(0)
U(0)1
∗
V (0)1
)
= Egw
ω̂
ĉgyk =
Egw
ω̂
ĉgxl (115)
and
1
2
[

(
R
(0)
U(0)1
∗
W (0)1
)
+f0ez×
(
R
(0)
N02
U(0)1
∗
B(0)1
)]
= Egw
ω̂
ĉgzkh.
(116)
6.2.3. Wave-action equation
In summary, inserting (112) and (114)–(116) into (106) yields
0 =
(
∂
∂T
+ U(0)0 ·∇X,h
)
Egw +
Egw
ω̂
k̂cg · ·∇XU(0)0
+ ∇X ·
(̂
cgEgw
)
. (117)
We have ĉg = cg − U(0)0 and ∇X ·U(0)0 = 0, so that
0 = ω̂
[
∂
∂T
(
Egw
ω̂
)
+ ∇X ·
(
cg
Egw
ω̂
)]
+ Egw
ω̂
(
∂
∂T
+cg ·∇X
)
ω̂+ Egw
ω̂
k̂cg · ·∇XU(0)0 . (118)
Application of the eikonal equations (85) and (86), and of (62),
leads to (
∂
∂T
+ cg ·∇X
)
ω̂ = −k̂cg · ·∇XU(0)0 . (119)
With this we finally obtain the conservation law
∂A
∂T
+ ∇X ·
(
cgA
) = 0 (120)
for the IGW wave-action densityA = Egw/ω̂. This facilitates the
prediction of the wave amplitude.
As is important for the discussion below, we note that wave
action has several ‘relatives’ which have important applications
in wave–mean flow interaction theory (Andrews and McIntyre,
1978b; Bu¨hler and McIntyre, 1998, 2005; Bu¨hler, 2009, 2010),
one of them the horizontal pseudo-momentum vector ph = khA.
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With the help of (120) and (86), it can be shown that the horizontal
pseudo-momentum vector obeys(
∂
∂T
+U(0)0 ·∇X,h
)
ph =−∇X ·
(̂
cgph
)−∇XU(0)0 · ph, (121)
where∇X contracts with ĉg. The divergence of the momentum flux
tensor ĉgph defines a typical mean forcing Fh = −∇X ·
(̂
cgph
)
due
to waves, also of relevance for the angular-pseudo-momentum
equation. Taking the vertical component of the curl of (121) and
using the leading-order non-divergence (113) of the background
flow results in(
∂
∂T
+U(0)0 ·∇X,h
)
[ez · (∇X ×ph)] = ez · (∇X ×Fh) . (122)
6.2.4. IGW higher harmonics
While the leading-order higher harmonics of a basic IGW vanish,
the next-order higher harmonics can be determined directly from
(96). Since Mβ is non-singular for β ≥ 2, one can solve this
equation by
Z(1)β = M−1β Rβ (β ≥ 2); (123)
i.e. the first-order higher harmonics are slaved to the leading-
order basic wave. In a further step we note that Rβ , i.e. the
right-hand sides of the wave equations (94), (93), (90), and (87),
vanishes forβ ≥ 3. This follows because the leading-order higher-
harmonic amplitudes are all zero (79). Thus only the nonlinear
triad terms can contribute to Rβ . However, those are only due to
the non-zero basic wave, yielding only triad contributions to the
second harmonic β = 2. Therefore the only non-zero first-order
higher harmonic is the second harmonic, i.e.
Z(1)β = 0 (β ≥ 3). (124)
6.3. Potential-enstrophy dynamics for the geostrophic mode
6.3.1. Reformulation of the wave energy and the pressure flux
In the GM case we have separate energy equations for the basic
wave (β = 1) and all higher harmonics (β ≥ 2). Due to the
polarization relations (76), and the dispersion relation (74), the
energy density Eβ,gm of the βth GM harmonic is
Eβ,gm = R(0)
|B(0)β |2
4N02
(
1 + N
2
0
f 20
k2 + l2
m2
)
, (125)
while one finds from the polarization relations that there is no
pressure flux, i.e.
1
2

(
P
(0) cp
R
	
(0)
β
∗
V(0)β
)
= 0. (126)
6.3.2. Reformulation of the production terms
Again we use geostrophy and hydrostaticity of the synoptic-scale
flow to convert the combined production terms. First we consider
the contributions due to the horizontal synoptic-scale-flow wind
gradients. Due to the horizontal non-divergence (113) of the
synoptic-scale flow, and due to the polarization relations (76),
and the GM dispersion relation (74), we obtain, using (125),
1
2

{
R
(0)
U(0)β
∗
U(0)β
∂U(0)0
∂X
+ R(0)V (0)β
∗
V (0)β
∂V (0)0
∂Y
}
= −R(0) |B
(0)
β |2
2N02
N20
f 20 β
2m2
(
β2k2
∂U(0)0
∂X
+β2l2 ∂V
(0)
0
∂Y
)
= Eβ,gm
γ̂β
ĉβ,γ xβk
∂U(0)0
∂X
+ Eβ,gm
γ̂β
ĉβ,γ y l
∂V (0)0
∂Y
, (127)
where
γ̂β(βk) = N
2
0
N20 (β
2k2 + β2l2) + f 20 β2m2
(128)
is a wavenumber-dependent function, and
ĉβ,γ = ∇βkγ̂β =−2
N20
(
N20βk, N
2
0β l, f
2
0 βm
)t{
N20 (β
2k2+β2l2)+f 20 β2m2
}2 (129)
the corresponding ‘group velocity’. Likewise we obtain
1
2

(
R
(0)
U(0)β
∗
V (0)β
)
= Eβ,gm
γ̂β
ĉβ,γ yβk=
Eβ,gm
γ̂β
ĉβ,γ xβ l. (130)
Due to the polarization relation (77) the vertical-wind amplitude
of the GM vanishes. Hence vertical momentum fluxes do not
contribute to the Eliassen–Palm production. To further simplify
the latter, we again use the polarization relations and the
dispersion relation to show that
1
2
[

(
R
(0)
U(0)β
∗
W (0)β
)
+f0ez×
(
R
(0)
N02
U(0)β
∗
B(0)β
)]
· ∂U
(0)
0
∂Z
= Eβ,gm
γ̂β
ĉβ,γ zβkh · ∂U
(0)
0
∂Z
. (131)
6.3.3. Reformulation of the nonlinear triad term
The reformulation of the nonlinear triad term (103) is detailed in
Appendix A. One obtains after some algebra
Tβ =γ̂β R
(0)
4

∞∑
β ′=1
∞∑
β ′′=1
×
{
P(0)β
∗
D
(
β ′′
β ′
,U(0)
β ′
)
P(0)
β ′′ δ
(
β ′+β ′′−β)
+ P(0)β
∗
D
(
−β
′′
β ′
,U(0)
β ′
)
P(0)
β ′′
∗
δ
(
β ′−β ′′−β)
+ P(0)β
∗
D
(
−β
′′
β ′
,U(0)
β ′
∗
)
P(0)
β ′′ δ
(−β ′+β ′′−β)}. (132)
6.3.4. Potential-enstrophy equation
In summary, inserting (126), (127), and (130)–(131) into (106)
yields
0=
(
∂
∂T
+U(0)0 ·∇X,h
)
Eβ,gm+
Eβ,gm
γ̂β
βk̂cβ,γ · ·∇U(0)0 +Tβ . (133)
We have cg = U(0)0 and ∇X · U(0)0 = 0, so that
0 =γ̂β
[
∂
∂T
(
Eβ,gm
γ̂β
)
+ ∇X ·
(
cg
Eβ,gm
γ̂β
)]
+ Eβ,gm
γ̂β
[(
∂
∂T
+ cg ·∇X
)
γ̂β + βk̂cβ,γ · ·∇U(0)0
]
+ Tβ . (134)
Application of the eikonal equations (86) leads to(
∂
∂T
+ cg · ∇X
)
γ̂β = −β k̂cβ,γ · ·∇XU(0)0 . (135)
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With this and (132) we finally obtain the prognostic equation
∂Pβ
∂T
+∇X ·
(
cgPβ
) = R(0)
4

∞∑
β ′=1
∞∑
β ′′=1
×
{
P(0)β
∗
D
(
β ′′
β ′
,U(0)
β ′
)
P(0)
β ′′ δ
(
β ′+β ′′−β)
+ P(0)β
∗
D
(
−β
′′
β ′
,U(0)
β ′
)
P(0)
β ′′
∗
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(
β ′−β ′′−β)
+ P(0)β
∗
D
(
−β
′′
β ′
,U(0)
β ′
∗
)
P(0)
β ′′ δ
(−β ′+β ′′−β) } (136)
for the leading-order potential enstrophy
Pβ = Eβ,gm
γ̂β
= R(0) |P
(0)
β |2
4
(137)
of the βth GM harmonic. The latter identity can be verified using
(125), the polarization relations (A1)–(A4), and the definition
(A5). We note that the potential-enstrophy equations are not
fully closed, as they would also need in products like P(0)β
∗
P(0)
β ′′
additional information about the phase of the GM harmonics, not
provided by the potential enstrophies, here Pβ and Pβ ′′ . Closer
inspection shows that one would need to know the next-order
synoptic-scale-flow wind V(1)0 to obtain these. Alternatively one
could think about a random-phase approach. However, for the
time being, we do not pursue this further.
7. Wave impact on the synoptic-scale flow
The synoptic-scale flow is governed by the horizontal momentum
equation (95), the entropy equation (92), the Exner-pressure
equation (89), geostrophic equilibrium (71) and hydrostatic
equilibrium (69). In the following these will be used to derive a
prognostic equation for the synoptic-scale PV. First, the vertical
component of the curl of the horizontal momentum equation (95)
yields a quasi-geostrophic vorticity equation with wave impact,
and in the case with moderately strong stratification (α = 0) with
the contributions from a baroclinic term and an elastic wave term
which will need special attention,
(
∂
∂T
+U(0)0 ·∇X,h
)
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(
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0
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β 	
(0)
β
∗
]
(138)
In the IGW case, only the basic wave (β = 1) contributes to
the fluxes involved. Due to (89), we find for the synoptic-scale
horizontal divergence
∇X,h · U(1)0 = − (1 − α)
(
∂
∂T
+ U(0)0 · ∇X,h
)(
cv
R
	
(0)
0
	
(0)
)
− 1
P
(0)
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(
P
(0)
W (1)0
)
, (139)
so that it is affected by compressibility effects in the case
of moderately strong stratification. Using (92), W (0)0 = 0, and

(
W (0)β B
(0)
β
∗) = 0, we can re-express herein the vertical wind
and then reinsert the whole into (138), yielding(
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. (140)
Again, in the IGW case only the basic wave (β = 1) contributes
to the fluxes. Due to geostrophy and hydrostaticity the thermal-
wind relations (104) hold, so that the terms on the left-hand side
can be combined to yield(
∂
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+ U(0)0 · ∇X,h
)[
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Herein one has, by repeated use of the hydrostatic relations (67)
and (69), and of the equation of state (58),(
∂
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)
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Hence one obtains a prognostic equation with wave impact(
∂
∂T
+ U(0)0 · ∇X,h
)
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(143)
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for the leading-order synoptic-scale quasi-geostrophic PV
P(0)0 =∇X,h2
(
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(144)
Supplementing classic derivations (Pedlosky, 1987), it is thus
shown here that without wave impact the latter is conserved, even
in the case of moderately strong stratification (α = 0), not just in
the weakly stratified case (α = 1).
7.1. Gravity-wave impact
To reformulate the IGW impact, we decompose
∇X,h ·
[
∂
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1
2
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1
∗)}
. (145)
The first and last term on the right-hand side can be reformulated
using (115). Moreover, due to the polarization relations, the
dispersion relation, (107), and (108), the middle term is
|U(0)1 |2 − |V (0)1 |2 = 2
(̂
cgxkA− ĉgylA
)
/R
(0)
, (146)
so that
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Taking also (116) into account, one finds that
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Finally we use again the polarization relations to reformulate the
elastic wave-impact term that appears in the case of moderately
strong stratification (α = 0). One obtains
1
2
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∗) = cgzN20khA/R(0), (149)
and thus, using (66) with α = 0,
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Substitution of (148) and (150) into (143) finally leads to the
prognostic equation(
∂
∂T
+ U(0)0 ·∇X,h
)
P(0)0 =−
∂
∂X
[
1
R
(0)
∇X ·
(̂
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)]
+ ∂
∂Y
[
1
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∇X ·
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·(∇X ×Fh) . (151)
More light can be shed on this by using (122) for the divergence
of the vector of IGW angular pseudo-momentum, yielding(
∂
∂T
+U(0)0 ·∇X,h
)(
P(0)0 −
ez
R
(0)
·∇X ×ph
)
= 0. (152)
Consequently, changes in the vertical curl of pseudomomentum
translate to changes in the background PV within a medium
without friction, heating and heat conduction, as has been
discussed within GLM theory by Bu¨hler and McIntyre (1998,
2003, 2005). In agreement with these studies and Wagner and
Young (2015), this result also implies that the theory respects the
conservation of total PV, here
P(0)tot = P(0)0 −
ez
R
(0)
· ∇X × ph, (153)
consisting of the synoptic-scale-flow part P(0)0 and a wave
contribution from the vertical curl of pseudo-momentum. An
interesting difference to the studies referred to above and also
Grimshaw (1975b) is that in the latter this result is formulated
in terms of a Lagrangian-mean synoptic-scale flow, whereas our
study does not use this kind of average. However, Grimshaw
(1975b) shows that the difference between Eulerian-mean and
Lagrangian-mean flow, the Stokes drift, is O(ε) so that it does
not appear in our leading-order results. It would show up to the
next order, however that is not of prior importance here.
7.2. Geostrophic-mode impact
The calculations for the GM case are analogous to the IGW case.
One obtains the prognostic equation
(
∂
∂T
+ U(0)0 · ∇X,h
)
P(0)0 = −
∂
∂X
⎛⎝ 1
R
(0)
∇X ·
∞∑
β=1
ĉβ,γ βlPβ
⎞⎠
+ ∂
∂Y
⎛⎝ 1
R
(0)
∇X ·
∞∑
β=1
ĉβ,γ βkPβ
⎞⎠ . (154)
However, for the moment, we do not see that there is an
equivalent to the relation (152) between changes in angular
pseudo-momentum and balanced PV. Notably, our results cannot
be brought into agreement with those from the quasi-geostrophic
theory of the interaction between synoptic-scale Rossby waves
and planetary-scale mean flows, as summarized by Vallis (2006).
Those theories show that Rossby waves have a conserved wave
action that is potential enstrophy divided by the planetary-
scale-flow PV gradient, while potential enstrophy itself is not
conserved. GM potential enstrophy, however, is a conserved
quantity itself. A first guess might be that quasi-geostrophic theory
does not hold in this context since mesoscale GMs do not have
a small Rossby number, as discussed above and summarized in
Table 2. However, as is shown in Appendix B, both the potential-
enstrophy equations (136) for the GM harmonics and the PV
equation for the synoptic-scale flow with mesoscale GM impact
(154) can be derived from quasi-geostrophic theory. Therefore it
seems that it is rather the difference in scale between planetary-
synoptic versus synoptic-mesoscale interactions that causes these
discrepancies. In fact the planetary-vorticity gradient, excluded in
our treatment by the f -plane assumption, is not felt significantly
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by mesoscale motions. Inclusion of theβ-effect would supplement
the planetary vorticity by a correction at O(ε2) which we would
also not expect to essentially influence the results from the
calculations in Appendix B. Therefore it is not too surprising that
the GM dynamics identified here differ from the dynamics of the
interaction between planetary-scale motions and synoptic-scale
vortices.
In conclusion, we have not derived an extension of quasi-
geostrophic theory to describe the dynamics of mesoscale GMs
in interaction with a synoptic-scale flow. All essentials seem to
be imbedded in that theory. But even within this framework,
the issue of the parametrization of unresolved mesoscale modes
arises for simulations at sufficiently coarse resolution. This is the
merit and purpose of respective results in this study.
8. Summary of the most essential equations in dimensional
form
8.1. Dispersion relation and polarization relations
A re-dimensionalization of (75) by the substitutions
ω̂ → ω̂Tw = ω̂/f , (155)

(α) →
{
θ/T00 if α = 0,(
θ/T00 − (0)
)
/ε if α = 1, (156)
Z → εz/Hw, (157)
(k, l, m) → [Lw(k, l), Hwm] , (158)
f0 → f /f , (159)
U(0)0 → U/Uw, (160)
and the identities (23) and (27) lead to the dimensional IGW
dispersion relation
ω̂2 = (ω − k·U)2 = f 2 + N2 k
2 + l2
m2
, (161)
with N2 = g(dθ/dz)/θ .
Re-dimensionalizing (76)–(78) by the substitutions(
U(0)β , W
(0)
β , B
(0)
β , 	
(0)
β
)
→
(
u′β
Uw
,
w′β
Ww
,
θ ′β
ε1+αθ
,
π ′β
ε2+α
)
(162)
results in the dimensional polarization relations
u′β =
β2khω̂ − if ez×βkh
β2ω̂2 − f 2
b′β
iβm
, (163)
w′β =
iβω̂
N2
b′β , (164)
cpθπ
′
β =
b′β
iβm
, (165)
where b′β = g θ ′β/θ is the dimensional buoyancy of the leading-
order βth wave harmonic. In the IGW case, only the basic wave
(β = 1) has non-zero leading-order amplitudes.
8.2. Gravity-wave dynamics
Likewise we obtain the dimensional IGW wave-action equation
∂A
∂t
+ ∇ · (cgA) = 0, (166)
where cg = ∇kω is the IGW group velocity, and A = Ew/ω̂ the
IGW wave action, with
Ew = ρ
2
(∣∣u′1∣∣2
2
+
∣∣b′1∣∣2
2N2
)
(167)
the wave energy. Here ρ is the reference-atmosphere density. This
equation, together with the ray-tracing equations(
∂
∂t
+ cg ·∇
)
k = − (∇U)·k + k
2 + l2
2ω̂m2
dN2
dz
ez (168)
describes the mean-flow impact on the IGW amplitudes and
wave numbers. The IGW impact on the mean flow is given by the
potential-vorticity equation(
∂
∂t
+ U · ∇h
)
P = − ∂
∂x
[
1
ρ
∇ · (̂cglA)]+ ∂
∂y
[
1
ρ
∇ · (̂cgkA)] ,
(169)
with ĉg = ∇kω̂ the intrinsic group velocity. The leading-order
synoptic-scale PV is
P = ∇2h +
1
ρ
∂
∂z
(
ρ
f 2
N2
∂
∂z
)
, (170)
with  = cpθ0	/f the streamfunction, where 	 = ε1+α	(0)0
is the leading-order synoptic-scale Exner pressure, and θ0 =
T00
(0)
is the leading-order reference-atmosphere potential
temperature. The latter depends on z only in the case with
moderately strong stratification (α = 0), while it is a constant
in the weakly stratified case (α = 1). The streamfunction also
yields the leading-order synoptic-scale horizontal wind U, via
geostrophic equilibrium,
U = ez × ∇, (171)
and the leading-order synoptic-scale potential temperature
fluctuations  = ε1+αT00(0)0 , via hydrostatic equilibrium,
g

θ0
= f ∂
∂z
+
⎧⎪⎪⎨⎪⎪⎩
g
(
θ − θ0
θ0
)2
if α = 1,
−N2f /g if α = 0.
(172)
Moreover, re-dimensionalization of (152) leads to(
∂
∂t
+ U · ∇h
)(
P − ez
ρ
· ∇ × ph
)
= 0, (173)
where ph = khA is the wave pseudo-momentum. In agreement
with Bu¨hler and McIntyre (1998, 2003, 2005) and Wagner and
Young (2015), this shows that the theory respects the conservation
of total PV,
Ptot = P − ez
ρ
· ∇ × ph, (174)
consisting of the synoptic-scale-flow part P and a wave
contribution from the vertical curl of pseudo-momentum. An
interesting difference to the studies referred to above and also
Grimshaw (1975b) is that this result is formulated there in terms
of a Lagrangian-mean synoptic-scale flow, whereas our study
does not use this kind of average. However, as Grimshaw (1975b)
shows, the difference between Eulerian-mean and Lagrangian-
mean flow, the Stokes drift, isO(ε), and corresponding differences
would show up only in higher-order terms that are not of prior
relevance here.
Finally we also note an energy-conservation theorem. From
the dimensional variant of (119),(
∂
∂t
+ cg · ∇
)
ω̂ = −k̂cg · ·∇U (175)
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and the wave-action equation (166), one obtains
∂Ew
∂t
+ ∇ · (cgEw) = −Ak̂cg · ·∇U. (176)
Multiplying (169) by −ρ yields, with repeated use of (171),
∂Es
∂t
−∇h ·
[
ρ
(
∂
∂t
∇h+UP
)]
− ∂
∂z
(
ρ
f 2
N2
∂
∂t
∂
∂z
)
= ∂
∂x
[
∇ · (̂cglA)]− ∂
∂y
[
∇ · (̂cgkA)]
− ∇ · (̂cgk · UA)+Ak̂cg · ·∇U, (177)
where
Es = ρ
2
[
|∇h|2 + f
2
N2
(
∂
∂z
)2]
(178)
is the energy density of the synoptic-scale flow. Hence
∂
∂t
(Es+Ew)=∇h ·
[
ρ
(
∂
∂t
∇h + UP
)]
+ ∂
∂z
(
ρ
f 2
N2
∂
∂t
∂
∂z
)
− ∇ · (̂cgk · UA+ cgEw)
+ ∂
∂x
[
∇ · (̂cglA)]− ∂
∂y
[
∇ · (̂cgkA)] , (179)
so that the total of synoptic-scale-flow energy and wave energy is
conserved under usual boundary conditions.
8.3. Geostrophic-mode dynamics
The dimensional GM potential-enstrophy equations are(
∂
∂t
+ U · ∇h
)
Pβ = ∂Pβ
∂t
+ ∇ · (UPβ)
= ρ
4

∞∑
β ′=1
∞∑
β ′′=1
{
Pβ
∗D
(
β ′′
β ′
,u′β ′
)
Pβ ′′δ
(
β ′ + β ′′ − β)
+Pβ∗D
(
−β
′′
β ′
,u′β ′
)
Pβ ′′
∗δ
(
β ′ − β ′′ − β)
+Pβ∗D
(
−β
′′
β ′
,u′β ′
∗
)
Pβ ′′δ
(−β ′+β ′′−β)}, (180)
where
D
(
λ,u′β
) = λ (∇ · u′β)− u′β · ∇, (181)
and where Pβ = ρ|Pβ |2/4 is the leading-order potential
enstrophy of the βth GM harmonic, with Pβ = (β2|kh|2 +
(f 2/N2)β2m2)ψβ the corresponding leading-order PV amplitude,
and ψβ = cpθ0π ′β/f the corresponding streamfunction. This is
supplemented by the ray-tracing equations(
∂
∂t
+ U · ∇
)
k = − (∇U) · k
to describe the mean-flow impact on the GM. The GM impact
on the mean flow is determined by the synoptic-scale potential-
vorticity equation
(
∂
∂t
+ U · ∇h
)
P = − ∂
∂x
⎛⎝1
ρ
∇·
∞∑
β=1
ĉβ,γ β lPβ
⎞⎠
+ ∂
∂y
⎛⎝1
ρ
∇·
∞∑
β=1
ĉβ,γ βkPβ
⎞⎠, (182)
with ĉβ,γ = ∇βkγ̂β , where
γ̂β(βk) = N
2
N2β2 |kh|2 + f 2β2m2
, (183)
so that Pβ = ψβ/γ̂β .
8.4. Synopsis and implications for subgrid-scale modelling
To summarize, in the absence of IGW fluxes and GM fluxes,
the synoptic-scale PV is conserved, and quasi-geotrophic theory
holds, both in the weakly stratified case (α = 1) for which
this result is standard knowledge from text books (Pedlosky,
1987), and the case of moderately strong stratification (α = 0).
Otherwise it is controlled by the curl of the vector of divergences
of the fluxes ĉgkA, ĉglA, ∑β ĉβ,γ βkPβ and ∑β ĉβ,γ βlPβ . In
the case of IGW–mean-flow interactions, this forcing vector
results from changes in the vertical curl of the IGW pseudo-
momentum. Inverting the PV to obtain the streamfunction yields
all information necessary to obtain the synoptic-scale fields by
geostrophy and hydrostaticity. In the IGW case we thus have a fully
coupled system where the wave properties can be predicted by the
eikonal equations, wave-action conservation, and the polarization
relations, and where the synoptic-scale flow is controlled by the
potential-vorticity equation obtained above. In the GM case,
all upper harmonics contribute to the fluxes controlling the
synoptic-scale PV. Their amplitude is predicted by respective
potential-enstrophy equations.
The practitioner will typically not consider the synoptic-scale-
flow PV, but rather want to insert the relevant mesoscale-wave
fluxes directly into the prognostic equations of an NWP code
or climate model. How this can be done is discernible from the
synoptic-scale-flow momentum, entropy and pressure equation
in section 5. Wave fluxes actually only appear in the entropy
equation (92) and in the horizontal momentum equation (95).
Only horizontal entropy fluxes arise so that the dimensional
synoptic-scale-flow entropy equation becomes
(
∂
∂t
+ U·∇h
)
θ +N2W = −1
2
∇h · 
∞∑
β=1
u′βθ
′
β
∗
. (184)
The entropy-flux convergence on the right-hand side is standard,
but takes also GM impacts into account. From the polarization
relations and the definition of wave action and potential
enstrophy, respectively, one can re-express the relevant fluxes
in terms of the predicted fields as
1
2
 (u′1θ ′1∗) = −ez× fω̂ θg N2 khm Aρ (185)
in the IGW case, and
1
2
 (u′βθ ′β∗) = ez×2θg N4 khmfβ2 (N2|kh|2+f 2m2)2 Pβρ (186)
for GMs.
More interesting is the horizontal momentum equation
(95). The two flux terms appearing are a pseudo-incompressible
momentum-flux convergence and an elastic term arising from the
potential-temperature fluctuations in the pressure gradient term (or
equivalently the density fluctuations, if one prefers −(∇p)/ρ).
Splitting in the former P
(0) = R(0)(0), and using in the IGW
case (116) and (149), or using in the GM case W (0)β = 0 and
the polarization relations (76)–(77), one can rewrite these, and
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finally re-dimensionalize them, as
− 1
2
 1
P
(0)
∇X ·
⎛⎝P(0) ∞∑
β=1
V(0)β U
(0)
β
∗
⎞⎠
+ 1 − α
2
cp
R

∞∑
β=1
iβkh
(0)
β 	
(0)
β
∗
= −1
2
 1
R
(0)
∇X ·
⎛⎝R(0) ∞∑
β=1
V(0)β U
(0)
β
∗
⎞⎠
+ 1 − α
2
f0ez×
∞∑
β=1
U(0)β
∗
B(0)β
→ − 1
ρ
∇·
⎛⎝ρ
2

∞∑
β=1
v′βu
′
β
∗
⎞⎠+ f
2g
ez× 
∞∑
β=1
u′β
∗b′β. (187)
The former term is the classic anelastic momentum-flux
convergence, supplemented by an additional elastic term that
cannot be derived from anelastic theory. Using the polarization
relations, we again re-express everything required in terms of the
explicitly predicted fields as
ρ
2
 (u′1u′1∗) =khkhω̂2+(ez×kh)(ez×kh)f 2|kh|2ω̂ A, (188)
ρ
2
 (u′1w′1∗) = − khm ω̂A = cgzkhA1 − ω̂2/f 2 , (189)
f
2g
ez×
(
u′1
∗b′1
) = f
g
f
ω̂
kh
m
N2
A
ρ
, (190)
for IGWs and
ρ
2
 (u′βu′β∗) = 2N4 (ez×kh) (ez×kh)
β2
(
N2|kh|2+f 2m2
)2Pβ , (191)
ρ
2
 (u′βw′β∗) = 0, (192)
f
2g
ez×
(
u′β
∗b′β
) = −2f
g
N4
khmf
β2
(
N2|kh|2+f 2m2
)2 Pβρ (193)
for GMs. Grimshaw (1975b) also shows the elastic term in his
equations for the IGW case, but then moves to Lagrangian-
mean theory. Nonetheless, it should be stressed that models
with a Eulerian formulation should take it into account,
together with the anelastic momentum-flux convergence, as
wave forcing of the synoptic-scale flow. Using the expressions
above, one can illustrate the relevance of the elastic term
by the ratios
(f /g)ez×(u′1∗b′1)
(1/ρ)(∂/∂z)
[
ρ(w′1u′1∗)
] = O( f 2
ω̂2
Hs
Hθ
)
(194)
in the IGW case, and
(f /g)ez×(u′1∗b′1)
∇h · 
(
u′1u
′
1
∗) = O( f 2N2 m|kh| LsHθ
)
(195)
in the GM case. In the scaling regime considered here, these
are both O(1), but one also sees that the elastic term loses
relevance in the weakly stratified regime, i.e. where Hθ is larger,
and that it is most relevant for low-frequency IGWs in a strongly
stratified regime, and for GMs with small vertical wavelength
as compared to the horizontal wavelength, and large horizontal
synoptic scale as compared to the potential-temperature scale
height.
9. Discussion
Our reconsideration and review of the interaction between
synoptic-scale flow and mesoscale wave packets is based on a
detailed scale analysis. A review of the basic assumptions of quasi-
geostrophic theory for synoptic-scale flow on an f -plane shows
that all relevant scales can be determined from the Rossby number
ε and two out of the three following variables: gravitational
acceleration g, inertial frequency f0 and sound-related speed
cs =
√
RT00, with T00 a typical temperature value. The wave
scaling is then defined by requiring the spatial- and time-scales
to be shorter by O(ε), and by assuming their buoyancy field
to be close to static instability. In the latter considerations, we
have applied Boussinesq polarization relations, as justified by
the results of the following analysis. Two stratification regimes
are considered, by assuming that the potential-temperature scale
height either is larger, by O(ε−1), than both the density and the
pressure scale height (tropospheric regime of weak stratification),
or is of the same order as those two (stratospheric regime of
moderately strong stratification). After a non-dimensionalization
of the equations of motion, a WKB ansatz is introduced for
the wave fields, allowing a basic-wave field and all nonlinearly
induced higher harmonics. All synoptic-scale fields and wave
amplitudes are then expanded in terms of the Rossby number.
Ordering by powers of the latter and the WKB phase factor then
yields all results.
These re-establish the geostrophic and hydrostatic balance
of the synoptic-scale flow. They also lead to eikonal equations
for wavenumber and frequency, both for inertia-gravity waves
(IGW) and geostrophic modes (GM). These results hold at
finite wave amplitudes, i.e. close to the threshold of static
instability. No explicit linearization of the equations is necessary
that would require weak wave amplitudes. It is the scale separation
between the wave phases on the one hand and large-scale flow
and wave amplitudes on the other, combined with a hence
derived solenoidality of the wave velocity fields, that removes the
nonlinearities from the leading-order equations.
To next order one finds that, due to their dispersive nature, the
IGW higher harmonics must be one order of magnitude weaker
than the IGW basic wave. They are slaved to the basic wave, and
their amplitude can be determined directly from the basic-wave
dynamics. However, the GM higher harmonics are found to be
as strong as the basic wave. Amplitude equations are derived for
IGWs and GMs that describe, together with the eikonal equations,
the mean-flow impact on the waves. The dynamics of the higher
harmonics, both for IGWs and GMs, is an aspect of the present
finite-amplitude theory that had not been derived before from
weak-amplitude theories.
The IGW amplitude equation is the well-known wave-action
conservation equation, with wave action only due to the basic
wave, while one obtains in the GM case a potential-enstrophy
equation for each harmonic, with a nonlinear triad term
describing the interaction between different harmonics. This
is found for both stratification regimes, and it implies a lower
degree of stability for GM wave packets than IGW wave packets.
Potentially this might contribute to the lower energy in mesoscale
GMs, as compared to IGWs, in the upper troposphere, as reported
by Callies et al. (2014). However, recent work by Lindborg (2015)
and Bierdel et al. (2016) indicates that the GM contribution
to mesoscale energy might be significant in various atmospheric
regions. This would further support the relevance of investigations
of GM dynamics.
The analysis of the wave-impact on the synoptic-scale flow
yields similar results for both stratification regimes. However the
route there differs between the two cases. In the stratospheric
regime of moderately strong stratification, various elastic
terms appear in the mean-flow equations, demonstrating the
unsafe ground one would be on if one neglected everything
beyond Boussinesq or anelastic dynamics from the start. An
implementation of a WKB ray tracer into weather forecast or
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climate models would typically supplement a model by the
wave-flux terms appearing in the entropy equation (92) and
the horizontal-momentum equations (95). However, the latter
need in the stratospheric regime an elastic flux term arising from
the potential-temperature fluctuations in the pressure-gradient
term. This term, appearing as a Coriolis force due to a non-zero
mass or buoyancy flux (Grimshaw, 1975b), would supplement
an anelastic momentum-flux convergence. In the investigated
regime, it is of the same magnitude as the latter, and it gains
in importance the stronger the stratification is, preferentially for
low-frequency IGWs, and for GMs in a flow with large horizontal
scales. Nonetheless, both regimes yield in the end a prognostic
equation for quasi-geostrophic potential vorticity (PV), with a
wave impact from either IGWs or GMs. For the first time, to the
best of our knowledge, we thus show that, in the absence of IGWs
and GMs, quasi-geostrophic theory strictly holds at low Rossby
numbers also for moderately strong stratification. The derivation
coming nearest to this, to the best of our knowledge, has been
indicated by Zeitlin et al. (2003), but these authors only consider
the Boussinesq equations.
At least in the IGW case, the theory also respects the
conservation of total PV, consisting of a contribution of synoptic-
scale flow and a wave contribution from the vertical curl of wave
pseudo-momentum, discussed previously in the IGW context by
Bu¨hler and McIntyre (1998, 2005) and Wagner and Young (2015).
The sum of wave energy and the energy of the synoptic-scale flow
is conserved as well.
Our study is also related to recent work by Xie and Vanneste
(2015) and Wagner and Young (2016) on the interaction between
near-inertial waves and synoptic-scale flow in the ocean. However
the scaling regime investigated there is different. In those studies
there is no horizontal length-scale separation. The vertical-scale
separation parameter is ε1/2. They assume the synoptic-scale
horizontal winds to be weaker than those from the waves. The
considered stratification is considerably weaker than considered
here, with f /N = O(ε1/2). Finally, the considered wave field is
linear, while our theory considers nonlinear waves. Our study is
therefore mostly complementary to those.
The GM dynamics we have investigated might be of relevance
for the modelling of subgrid-scale dynamics. Since the GMs are
simply advected by the synoptic-scale flow, on top of the nonlinear
triad interactions, they do not contribute to vertical coupling
in the atmosphere. However, their contribution to horizontal
coupling could be important. Although geostrophic, the Rossby
number of these modes is large, i.e. Uw/fLw = O(1). Nonetheless,
their dynamics, as far as we have followed it, can be derived from
quasi-geostrophic theory as well, as shown in the Appendix B.
Notwithstanding, both their potential-enstrophy equations, and
their impact on the synoptic-scale flow, via the vertical curl
of an Eliassen–Palm-flux convergence, differ from the quasi-
geostrophic dynamics of the interaction between synoptic-scale
Rossby waves and a planetary-scale mean flow. The difference
in scale between planetary-synoptic versus synoptic-mesoscale
interactions seems to be responsible for this discrepancy. It might
be worthwhile stressing that our derivations do not lead to an
extension of quasi-geostrophic theory to describe the dynamics
of mesoscale GMs in interaction with a synoptic-scale flow, as all
essentials seem to be embedded in that theory. Notwithstanding
the issue of the parametrization of unresolved mesoscale modes,
this arises for simulations at sufficiently coarse resolution. This is
the merit and purpose of results on GM dynamics and GM–mean-
flow interactions in this study.
It might also be remarked that Generalized Lagrangian-Mean
(GLM) theory could not be used for studying GM dynamics. That
theory assumes a displacement vector ξ so that Dξ/Dt = v, or
−iω̂ξ = v in the linear limit. Since the intrinsic frequency of the
GM is zero, its displacement vector is not defined. Multi-scale
asymptotics, as performed here, do not have this limitation. Thus
it is a useful supplementary tool to GLM theory, leaving the latter
its undisputed claim for elegance and generality with regard to
the dynamics of IGWs and Rossby waves.
The theory as a whole is nonlinear, with a two-way interaction
between finite-amplitude waves and mean flow, and a full
consideration of the interaction with and between all nonlinearly
induced higher harmonics, found to be negligibly weak in the
IGW case, but not in the GM case. Processes resulting from
the interaction between waves and a self-induced mean wind
(Fritts and Dunkerton, 1984; Sutherland, 2001, 2006; Dosser
and Sutherland, 2011) are included in such formulations, as
demonstrated, e.g. by Rieper et al. (2013) and Muraschko et al.
(2015). Our results also apply to the interaction between a
synoptic-scale flow and small-amplitude wave fields. In the
present two-time-scale theory, the wave impact would disappear
in this case, as it would be weaker by two orders of ε (e.g. Achatz
et al., 2010), but this only implies that the appropriate approach
would then be the introduction of a new longer time-scale Ts/ε2
on which the wave forcing would influence the mean flow. The
final results we expect to be the same as presented here. Moreover,
the higher harmonics would be suppressed significantly. They are
a central result of the present finite-amplitude theory.
An apparent limitation is that our analysis assumes a single
basic-wave field, locally monochromatic, superposed by higher
harmonics. As soon as various basic-wave fields are allowed,
nonlinear interaction terms would supplement even the IGW
wave action equation. The wave impact on the large-scale flow
also would appear then as the superposition of the wave impacts
derived here separately. This approach would eventually imply
the use of phase-space wave-action densities (e.g. Bu¨hler and
McIntyre, 1999; Hertzog et al., 2002), seemingly a rather powerful
tool for the avoidance of numerical instabilities due to crossing
rays (Muraschko et al., 2015). It often compares successfully
to wave-resolving data, even when nonlinear IGW interactions
are neglected. How relevant the latter will be in the end is an
open question. Atmospheric waves lead a rather transient life,
which might often be too short for nonlinear effects to have a
strong impact. However, measurements of atmospheric mesoscale
spectra might indicate nonlinear dynamics (Callies et al., 2014;
Zhang et al., 2015). For the investigation of corresponding
processes, a weakly nonlinear low-amplitude approach might
be useful (e.g. Caillol and Zeitlin, 2000; Nazarenko, 2011),
as it might be able to yield tractable results. Corresponding
investigations seem to be an important line of future research.
Another relevant extension could be the consideration of the
interaction of small-scale waves, possibly in coexistence with
turbulence, with a larger-scale flow containing considerable
unbalanced contributions. This might be of interest for subgrid-
scale parametrizations in climate and weather forecast models
with mesoscale resolution.
Appendices
Appendix A: Reformulation of the nonlinear triad term
appearing in the potential-enstrophy dynamics of the
geostrophic mode
For the reformulation of the nonlinear triad term (103), we first
rewrite the polarization relations (76)–(78), using ω̂ = 0,
U(0)β = ez × iβkh(0)β , (A1)
W (0)β = 0, (A2)
B(0)β = if0βm(0)β , (A3)
where

(0)
β =
cp
R

(0)
	
(0)
β /f0 (A4)
is a non-dimensional streamfunction. Quasi-geostrophic theory
would imply a corresponding leading-order potential vorticity
P(0)β =−
(
!β2 |kh|2+ f
2
0
N20
β2m2
)

(0)
β = −

(0)
β
γ̂β
. (A5)
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In addition, due to the zero vertical-wind amplitude, one replaces
D
(
λ,V(0)β
)
→ D
(
λ,U(0)β
)
= λ
(
∇X,h · U(0)β
)
− U(0)β · ∇X,h,
(A6)
where, due to ∇X ×k = 0,
∇X,h ·U(0)β = (ez×iβkh) · ∇X,h(0)β . (A7)
All of this is inserted into (103). In the ensuing algebra one
makes repeated use of the triad conditions, expressed by the delta
functions, and uses replacements of the kind
∞∑
β ′,β ′′=1
ββ ′β ′′(0)
β ′ 
(0)
β ′′ δ
(
β ′+β ′′−β)
=
∞∑
β ′,β ′′=1
(
β ′+β ′′)β ′β ′′(0)
β ′ 
(0)
β ′′ δ
(
β ′+β ′′−β)
=
∞∑
β ′,β ′′=1
2β ′2β ′′(0)
β ′ 
(0)
β ′′ δ
(
β ′+β ′′−β) , (A8)
∞∑
β ′,β ′′=1
β ′β ′′2(0)
β ′ 
(0)
β ′′
∗
δ
(
β ′−β ′′−β)
=
∞∑
β ′,β ′′=1
β ′2β ′′(0)
β ′
∗

(0)
β ′′ δ
(−β ′ + β ′′ − β) , (A9)
to finally obtain (132).
Appendix B: Mesoscale geostrophic-mode dynamics derived
from quasi-geostrophic theory
For the analysis of the interaction between geostrophic synoptic-
scale flow and mesoscale geostrophic modes within quasi-
geostrophic theory, we use the corresponding PV conservation
equation on an f -plane
∂P
∂t
+ ∇ · (uP) = 0, (B1)
with
u = ez × ∇hψ , (B2)
P = ∇2hψ +
1
ρ
∂
∂z
(
ρ
f 2
N2
∂ψ
∂z
)
. (B3)
Here
ψ = cpθ0 (π − π) /f (B4)
is the streamfunction, with θ 0 = T00(0) the leading-order part of
the reference atmosphere, and π the reference-atmosphere Exner
pressure. ρ = ρ00R(0) is the leading-order reference-atmosphere
density, and N2 = εα
(
g/
(0)
)
d
(α)
/dz the Brunt–Va¨isa¨la¨
frequency. Non-dimensionalizing the streamfunction by the wave
scales yields the replacement, using (56) and the definitions in
section 2,
ψ → cpθ0 (π − π)
fUwLw
= cp
R

(0)
ε2+α
⎛⎝π − α∑
j=0
εj	
(j)
⎞⎠
= ε−1
∞∑
j=0
εj
(j)
0 (X, T) + 
∞∑
β=1
∞∑
j=0
εj
(j)
β (X, T)e
iβφ(X,T)/ε ,
(B5)
where 
(j)
0 = (cp/R)
(0)
	
(j)
0 and 
(j)
β = (cp/R)
(0)
	
(j)
β are
the various-order synoptic-scale and mesoscale (basic and
higher harmonic) streamfunction components. After non-
dimensionalization, also by the wave scales Lw, Hw, Uw and
Tw = Lw/Uw, the PV conservation equation (B1) and the velocity
equation (B2) keep their form, while the non-dimensional PV
becomes
P = ∇2hψ +
1
R
(0)
∂
∂z
(
R
(0) f 20
N20
∂ψ
∂z
)
. (B6)
Inserting (B5), one obtains
P=ε
∞∑
j=0
εjP
(j)
0 (X, T)+ 
∞∑
β=1
∞∑
j=0
εjP
(j)
β (X, T)e
iβφ(X,T)/ε (B7)
with
P
(j)
0 = ∇2X,h(j)0 +
1
R
(0)
∂
∂Z
(
R
(0) f 20
N20
∂
(j)
0
∂Z
)
(B8)
and where
P(0)β = −
(
β2 |kh|2 + f
2
0
N20
β2m2
)

(0)
β , (B9)
P(1)β = −
(
β2 |kh|2 + f
2
0
N20
β2m2
)

(1)
β
+ i
[
2βkh ·∇X,h+
(∇X,h ·βkh)+2βm f 20
N20
∂
∂Z
+ 1
R
(0)
∂
∂Z
(
R
(0) f 20
N20
βm
)]

(0)
β (B10)
are the PV wave amplitudes explicitly needed below. Likewise the
non-dimensional wind is
u=
∞∑
j=0
εjU
(j)
0 (X,T)+
∞∑
β=1
∞∑
j=0
εjU
(j)
β (X,T)e
iβφ(X,T)/ε (B11)
with
U
(j)
0 = ez×∇X,h(j)0 (B12)
and for β ≥ 1
U(0)β = ez×iβkh(0)β , (B13)
U
(j≥1)
β = ez×
(
iβkh
(j)
β + ∇X,h(j−1)β
)
. (B14)
Obviously
kh · U(0)β = 0, (B15)
which is used frequently below. With the expansions above it is
useful to also expand the PV flux
uP=
∞∑
j=0
εjF
(j)
0 (X, T)+
∞∑
β=1
∞∑
j=0
εjF
(j)
β (X, T)e
iβφ(X,T)/ε, (B16)
where only the contributions
F(0)0 =
1
2

∞∑
β=1
U(0)β P
(0)
β
∗
, (B17)
F(1)0 = U(0)0 P(0)0 +
1
2

∞∑
β=1
(
U(0)β P
(1)
β
∗+U(1)β P(0)β
∗)
, (B18)
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F(0)β = U(0)0 P(0)β +
1
2
∞∑
β ′,β ′′=1
[
U(0)
β ′ P
(0)
β ′′ δ
(
β ′+β ′′−β)
+U(0)
β ′ P
(0)
β ′′
∗
δ
(
β ′−β ′′−β)
+U(0)
β ′
∗
P(0)
β ′′ δ
(−β ′+β ′′−β)]
(B19)
F(1)β =U(0)0 P(1)β + U(1)0 P(0)β + U(0)β P(0)0
+ 1
2
∞∑
β ′,β ′′=1
[(
U(0)
β ′ P
(1)
β ′′ +U(1)β ′ P(0)β ′′
)
δ
(
β ′+β ′′−β)
+
(
U(0)
β ′ P
(1)
β ′′
∗+U(1)
β ′ P
(0)
β ′′
∗)
δ
(
β ′−β ′′−β)
+
(
U(0)
β ′
∗
P(1)
β ′′ +U(1)β ′
∗
P(0)
β ′′
)
δ
(−β ′+β ′′−β)] (B20)
are used explicitly below.
The leading O(1) of the PV-conservation equation (B1) is
found with this only to have wave parts, yielding
−iβωP(0)β + iβkh · F(0)β = 0. (B21)
Due to the solenoidality (B15), the nonlinear triad part in the
PV flux (B19) has a vanishing scalar product with kh so that one
obtains the polarization relation
0 = βω̂ = β
(
ω − kh · U(0)0
)
. (B22)
The nextO(ε) has a synoptic-scale part
0 = ∇X,h · F(0)0 . (B23)
However, using (B17), (B13), and (B9), one finds that F(0)0 = 0,
so that this equation is satisfied trivially. The corresponding wave
parts are
0 = −iβωP(1)β +
∂P(0)β
∂T
+iβkh ·F(1)β +∇X ·F(0)β . (B24)
Using the explicit flux contributions (B19) and (B20), the
solenoidality (B15) and the dispersion relation (B22), this
becomes
0 =
(
∂
∂T
+ U(0)0 ·∇X,h
)
P(0)β +iβkh ·U(1)0 P(0)β +
1
2
∞∑
β ′,β ′′=1
×
{ [
iβkh ·U(1)β ′ P(0)β ′′ +∇X,h ·
(
U(0)
β ′ P
(0)
β ′′
)]
δ
(
β ′+β ′′−β)
+
[
iβkh ·U(1)β ′ P(0)β ′′
∗+∇X,h ·
(
U(0)
β ′ P
(0)
β ′′
∗)]
δ
(
β ′−β ′′−β)
+
[
iβkh ·U(1)β ′
∗
P(0)
β ′′ +∇X,h ·
(
U(0)
β ′
∗
P(0)
β ′′
)]
δ
(−β ′+β ′′− β) }
(B25)
However, due to (B13), (B14), and ∇X × k = 0, one has
iβkh · U(1)β ′ = i
β
β ′
β ′kh ·U(1)β ′ = −
β
β ′
∇X ·U(0)β ′ , (B26)
so that multiplication of (B25) by R
(0)
P(0)β
∗
/2 and taking the real
part of the product yields the potential-enstrophy equation (136).
Finally, from theO(ε2), we only use the synoptic-scale part
0 = ∂P
(0)
0
∂T
+ ∇X,h ·F(1)0 (B27)
or, using ∇X,h ·U(0)0 = 0 and (B18),
0 =
(
∂
∂T
+U(0)0 ·∇X,h
)
P(0)0 +
1
2
∇X,h · 
∞∑
β=1
(
U(0)β P
(1)
β
∗+U(1)β P(0)β
∗)
.
(B28)
Inserting (B13), (B14), (B9), and (B10), again using ∇X × k = 0,
and finally resorting to the definitions (128), (129), and (137),
one obtains after some algebra the prognostic equation (154)
for the leading-order synoptic-scale PV. We point out that the
equation system derived here is not closed. The solution of the
potential-enstrophy equations requires knowledge of the phase
of the PV amplitudes P(0)β . As can be seen from (B25), one needs
for this U(1)0 . For this one would have to solve the next-order
equation for the synoptic-scale PV, involving P(1)β and so forth.
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