We perform linear and nonlinear stability analysis for thermal convection in a fluid overlying a saturated porous medium. We use a coupled system in which Navier-Stokes governs the free flow and Darcy's equation governs the porousmedium flow. Incorporating a dynamic pressure term in the Lions interface condition (which specifies the normal force balance across the fluid-medium interface) permits an energy bound on the typically uncooperative nonlinear advection term, enabling new nonlinear stability results. We find close agreement between the linear and nonlinear stability thresholds, indicating that the more easily obtained linear thresholds indicate global stability. Additionally, we quantify the difference between linear and nonlinear stability curves. We then compare stability thresholds produced by several common variants of the tangential interface conditions, using both numerics and asymptotics in the small Darcy number limit. Finally, we investigate the transition between porous-dominated and fluid-dominated convection. A simple theory based on critical Rayleigh numbers is put forth, and it agrees well with numerics regarding how the transition depends on the depth ratio, the Darcy number, and the thermal-diffusivity ratio.
1. Introduction. The phenomenon of fluid flowing over a porous medium has been observed, studied, and scrutinized for more than a century in a variety of settings. Chief among these are geophysical applications, such as the mixing of surface water and groundwater [5, 6, 8, 18, 19] , contaminant transport and bioremediation efforts [11, 39] , and flow within oil reservoirs [1, 2] . Given the urgent need to understand water resources more fully, investigating the interaction between surface-and groundwater is particularly timely [41] . To gain useful insight into the nature of these coupled fluid-porous systems, various linear and nonlinear stability arguments have been conducted and analyzed [22, 23, 24] . However, the presence of nonlinear advection (u · ∇) u can hinder nonlinear stability analysis since, when coupled to non-trivial interface conditions, it produces a sign-indefinite term in the energy bound. As a result, the nonlinear stability of the coupled Navier-Stokes-Darcy system-the most well-accepted model for fluid-porous systems in geophysical applications-remains unresolved. The primary goal of the current study is to analyze nonlinear stability of this coupled system and to examine the associated convection patterns.
To overcome the indefinite term in the energy analysis, researchers have adopted various approaches. Several works forgo the nonlinear term altogether by exploring linear stability of the Navier-Stokes-Darcy-Boussinesq system. Many of these works also include additional physical effects, such as variable viscosity or permeability, quadratic equations of state for thermal expansion, and anisotropic or heterogeneous porous media [9, 10, 12, 13, 14, 33, 38] . Other strategies to treat or avoid the nonlinear term include using Stokes in lieu of Navier-Stokes in the free-flow zone [24] , or considering the Navier-Stokes-Brinkman system so that the convective term of the free-flow has a corresponding term in the porous medium [22] . The Brinkman equations apply to highly porous media (e.g. porosity greater than .75), which is a common and physically realistic assumption for many industrial applications such as lightweight structures, biomedical implants, heat exchangers, and chemical reactors [29, 38] . However, for many flows of geophysical interest (e.g. karst aquifers, sinkholes, hyporheic flow, contaminant transport), the porosity is very small and Darcy is the most appropriate equation to model its fluid flow.
A fundamental assumption made in linear stability analysis is that perturbations to the steady-state are small and consequently, the effects of quadratic and higher order terms are lost. As a result, there is limited information about the behavior of the nonlinear system and a possibility for subcritical instabilitiesthose that occur prior to the threshold predicted by the linear theory. Nonlinear stability analysis takes higher order and nonlinear terms into account, thereby providing a more holistic understanding of the mechanisms that create convection and the interplay between them.
In this work, we investigate thermal convection in a fluid overlying a saturated porous medium within the Navier-Stokes-Darcy-Boussinesq model via the energy method. To overcome the difficulty associated with the nonlinear term, we employ the Lions interface condition, which incorporates a dynamic pressure term into the normal-force balance 1 . When the Lions interface condition is used in tandem with the BJSJ condition, the Navier-Stokes system satisfies an energy law, enabling a bound for the advective term in energy analysis. We outline the linear argument for the coupled system and then conduct the nonlinear stability analysis, followed by a comparison of marginal stability curves produced by each approach. In addition, while a considerable amount of effort has been placed on determining the appropriate models for fluid flow in surface-and groundwater regions, there is less of a consensus on choosing a condition for the shear-stress balance. Many works specify that the shear stress must balance with a jump in tangential velocity, or some variant thereof. Popular choices for this interface condition are the Beavers-Joseph condition, the Beavers-Joseph-Jones condition, and the Beavers-Joseph-Saffman-Jones (BJSJ) condition. We show that the relative difference between marginal stability curves produced with the Beavers-Joseph and Jones interface conditions compared to those produced using the Beavers-Joseph-Saffman-Jones condition scales like the Darcy number while the absolute differences scale like Da 2 .
Convection in a fluid overlaying porous media is much more complex than its single layer counterparts, with more physical parameters that might affect the heat transport. One physically important phenomenon is the transition from porous-to fluid-dominated convection. Parameters that influence this transition include the Darcy number, the ratio of free-flow to medium depth, and the ratio of the thermal diffusivities. We propose a simple theory, based on comparing the critical Rayleigh numbers of the two layers, to predict this transition. Numerical tests confirm that this theory indeed predicts the transition with good accuracy.
The rest of the article is organized as follows. We introduce the mathematical formulation of the problem, including the governing equations, the boundary and interface conditions, and the nondimensionalization, in section 2. We summarize linear stability analysis in section 3. Section 4 is devoted to nonlinear stability analysis. Main results are outlined and discussed in section 5. We offer our conclusions in section 6. Formal small Darcy number asymptotic expansions are included in the appendix.
2. Formulation of the problem. In this section, we describe the governing equations along with the boundary and interface conditions. We then find steady-state solutions, which serve as reference states for stability analysis, and we nondimensionalize the resulting system.
Governing equations.
In the free-flow zone, we use the incompressible Navier-Stokes equations with constant viscosity and the Boussinesq approximation, coupled with the advection-diffusion equations for heat:
, and T f are the free flow velocity, pressure, and temperature, respectively, with ρ 0 , µ 0 , and β as the reference density of the fluid, the dynamic viscosity, and the coefficient of thermal expansion, respectively. The stress tensor and rate of strain tensor are defined as T(u f , p f ) = 2µ 0 D(u f ) − p f I and D(u f ) = 1 2 ∇u f + ∇u f T , respectively, with g as acceleration due to gravity and k as the upward pointing unit normal. Additionally, κ f , c p , and λ f = κ f / (ρ 0 c p ) f are the thermal conductivity of the fluid, specific heat capacity of the fluid, and thermal diffusivity of the fluid, respectively.
For fluid flow in porous media, the Darcy or Brinkman equations are the prevailing choice in the literature. For porous media with relatively large porosity (χ > .75), Brinkman is more appropriate than Darcy. Darcy is valid under the assumption that the medium has a small porosity [3, 35] , generally applicable to geophysical systems. We therefore employ the Darcy system with the advection-diffusion equation for heat:
where u m = (u m , v m , w m ), p m , and T m are the velocity, pressure, and temperature in the porous medium respectively, χ and Π are the porosity and permeability, λ m = κ m / (ρ 0 c p ) f is the thermal diffusivity of the medium. We define the thermal conductivity κ and specific heat capacity (ρ 0 c p ) of the medium in terms of the harmonic average the solid and fluid components; i.e. φ −1
where the subscripts f and s denote the fluid and solid components. While some studies have used an algebraic average, homogenization theory gives rise to the harmonic average as used here. In this work, we assume the medium to be homogeneous and isotropic so that the permeability Π is constant and scalar-valued. For anisotropic media, one would simply replace Π by Tr(Π)/d where d is the spatial dimension of the problem.
The time derivative ∂ t u m in equation (2.2.1) is often neglected since it is heuristically small at small Darcy number. For nonlinear stability though, including the time derivatives of each equation is helpful since it allows us to write down the change in the overall energy with respect to time. Several works concerning linear stability, [7, 13, 14, 34] , exclude time derivatives of the Navier-Stokes and/or Darcy equations by invoking the principle of exchange of stabilities. The principle of exchange of stabilities has not been rigorously established for the coupled system, although we see it holds in practice. 
3)
where u f τ = (v f , w f ) denotes the tangential (horizontal) components of the velocity at the top of the domain.
For interface conditions on Γ i (z = 0), we require continuity of temperature, heat flux, and the normal component of velocity at the interface, respectively:
The next interface condition is the Beavers-Joseph-Saffman-Jones (BJSJ) condition, also known as the Navier-slip condition, specifying the shear stress is proportional to the tangential velocity at the interface:
where α is an empirically determined coefficient. The BJSJ condition yields two equations for the tangential components in the x− and y−directions. This condition is debated in the literature, as many researchers use one of these three conditions with a flat interface: the Beavers-Joseph condition [4] , the Beavers-Joseph-Jones condition [25] , or the BJSJ condition [37] . All three conditions can be represented concisely as The Beavers-Joseph and Beavers-Joseph-Jones conditions state that shear stress is proportional to the jump in the tangential velocity at the interface, explicitly noted with the τ · (u f − u m ) term on the RHS of the equations. Saffman noted that the τ · u m term was on the same order of the permeability (or the Darcy number), and could be discarded since the permeability is assumed to be small. Saffman's reduction led to dropping the porous medium velocity term, τ · u m , on the RHS of the interface condition, yielding the BJSJ condition. For superposed porous-fluid convection, several previous works with the coupled Navier-Stokes-Darcy-Boussinesq system utilize the Beavers-Joseph condition, see [10, 12, 13, 14] . However, there is no result on the nonlinear stability for this system in the literature. In [38] , Straughan compares the Beavers-Joseph and Jones conditions, showing that the linear marginal stability curves produced by each are almost the same. In section 5, we expand upon Straughan's findings by showing that the three interface conditions (Jones, Beavers-Joseph, and BJSJ) each produce similar marginal stability curves. Specifically, we show the relative difference between curves produced by the the Beavers-Joseph and Jones conditions versus those produced by the BJSJ condition scales like Da.
The last interface condition concerns the balance of force in the normal direction, and there are two options:
where Ψ L ∈ {0, 1} is a switch for the dynamic pressure term, ρ0 2 |u f | 2 . The most common choice in the literature is Ψ L = 0 which renders Eq. (2.8) linear. We, however, will choose Ψ L = 1-known as the Lions interface condition-for nonlinear analysis. This choice gives rise to an energy law which facilitates the analysis significantly. In the appendix, we show that the dynamic pressure term is of the order of the Darcy number in the small Darcy number regime.
2.3. Steady-state and perturbed system. First, we introduce the following steady-state solution, known as the conductive state (denoted with an overhead bar):
Here, T 0 represents the interface temperature and is given by
If T U > T L , the conductive state is stable, but if T L > T U , buoyancy can destabilize the system. In this paper, we consider the later case. Additionally, we choosep f andp m to satisfy
With the perturbation variables v j , θ j , and π j for j = f, m regions, we perturb the steady-state solutions:
where governs the magnitude of the perturbations. In the linear stability analysis, the perturbations to the steady-state are assumed to be small, i.e., 1. However, with the nonlinear analysis, there is no assumption concerning the magnitude of the perturbations. Substituting the steady-state solutions into the original system produces the system of perturbations:
In Ω f :
In Ω m :
2.4. Nondimensionalization. We introduce the same scalings as [12, 38] with nondimensional variables denoted by tildes:
(where ν = µ 0 /ρ 0 is the kinematic viscosity) which yields the systems (sans tildes):
(2.9)
10)
for (x, y, 0, t) ∈ {R 2 × (z = 0) × (0, ∞)}. Here, the notation ∇ j indicates the gradient with respect x j where j = f or m. With the BJSJ interface condition (the fourth equation of (2.11)), the LHS can be rewritten as −2 τ · D(v f ) n since taking the normal component of the T(v f , π f ) term followed by dotting with the tangent removes the pressure term, which will be useful in the nonlinear analysis.
We have introduced a total of seven dimensionless parameters. The first five are given bŷ
These parameters are, respectively, the depth ratio, the thermal diffusivity ratio, the Darcy number, and the Prandtl numbers in the free-flow and porous regions. The last two are the Rayleigh numbers in the two regions
3. Linear Stability. In this section, we briefly overview the linear stability analysis of system (2.9)-(2.11). For additional details, the reader is referred to [38] , which differs only in the interface condition chosen in Eq. (2.7). Here, we set Ψ J = 1, Ψ S = 0, corresponding to the BJSJ condition. The value of Ψ L is irrelevant since the dynamic pressure term is nonlinear and hence omitted in linear analysis.
Invoking the assumption that the perturbations to the steady-state solutions are small, we lose quadratic and higher-order terms from the systems (2.9)-(2.11). With the resulting linear system, we take the double curl to remove the pressure terms and then, in looking at the third component of the resulting equations, we substitute the normal mode solutions
where j = f, m. Here, the real part of σ j determines the stability of the flow; if Re(σ j ) < 0 the normals modes decay in time and if Re(σ j ) > 0 they grow. We introduce the horizontal wavenumbers a j defined by
With our nondimensional scalings, we note the following relationships:
With the notation D f = d dz f and D m = d dzm for spatial derivatives in Ω f and Ω m , respectively, we acquire the system:
In Ω f , z ∈ (0, 1) :
4)
In Ω m , z ∈ (−1, 0) :
5)
On Γ i , z = 0 :
with the boundary conditions at the top and bottom of the domain:
System (3.3)-(3.7) constitutes a generalized eigenvalue problem for either σ f or σ m , which we solve with the Chebyshev tau-QZ algorithm [16] as implemented in the Chebfun package [17] . This algorithm first performs Chebyshev collocation [26, 31, 40] and then solves the resulting linear system with the QZ method [20, 30] . Lastly, we make substitution (3.2) to find the marginal stability curves in the (a m , Ra m ) plane. For each wavenumber a m , there is a Rayleigh number Ra m where the flow transitions from stable to unstable (i.e. Re(σ j ) changes from negative to positive). The marginal stability curves, Re(σ j ) = 0, shown in section 5 delineate the boundary between stable and unstable regimes.
Nonlinear Stability.
In this section, we use the energy method to analyze the nonlinear stability of the coupled fluid-porous medium system. Once again, we use the BJSJ condition (Ψ J = 1, Ψ S = 0). Here it is important to adopt the Lion's interface condition (Ψ L = 1) for the nonlinear analysis. Throughout this section, we using the following notation for vector-valued functions f and g and matrix-valued functions A and B:
where Ω f and Ω m represent the period cells in the fluid and porous layers, respectively. We dot equation (2.9.1) with v f and integrate over Ω f :
After integrating by parts, the boundary integrals reduce to integrals along the interface of the fluid region, Γ f , leaving
where τ i are the unit tangents in x and y at the interface. In applying the interface conditions (and using the Lions interface condition instead of its linear counterpart), the equation above becomes
We note that the first term on the RHS involving 1 2 |v f | 2 (v f · n) arises from the nonlinear advection. Importantly, the application of the Lions interface condition to the expression n · D(v f )n (v f · n) produces a similar term with opposite sign that cancels this first term. Without this cancellation, the presence of the sign-indefinite term 1 2 |v f | 2 (v f · n) would hamper energy analysis. However, with the cancellation, we obtain the following energy law where Γ m denotes the interface of the porous medium. From here, we follow an argument similar to that of Straughan, Carr, and Hill in [23, 24] . We add equations (4.1)-(4.4) together and multiply (4.2), (4.3), (4.4) by coupling parameters λ 1 , λ 2 , λ 3 > 0, respectively. The introduction of these coupling parameters permits sharper bounds on the critical Rayleigh numbers than could be obtained otherwise. In addition, we rescale time derivatives in the porous medium by the factor T /d 2 , so that we are using the same scale as in the free-flow zone. These manipulations yield the system d dt
We will next choose the coupling parameters, λ 1 , λ 2 , λ 3 , to make convenient cancellations. First, focusing on λ 2 , a change of variables allows us to write
We therefore choose λ 2 =d 3 /Da so that the expression on the right-hand-side vanishes. Next, consider the terms associated with λ 1 and λ 3 :
T allows both terms on the right-hand-sides to vanish. In summary, we choose λ 2 =d 3 /Da, λ 1 = λ, and λ 3 = 3 T /d λ. Importantly, there is now only a single free parameter λ. With our choices for the coupling parameters and the functional energy
we are left with 
We are now using the notation Ra f,λ and Ra m,λ to indicate dependence on the coupling parameter λ. The change in the total energy of the system is bounded by
where H is the set of admissible solutions to equations (2.9) and (2.10) subject to (2.11) . Defining R E as the maximum of the ratio of energies
The Poincaré inequality implies that D ≥ cE for some constant c > 0 [22, 23, 24] . Then, if R E ≥ 1, Gronwall's inequality produces at least exponential convergence:
Hence, the system is nonlinearly stable as long as R E ≥ 1.
R E = 1 corresponds to the sharpest threshold for nonlinear stability that is made possible by (4.8), and hence is the most important case to analyze. Setting R E = 1 in (4.6) produces an optimization problem, max H (I/D) = 1, that can be solved by the Euler-Lagrange equations:
z ∈ (−1, 0) : where L f , L m are Lagrange multipliers for the fluid region and porous medium, respectively. Taking the double curl of equation (4.9.1) and equation (4.10.1) to remove the Lagrange multipliers and using the normal mode representations once again, we obtain the systems for the fluid layer and porous medium, respectively: z ∈ (0, 1) : For the interface and boundary conditions, we use the same equations as the linear case (3.5)-(3.7) with the exception of the Lions condition (replacing its linear counterpart) given by
Equations (4.11)-(4.12) with the interface/boundary conditions as noted above constitute a generalized eigenvalue problem for Ra m,λ (recall that Ra m,λ and Ra f,λ are related through (3.2)). For given wavenumber a m , we solve for Ra m,λ numerically, once again using the Chebyshev tau-QZ method. We then maximize over λ to obtain the sharpest threshold for nonlinear stability,
Once Ra m is found for a range of wavenumbers, we can construct the marginal stability curve (a m , Ra m ), below which we are guaranteed nonlinear stability.
5.
Results and discussion. In this section, we first present the marginal stability curves produced by the linear and nonlinear analysis. Next, we show show that the relative difference between linear and nonlinear marginal stability curves scales like Da 1 for small Darcy numbers, while the absolute difference scales like Da 2 . We find similar scalings for the differences between the marginal stability curves produced using the Beavers-Joseph-Jones and Beavers-Joseph interface conditions compared to the BJSJ condition. Lastly, we comment on resulting streamline patterns for convection cells dominated by the porous-medium or fluid region and remark on the effect of certain parameters on stability.
The marginal stability curves in Figure 2 show the Ra m values which mark the transition from stability to instability for each wavenumber a m . Below the linear marginal stability curves, we are guaranteed linear stability, while we are assured unconditional stability below the nonlinear marginal stability curves. In the area between the two curves, nonlinear effects could potentially destabilize the system even though the background state is linearly stable, i.e. a subcritical instability. However, Figure 2 shows that the linear and nonlinear curves follow each other closely, suggesting that the impact of these nonlinear terms is small, at least during the onset of convection. We have explored an extensive range of parameters (not shown here) with similar findings. We therefore conclude that the linear theory accurately describes the onset of convection, and that the region of potential subcritical instabilities is very small. Furthermore, this result implies that the linear stability thresholds, which are generally simpler to compute, actually imply unconditional or global stability of the system to a high level of accuracy.
To quantify how closely the linear and nonlinear marginal stability thresholds agree, we examine the relative difference between the respective stability curves. The Lions condition is used to produce the nonlinear thresholds while its linear counterpart is used as the normal interface condition for the linear stability curves. The results are shown in Figure 3a . For small Darcy numbers, Da ∈ [10 −8 , 10 −4 ], we see the relative difference scales like Da 1 , as shown with the comparison line. Given that Ra m ∼ O (Da) in the small Darcy limit, the absolute difference scales like Da 2 , as is expected from the theory and reflected in the numerical tests. In the appendix, we present an asymptotic argument showing that, while the dynamic pressure term is O (Da), it only begins to affect the solutions at O Da 2 . Though somewhat heuristic, this asymptotic analysis provides guidance for the scaling of stability threshold differences found using the Lions and the linear interface conditions. Now, we briefly discuss small differences in the tangential interface conditions. In particular, we show in Figure 3b , the relative differences in the linear stability curves produced by the BJSJ, Beavers-Joseph, and the Beavers-Joseph-Jones interface conditions. The relative differences between BJSJ and Beavers-Joseph-Jones are marked with black circles while BJSJ versus Beavers-Joesph are marked with red squares. Both of the relative differences scale like Da 1 and both absolute differences scale like Da 2 . Thus, using any of the conditions (Jones, Beavers-Joseph, BJSJ) results in similar qualitative behavior in the marginal stability curves.
An important parameter that enters these tangential interface conditions is the frictional coefficient α. Looking back at Fig. 2 , we vary α from 1.0 to 0.1 in going from the left columns, (a) and (c), to the right, (b) and (d). We note that although the marginal stability curves are altered, the location of the minima of these curves does not change significantly. This minimum value of Ra m is known as the critical Raleigh number Ra m,c = min
which is the smallest Rayleigh number for which an unstable mode exists. Thus, the critical Raleigh number exhibits low sensitivity to α, as is consistent with previous studies [15] . An important insight that can be obtained from the marginal stability curves is whether the convection is fluid-dominated or porous-dominated. For this, we examine the wavenumber associated with Ra m,c , which offers information on the lengthscale and aspect ratio of this most unstable mode; i.e. smaller wavenumbers correspond to larger convection cells that extend throughout the domain while large wavenumbers correspond to smaller convection cells which arise only in the free-zone. For example, in Figure 2a , for d = [.15, .18], we find the minima of the marginal stability curves all occur around a m = 2.0. Atd = .19 though, the minimum shifts to a higher wavenumber, a m = 14.0. At some depth ratio betweend = .18 andd = .19, the convection cells' aspect ratio suddenly changes from wide cells (a m = 2.0) to thin cells (a m = 14.0). This phenomenon is also observed in [38] . When the convection cells occupy both the porous medium and fluid region, we denote this as porous-dominated convection while we use fluid-dominated convection to describe when convection cells lie only in the fluid region. Qualitatively, when the Ra m,c occurs at smaller wavenumber, the convection is porous-dominated and when the Ra m,c occurs at larger wavenumber, the convection is fluid-dominated.
To understand which region dominates convection in a more quantitative sense, we examine the resulting streamline and temperature profiles, as well as the Nusselt numbers. Figure 4 shows the streamlines in black and the temperature profiles in color ford = .18 andd = .19 at their critical Rayleigh numbers .19 ) drastically alters the convection cells, streamlines, and temperature profiles. For porous-dominated convection, we see that the temperature and velocity deviations from the steady-state occur throughout the entirety of the domain. For the fluiddominated convection though, the streamlines and temperature fluctuations only occur in and immediately around the free zone. To further quantify these observations, we analyze the Nusselt number Nu, calculated 
for j ∈ {f, m}. In Figure 5 With the analysis above, determining which region dominates convection is relatively straightforward. However, determining parameter values where the convection shifts from porous-dominated to fluiddominated is more complicated. The region that dominates convection depends on a number of parameters, namely the depth ratiod, the Darcy number Da, and the ratio of thermal diffusivities T . For example, fixing Da and T , one could compute the marginal stability curves for a number ofd values to find the depth ratio where the transition in convection occurs. However, this can be a computationally demanding task, since, even producing a single marginal stability curve requires a search over the parameters a m and Ra m . We therefore offer a simplified theory to determine whether the onset of convection is porous-dominated or fluid-dominated. Although the Darcy number Da and the ratio of thermal diffusivities T could also trigger the transition, we focus on the influence ofd in this paper.
Heuristically, the strength of convection in each subdomain is proportional to the magnitude of the Rayleigh number rescaled by the threshold value of their corresponding Rayleigh numbers. Therefore, it is reasonable to speculate that the transition occurs in the neighborhood of the value ofd satisfying the relationship which agrees with the numerically computed value to within 16% error. Secondly, we test √ Da = 1.0 × 10 −3 and T = 0.7, with the result shown in Figure 2c . The simple theory predicts the transition to occur at d ≈ .067, while numerics show the transition to occur aroundd ≈ .079, corresponding to an error of 15%. This comparison lends credibility to our simple theory based on critical Rayleigh numbers. Table 1 compares the predicted and actual values ofd for the cases discussed above as well as a few additional cases. For various Da and T values, we see our theory, numerics, and intuition are all in agreement. For example, with the last two rows of the table, as the ratio of thermal diffusivities T = λ f /λ m decreases, convection occurs more easily in the porous medium. Consequently, the transition from porousdominated to fluid-dominated convection takes place at a lower depth ratio. Figure 6 illustrates this trend with marginal stability curves for T values of 0.5 and 1.5. 
Conclusions.
In this work, we presented linear and nonlinear stability results of the coupled Navier-Stokes-Darcy-Boussinesq system that governs convection in a fluid-porous medium system. The main contribution is the newly obtained nonlinear analysis, which relies crucially on the Lions interface condition in order to establish an energy law. We found that the marginal stability curves produced by the nonlinear and linear analysis follow each other closely, suggesting that linear stability is sufficient to describe the onset of convection. The agreement between the linear and nonlinear curves also implies that the more easily obtained linear thresholds by-and-large indicate unconditional or global stability of the coupled fluid-porous system, at least for relatively small Darcy number. Some additional results concerning convection are related to choosing interface conditions, namely those specifying tangential stress. We showed the three different choices (Beavers-Joseph, Beavers-Joseph-Jones, and BJSJ) are essentially the same, at least in terms of the onset of convection at small Darcy number regime; hence, it makes sense to adopt BJSJ due to the associated mathematical convenience.
We also postulated a theory on the transition between porous media-dominated and free zonedominated convection that is based on the critical Rayleigh numbers. The theory agrees well with numerics in terms of the dependence on the depth ratio, the Darcy number, and the ratio of thermal diffusivities. The ability to accurately predict this transition could have applications in geophysics and in alloy solidification [27, 28] , and further refinement of the theory is an exciting future direction. In addition, while this work considered a flat, stationary interface between the free-zone and porous medium, future work could consider more complex interfaces [1, 21] , or boundaries that move or evolve due to natural processes [32, 36, 42] .
On Γ i :
(2) f + . . . n =d 2 π (0) m + ε π (1) m + ε 2 π (2) m + . . . ,
=d 2 π (0) m + ε π (1) m + ε 2 π (2) m + . . . .
O(1):.
