Perbandingan Penggunaan Penduga Robust Minimum Volume Ellipsoid (Mve) Dan Minimum Covariance Determinant (Mcd) Pada Analisis Diskriminan Kuadratik by Ariyandy, Zidane
 
 
PERBANDINGAN PENGGUNAAN PENDUGA ROBUST 
MINIMUM VOLUME ELLIPSOID (MVE) DAN MINIMUM 




   SKRIPSI 
 




















PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 














PERBANDINGAN PENGGUNAAN PENDUGA ROBUST 
MINIMUM VOLUME ELLIPSOID (MVE) DAN MINIMUM 




   SKRIPSI 
 




















PROGRAM STUDI SARJANA STATISTIKA 
JURUSAN STATISTIKA 









PERBANDINGAN PENGGUNAAN PENDUGA ROBUST 
MINIMUM VOLUME ELLIPSOID (MVE) DAN MINIMUM 







Setelah dipertahankan di depan Majelis Penguji 
Pada tanggal 12 Juli 2021 
dan dinyatakan memenuhi syarat untuk memperoleh gelar 

























Saya yang bertanda tangan di bawah ini:
Nama : Zidane Ariyandy 
NIM : 175090500111039 
Jurusan : Statistika 
Skripsi Berjudul : 
 
PERBANDINGAN PENGGUNAAN PENDUGA ROBUST 
MINIMUM VOLUME ELLIPSOID (MVE) DAN MINIMUM 
COVARIANCE DETERMINANT (MCD) PADA ANALISIS 
DISKRIMINAN KUADRATIK 
 
Dengan ini menyatakan bahwa: 
1. Isi dari skripsi yang saya buat adalah benar-benar karya sendiri 
dan tidak menjiplak karya orang lain, selain nama-nama yang 
termaktub di isi dan tertulis di daftar pustaka dalam skripsi ini. 
2. Apabila di kemudian hari ternyata skripsi yang saya tulis terbukti 
hasil jiplakan, maka saya akan bersedia menanggung risiko. 
 
Demikian pernyataan ini saya buat dengan segala kesadaran. 
 

















PERBANDINGAN PENGGUNAAN PENDUGA ROBUST 
MINIMUM VOLUME ELLIPSOID (MVE) DAN MINIMUM 
COVARIANCE DETERMINANT (MCD) PADA ANALISIS 
DISKRIMINAN KUADRATIK 
ABSTRAK 
Analisis diskriminan (Discriminant Analysis) adalah metode analisis 
multivariat yang bertujuan untuk mencari fungsi pembeda pada dua 
atau lebih kelompok respon (Johnson & Wichern, 1992). Metode ini 
umum digunakan untuk pengklasifikasian suatu observasi kedalam 
kelompok yang saling bebas dan menyeluruh berdasarkan sejumlah 
variabel bebas. Namun, dalam analisis diskriminan klasik sangatlah 
sensitif terhadap kondisi data yang mengandung pencilan. Sifat tidak 
robust dari penduga diskriminan klasik ini akan menyebabkan fungsi 
pemisahan yang terbentuk juga tidak robust sehingga mempengaruhi 
hasil pengklasifikasian. Selain itu, dalam analisis diskriminan terdapat 
salah satu asumsi yakni homogenitas matriks kovariansi. Pelanggaran 
pada asumsi ini ditangani menggunakan analisis diskriminan 
kuadratik. Kombinasi antara fungsi diskriminan kuadratik dan fungsi 
diskriminan robust dapat mengatasi permasalahan perbedaan matrik 
kovariansi dan kondisi data yang mengandung pencilan. Dalam 
penelitian ini akan dibandingkan penggunaan penaksir robust dengan 
high breakdown point yakni penduga MVE dan MCD dalam analisis 
diskriminan kuadratik dengan melihat nilai APER, sensitivitas, dan 
spesifisitas yang dihasilkan. Untuk mengukur kinerja MVE dan MCD 
dalam analisis diskriminan kuadratik pada penelitian ini, dilakukan 
simulasi terhadap data bangkitan dengan 2 kelompok populasi yang 
berdistribusi normal p variat (p = 4, 6, dan 8) serta memiliki ukuran 
sampel berturut-turut pada masing-masing kelompok populasi sebesar 
n = 40, 100, dan 200 yang diberikan tingkat pencilan 5%, 10%, 20%, 
dan 25%. Berdasarkan hasil simulasi pada 100 kali pengulangan, 
penduga MCD menghasilkan nilai APER yang lebih kecil serta nilai 
sensitivitas, dan spesifisitas yang lebih besar dibandingkan penduga 
MVE maupun Klasik. Oleh karena itu, dapat disimpulkan bahwa 
penggunaan penduga MCD pada analisis diskriminan kuadratik lebih 
baik pada kondisi data yang mengandung pencilan.  
Kata Kunci: Pencilan, Analisis Diskriminan Kuadratik, Robust,  
MVE,  MCD, APER, Sensitivitas, Spesifisitas 
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COMPARISON OF UTILIZING ROBUST MINIMUM VOLUME 
ELLIPSOID (MVE) AND MINIMUM COVARIANCE 
DETERMINANT (MCD) ESTIMATOR IN QUADRATIC 
DISCRIMINANT ANALYSIS 
ABSTRACT 
Discriminant Analysis is a multivariate statistical method concerned 
to find a separating function of two or more than two response groups 
(Johnson & Wichern, 1992). This method is commonly used to 
classified an observation into mutually exclusive (disjoint) and 
exhaustive based on various independent variables. Nevertheless, 
classical discriminant analysis is excessively sensitive to data 
distribution that contained outliers. Non-robustness of the classical 
discriminant estimator will cause the separated function of 
discriminant will non-robust either. This condition will affect the 
result of classification. Besides, discriminant analysis has an 
assumption of homogeneity of the covariance matrix. Violation of this 
assumption can be handled with quadratic discriminant analysis. A 
combination of quadratic discriminant function and robust 
discriminant function can be handled set of dissent covariance matrix 
and contaminated data distribution problems. This research will 
compare utilization of high breakdown point robust estimator, MVE 
and MCD,  in quadratic discriminant analysis and comparing APER, 
sensitivity, and specifity from the result of classification. To quantify 
the performance of MVE and MCD estimators in quadratic 
discriminant analysis, simulation studies will be done to pure data 
with 2 groups of normal p-variate (p = 4, 6, & 8) distribution who has 
a sample size to each groups n = 40, 100, & 200 successively. The 
percentage of outlier contamination for each condition given is 5%, 
10%, 20%, & 25%. Based on simulation results on 100 replications, 
the MCD estimator produces a smaller APER value and also larger 
sensitivity and specificity value compared to the result from the MVE 
estimator and classical estimator. So, we can conclude that utilization 
of MCD estimator in quadratic discriminant analysis is better to 
perform in outlier contained data distribution. 
Keywords: Outliers, Quadratic Discriminant Analysis, Robust,  
MVE,  MCD, APER, Sensitivity, Specificity 
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1.1. Latar Belakang 
Seiring dengan majunya perkembangan ilmu pengetahuan dan 
teknologi yang telah menjamah semua bidang, peranan penting data 
dan informasi pada era modern saat ini bisa dibilang sangat vital. Data 
dapat digunakan untuk menilai risiko, meramalkan suatu kejadian 
bahkan digunakan untuk pengambilan keputusan. Statistika adalah 
bidang ilmu yang memiliki fokus terhadap pengumpulan, pengolahan, 
dan penganalisaan serta penginterpretasian hasil analisis data. 
Statistika memiliki peran yang sangat bermanfaat dan dapat 
diterapkan dalam disiplin ilmu lainnya. Salah satu contoh penerapan 
statistika adalah membantu pengklasifikasian atau pengelompokan 
sejumlah data yang belum dapat diidentifikasi label atau kelasnya 
dengan sekelompok data yang memiliki karakteristik serupa yang 
telah diidentifikasi sebelumnya label atau kelasnya yang  selanjutnya 
dapat dimodelkan sedemikian rupa sehingga dapat memudahkan 
dalam melakukan prediksi terhadap klasifikasi terhadap data baru 
yang dapat digunakan dalam pengambilan keputusan yang berkenaan 
mendapatkan hasil atau tujuan yang diinginkan. 
 Analisis diskriminan (Discriminant Analysis) adalah metode 
analisis multivariat yang bertujuan untuk mencari fungsi pembeda pada 
dua atau lebih kelompok respon (Johnson & Wichern, 1992). Metode 
ini umum digunakan dalam rangka pengklasifikasian suatu observasi 
kedalam kelompok yang saling bebas dan menyeluruh berdasarkan 
sejumlah variabel bebas. Dalam analisis diskriminan terdapat salah satu 
asumsi yakni matriks kovariansi yang digunakan haruslah bersifat 
homogen, jika asumsi ini tidak terpenuhi maka dapat dilakukan 
penanganan dengan menggunakan pendekatan analisis diskriminan 
kuadratik klasik. Namun, dalam analisis diskriminan sangatlah sensitif 
terhadap kondisi data yang mengandung pencilan. Sifat tidak robust 
dari penduga diskriminan klasik ini akan menyebabkan fungsi 
pemisahan yang terbentuk juga tidak robust sehingga mempengaruhi 
hasil pengklasifikasian.  
Salah satu solusi yang dapat digunakan untuk mengatasi masalah 
robust dalam penduga fungsi diskriminan tersebut adalah dengan 
menggantikan penduga matriks kovariansi klasik dengan penduga 
matriks kovariansi yang robust. Hubbert dan Driessen (2004) 
menggunakan penduga Minimum Covariance Determinant (MCD) 
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yang memiliki kelebihan memnuhi sifat affine equivariant dan 
tergolong penduga robust tingkat tinggi karena memiliki batas nilai 
maksimum 50 persen dari breakdown point. Kemudian, Chork dan 
Rosseuw (1992) menggunakan penduga Minimum Volume Ellipsoid 
(MVE) yang berbasis pada volume ellipsoid terkecil yang mencakup 
sejumlah h pengamatan dalam n sampel yang memenuhi sifat affine 
equivariant serta memiliki breakdown point yang tinggi. 
Kita dapat mengetahui kebaikan hasil klasifikasi menggunakan 
ukuran kebaikan klasifikasi yaitu nilai Apparent Error Rate (APER) 
yang menyatakan fraksi atau proporsi yang salah diklasifikasikan oleh 
skor diskriminan dan juga dapat menggunakan nilai sensitivitas dan 
spesitivitas yang menyatakan efektifitas sebuah deskriminator untuk 
mengidentifikasi kelas yang dipilih adalah benar dan memiliki kondisi 
yang sama dengan kelas yang sebenarnya. Ukuran ini dapat digunakan 
untuk melakukan perbandingan kebaikan pengguaan penduga robust 
dalam analisis diskriminan, dengan merujuk kepada penduga mana 
yang dapat mengoptimalkan nilai APER, spesifisitas, dan sensitivitas 
pada hasil klasifikasinya. 
Penerapan kajian penduga robust dalam analisis diskriminan 
telah banyak dilakukan oleh penelitian sebelumnya. Pada penelitian 
Todorov dan Pires (2007) dilakukan perbandingan kinerja fungsi 
diskriminan linier dengan menggunakan penduga robust Minimum 
Covariance Determinant (MCD), M-estimator, S-estimator, dan 
Orthogonalize Gnandadesikan-Kettering (OGK) yang menunjukkan 
bahwa tidak ada penduga robust yang dominan dalam berbagai 
kondisi kontaminasi pencilan. Selain itu, penelitian dari Bhadra, dkk. 
(2020) yang membandingkan kinerja beberapa penduga robust seperti 
penduga penduga robust Minimum Covariance Determinant (MCD), 
M-estimator, S-estimator, Minimum Volume Ellipsoid (MVE), W-
estimator, dan SD-estimator dengan Generalized Quadratic 
Discriminant Analysis (GQDA) yang menunjukkan bahwa penduga 
MCD dan MVE memiliki rata-rata nilai APER yang lebih baik dalam 
beberapa tingkatan kontaminasi pencilan dibanding dengan penduga 
robust lainnya. 
Penelitian skripsi mengenai penggunaan penduga robust MVE 
maupun MCD sudah pernah dilakukan sebelumnya. Salah satuya 
adalah penelitian dari Isna (2015) yang membandingkan penggunaan 
analisis diskriminan kuadratik klasik dengan analisis diskriminan 
kuadratik robust menggunakan penduga Minimum Covariance 
Determinant (MCD) dalam mengklasifikasikan peminatan penjurusan 
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peserta didik SMAN 1 Kendal. Hasil dari penelitian tersebut 
menyatakan bahwa nilai ketepatan hasil klasifikasi analisis 
diskriminan linier robust lebih baik dengan presentase sebesar 
95,06%. Selanjutnya, penelitian lain mengenai penerapan penggunaan 
penduga robust Minimum Volume Ellipsoid (MVE) juga pernah 
dilakukan oleh Nisa (2010) yang menyatakan bahwa analisis 
diskriminan linier robust dengan penduga MVE pada beberapa tingkat 
kontaminasi pencilan secara konsisten menghasilkan ketepatan hasil 
klasfikasi yang lebih baik dibandingkan analisis diskriminan linier 
klasik. 
Penelitian yang membandingkan penduga robust MVE dan MCD 
telah dilakukan sebelumnya oleh Rosseuw (1985) dimana dalam 
penelitian tersebut dikatakan bahwa kedua penduga ini memiliki 
ketahanan tinggi terhadap pencilan dengan breakdown point mencapai 
50%. Pemilihan metode analisis diskriminan kuadratik karena dalam 
beberapa penelitian sebelumnya yang membandingkan kinerja 
analisis diskriminan ini menunjukan bahwa kinerja analisis 
diskriminan kuadratik cenderung menghasilkan ketepatan klasifikasi 
yang lebih baik dibandingkan dengan analisis diskriminan linier. 
Berdasarkan penelitian yang telah dilakukan sebelumnya dan 
penjelasan diatas, maka pada penelitian ini ingin diketahui 
perbandingan penduga robust antara penduga Minimum Volume 
Ellipsoid (MVE) dan penduga Minimum Covariance Determinant 
(MCD) dalam analisis diskriminan kuadratik yang mengoptimalkan 
nilai APER, sensitivitas dan spesifisitas.  
Data yang akan digunakan adalah data bangkitan hasil simulasi. 
Data simulasi adalah data yang akan dimunculkan untuk mendapat 
kriteria yang diinginkan lalu digunakan sesuai kebutuhan penelitian. 
Data simulasi ini terdiri dari beberapa ukuran sampel dan beberapa 
banyak variabel bebas. Selanjutnya data simulasi diberikan 
kontaminasi pencilan dalam beberapa tingkat pencilan agar dapat 
dilihat penduga robust mana diantara MVE dan MCD yang memiliki 
kinerja lebih baik dalam mengklasifikasikan data pada analisis 
diskriminan kuadratik dengam melihat berdasarkan indikator nilai 




1.2. Rumusan Masalah 
Rumusan masalah yang akan diteliti pada penelitian ini 
berdasarkan latar belakang yang telah dikemukan di atas adalah 
sebagai berikut: 
1. Bagaimana penerapan analisis diskriminan kuadratik robust 
berbasis penduga Minimum Volume Ellipsoid (MVE) dan 
Minimum Covariance Determinant (MCD)? 
2. Bagaimana perbandingan nilai Apparent Error Rate (APER), 
sensitivitas, dan spesivisitas pada analisis diskriminan 
kuadratik robust berbasis penduga Minimum Volume Ellipsoid 
(MVE) dan Minimum Covariance Determinant (MCD)? 
 
1.3. Tujuan Penelitian 
Berdasarkan latar belakang yang telah disusun, penelitian ini 
bertujuan untuk:  
1. Menerapkan penggunaan penduga robust yakni Minimum 
Volume Ellipsoid (MVE) dan Minimum Covariance 
Determinant (MCD) pada analisis diskriminan kuadratik. 
2. Membandingkan nilai Apparent Error Rate (APER), 
sensitivitas, dan spesifisitas pada analisis diskriminan kuadratik 
robust berbasis penduga Minimum Volume Ellipsoid (MVE) 
dan Minimum Covariance Determinant (MCD). 
 
1.4. Manfaat Penelitian 
Manfaat yang diperoleh dari penelitian ini adalah dapat 
mengetahui kinerja dari penggunaan penduga robust Minimum 
Volume Ellipsoid (MVE) dan Minimum Covariance Determinant 
(MCD) dalam analisis diskriminan kuadratik dalam menghasilkan 
nilai APER, sensitivitas, dan spesifisitas pada data simulasi dengan 
berbagai tingkat kontaminasi pencilan. 
 
1.5. Batasan Masalah 
Batasan masalah yang terdapat pada penelitian ini antara lain 
sebagai berikut: 
1. Data yang digunakan adalah data bangkitan berdistribusi 
normal p variat (p=4, 6, dan 8) untuk 2 kelompok yang 
memenuhi kondisi 𝑋1~𝑀𝑁 (µ1, ∑) untuk kelompok 1 dan 
𝑋2~𝑀𝑁 (µ2, ∑) untuk kelompok 2, serta memiliki ukuran 
sampel berturut-turut sebesar n = 40, 100, dan 200. 
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2. Tingkat kontaminasi pencilan yang akan diberikan kepada data 





























2.1. Analisis Diskriminan 
Analisis diskriminan merupakan metode multivariat untuk 
mengelompokkan sejumlah observasi ke dalam dua atau lebih 
kelompok berdasarkan pada beberapa kriteria variabel bebas, 
sehingga membuat observasi menjadi anggota salah satu kelompok 
saja, tidak mungkin observasi akan menjadi anggota dari dua 
kelompok atau lebih. Metode ini akan menghasilkan variabel bebas 
yang benar-benar membedakan setiap kelompok. Analisis diskriminan 
bertujuan untuk mengklasifikasikan suatu individu atau observasi ke 
dalam kelompok yang saling bebas (mutually exclusive/disjoint) dan 
menyeluruh (exhaustive) berdasarkan sejumlah variabel bebas (Hair 
dkk.,2006). 
Input data yang digunakan dalam analisis diskriminan adalah 
kebalikan dari input data pada analisis regresi. Pada regresi, variabel 
respon harus mengikuti ketentuan berdistribusi normal dan 
homoskedastis, sedangkan variabel bebas diasumsikan fixed, atau 
tidak disyarakatkan mengikuti sebaran tertentu. Sedangkan pada 
analisis diskriminan, variabel bebasnya harus berdistribusi normal dan 
homoskedastis, sedangkan variabel respon fixed. Data pada variabel 
respon dalam analisis diskriminan adalah data kategorik/non metric 
dan pada variabel bebasnya bisa data metric/non metric yang kontinu. 
Pada umumnya analisis diskriminan memerlukan kondisi dalam 
data yang harus terpenuhi (asumsi) agar proses klasifikasi dapat 
dilakukan secara signifikan. Adapun asumsi-asumsi didalam analisis 
diskriminan yang harus terpenuhi yang akan dijelaskan sebagai 
berikut. 
 
2.1.1. Asumsi Normal Multivariat 
 Asumsi normal multivariat ini diperlukan untuk menguji 
signifikansi dari variabel deskriminator dan fungsi diskriminan. Jika 
data tidak normal secara multivariat, maka secara teori uji signifikansi 
menjadi tidak valid. Menurut Johnson dan Winchern (1998) pengujian 
normalitas dapat dilakukan dengan menggunakan nilai jarak 
Mahalanobis untuk pengamatan (
2
id )dengan rumus sebagai berikut: 
Hipotesis:  
𝐻0  : Data berdistribusi normal multivariat vs 
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𝐻1  : Data tidak berdistribusi normal multivariat 





𝑑2𝑖 :  nilai jarak Mahalanobis 
𝑿𝒊   : vektor nilai amatan ke i  
?̅?    : vektor nilai rata rata berukuran p x 1 
𝑺−𝟏: matriks ragam peragam berukuran p x p 
Lalu membuat plot antara jarak Mahalanobis dengan nilai kuantil 
chi square. Jika plot yang terbentuk cenderung membentuk garis lurus 
dan terdapat lebih dari 50% dari seluruh jumlah amatan yang memiliki 
nilai 2 2,(0.5)j pd   , dengan p adalah banyak variabel, data dapat didekati 
dengan sebaran normal multivariat (Johnson dan Winchern 1992). 
 
2.1.2. Asumsi Multikolinieritas 
 Menurut Ghozali (2012), uji multikolinieritas bertujuan untuk 
menguji apakah ditemukan adanya korelasi antar variabel bebas. 
Dalam analisis diskriminan asumsi multikolinieritas ini diperlukan 
karena adanya korelasi antar variabel bebas dapat menimbulkan bias. 
Semakin besar korelasi yang dimiliki antar variabel bebas, maka akan 
semakin mengurangi kekuatan prediksi klasifikasi dalam model 
diskriminan.  
Proses pengujian multikolinieritas dapat dilakukan dengan 
menghitung nilai Variance Inflaction Factor (VIF). Jika didapatkan 
nilai VIF > 10 maka dapat diartikan bahwa nilai koefisien determinasi 
(𝑅2) yang didapatkan bernilai sangat besar atau hampir mendekati 
angka 1, sehingga dapat dikatakan terjadi multikolinieritas. 
 
2.1.3. Asumsi Homogenitas Matriks Kovariansi 
 Salah satu asumsi yang dibuat saat membandingkan dua atau 
lebih vektor rata-rata dari multivariat adalah bahwa matriks 
kovariansi dari populasi yang berbeda adalah sama. Pengujian ini 
dapat dilakukan dengan uji Box’s M. Menurut Rancher (2002), 
sebaran statistik uji Box’s M dapat diteliti dengan sebaran F yang 
memiliki hipotesis dan statistik uji sebagai berikut:
Hipotesis:  
𝐻0 :  Σ1 = Σ2 =…= Σk  vs 
𝐻1 : minimal ada 1 kelompok berbeda Σi ≠ Σj 
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Statistik Uji Box’s M: 
                                   𝑢 = −2(1 − 𝑐) ln 𝑀                              (2.2) 
Nilai u dan M diperoleh dari: 







𝟐𝒑𝟐 + 𝟑𝒑 − 𝟏
𝟔(𝒑 + 𝟏)(𝒈 − 𝟏)
]        (2.3) 
 
𝐥𝐧𝑴 = [∑(𝒏𝒈 − 𝟏) 𝒍𝒏|𝑺𝒑𝒐𝒐𝒍𝒆𝒅| − ∑(𝒏𝒈 − 𝟏)𝒍𝒏 |𝑺𝒈|]     (2.4) 
 
 1 21 (n 1) (n 1) ... (n 1)( 1) gi in
= − + − + + −
−pooled 1 2 gS S S S   (2.5) 
Keterangan : 
p    : banyak variabel bebas 
g       : banyak kategori variabel tak bebas 
𝐒𝐩𝐨𝐨𝐥𝐞𝐝    : matriks kovariansi gabungan dalam kelompok  
berukuran p x p 
𝐒𝐠   : matriks kovariansi sampel dalam kelompok  
berukuran p x p 
Kriteria pengujian dari uji ini adalah tolak H0 jika 𝑢 >
𝜒𝑝(𝑝+1)(𝑔−1)
2  atau p-value < α yang artinya bahwa matriks kovariansi 
antar kelompok tidak homogen. Jika asumsi ini tidak terpenuhi, maka 
deskriminator yang digunakan adalah analisis diskriminan kuadratik. 
 
2.2. Analisis Diskriminan Kuadratik 
Analisis diskriminan kuadratik adalah alat analisis diskriminan 
yang dapat digunakan apabila terdapat kondisi dalam data yang 
diteliti, asumsi normalitas multivariatnya terpenuhi, namun matriks 
kovariansi nya tidak homogen (Johnson & Winchern, 2007). Dalam 
analisis diskriminan kuadratik dapat dihasilkan fungsi kuadratik yang 
tersusun dari kontribusi matriks kovariansi (Σi), peluang prior pi, dan 
jarak kuadrat dari x ke rata-rata populasi 𝝁𝒊. Fungsi diskirminan 
kuadratik dapat didefinisikan sebagai berikut: 
𝑄𝑘(𝑥) = ln 𝑝𝑖 −
1
2
 𝑙𝑛|𝚺𝑖| −  
1
2
 (𝑿 − 𝝁𝒊)
𝑇𝚺−1(𝑿 − 𝝁𝒊) 
(2.6) 
Keterangan: 
𝑄𝑘(𝑥)  : skor diskriminan kuadratik kelas ke-k 
𝑝𝑖       : peluang prior 
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𝚺𝑖      : matriks kovariansi kelompok i 
𝑿       : vektor pengamatan dalam kelompok 
𝝁𝒊      : vektor rataan dalam kelompok 
Pada penerapannya digunakan komponen sampel yaitu ?̅?𝒊 vektor 
rataan sampel dan 𝑺𝒊 matriks kovariansi sampel. Sehingga dapat 
dibentuk fungsi diskriminan kuadratik yang dirumuskan: 
𝑄𝑘(𝑥) = ln 𝑝𝑖 −
1
2
 𝑙𝑛|𝐒𝒊| −  
1
2
 (𝑿 − ?̅?𝑖)
𝑇𝐒−𝟏(𝑿 − ?̅?𝒊) 
(2.7) 
Keterangan: 
𝑄𝑘(𝑥) : skor diskriminan kuadratik kelas ke-k 
𝑝𝑖       : peluang prior 
𝐒𝑖       : penduga matriks kovariansi kelompok i 
𝑿        : vektor pengamatan dalam kelompok 
?̅?𝒊       : penduga vektor rataan dalam kelompok 
Dari fungsi diskriminan kuadratik pada persamaan (2.2) dapat 
dibentuk aturan pengelompokkannya dengan mengalokasikan x ke 
dalam kelompok k jika, 




Data pencilan atau sering juga disebut outlier, adalah data yang 
memiliki karakteristik khusus yang terlihat sangat berbeda jauh dari 
observasi lainnya dan diidentifikasi sebagai nilai esktrim untuk sebuah 
variabel tunggal maupun kombinasi (Ghozali, 2012). Pada umumnya, 
pengidentifikasian pencilan pada data multivariat menggunakan jarak 
Mahalanobis. Namun, jika data multivariat mengandung banyak 
pencilan penggunaan jarak Mahalanobis menjadi tidak maksimal 
dikarenakan adanya pengaruh masking dan swamping (Rocke & 
Wodruff, 1996).  
Masking adalah kondisi ketika pencilan yang letaknya berdekatan 
dengan pengamatan. Swamping terjadi saat pengamatan bukan 
pencilan teridentifikasi sebagai pengamatan pencilan. Untuk 
menangani masalah masking dan swamping ini dapat digunakan 
penduga robust sebagai basis dalam mengestimasikan jarak robust 
yang bersifat affine equivariant untuk mendeteksi pencilan 
berdasarkan penaksir lokasi dan scatter dengan breakdown point yang 
tinggi. Breakdown point adalah presentase terkecil pada 
penyimpangan yang dapat memiliki efek besar pada penduga. 
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Misalnya, breakdown point untuk rata-rata sampel adalah 1 yang 
artinya dengan hanya menggantikan 1 data asal dengan pencilan akan 
menghasilkan perubahan rata-rata sampel yang sangat besar.  
Pendeteksian pencilan menggunakan jarak robust dilakukan 
dengan penduga lokasi dan scatter dengan breakdown point tinggi. 
Langkah yang dilakukan adalah melakukan perhitungan jarak robust 
menggunakan rumus: 





𝑅𝐷𝑖  : jarak robust pengamatan ke i 
𝑿𝒊     : vektor nilai amatan ke i  
?̅?𝟎
̅̅̅̅     : vektor rataan yang bersifat robust 
𝑺𝟎
−𝟏 : matriks kovariansi yang bersifat robust 
Setelah didapatkan jarak robust, penentuan data sebagai pencilan 
didasarkan pada hipotesis yang dapat dituliskan sebagai berikut: 
Hipotesis:  
𝐻0 :  Pengamatan ke-i terdeteksi sebagai pencilan 
𝐻1 :  Pengamtan ke-i tidak terdeteksi sebagai pencilan  




 tolak 𝐻0 jika 𝑅𝐷𝑖  > √𝜒𝑝(𝛼 2⁄ )
2




2.4.  Analisis Diskriminan Kuadratik Robust 
  2.4.1  Minimum Volume Ellipsoid (MVE) 
  Minimum Volume Ellipsoid (MVE) dapat didefinsikan sebagai 
ellipsoid terkecil yang mencakup paling sedikit h elemen pada 
himpunan 𝑋 = {𝑋1, … , 𝑋𝑛} ∈ ℝ
𝑝, dengan penaksir lokasi merupakan 
pusat ellipsoid dan penaksir scatter berkoresponden menjadi matriks 
bentukan (shape matrix) (Rousseuew., dkk, 2002). Metode ini pertama 
kali diperkenalkan oleh Peter J. Rosseuw pada tahun 1983 dan telah 
umum digunakan dalam pendeteksian pencilan pada data multivariat. 
Penduga yang dihasilkan MVE memenuhi sifat affine equivariant dan 
memiliki high breakdown point yang mencapai 50%. Prinsip dari 
metode ini adalah mencari ellipsoid dengan volume paling minimum 
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yang melingkup suatu subhimpunan dari h pengamatan. Subhimpunan 
berukuran h ini disebut halfset karena umum dipilih lebih dari 50 
persen dalam sejumlah n pengamatan.  
Parameter nilai vektor rataan (?̅?) adalah pusat ellipsoid secara 
geometris, sedangkan parameter matriks kovariansi (S) adalah matriks 
pembentuk ellipsoid.  Misal pasangan (?̅?𝑴𝑽𝑬, 𝑺𝑴𝒗𝑬) secara berturut-
turut adalah parameter untuk vektor rataan dan matriks kovariansi 
yang dapat meminimalkan determinan S pada kondisi: 
{(𝑿𝒊 − ?̅?𝑴𝑽𝑬)𝑺𝑴𝑽𝑬
−1(𝑿𝒊 − ?̅?𝑴𝑽𝑬)
𝑇 ≤ 𝑐2}≥ ℎ 
(2.11) 
Keterangan: 
𝑿𝒊     : vektor nilai amatan ke i  
?̅?𝟎
̅̅̅̅     : vektor rataan yang bersifat robust 
𝑺𝟎
−𝟏 : matriks kovariansi yang bersifat robust 
𝑐2     : konstanta yang memenuhi 𝑐 = √𝜒𝑝,(ℎ 𝑛⁄ )
2  
h   : banyak pengamtan dalam subsampel yang memenuhi h = 
[(n+p+1)/2]       
dengan n adalah jumlah observasi dan p adalah jumlah variabel bebas, 
volume ellipsoid paling minimum berada pada ?̅? ∈ ℝ𝑝 dan 𝑺 ∈
𝑃𝐷𝑆(𝑝). 𝑃𝐷𝑆(𝑝) adalah himpunan matriks simteri definit positif 
berukuran p x p (Rousseuw & Van Zomeren, 1991). 
Sementara itu, nilai c dipilih untuk menentukan besar dari 𝑆𝑛 dan 
umumnya dipilih sedemikian rupa agar 𝑺𝒏 merupakan penduga yang 
konsisten untuk matriks kovariansi dari data distribusi normal 
multivariat, dengan kata lain, 𝑐 = √𝜒𝑝,(ℎ 𝑛⁄ )
2  . Dari hal ini maka jelas 
bahwa MVE menaksir pusat dan scatter untuk h yang lebih 
memusatkan observasi dalam set data. Penduga yang dihasilkan MVE 
memiliki breakdown point mendekati 50%, yang berarti bahwa 
penduga vektor rataan (?̅?) dapat tetap terbatas dan besar nilai eigen 
dari penduga matriks kovariansi (S) akan tetap jauh dari nol dan tidak 
terhingga ketika kurang dari separuh jumlah data digantikan oleh nilai 
sembarang (Rosseuw dan Van Aelst, 2009). 
Mencari penduga MVE secara esensial dilakukan dengan dua 
proses. Pertama, mencari halfset terbaik yang memuat h pengamatan. 
Kedua, mencari volume paling minimum dari ellipsoid yang 
melingkupi halfset. Berdasakan hal tersebut, perhitungan MVE yang 
tepat akan menuntun pengujian untuk semua kombinasi nCh yang 
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mengandung h pada setiap pengamatan untuk mencari ellipsoid 
terkecil. Maka kedua proses ini dapat dilakukan secara iteratif dengan 
melakukan pendekatan algoritma resampling, dimana didalam 
algoritma tersebut terdapat komponen 1 − (1 − (1 − 𝜀)𝑝+1)𝑚 ≥ 𝑃0, 
yakni peluang aproksimasi yang memberikan batasan jumlah iterasi 
pemncarian subsampel h sebanyak m kali (Rousseuw dan Van 
Zomeren, 1991). Algoritma resampling sebagai proses mengambil 
sejumlah subsampel secara acak, yang memuat sejumlah h observasi. 
Untuk setiap subsampel, dihitung ?̅? dan S yang kemudian digunakan 
untuk menduga µ dan ∑ dengan memperhatikan volume ellipsoid 
terkecil.  
Menurut Rousseuw dan Van Zomeren (1991), langkah-langkah 
dalam algoritma resampling dapat dilakukan sebagai berikut: 
1. Buat subsampel secara acak h = {𝑖1, … , 𝑖ℎ} dimana h = 
[(n+p+1)/2] dengan elemen h merupakan pengamatan dengan 
jarak mahalanobis terkecil. 















(𝑿𝒊 − ?̅?𝒉) 
(2.12) 
3. Untuk semua observasi, hitung jarak Mahalanobis 
menggunakan ?̅?𝒉 dan 𝑺𝒉 dengan rumus:  




4. Tentukan 𝛿ℎ, yakni jarak ke-h dari seluruh 𝐷ℎ setelah jarak 
diurutkan dari yang terpendek sampai dengan jarak terjauh. 




6. Ulangi Langkah 1-5 dengan subsampel yang berbeda sebanyak 
m kali. Banyak m adalah konstanta yang memenuhi peluang 
sebagai berikut: 1 − (1 − (1 − 𝜀)𝑝+1)𝑚 ≥ 𝑃0 , dengan 𝜀 = 0,5 
dan α=5%, 𝑃0 = 0,95. 
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7. Himpunan data h yang memiliki volume paling minimum dari 
m subsampel digunakan untuk menduga vektor rataan dan 
matriks kovariansi yang robust, dengan persamaan:  
?̅?𝑴𝑽𝑬 = ?̅?𝒉  







Dengan 𝜒20,5(𝑝) menyatakan faktor koreksi untuk menentukan 
konsistensi data yang diasumsikan berasal dari distribusi 
normal multivariat dan memiliki breakdown point maksimum 
sebesar 50%, sedangkan 𝑐𝑛,𝑝 adalah faktor koreksi yang 
ditentukan oleh banyaknya jumlah variabel p dan n 










2.4.2. Minimum Covariance Determinant (MCD) 
Minimum Covariance Determinant (MCD) adalah pasangan 
vektor rataan dan matriks kovariansi dari suatu subsampel berukuran 
h pengamatan dimana matriks kovariansi dari subsampel tersebut 




. Prinsip MCD adalah dengan menggunakan 
penduga vektor rataan dan matriks kovariansi yang didapatkan dari 
subsampel, untuk menentukan bobot dari setiap data sehingga dapat
diduga parameter dari model MCD. Menurut Hubert & De Bruyne 
(2009), metode ini bertujuan untuk mencari subsampel berukuran h 
dari keseluruhan n pengamatan dengan h ≤ n yang determinan matriks
kovariansinya memiliki determinan terkecil diantara semua kombinasi 
data yang memungkinkan. 
MCD pertama kali diperkenalkan oleh Rousseuw pada tahun 
1985, dan memiliki sifat statistik yang baik karena memiliki sifat 
affine equivariant serta memenuhi batas nilai maksimum breakdown 
point. (Hubbert, 2007).  Penduga MCD dirancang untuk distribusi 
elliptically symmetric unimodal, yaitu suatu distribusi multivariat 
dengan parameter 𝝁 ∈ ℝ𝑝  dan parameter ∑ adalah matriks definit 
positif yang berukuran p yang disebut sebagai elips simetris. Menurut 
Butler, dkk (1993), konsistensi dari MCD untuk parameter lokasi dan 
scatter nya pada ellipsoid sama baiknya dengan penggunaannya pada 
distribusi normal asimtotik. Konsistensi dan terdistribusi normal 
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asimtotik dari penduga matriks kovariansinya pada kelas distribusi 
yang lebih luas juga telah dibuktikan oleh Cator dan Lopuhaa (2010). 
Misal diketahui 𝑿 = [𝑋1, … , 𝑋𝑛]
𝑡 merupakan himpunan data 
sejumlah n pengamatan dan terdiri dari p variabel dimana n ≥ p+1, 
maka penduga MCD merupakan pasangan ?̅? ∈ ℝ𝑝 dan 𝑺 ∈
𝑃𝐷𝑆(𝑝)matriks simteri definit positif berukuran pxp dari suatu 
subsampel berukuran h pengamatan, dimana [(n+p+1)/2 ≤ h ≤ n] yang 
meminimumkan det(S) (Butler, dkk., 1993). Misalkan subhimpunan 
adalah 𝑋ℎ maka terdapat sebanyak nCh kombinasi yang harus 
ditemukan untuk mendapat nilai duga vektor rataan dan matriks 
kovariansi.  
Untuk menggunakan metode MCD ini dalam menaksir penduga 
robust MCD dapat digunakan metode FAST-MCD dengan algoritma 
C-step yang dikembangkan oleh Rousseuw dan Van Driessen (1999). 
Algoritma C-step dapat dilakukan dengan langkah sebagai 
berikut: 
1. Dari sebanyak n observasi dan d variabel dalam observasi 𝑋ℎ =
{𝑋1, 𝑋2, … , 𝑋𝑛}, tetapkan 𝐻1 ⊂ {1,2, … , 𝑛} dengan |𝐻1| = ℎ 




 dengan elemen h merupakan pengamatan dengan 
jarak mahalanobis terkecil. 
2. Hitung ?̅?1 dan 𝑆1 yang masing-masing dirumuskan sebagai 
berikut: 







𝑺𝟏 =  
1
ℎ






3. Apabila det(𝐶1) ≠ 0, hitung jarak Mahalanobis sebagai jarak 
relatif dengan rumus: 





4. Kemudian tentukan anggota himpunan 𝐻2  yang memenuhi 
{𝑑1(𝑗); 𝑗 ∈ 𝐻2} = {(𝑑𝑗1)1:𝑛 , … , (𝑑𝑗1)ℎ:𝑛}, dimana (𝑑𝑗1)1:𝑛 ≤
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(𝑑𝑗1)2:𝑛
≤ ⋯ ≤ (𝑑𝑗1)𝑛:𝑛
 merupakan urutan jarak dari 
sebanyak n observasi.  
5. Berdasarkan anggota himpunan 𝐻2 hitung ?̅?𝟐 dan 𝑺𝟐 seperti 
cara yang ditunjukkan pada langkah 2 
6. Iterasi dilakukan sampai ditemukan 𝐻𝑘 yang konvergen dan 
memiliki determinan matriks kovariansi terkecil. Dimana det 
𝑺𝟐  = det 𝑺𝟏   jika dan hanya jika ?̅?𝟐  = ?̅?𝟏 dan 𝑺𝟐 = 𝑺𝟏 
Selanjutnya, algoritma C-Steps digunakan sebagai basis untuk 
melakukan prosedur perhitungan penduga MCD dengan algoritma 
FAST-MCD. Berikut merupakan langkah-langkah algoritma FAST-
MCD menurut Rousseuw dan Van Driessen (1999): 









2. Jika h = n, maka penduga ?̅?𝑀𝐶𝐷 dan 𝑆𝑀𝐶𝐷 masing-masing 
merupakan rata-rata dan matriks kovariansi dari seluruh 
observasi. 
3. Jika ℎ < 𝑛 , 𝑑 ≥ 2 dan n berukuran kecil (misal 𝑛 ≤ 600), 
maka: 
a. Definisikan himpunan pertama sebagai 𝐻1 dengan cara 
mengambil secara acak (p + 1) himpunan bagian K. 
Kemudian hitung ?̅?𝒉 dan 𝑺𝒉 yang masing-masing 
merupakan vektor rataan dan matriks kovariansi dari K. 
[Jika det(𝑆0) = 0, maka perluas K dengan menambahkan 
observasi acak lainnya hingga diperoleh det(𝑆0) > 0].  
b. Selanjutnya hitung jarak Mahalanobisnya dengan 
persamaan: 





Urutkan 𝑑ℎ sedemikian rupa menjadi 𝑑ℎ(𝜋(1)) ≤ ⋯ ≤
𝑑ℎ(𝜋(𝑛)) dan tentukan sebagai 𝐻1 = {𝜋(1), … , 𝜋(ℎ)}. 
c. Lakukan dua kali C-Step terhadap 𝐻1 sampai 
menghasilkan 𝐻3. 
d. Ulangi langkah (a) sampai (c) sebanyak 500 kali. 
e. Lakukan C-Step sampai konvergen hingga diperoleh 
hasil (?̅?𝒎, 𝑺𝒎) dengan det(𝑺𝒎) terkecil. 
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4. Berdasarkan nilai ?̅?𝒎 dan 𝑺𝒎 dari data 𝐻𝑚 selanjutnya diberi 
bobot  
𝑊𝑗 = {







5. Berdasarkan nilai perhitungan bobot pada persamaan diatas, 




















2.5. Proses Klasifikasi Analisis Diskriminan Kuadratik Robust 
Proses pengklasifikasian dalam analisis diskriminan kuadratik 
robust menggunakan deskriminator sebagai fungsi pemisah dalam 
mengklasifikasikan data yang digunakan. Deskriminator yang 
digunakan nantinya adalah deskriminator yang mengandung penduga 
vektor rataan dan matriks kovariansi yang bersifat robust. 
Deskriminator yang terbentuk dari penduga MVE dan MCD secara 
berturut-turut didefinisikan sebagai berikut: 
Q
𝑗
−1(𝑥) = ln 𝑝𝑖 −
1
2
 𝑙𝑛|𝐒𝑴𝑽𝑬𝒋| −  
1
2








−1(𝑥) = ln 𝑝𝑖 −
1
2
 𝑙𝑛|𝐒𝑴𝑪𝑫𝒋| −  
1
2









−1(𝑥) : skor diskriminan 
 j  : banyak kelompok  
𝑝𝑖  : peluang prior kelas 
X     : vektor pengamatan 
𝐒𝑴𝑽𝑬 : matriks kovariansi robust penduga MVE 
?̅?𝑴𝑽𝑬 : vektor rataan robust penduga MVE 
𝐒𝑴𝑪𝑫 : matriks kovariansi robust penduga MCD 
?̅?𝑴𝑪𝑫 : vektor rataan robust penduga MCD 
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Setelah didapatkan penduga vektor rataan dan matriks kovariansi 
yang robust dengan pendekatan MVE dan MCD, maka penduga 
tersebut digunakan untuk menggantikan penduga ?̅? dan S dalam 
proses pengklasifikasian. Misal diketahui terdapat 2 kelompok data 
yang dilambangkan secara berturut turut dengan 𝜋1 dan 𝜋2, maka 
dengan menggunakan nilai: 

















Aturan pengelompokan pengamatan 𝑥0 menggunakan penduga 
robust MVE dapat dilakukan dengan ketentuan sebagai berikut. 













































𝑐(1|2)  : biaya salah pengelompokan pengamatan kelompok 2 sebagai 
pengamatan kelompok 1 
𝑐(2|1)  ∶ biaya salah pengelompokan pengamatan kelompok 1 sebagai 
pengamatan kelompok 2 
𝑝𝑖  : peluang prior kelas 
𝒙𝟎     : vektor pengamatan 
𝐒𝑴𝑽𝑬 : matriks kovariansi robust penduga MVE 
?̅?𝑴𝑽𝑬 : vektor rataan robust penduga MVE 
Dengan cara yang sama aturan pengelompokan pengamatan 
𝑥0 menggunakan penduga robust MCD dengan menggantikan 
penduga ?̅? dan 𝐒 dengan penduga robust MCD, nilai k yang digunakan 


















Aturan pengelompokan menggunakan penduga robust MCD 
dapat dilakukan dengan mengikuti ketentuan yang dijelaskan sebagai 
berikut: 
 















































𝑐(1|2)  : biaya salah pengelompokan pengamatan kelompok 2 sebagai 
pengamatan kelompok 1 
𝑐(2|1)  ∶ biaya salah pengelompokan pengamatan kelompok 1 sebagai 
pengamatan kelompok 2 
𝑝𝑖  : peluang prior kelas ke-i 
𝒙𝟎 : vektor pengamatan  
𝐒𝑴𝑪𝑫 : matriks kovariansi robust penduga MCD 
?̅?𝑴𝑪𝑫 : vektor rataan robust penduga MCD 
Setelah dilakukan alokasi klasifikasi berdasarkan ketentuan yang 
telah dijelaskan, nantinya dari hasil klasifikasi data akan dibentuk 
tabel klasifikasi untuk memudahkan nantinya dalam pengukuran 
akurasi maupun evaluasi hasil klasifikasi. Berikut adalah contoh tabel 
klasifikasi yang akan dibentuk. 
 
Tabel 2.1 Ilustrasi Tabel Klasifikasi 
Actual Group 
Predicted Group 
Total 1 2 
1 𝑛11 𝑛12 𝑁1 
2 𝑛21 𝑛22 𝑁2 
Total     𝑁 
 
Keterangan: 
𝑛11 = jumlah objek dari actual group 1 yang tepat diklasifikasikan 
pada predicted group 1 
𝑛12 = jumlah objek dari actual group 1 yang salah diklasifikasikan 
sebagai anggota predicted group 2 
𝑛21 = jumlah objek dari actual group 2 yang salah diklasifikasikan 
sebagai anggota predicted group 1 
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𝑛22 = jumlah objek dari actual group 2 yang tepat diklasifikasikan 
pada predicted group 2 
𝑁1 = jumlah objek dari actual group 1 
𝑁2 = jumlah objek dari actual group 2  
2.6. Pengujian Akurasi Klasifikasi 
Pengujian keakuratan dalam klasifikasi dapat dilakukan dengan 
menggunakan nilai Hit Ratio. .Hit rasio yaitu persentase kasus atau 
responden yang kelompoknya dapat diprediksi secara tepat. Hit rasio 
sering digunakan untuk menilai akurasi model analisis diskriminan. 
Hair dkk. (2006), mengatakan bahwa kriteria hit rasio yang baik 
adalah jika sama atau melebihi kesempatan klasifikasi ditambah 
seperempatnya. Perhitungan nilai Hit Ratio dapat dilakukan dengan 
rumus: 
𝐻𝑖𝑡 𝑅𝑎𝑡𝑖𝑜 =  
𝑛11 + 𝑛22
𝑁
 × 100% 
(2.29) 
2.7. APER, Sensitivitas, dan Spesifitas 
Ukuran yang digunakan sebagai perbandingan ketepatan hasil 
klasifikasi ini adalah nilai Apparent Error Rate (APER). Menurut 
Johnson dan Winchern (2007), nilai APER menyatakan fraksi atau 
proporsi yang salah diklasifikasikan oleh fungsi klasifikasi. Semakin 
kecil nilai APER, maka mengindikasikan nilai salah klasifikasi 
semakin sedikit. APER dapat dihitung menggunakan bantuan tabel 
klasifikasi yang dicontohkan pada tabel 2.1. Berikut adalah rumus 
perhitungan nilai APER. 





Selain itu, ukuran pembanding lainnya yang dapat digunakan 
adalah nilai sensitivitas dan spesifisitas. Sensitivitas adalah indeks 
pengukuran yang dapat mengetahui efektifitas sebuah deskriminator 
untuk mengidentifikasi kelas yang dipilih benar memiliki kondisi 
yang sama dengan kondisi kelas sebenarnya. Spesifisitas adalah 
indeks pengukuran yang digunakan untuk mengidentifkasi kelas 
yang tidak dipilih memiliki kondisi yang tidak sama dengan kondisi 
yang sebenarnya., Berikut adalah persamaan dalam menghitung nilai 
sensitivitas dan spesifisitas dari hasil klasifikasi.: 
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2.8. Studi Simulasi  
Simulasi adalah suatu proses perancangan dan penciptaan sebuah 
model terkomputerisasi dari system nyata yang diusulkan dengan 
tujuan untuk melakukam eksperimen numerik untuk memberikan kita 
pengertian yang lebih baik mengenai perilaku dari sistem dengan 
kumpulan kondisi tertentu yang diberikan (Kelton & Sadowski, 1998). 
Simulasi pada data dilakukan untuk memenuhi kebutuhan yang sesuai 
dengan kriteria yang diinginkan pada suatu penelitian. Pada penelitian 
ini, simulasi dibentuk dari beberapa jenis data bangkitan yang 
mengikuti distribusi normal multivariat. 
 
 2.8.1 Distribusi Normal Multivariat 
  Distribusi normal multivariat adalah perluasan dari distribusi 
normal univariat yang umum digunakan untuk menjadi landasan 
distribusi data pada data berdimensi tinggi. Sekelompok vektor 
random yang terdiri atas p komponen dikatakan berdistribusi normal 
multivariat dengan vektor rataan µ dan matriks kovariansi ∑ yang 
definit positif, jika fungsi distribusi bersamanya memenuhi persamaan 
berikut: 









p     : jumlah variabel bebas 
∑    : matriks kovariansi berukuran p x p 
𝝁    : vektor rataan 


















































3.1. Sumber Data 
Data yang digunakan dalam penelitian ini adalah data bangkitan  
yang memenuhi kriteria sebagai berikut: 
1. Berdistribusi normal p variat (p= 4, 6, dan 8) untuk 2 
kelompok yang memenuhi kondisi 𝑋1~𝑀𝑁 (µ𝟏, ∑) untuk 
kelompok 1 dan 𝑋2~𝑀𝑁 (µ𝟐, ∑) untuk kelompok 2.  
2. Memiliki ukuran sampel berturut-turut sebesar N = 40, 100, 
dan 200. 
3. Data akan diberikan kontaminasi pencilan dengan presentase 
berkisar dari 5%, 10%, 20%, dan 25%.  
 
3.2. Metode Penelitian 
Dalam penelitian ini, metode analisis data yang digunakan adalah 
analisis diskriminan kuadratik dengan pendekatan penggunaan 
penduga robust Minimum Volume Ellipsoid (MVE) dan Minimum 
Covariance Determinant (MCD). Analisis data dilakukan dengan 
menggunan bantuan software R Studio dengan packages rrcov.  
Langkah - langkah dalam melakukan analisis data pada penelitian 
ini diapat dijelaskan sebagai berikut. 
1) Melakukan pembangkitan data berdistribusi normal p variat 
(p= 4, 6, dan 8) untuk 2 kelompok yang memenuhi kondisi 
𝑋1~𝑀𝑁 (µ𝟏, ∑) untuk kelompok 1 dan 𝑋2~𝑀𝑁 (µ𝟐, ∑) 
untuk kelompok 2 yang berukuran sampel berturut-turut 
sebesar N = 40, 100, dan 200. Semua elemen µ𝟏 ditentukan 
bernilai 5, sedangkan semua elemen µ𝟐 bernilai 10. 
Sedangkan matriks kovariansi (∑) dibangkitkan secara acak. 
2) Membangkitkan matriks pencilan yang akan digunakan 
sebagai elemen pencilan. Elemen pencilan dibangkitkan 
dengan presentase sebesar 5%, 10%, 20%, dan 25%. 
3) Melakukan pengkontaminasian pencilan pada data dengan 
menambahkan matris pencilan kepada matriks data yang 
telah dibangkitkan sebelumnya pada langkah (1) 
4) Melakukan pengujian asumsi analisis diskriminan. Jika 
asumsi homogenitas matriks kovariansi tidak terpenuhi, 
maka metode analisis diskriminan kuadratik dapat 
diterapkan. 
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5) Menerapkan penggunaan metode MVE dan MCD sesuai 
dengan algoritma yang dijelaskan masing-masing pada 
subbab (2.4.1) dan (2.4.2) untuk mengestimasi penduga 
vektor rataan dan matriks kovariansi yang robust sebagai 
dasar pembentukan fungsi diskriminan kuadratik robust 
penduga MVE dan MCD  
6) Melakukan proses klasifikasi data menggunakan fungsi 
diskriminan kuadratik robust MVE dan MCD yang telah 
terbentuk. 
7) Melakukan perbandingan ketepatan dan validasi hasil 
klasifikasi dengan menghitung nilai APER, sensitivitas, dan 
spesifisitas pada masing-masing hasil klasifikasi dari fungsi 
diskriminan kuadratik robust.  
3.3. Diagram Alir Penelitian 
Langkah-langkah yang dilakukan dalam penelitian ini dirangkum 
pada diagram alir sebagai berikut: 
 































HASIL DAN PEMBAHASAN 
 
4.1. Struktur Data Bangkitan 
 Pengujian analisis data dalam peneltitian ini adalah 
menggunakan penduga robust MVE dan MCD yang akan dielaborasi 
dengan fungsi diskriminan kuadratik. Dampak dari penggantian 
penduga robust kedalam fungsi diskriminan kuadratik ini dapat dilihat 
dengan menggunakan ukuran pembanding yaitu nilai APER, 
sensitivitas, dan spesifisitas dari hasil klasifikasi yang dilakukan. 
Untuk melakukan hal tersebut, data simulasi yang akan dibangkitkan, 
memenuhi kondisi dibawah ini. 
 Data dibangkitkan untuk 2 kelompok populasi (𝜋𝑗) dengan 
banyak variabel bebas yakni, p = 4,6, dan 8. Setiap data dalam 
kelompok dibangkitkan yang memenuhi kondisi 𝑋1~𝑀𝑁 (µ1, ∑) 
untuk kelompok 1 dan 𝑋2~𝑀𝑁 (µ2, ∑) untuk kelompok 2. Lebih 
jelasnya ilustrasi untuk membangkitkan data awal dapat dilihat 
sebagai berikut: 
• Untuk p = 4, data dibangkitkan dengan ketentuan: 




′ = [5 5 5 5]  
- 𝜇2
′ = [10 10 10 10] 
- 𝚺1 = 𝚺2 = 𝑰4×4  
• Untuk p = 6, data dibangkitkan dengan ketentuan: 




′ = [5 5 5 5 5 5]  
- 𝜇2
′ = [10 10 10 10 10 10] 
- 𝚺1 = 𝚺2 = 𝑰6×6  
• Untuk p = 8, data dibangkitkan dengan ketentuan: 




′ = [5 5 5 5 5 5 5 5]  
- 𝜇2
′ = [10 10 10 10 10 10 10 10] 
- 𝚺1 = 𝚺2 = 𝑰8×8  
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 Untuk setiap variabel bebas p = 4,6, dan 8 pada distribusi data 
diatas, akan diberikan kontaminasi pencilan yang memenuhi 
persamaan berikut: 
𝜋𝑗~(1 − 𝜀)𝑁𝑝(𝝁𝑗, 𝑰𝑝) + 𝜀𝑁𝑝(?̂?𝑝, 𝑘𝑰𝑝) ,    𝑗 = 1,2 
(4.4) 
Sesuai dengan batasan masalah pada penelitian ini, nilai dari tingkat 
pencilan (𝜀) dan banyak sampel (N) pada masing-masing kelas 
berturut-turut adalah sebagai berikut;  𝜀 = {0.05, 0.1, 0.2, 0.25}, 𝑁 =
{40, 100, 200}. Menurut Todorov & Pires (2007) mengkontaminasi 
distribusi data dengan persamaan (4.4) akan mempengaruhi parameter 
lokasi dan parameter skala pada data hasil bangkitan, sehingga dapat 
dilihat lebih jelas bagaimana kinerja penduga robust terhadap kondisi 
data mengandung pencilan. Nilai pembobot pada parameter yang 
digunakan adalah k = 4, dan ?̂?𝑝 untuk p = 4,6, dan 8 secara berturut 
turut adalah:  
-  ?̂?4 = [50 −50 50 −50],  
-  ?̂?6 = [50 −50 50 50 −50 50]   
-  ?̂?8 = [50 −50 50 −50 50 −50 50 −50] 
 Kondisi-kondisi diatas akan menjadi dasar dalam melakukan 
pembangkitan data dan selanjutnya masing-masing kondisi akan 
diulang sebanyak 100 kali. Setiap hasil perulangan, nilai APER, 
sensitivitas, dan spesifisitas akan dicatat sehingga nantinya akan 
didapatkan rata-rata dari nilai-nilai tersebut yang nantinya akan 
dijadikan ukuran pembanding kebaikan kinerja penduga robust MVE 
dan MCD dalam analisis diskriminan kuadratik. 
 
4.2. Pengujian Asumsi dan Trend Analisis Diskriminan 
Pengujian asumsi analisis diskriminan dilakukan kepada data 
hasil bangkitan sesuai dengan struktur pembangkitan data yang telah 
dijelaskan pada subbab sebelumnya. 
 
4.2.1. Asumsi Normalitas Multivariat 
Asumsi normalitas multivariat pada penelitian ini tidak 
dilakukan, karena data untuk semua ketentuan banyak variabel dan 
tingkat kontaminasi pencilan, dibangkitkan dengan ketentuan 




4.2.2. Asumsi Multikolinieritas 
Asumsi selanjutnya adalah asumsi multikolinieritas, yang mana 
dalam analisis diskriminan, asumsi ini diperlukan untuk memastikan 
korelasi antar variabel bebas pada data yang telah dibangkitkan tidak 
menimbulkan bias. Dalam penelitian ini pengujian asumsi tidak perlu 
dilakukan karena kondisi data ketika dibangkitkan matriks kovariansi 
nya berbentuk matriks identitas sehingga variabel yang terbentuk 
saling bebas. Maka dari itu dapat dipastikan kondisi data ketika 
dibangkitkan telah mengakomodir terpenuhinya asumsi 
multikolinieritas. 
 
4.2.3  Asumsi Homogenitas Matriks Kovariansi 
Pengujian asumsi homogenitas matriks kovariansi pada 
penelitian ini menggunakan uji Box’s M yang statistik uji nya dapat 
dilihat pada persamaan (2.2). Dengan ketentuannya, jika p value > (α 
= 0,05) maka matriks kovariansi yang terbentuk, homogen. Menurut 
Johnson dan Winchern (2007), jika matriks kovariansi tidak homogen 
maka deskriminator yang digunakan adalah fungsi diskriminan 
kuadratik. Sehingga, dalam penelitian ini ingin didapatkan kondisi 
matriks kovariansi yang tidak homogen. Tabulasi p value hasil uji Box 
M dengan (α = 0,05) pada data hasil bangkitan dapat dilihat pada tabel 
dibawah ini. 
Tabel 4.1 Hasil Uji Box M 
 𝒏𝟏=𝒏𝟐 (%) p value Hasil Uji Asumsi 
p=4 
40 
5% 4,69E-06 Tidak Terpenuhi 
10% 2,55E-09 Tidak Terpenuhi 
20% 4,57E-05 Tidak Terpenuhi 
25% 1,42E-04 Tidak Terpenuhi 
100 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
200 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
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Tabel 4.1 (lanjutan) 
 𝒏𝟏=𝒏𝟐 (%) p value  
p =6 
40 
5% 2,19E-03 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 4,56E-14 Tidak Terpenuhi 
25% 3,64E-14 Tidak Terpenuhi 
100 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
200 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
 𝒏𝟏=𝒏𝟐 (%) p value  
p =8 
40 
5% 4,35E-11 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 6,70E-12 Tidak Terpenuhi 
100 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
200 
5% 2,20E-16 Tidak Terpenuhi 
10% 2,20E-16 Tidak Terpenuhi 
20% 2,20E-16 Tidak Terpenuhi 
25% 2,20E-16 Tidak Terpenuhi 
 
Berdasarkan tabel 4.1, dapat dilihat pada data bangkitan 
dengan masing-masing banyak variabel bebas (p = 4,6, dan 8) serta 
beberapa banyak sampel dan tingkat kontaminasi pencilan yang 
diberikan, didapatkan dari hasil pengujian asumsi homogenitas 
matriks kovariansi dengan uji Box M, didapatkan p value yang lebih 
kecil dari nilai α (= 0,05). Sehingga dapat disimpulkan bahwa asumsi 
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homogenitas matriks kovariansi pada data bangkitan semua kondisi 
tidak terpenuhi. Maka, dalam penelitian ini metode analisis 
diskriminan kuadratik dapat digunakan. 
 
4.2.4  Trend Analisis Diskriminan 
Setelah dilakukan pengujian asumsi homogenitas matriks 
kovariansi untuk menentukan analisis diskriminan kuadratik dapat 
diterapkan pada data bangkitan atau tidak, dapat dilihat pula trend 
yang dibentuk dari data yang telah dibangkitkan dengan melihat pola 
data yang telah dibuat plot nya. Untuk mengamati trend tersebut, 
akan diambil contoh data yakni data bangkitan dengan ukuran 
sampel N = 40 dan tingkat kontaminasi pencilan pada masing-
masing variabel bebas p = 4,6, & 8, untuk kemudian dibandingkan 
plot partisinya. 
 
Gambar 4.1 Plot Partisi Data N=40, Pencilan 10%, p = 4 
 
 Gambar 4.1, diatas menunjukan plot antar variabel bebas X3 
dan X4 yang menunjukan pola ketersebaran data dari data bangkitan 
p = 4 dengan N = 40 dan tingkat pencilan 10%. Dapat dilihat pada 
plot tersebut, pengklasifikasian yang dilakukan lebih tepat untuk 
didekati menggunakan fungsi pemisah yang dibentuk dengan 
ketentuan dari analisis diskriminan kuadratik. Hal ini diperkuat dari 
hasil nilai APER yang ditunjukan, dimana nilai APER yang 
dihasilkan analisis diskriminan kuadratik lebih kecil dibandingkan 
nilai APER yang dihasilkan oleh analisis diskriminan linier. 
Berikutnya akan dilihat plot antar variabel bebas X3 dan X4 pada 
data bangkitan p = 6 dengan ukuran sampel N = 40 dan tingkat 
kontaminasi pencilan 10%. 
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Gambar 4.2 Plot Partisi Data N=40, Pencilan 10%, p = 6 
  
 Dapat dilihat pada gambar 4.2 pola ketersebaran data antar 
variabel bebas X3 dan X4 pada data p = 6 dengan ukuran sampel N 
= 40 dan tingkat pencilan 10%. Pada plot tersebut dapat dilihat 
bahwa dengan pola ketersebaran data yang dihasilkan, 
pengklasifikasian akan lebih tepat dengan menggunakan fungsi 
pemisah yang dibentuk dengan ketentuan analisis diskriminan 
kuadratik. Hal ini juga diperkuat oleh nilai APER yang ditunjukan, 
dimana nilai APER yang dihasilkan analisis diskriminan kuadratik 
lebih kecil dibandingkan nilai APER yang dihasilkan dari analisis 
diskriminan linier. Berikutnya akan diamati plot antar variabel bebas 
X3 dan X4 pada data bangkitan p = 8 dengan ukuran sampel dan 
tingkat kontaminasi pencilan yang sama. 
 
 




 Pada gambar 4.3 diatas dapat dilihat pola ketersebaran data 
antar variabel bebas X3 dan X4 pada data p = 8 dengan tingkat 
pencilan dan ukuran sampel yang sama dengan sebelumnya. Dari 
plot tersebut dapat dilihat bahwa dengan melihat trend dari data 
bangkitan ini pengklasifikasiannya akan lebih tepat dengan 
menggunakan fungsi pemisah yang dibentuk dengan ketentuan 
analisis diskriminan kuadratik. Hal ini juga dapat dipastikan dari 
nilai APER yang dihasilkan analisis diskriminan kuadratik yang 
lebih kecil dibandingkan nilai APER yang dihasilkan analisis 
diskriminan linier.  
 
4.3. Analisis Diskriminan Kuadratik Metode Minimum Volume 
Ellipsoid (MVE) 
Pada bagian ini akan dijelaskan mengenai penggunaan penduga 
robust MVE pada analisis diskriminan kuadratik terhadap data hasil 
bangkitan dengan data yang digunakan sebagai contoh adalah data 
dengan ukuran sampel N = 40 dan tingkat kontaminasi pencilan 10%, 
masing-masing pada variabel bebas p = 4,6, & 8. 
 
4.3.1 Fungsi Diskriminan Kuadratik Robust MVE  
Fungsi diskriminan kuadratik adalah fungsi yang dapat 
digunakan untuk membedakan dan memisahkan data terhadap 
beberapa kelompok serta menjadi dasar dalam pengklasifikasian data 
dalam analisis diskriminan kuadratik. Pada umumnya, fungsi 
diskriminan kuadratik dibentuk menggunakan penduga vektor rataan 
dan matriks kovariansi yang terbentuk pada data. Fungsi diskriminan 
kuadratik robust MVE sendiri adalah fungsi diskriminan kuadratik 
yang dibentuk berdasarkan penduga robust yang telah didapatkan 
menggunakan metode MVE. Berikut adalah beberapa fungsi 
diskriminan kuadratik robust yang didapatkan dari hasil analisis 
terhadap data bangkitan yang dijadikan contoh. 
Pada data dengan variabel bebas p =4, dengan ukuran sampel N 
= 40 dan pencilan 10%, didapatkan hasil perhitungan dengan metode 
MVE, didapatkan nilai peluang prior (𝑝𝑖) = 0,5 serta penduga vektor 
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Dari penduga vektor rataan dan matriks kovariansi diatas, dapat 
dibentuk fungsi diskriminan kuadratik robust MVE untuk data  p = 4, 
N = 40, dengan tingkat pencilan 10%, yakni: 
Q
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1
2
ln(1,538286) −  
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2
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2
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MVE berikut dapat dilihat 
pada tabel 4.2 berikut. 
Tabel 4.2 Nilai Eigen Fungsi Diskriminan Kuadratik MVE 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 34,4075 0,914 
X2 1,45 0,0385 
X3 1,0178 0,027 
X4 0,7691 0,02043 
Dari tabel 4.2 dapat dilihat bahwa variabel X1 dapat 
menjelaskan keragaman relatif lebih dominan dibandingkan variabel 
bebas lainnya, sehingga dapat dikatakan bahwa variabel bebas X1 
merupakan variabel bebas pembeda terkuat pada fungsi diskriminan 
kuadratik robust MVE untuk data  p = 4, N = 40, dengan tingkat 
pencilan 10%. 
Selanjutnya pada data dengan variabel bebas p = 6 dengan 
ukuran sampel dan tingkat pencilan yang sama, hasil perhitungan 
menggunakan metode MVE menghasilkan nilai peluang prior (𝑝𝑖) = 
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Dengan menggunakan penduga vektor rataan dan matriks 
kovariansi tersebut, dapat dibentuk fungsi diskriminan kuadratik 
robust MVE untuk data  p = 6, N = 40, dengan tingkat pencilan 10% 
sebagai berikut: 
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MVE berikut dapat dilihat 
pada tabel 4.3 berikut. 
Tabel 4.3 Nilai Eigen Fungsi Diskriminan Kuadratik MVE 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 50,8963 0,89883 
X2 1,4504 0,02561 
X3 1,3717 0,02422 
X4 1,2433 0,02196 
X5 1,0964 0,01936 
X6 0,5668 0,01001 
Tabel 4.3 diatas menyatakan bahwa variabel X1 dapat 
menjelaskan keragaman relatif lebih baik yakni sebesar 89,88% pada 
fungsi diskriminan kuadratik MVE berikut, sehingga dapat dikatakan 
bahwa variabel bebas X1 adalah variabel bebas yang berperan sebagai 
pembeda terbaik pada fungsi diskriminan kuadratik robust MVE 
untuk data  p = 6, N = 40, dengan tingkat pencilan 10%. 
Kemudian untuk variabel bebas p = 8, dengan ukuran sampel dan 
tingkat pencilan yang sama, dari hasil analisis dengan MVE 
36 
didapatkan nilai peluang prior (𝑝𝑖) = 0,5 dan penduga vektor rataan 
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Dari penduga vektor rataan dan matriks kovariansi yang telah 
didapatkan diatas, selanjutnya dapat dibentuk fungsi diskriminan 
kuadratik robust MVE untuk data p = 8, sehingga didapatkan fungsi 
sebagai berikut:  
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MVE yang telah terbentuk 
diatas dapat dilihat pada tabel 4.4 dibawah ini. 
Tabel 4.4 Nilai Eigen Fungsi Diskriminan Kuadratik MVE 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 65,4354 0,8896 
X2 2,1506 0,0292 
X3 1,5494 0,021 
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(Tabel 4.4 lanjutan) 
X4 1,3541 0,01841 
X5 1,2653 0,0172 
X6 0,6996 0,0095 
X7 0,6735 0,0091 
X8 0,4258 0,0058 
Berdasarkan tabel 4.4, dapat dilihat bahwa variabel X1 dapat 
menjelaskan keragaman relatif sebanyak 88,96% yang menandakan 
variabel X1 merupakan variabel bebas pembeda terkuat pada fungsi 
diskriminan kuadratik robust MVE untuk data  p = 8, N = 40, dengan 
tingkat pencilan 10%. 
 
4.3.2 Kinerja Jarak Robust MVE dan Jarak Mahalanobis Dalam 
Pendeteksian Pencilan 
  Setelah didapatkan penduga robust MVE dari hasil 
perhitungan, selanjutnya dilakukan perbandingan pengidentifikasian 
pencilan menggunakan jarak robust MVE dengan jarak Mahalanobis 
untuk melihat apakah penduga MVE yang didapatkan terbukti dapat 
membuat kinerja jarak robust MVE dalam pendeteksian pencilan lebih 
baik dibandingkan jarak mahalanobis. Jarak robust MVE didapatkan 
dengan mengganti penduga MVE yang telah didapatkan, pada 
persamaan jarak robust seperti yang dijelaskan pada persamaan (2.9) 
Pendeteksian pencilan menggunakan jarak robust nantinya akan 
dibandingkan dengan jarak Mahalanobis untuk melihat kinerjanya. 
Pada data dengan variabel bebas p = 4, dengan ukuran sampel 
N = 40 dan pencilan 10%, pendeteksian pencilan dapat dilihat pada 
gambar 4.4 berikut. 
 
Gambar 4.4 Jarak Robust MVE dan Mahalanobis Data Variabel p=4 
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Berdasarkan gambar 4.4, dapat dilihat penggunaan jarak 
robust MVE (yang dapat dlihat pada gambar sebelah kiri) lebih 
baik dalam mendeteksi ada nya pencilan pada data hasil bangkitan. 
Menggunakan jarak robust MVE kita dapat mendeteksi pencilan 
pada data bangkitan sebanyak 11 dari total 80 pengamatan, yakni 
pengamatan ke-33, 37, 38, 39, 40, 45, 55, 77, 78, 79, dan 80. 
Sedangkan penggunaan jarak Mahalanobis hanya dapat 
mendeteksi pencilan sebanyak 3 dari 80 total pengamatan, yakni 
pengamatan ke- 33,37, dan 79. 
Selanjutnya untuk data dengan variabel bebas p = 6 dengan 
ukuran sampel N = 40 dan pencilan 10%, pendeteksian pencilan 
dapat dilihat pada gambar 4.2 berikut. 
 
Gambar 4.5 Jarak Robust MVE dan Mahalanobis Data Variabel p=6 
Berdasarkan gambar 4.5, dapat dilihat penggunaan jarak 
robust MVE pada data ini juga lebih baik dalam mendeteksi 
pencilan. Menggunakan jarak robust MVE kita terdeteksi pencilan 
pada data bangkitan sebanyak 9 dari total 80 pengamatan, yakni 
pengamatan ke 37, 38, 39, 40, 63, 77, 78, 79, dan 80. Sedangkan 
penggunaan jarak Mahalanobis hanya dapat mendeteksi pencilan 
sebanyak 4 dari 80 total pengamatan, yakni pengamatan ke- 77, 78, 
79, dan 80. 
Kemudian untuk data dengan variabel bebas p = 8 dengan 
ukuran sampel dan tingkat pencilan yang sama, pendeteksian 




Gambar 4.6 Jarak Robust MVE dan Mahalanobis Data Variabel p=8 
Berdasarkan gambar 4.3, dapat dilihat penggunaan jarak 
robust MVE pada data bangkitan ini juga lebih baik dalam 
mendeteksi pencilan. Menggunakan jarak robust MVE pencilan 
yang terdeteksi dalam data bangkitan berikut adalah sebanyak 12 
dari total 80 pengamatan, yakni pengamatan ke-30, 37, 38, 39, 40, 
50, 51, 70, 77, 78, 79, dan 80. Sedangkan penggunaan jarak 
Mahalanobis hanya dapat mendeteksi pencilan sebanyak 6 dari 80 
total pengamatan, yakni pengamatan ke- 37, 50, 77, 78, 79, dan 80. 
 
4.4. Analisis Diskriminan Kuadratik Metode Minimum 
Covariance Determinant (MCD) 
Pada bagian ini akan dijelaskan mengenai penggunaan penduga 
robust MCD pada analisis diskriminan kuadratik terhadap data hasil 
bangkitan data yang digunakan sebagai contoh adalah data dengan 
ukuran sampel N = 40 dan tingkat kontaminasi pencilan 10%, masing-
masing pada variabel bebas p = 4,6, & 8. 
4.4.1 Fungsi Diskriminan Kuadratik Robust MCD  
Fungsi diskriminan kuadratik robust MCD adalah fungsi 
diskriminan kuadratik yang dibentuk berdasarkan penduga robust 
yang telah didapatkan menggunakan metode MCD. Berikut adalah 
penyusunan fungsi diskriminan kuadratik robust yang didapatkan 
dari hasil analisis terhadap data bangkitan yang dijadikan contoh. 
Pada data dengan variabel bebas p = 4, dengan ukuran sampel 
N = 40 dan pencilan 10% hasil perhitungan dengan metode MCD, 
40 
didapatkan nilai peluang prior (𝑝𝑖) = 0,5 serta penduga vektor rataan 
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Dari penduga vektor rataan dan matriks kovariansi diatas, dapat 
dibentuk fungsi diskriminan kuadratik robust MCD untuk data  p = 4, 
N = 40, dengan tingkat pencilan 10%, yakni: 
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MCD berikut dapat dilihat 
pada tabel 4.5 berikut. 
Tabel 4.5 Nilai Eigen Fungsi Diskriminan Kuadratik MCD 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 34,2244 0,9092 
X2 1,1539 0,0307 
X3 0,9797 0,0260 
X4 0,733 0,0195 
Dari tabel 4.5 dapat dilihat bahwa variabel X1 dapat 
menjelaskan keragaman relatif lebih dominan dibandingkan variabel 
bebas lainnya, sehingga dapat dikatakan bahwa variabel bebas X1 
merupakan variabel bebas pembeda terkuat pada fungsi diskriminan 
kuadratik robust MCD untuk data  p = 4, N = 40, dengan tingkat 
pencilan 10%. 
Selanjutnya pada data dengan variabel bebas p = 6 dengan 
ukuran sampel dan tingkat pencilan yang sama, hasil perhitungan 
menggunakan metode MCD menghasilkan penduga vektor rataan 
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Dengan menggunakan penduga vektor rataan dan matriks 
kovariansi tersebut, dapat dibentuk fungsi diskriminan kuadratik 
robust MCD untuk data  p = 6, N = 40, dengan tingkat pencilan 10% 
sebagai berikut: 
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MCD berikut dapat dilihat 
pada tabel 4.6 berikut. 
Tabel 4.6 Nilai Eigen Fungsi Diskriminan Kuadratik MCD 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 49,4687 0,8949 
X2 1,4979 0,0271 
X3 1,3662 0,0247 
X4 1,1219 0,0203 
X5 0,9715 0,0176 
X6 0,8547 0,0155 
Tabel 4.6 diatas menyatakan bahwa variabel X1 dapat 
menjelaskan keragaman relatif lebih baik yakni sebesar 89,49% pada 
fungsi diskriminan kuadratik MCD berikut, sehingga dapat dikatakan 
bahwa variabel bebas X1 adalah variabel bebas yang berperan sebagai 
pembeda terbaik pada fungsi diskriminan kuadratik robust MCD 
untuk data  p = 6, N = 40, dengan tingkat pencilan 10%. 
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Kemudian untuk variabel bebas p = 8, dengan ukuran sampel 
dan tingkat pencilan yang sama, dari hasil analisis dengan MCD 
didapatkan nilai peluang prior (𝑝𝑖) = 0,5 dan penduga vektor rataan 
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Dari penduga vektor rataan dan matriks kovariansi yang telah 
didapatkan diatas, selanjutnya dapat dibentuk fungsi diskriminan 
kuadratik robust MCD untuk data p = 8, sehingga didapatkan fungsi 
sebagai berikut:  
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Keragaman relatif yang mampu dijelaskan masing-masing variabel 
bebas pada fungsi diskriminan kuadratik MCD yang telah terbentuk 
diatas dapat dilihat pada tabel 4.7 dibawah ini. 
Tabel 4.7 Nilai Eigen Fungsi Diskriminan Kuadratik MCD 
Variabel 
Bebas 
Nilai Eigen Keragaman 
Relatif 
X1 71,9264 0,8994 
X2 2,0233 0,0275 
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(Tabel 4.7 lanjutan) 
X3 1,5985 0,0217 
X4 1,5329 0,0208 
X5 0,9642 0,0131 
X6 0,8266 0,0112 
X7 0,654 0,0089 
X8 0,4487 0,0061 
Berdasarkan tabel 4.7, dapat dilihat bahwa variabel X1 dapat 
menjelaskan keragaman relatif sebanyak 88,96% yang menandakan 
variabel X1 merupakan variabel bebas pembeda terkuat pada fungsi 
diskriminan kuadratik robust MCD untuk data  p = 8, N = 40, dengan 
tingkat pencilan 10%. 
 
4.4.2 Kinerja Jarak Robust MCD dan Jarak Mahalanobis Dalam 
Pendeteksian Pencilan 
Setelah didapatkan penduga robust MCD dari hasil 
perhitungan, selanjutnya dilakukan perbandingan pengidentifikasian 
pencilan menggunakan jarak robust MCD dengan jarak 
Mahalanobis untuk melihat apakah penduga MCD yang didapatkan 
terbukti dapat membuat kinerja jarak robust MCD dalam 
pendeteksian pencilan lebih baik dibandingkan jarak mahalanobis.  
Pada data dengan variabel bebas p = 4, dengan ukuran sampel 
N = 40 dan pencilan 10%, pendeteksian pencilan dapat dilihat pada 
gambar 4.7 berikut. 
 
Gambar 4.7 Jarak Robust MCD dan Mahalanobis Data Variabel p=4 
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Berdasarkan gambar 4.7, dapat dilihat penggunaan jarak robust MCD 
(yang dapat dlihat pada gambar sebelah kiri) lebih baik dalam 
mendeteksi ada nya pencilan pada data hasil bangkitan. Menggunakan 
jarak robust MCD kita dapat mendeteksi pencilan pada data bangkitan 
sebanyak 9 dari total 80 pengamatan, yakni pengamatan ke-24, 37, 38, 
39, 77, 78, 79, dan 80. Sedangkan penggunaan jarak Mahalanobis 
hanya dapat mendeteksi pencilan sebanyak 3 dari 80 total pengamatan, 
yakni pengamatan ke- 24, 38, dan 77. 
Selanjutnya untuk data dengan variabel bebas p = 6 dengan 
ukuran sampel N = 40 dan pencilan 10%, hasil pendeteksian pencilan 
menggunakan jarak robust MCD dapat dilihat pada gambar 4.8 
dibawah ini. 
 
Gambar 4.8 Jarak Robust MCD dan Mahalanobis Data Variabel p=6 
Berdasarkan gambar 4.8, dapat dilihat penggunaan jarak robust 
MCD pada data ini juga lebih baik dalam mendeteksi pencilan. 
Menggunakan jarak robust MCD, terdeteksi pencilan pada data 
bangkitan sebanyak 8 dari total 80 pengamatan, yakni pengamatan 
ke 37, 38, 39, 40, 77, 78, 79, dan 80. Sedangkan penggunaan jarak 
Mahalanobis hanya dapat mendeteksi pencilan sebanyak 4 dari 80 
total pengamatan, yakni pengamatan ke- 77, 78, 79, dan 80. 
Kemudian untuk data dengan variabel bebas p = 8 dengan 
ukuran sampel dan tingkat pencilan yang sama, perbandingan 
pendeteksian pencilan menggunakan jarak robust MCD dan 




Gambar 4.9 Jarak Robust MCD dan Mahalanobis Data Variabel p=8 
Berdasarkan gambar 4.9, dapat dilihat penggunaan jarak robust 
MCD pada data bangkitan ini juga lebih baik dalam mendeteksi 
pencilan. Menggunakan jarak robust MCD pencilan yang terdeteksi 
dalam data bangkitan berikut adalah sebanyak 13 dari total 80 
pengamatan, yakni pengamatan ke-6, 9, 30, 37, 38, 39, 40, 50, 51, 
77, 78, 79, dan 80. Sedangkan penggunaan jarak Mahalanobis hanya 
dapat mendeteksi pencilan sebanyak 6 dari 80 total pengamatan, 
yakni pengamatan ke- 37, 50, 77, 78, 79, dan 80. 
 Berdasarkan contoh pada masing-masing data bangkitan 
berikut, dapat disimpulkan bahwa jarak robust lebih baik dalam 
mendeteksi pencilan dibandingkan dengan menggunakan jarak 
Mahalanobis, dikarenakan jarak Mahalanobis pada kondisi data 
berdistribusi normal multivariat yang mengandung pencilan tidak 
dapat mengatasi kondisi masking dan swamping dikarenakan tidak 
memiliki atau tidak memiliki basis penduga lokasi dan scatter yang 
memiliki breakdown point tinggi atau tidak memiliki ketahanan 
terhadap pencilan. Sehingga, untuk mengatasi kondisi ini penduga 
robust lebih cocok untuk digunakan. 
 
4.5. Perngujian Akurasi Hasil Klasifikasi 
Setelah dilakukan simulasi dan analisis terhadap data bangkitan 
dengan berbagai kondisi seperti yang dijelaskan pada bagian 4.1, 
selanjutnya akan dilakukan pengujian akurasi hasil klasifikasi dengan 
melihat nilai hit ratio yang dibandingkan dengan nilai kesempatan 
klasifikasi yakni 0,5 yang ditambah dengan seperempatnya. Berikut 
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adalah hasil dari rata-rata nilai hit ratio yang didapatkan dari data 
bangkitan tiap kondisi: 
Tabel 4.8 Nilai Hit Ratio





5% 0,9730 0,9752 0,6861 0,625 
10% 0,9498 0,9508 0,6534 0,625 
20% 0,8998 0,9008 0,6612 0,625 
25% 0,8733 0,8750 0,6619 0,625 
100 
5% 0,9749 0,9748 0,6722 0,625 
10% 0,9499 0,9499 0,6230 0,625 
20% 0,9020 0,9011 0,6106 0,625 
25% 0,8748 0,8754 0,6208 0,625 
200 
5% 0,9751 0,9749 0,6738 0,625
10% 0,9499 0,9499 0,5972 0,625 
20% 0,9004 0,9023 0,5974 0,625 
25% 0,8753 0,8755 0,5942 0,625 
  n (%)  MVE  MCD QDA  
p=6 
40 
5% 0,9743 0,9748 0,7324 0,625 
10% 0,9498 0,9500 0,7090 0,625 
20% 0,9073 0,9003 0,7131 0,625 
25% 0,8750 0,8763 0,7047 0,625 
100 5% 0,9748 0,9754 0,6957 0,625 
 
 
10% 0,9500 0,9505 0,6450 0,625 
20% 0,8996 0,9005 0,6398 0,625 
25% 0,8755 0,8746 0,6399 0,625 
200 
5% 0,9751 0,9751 0,6860 0,625 
10% 0,9505 0,9502 0,6234 0,625 
20% 0,9000 0,8995 0,6103 0,625 
25% 0,8746 0,8747 0,6169 0,625 
  n (%)  MVE  MCD QDA  




(Tabel 4.8 lanjutan) 
 
 
10% 0,9500 0,9508 0,7647 0,625 
20% 0,9000 0,9023 0,7650 0,625 
25% 0,8760 0,8808 0,7475 0,625 
100 
5% 0,9750 0,9742 0,7191 0,625 
10% 0,9498 0,9503 0,6670 0,625 
20% 0,9056 0,8989 0,6690 0,625 
25% 0,8746 0,8739 0,6590 0,625 
200 
5% 0,9753 0,9750 0,6983 0,625 
10% 0,9500 0,9497 0,6495 0,625 
20% 0,8997 0,8999 0,6232 0,625 
25% 0,8757 0,8760 0,6395 0,625 
 
Tabel 4.8 di atas adalah hasil rata-rata nilai hit ratio dari data 
simulasi tiap kondisi dari 100 perulangan, dimana dapat dilihat bahwa 
untuk semua nilai hit ratio yang dihasilkan oleh hasil klasifikasi 
menggunakan metode MVE dan MCD pada setiap kondisi pada data 
bangkitan menghasilkan nilai yang lebih besar dibandingkan nilai 
pembandingnya yakni 0625. Sehingga dapat disimpulkan hasil 
klasifikasi analisis diskriminan kuadratik dari MVE dan MCD pada 
data bangkitan tiap kondisi telah dapat dikatakan akurat.  
Sedangkan pada hasil klasifikasi menggunakan penduga klasik 
dapat dilihat bahwa terdapat beberapa hasil klasfikasi yang belum 
cukup akurat karena menghasilkan nilai hit ratio yang rendah yakni 
pada data variabel bebas p = 4 dengan ukuran sampel N = 100 dan 
200 yang memiliki tingkat pencilan 10%, 20%, dan 25%, begitu pula 
pada data variabel bebas p = 6 yang berukuran sampel N = 200 dengan 
tingkat pencilan 10%, 20%, dan 25%, pada data variabel bebas p = 8 
dengan ukuran sampel N = 200 yang memiliki tingkat pencilan 20%. 
4.6 Perbandingan Nilai APER, Sensitivitas, dan Spesifisitas Hasil 
Klasifikasi  
Setelah dilakukan simulasi dan analisis terhadap data bangkitan 
dengan berbagai kondisi seperti yang dijelaskan pada bagian 4.1, pada 
bagian ini akan ditampilkan dan dibandingkan hasil analisis berupa 
nilai APER, sensitivitas, dan spesifisitas dari hasil klasifikasi analisis 
diskriminan robust MVE dan MCD. Menurut Bahl (2017), semakin 
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kecil nilai APER yang dihasilkan maka akan mencerminkan ketepatan 
klasifikasi yang baik dengan memiliki salah klasifikasi yang lebih 
kecil, sedangkan semakin besar nilai sensitivitas dan spesifisitas yang 
dihasilkan maka semakin optimal kinerja dari suatu deskriminator 
dalam mengklasifikasi data sesuai dengan kelas atau kelompok 
populasi sebenarnya. Sebagai pembanding lain, akan diberikan hasil 
klasifikasi dari analisis diskriminan kuadratik klasik untuk 
dibandingkan dengan analisis diskriminan kuadratik robust MVE dan 
MCD pada data simulasi tersebut. 
 
4.6.1 Perbandingan Pada Variabel Bebas (p = 4) Berbagai 
Tingkat Pencilan 
 Rata-rata nilai APER, sensitivitas dan spesifisitas dari hasil 
klasifikasi analisis diskriminan kuadratik robust MVE (yang 
selanjutnya akan disebut ADK-MVE), analisis diskriminan 
kuadratik robust MCD (yang selanjutnya akan disebut ADK-MCD), 
dan analisis diskriminan kuadratik klasik (yang selanjutnya disebut 
ADK-Klasik) pada data bangkitan dengan variabel bebas (p = 4) 
dengan ukuran sampel N = 40 dengan beberapa tingkat pencilan dan 
ulangan sebanyak 100 kali dapat dilihat pada tabel 4.9 berikut. 
 
Tabel 4.9 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas  
MVE p =4 
(%) APER Sensitivitas  Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,02697 0,96232 0,98615 
10% 0,05025 0,95431 0,95395 
20% 0,10025 0,87368 0,92835  
25% 0,12675 0,84802 0,94737 
MCD p =4 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,02478 0,96894 0,98357 
10% 0,04924 0,94567 0,96425 
20% 0,09925 0,93115 0,94138 
25% 0,125 0,87089 0,92686 
Klasik  p =4 
 
(%) APER Sensitivitas  Spesifisitas 
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(Tabel 4.9 lanjutan) 
𝒏𝟏=𝒏𝟐=40 5% 0,31389 0,69356 0,69008 
10% 0,3466 0,63666 0,68656 
20% 0,33882 0,62896 0,71979 
25% 0,33815 0,63085 0,72022 
 
Dari tabel 4.9 dapat dilihat bahwa rata-rata nilai APER dari 
ADK-MCD pada semua tingkat pencilan didapatkan nilai yang lebih 
kecil daripada nilai APER dari ADK-MVE sedangkan dengan ADK-
Klasik menghasilkan perbedaan nilai APER yang cukup jauh. 
Kemudian untuk nilai sensitivitas dan spesifisitas, ADK-MCD 
menghasilkan nilai sensitivitas dan spesifisitas yang lebih beasr 
dibanding ADK-MVE dan penduga klasik, sehingga didapatkan 
bahwa ADK-MCD lebih baik dalam mendeteksi kelompok 
sebenarnya pada pengklasifikasian. Sehingga, untuk data berukuran 
sampel N = 40 dengan variabel bebas (p = 4) ini, ADK-MCD 
menghasilkan kinerja yang lebih baik. 
Selanjutnya, untuk data bangkitan dengan ukuran sampel N = 
100, dengan variabel bebas p = 4, rata-rata nilai APER, sensitivitas, 
dan spesifisitas yang didapatkan dari pengulangan sebanyak 100 kali 
dapat dilihat pada tabel 4.10 berikut. 
Tabel 4.10 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =4 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,0251 0,9703 0,9819 
10% 0,0501 0,9291 0,9795 
20% 0,0981 0,8804 0,9554 
25% 0,1252 0,8715 0,9279 
MCD p =4 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,0251 0,9626 0,9893 
10% 0,0501 0,9489 0,9600 
20% 0,0989 0,8816 0,9533 
25% 0,1246 0,8366 0,9635 
Klasik  p =4 
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(Tabel 4.10 lanjutan)  
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,3278 0,6603 0,6927 
10% 0,3770 0,6068 0,6536 
20% 0,3894 0,5854 0,6581 
25% 0,3792 0,5995 0,6647 
 
Dari tabel 4.10 dapat dilihat bahwa untuk data berukuran 
sampel N = 100, ADK-MCD dan ADK-MVE menghasilkan nilai 
APER yang sama pada tingkat pencilan 5% dan 10%, namun tidak 
stabil pada tingkat pencilan 20% dan 25% dimana, pada tingkat 
pencilan 20% ADK-MVE menghasilkan nilai APER yang lebih 
kecil dan pada tingkat pencilan 25% ADK-MCD yang nilai APER 
nya lebih kecil. Sedangkan untuk ukuran sensitivitas dan spesifisitas, 
ADK-MVE cenderung menghasilkan nilai yang lebih besar 
dibandingkan yang lainnya. Dengan hal ini dapat disimpulkan 
bahwa ADK-MVE dapat lebih optimal dalam mendeteksi data sesuai 
dengan kelas sebenarnya dibandingkan ADK-MCD dan ADK-
Klasik pada data bangkitan berikut. 
Kemudian, untuk ukuran sampel yang terakhir yaitu N = 200, 
dengan variabel bebas p = 4, rata-rata hasil perhitungan nilai APER, 
sensitivitas, dan spesifisitas berdasarkan analisis yang telah 
dilakukan dapat dilihat pada tabel 4.11 dibawah ini. 
Tabel 4.11 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =4 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,0250 0,9629 0,9895 
10% 0,0501 0,9176 0,9902 
20% 0,1007 0,8739 0,9599 
25% 0,1248 0,8379 0,9607 
MCD p =4 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,0250 0,9600 0,9921  
10% 0,0501 0,9258 0,9821  
20% 0,0995 0,8574 0,9765 
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(Tabel 4.11 lanjutan)  
25% 0,1245 0,8467 0,9528 
Klasik p =4  
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,3262 0,6589 0,6979 
10% 0,4028 0,5792 0,6293 
20% 0,4027 0,5748 0,6402 
25% 0,4058 0,5714 0,6391 
 
Berdasarkan tabel 4.11, dapat dilihat bahwa nilai APER yang 
didapatkan oleh ADK-MCD menghasilkan nilai yang cenderung sama 
dengan ADK-MVE pada tingkat pencilan 5% dan 10%, namun pada 
tingkat pencilan yang lebih besar nilai APER yang dihasilkan lebih 
kecil dibandingkan ADK-MVE. Sehingga dapat disimpulkan ADK-
MCD pada data ini memiliki ketepatan klasifikasi yang lebih baik 
dibandingkan ADK-MVE dan juga ADK-Klasik. Selanjutnya pada 
ukuran sensitivitas dan spesifisitas, nilai yang dihasilkan pada ADK-
MVE cenderung sedikit lebih besar dibandingkan ADK-MCD, yang 
artinya mengindikasikan ADK-MVE dapat lebih optimal kinerjanya 
dalam mendeteksi data sesuai dengan kelas sebenarnya pada data 
bangkitan N = 200 dan variabel bebas p = 4. 
 
4.6.2 Perbandingan Pada Variabel Bebas (p = 6) Berbagai 
Tingkat Pencilan 
  Hasil rata-rata nilai APER, sensitivitas, dan spesifisitas dari 
hasil klasifikasi menggunakan analisis diskriminan kuadratik berbasis 
penduga MVE, MCD, dan klasik yang telah diulang sebanyak 100 kali 
pada data bangkitan dengan variabel bebas p = 6 yang memiliki 
ukuran sampel N = 40 dengan berbagai tingkat pencilan dapat dilihat 
pada tabel 4.12 dibawah ini. 
Tabel 4.12 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,02575 0,97658 0,97433  
10% 0,05025 0,95900 0,94951  
20% 0,09275 0,91521 0,92786 
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(Tabel 4.12 lanjutan)  
25% 0,125 0,90443 0,89308 
MCD p =6 
(%) APER Sensi  Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,02525 0,97238 0,97949 
10% 0,05 0,96252 0,94623 
20% 0,09975 0,92381 0,90855 
25% 0,12375 0,92303 0,87037 
Klasik p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,2676 0,7309 0,7425 
10% 0,2910 0,6944 0,7359 
20% 0,2869 0,6745 0,7810 
25% 0,2953 0,6649 0,7783 
 
Dari tabel 4.12, dapat dilihat bahwa ADK-MVE menghasilkan 
nilai APER yang lebih kecil pada kondisi tingkat pencilan 20%, 
sedangkan ADK-MCD menghasilkan nilai APER yang lebih kecil, 
sehingga didapatkan ketepatan klasifikasi ADK-MCD cenderung 
lebih stabil dibandingkan ADK-MVE maupun ADK-Klasik pada 
kondisi ini. Selanjutnya, untuk nilai sensitivitas ADK-MCD 
cenderung lebih besar pada tingkat pencilan tinggi yaitu 20% dan 
25%, sedangkan untuk nilai spesifisitas, ADK-MVE yang cenderung 
menghasilkan nilai yang lebih besar dibandingkan yang lainnya pada 
data bangkitan dengan variabel bebas p = 6 berukruan sampel N = 40. 
Kemudian, untuk data bangkitan variabel bebas p = 6 berukuran 
sampel N = 100, hasil rata-rata nilai APER, sensitivitas, dan 
spesifisitas dari hasil analisis yang telah dilakukan dapat dilihat pada 
tabel 4.13 dibawah ini. 
Tabel 4.13 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,0252 0,98353 0,96830  
10% 0,05 0,95995 0,94907  
20% 0,1004 0,91122 0,91768 
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(Tabel 4.13 lanjutan)  
25% 0,1245 0,90252 0,89682 
MCD p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,0246 0,97251 0,98054 
10% 0,0495 0,95715 0,95215 
20% 0,0995 0,92543 0,90759 
25% 0,1254 0,90787 0,88920 
Klasik p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,30433 0,68007 0,71848 
10% 0,35501 0,62269 0,68296 
20% 0,36019 0,60774 0,70094 
25% 0,36012 0,61023 0,69976 
 
Berdasarkan tabel 4.13 dapat dilihat bahwa nilai APER pada 
ADK-MVE lebih kecil pada tingkat pencilan 25%, sedangkan pada 
tingkat pencilan 5%, 10%, dan 20% ADK-MCD menghasilkan nilai 
APER yang lebih kecil, sehingga dapat disimpulkan bahwa ADK-
MCD cenderung lebih baik dalam ketepatannya mengklasifikasikan 
data pada kondisi data bangkitan yang dianalisis. Kemudian untuk 
nilai sensitivitas dan spesifisitas pada data bangkitan berikut, ADK-
MVE dan ADK-MCD menunjukan hasil yang sama baik.  
Selanjutnya, untuk ukuran sampel yang terakhir yaitu N = 200, 
hasil rata-rata nilai APER, sensitivitas, dan spesifisitas pada data 
bangkitan dengan pengulangan sebanyak 100 kali dapat dilihat 
ringkasannya pada tabel 4.14 berikut. 
Tabel 4.14 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,02495 0,98188 0,97056 
10% 0,04955 0,95265 0,95605 
20% 0,1 0,93201 0,89826 
25% 0,125 0,90840 0,88848 
MCD p =6 
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(Tabel 4.14 lanjutan)  
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,02495 0,97923 0,97323 
10% 0,04985 0,94644 0,96109 
20% 0,1005 0,93027 0,90041 
25% 0,125 0,90305 0,89410 
Klasik p =6 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,3140 0,6626 0,7221 
10% 0,3766 0,5986 0,6671 
20% 0,3897 0,5842 0,6613 
25% 0,3831 0,5877 0,6759 
 
Dari hasil pada tabel 4.14 dapat dilihat bahwa nilai APER yang 
dihasilkan oleh ADK-MVE lebih kecil dibandingkan nilai APER pada 
ADK-MCD, sehingga dapat disimpulkan pada data bangkitan kondisi 
ini ketepatan klasifikasi ADK-MVE lebih baik daripada yang lainnya. 
Untuk nilai sensitivitas, ADK-MVE stabil menunjukkan hasil yang 
lebih besar dibandingkan ADK-MCD dan ADK-Klasik, sedangkan 
untuk nilai spesifisitas ADK-MCD yang menunjukan hasil cenderung 
lebih besar untuk semua tingkat pencilan dibandingkan ADK-MVE 
dan ADK-Klasik. 
 
4.6.3 Perbandingan Pada Variabel Bebas (p = 8) Berbagai 
Tingkat Pencilan 
 Rata-rata nilai APER, sensitivitas dan spesifisitas dari hasil 
klasifikasi ADK-MVE, ADK-MCD, dan ADK-Klasik pada data 
bangkitan dengan variabel bebas (p = 8) dengan ukuran sampel N = 
40 yang dikontaminasi beberapa tingkat pencilan dan ulangan 
sebanyak 100 kali dapat dilihat pada tabel berikut. 
Tabel 4.15 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=40 5% 0,0268 0,97182 0,97720 
10% 0,05 0,94201 0,94678 
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(Tabel 4.15 lanjutan)  
20% 0,1 0,91286 0,91860 
25% 0,124 0,89656 0,88012 
MCD p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐= 40 5% 0,0272 0,97508 0,97267 
10% 0,0493 0,96174 0,96859 
20% 0,0975 0,90598 0,90867 
25% 0,1215 0,88820 0,93883 
Klasik p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐= 40 5% 0,2213 0,7682 0,7949 
10% 0,2353 0,7521 0,7852 
20% 0,2350 0,7201 0,8421 
25% 0,2525 0,6989 0,8365 
 
Berdasarkan tabel 4.15 diatas dapat dilihat bahwa kinerja ADK-
MCD menghasilkan nilai APER yang lebih kecil dibandingkan ADK-
MVE dan ADK-Klasik. Kemudian untuk ukuran akurasi 
klasifikasinya, nilai sensitivitas yang didapatkan pada tingkat pencilan 
kecil 5% dan 10% oleh ADK-MCD lebih besar dibandingkan analisis 
diskriminan metode lainnya, sedangkan untuk tingkat pencilan tinggi 
20% dan 25%, ADK-MVE yang mengunjukkan nilai sensitivitas yang 
lebih besar. Sedangkan untuk nilai spesifisitas, ADK-MVE cenderung 
lebih besar pada data dengan tingkat pencilan 5% dan 20%, sedangkan 
ADK MCD menghasilkan nilai yang lebih besar pada tingkat pencilan 
10% dan 25%. 
Selanjutnya, untuk data bangkitan dengan ukuran sampel N = 
100, rata-rata nilai APER, sensitivitas, dan spesifisitas yang 
didapatkan dari pengulangan sebanyak 100 kali sebagai berikut. 
 
Tabel 4.16 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=100 5% 0,025 0,9823 0,9695 
10% 0,05 0,9503 0,9576 
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(Tabel 4.16 lanjutan)  
20% 0,0944 0,9213 0,9200 
25% 0,1254 0,8947 0,9039 
MCD p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐= 100 5% 0,02575 0,9725 0,9783 
10% 0,0497 0,9528 0,9566 
20% 0,101 0,9169 0,9106 
25% 0,1261 0,8931 0,9035 
Klasik p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐= 100 5% 0,281 0,69978 0,74427 
10% 0,333 0,63856 0,71229 
20% 0,331 0,63004 0,74375 
25% 0,341 0,62093 0,73480 
 
Dari tabel 4.16 dapat dilihat bahwa nilai APER yang dihasilkan 
ADK-MVE pada data ini lebih kecil dibandingkan dengan ADK-
MCD, kecuali pada tingkat pencilan 20% dimana nilai APER dari 
ADK-MCD lebih kecil. Sedangkan nilai sensitivitas dari ADK-MVE 
pada data ini juga cenderung lebih besar dibandingkan ADK-MCD 
dan ADK-Klasik. Begitu pula untuk nilai spesifisitasnya, dimana 
sensitivitas ADK-MVE sedikit lebih besar dibandingkan sensitivitas 
ADK-MCD dan ADK-Klasik. Dengan demikian didapatkan untuk 
data bangkitan berikut klasfikasi data menggunakan ADK-MVE 
menunjukkan hasil yang lebih baik. 
Kemudian, untuk ukuran sampel yang terakhir yaitu N = 200, 
hasil rata-rata nilai APER, sensitivitas, dan spesifisitas pada data 
bangkitan variabel bebas p = 8 dengan pengulangan sebanyak 100 kali 
dapat dilihat ringkasannya pada tabel 4.17 berikut. 
Tabel 4.17 Rata-Rata Nilai APER, Sensitivitas, dan Spesifisitas 
MVE p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐= 200 5% 0,02475 0,97357 0,97921 
10% 0,05 0,93528 0,97220 
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(Tabel 4.17 lanjutan)  
20% 0,1093 0,93174 0,90020 
25% 0,1243 0,86407 0,93384 
MCD p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,02505 0,9684 0,9838 
10% 0,0503 0,9320 0,9733 
20% 0,1001 0,8977 0,9338 
25% 0,1241 0,9035 0,8949 
Klasik p =8 
(%) APER Sensitivitas Spesifisitas 
𝒏𝟏=𝒏𝟐=200 5% 0,3018 0,6664 0,7464 
10% 0,3505 0,6180 0,7050 
20% 0,3768 0,5936 0,6824 
25% 0,3605 0,6039 0,7128 
  
Dapat dilihat pada tabel 4.17 diatas dapat dilihat bahwa nilai 
kinerja ADK-MVE dan ADK-MCD cenderung sama dimana pada 
tingkat pencilan kecil 5% dan 10% nilai APER yang dihasilkan oleh 
ADK-MVE lebih kecil dibandingkan ADK-MCD dan ADK-Klasik, 
sedangkan pada tingkat pencilan tinggi 20% dan 25%, ADK-MCD 
yang menghasilkan nilai APER yang lebih kecil dibandingkan yang 
lainnya. Kemudian untuk nilai sensitivitas dan spesifisitas yang 
dihasilkan oleh ADK- dan ADK-MCD cenderung sama baiknya. 
 Berdasarkan hasil dan pembahasan hasil analisis diskriminan 
kuadratik pada data simulasi berbagai kondisi dengan kontaminasi 
pencilan yang telah dilakukan dapat disimpulkan bahwa pada 
kondisi bahwa pada kondisi data mengandung pencilan analisis 
diskriminan kuadratik robust memiliki kinerja klasifikasi yang jauh 
lebih baik daripada analisis diskriminan kuadratik klasik.  
Kemudian, jika diperhatikan hasil analisis yang telah 
didapatkan, penambahan jumlah sampel pada analisis yang 
dilakukan memberikan hasil klasifikasi yang lebih baik dengan 
melihat nilai APER yang dihasilkan lebih kecil serta nilai 
sensitivitas, dan spesifisitas yang dihasilkan lebih besar. Hal ini 
dikarenakan ketika diinginkan semakin dekatnya sampel dapat 
58 
mewakili karakteristik populasi, maka semakin tinggi ketelitian yang 
diperlukan, yang implikasinya semakin besar pula sampel yang kita 
perlukan. Dalam analisis diskriminan kuadratik, parameter fungsi 
pemisah merupakan penduga vektor rataan dan matriks kovariansi 
dari sampel yang digunakan sebagai penduga untuk parameter dari 
populasinya. Sehingga, semakin besar ukuran sampel yang 
digunakan, maka akan semakin tepat pendugaan parameter vektor 
rataan dan matriks kovariansi yang menjadi dasar dalam 
pembentukan fungsi pemisah. Dengan hal ini hasil klasifikasi yang 
didapatkan akan menjadi lebih baik. 
 Sedangkan pengaruh penambahan jumlah variabel tidak 
konsisten dalam mempengaruhi hasil klasifikasi berupa nilai APER, 
sesnitivitas dan spesifisitas. Hal ini dikarenakan didalam variabel 
bebas terdapat faktor-faktor yang tidak dapat diketahui dimana 
faktor ini dapat memberikan pengaruh terhadap keragaman relatif 
antar variabel bebasnya, sehingga penambahan jumlah variabel tidak 
selalu memberikan hasil klasifikasi yang baik. Selain itu, tingkat 
pencilan yang digunakan juga mempengaruhi nilai APER, 
sensitivitas, dan spesifisitas dimana semakin besar pencilan yang 
diberikan akan semakin menyebabkan nilai APER lebih besar dan 
sebaliknya nilai sensitivitas dan spesifisitas yang lebih kecil.  
4.7. Perbandingan Kinerja Analisis Diskriminan Kuadratik 
MVE, MCD, dan Klasik 
 Selanjutnya dilakukan perbandingan dengan melihat rata-rata 
nilai APER, sensitivitas, dan spesifisitas pada data bangkitan berbagai 
kondisi. Kinerja metode yang lebih baik ditunjukan oleh nilai APER 
yang lebih kecil dan nilai sensitivitas dan spesifisitas yang lebih besar. 
 
Tabel 4.18 Rata-Rata Nilai APER Menurut Tingkat Pencilan 
(%) APER 
MVE MCD Klasik 
5% 0,025502 0,0253 0,2953 
10% 0,050028 0,0498 0,3409 
20% 0,09954 0,0994 0,3456 
25% 0,12499 0,1244 0,3462 
  
 Tabel 4.18 merupakan tabel hasil rata-rata nilai APER yang dilihat 
berdasarkan tingkat pencilan pada hasil analisis terhadap seluruh 
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kondisi data bangkitan, dapat dilihat bahwa ADK-MCD menghasilkan 
nilai APER yang lebih kecil dibandingkan ADK-MVE dan ADK-
Klasik, sehingga dapat dikatakan bahwa ADK-MCD dalam analisis 
terhadap data simulasi yang telah dilakukan, mampu menghasilkan 
kinerja pengklasifikasian dengan salah klasfikasi yang lebih sedikit. 
 
Tabel 4.19 Rata-Rata Nilai Sensitivitas Menurut Tingkat Pencilan 
(%) Sensitivitas 
MVE MCD Klasik 
5% 0,97391 0,97018 0,69119 
10% 0,94447 0,94811 0,63856 
20% 0,90581 0,90780 0,62215 
25% 0,88090 0,88588 0,62092 
 
 Dapat dilihat pada tabel 4.19 ADK-MCD cenderung 
menghasilkan rata-rata nilai sensitivitas yang lebih besar 
dibandingkan ADK-MVE dan ADK-Klasik, sehingga didapatkan 
bahwa ADK-MCD memilki kinerja deskriminator yang lebih optimal 
dalam mendeteksi data yang berasal dari kelompok 1 telah tepat 
diklasifikasikan sesuai dengan kelompok yang sebenarnya. 
 
Tabel 4.20 Rata-Rata Nilai Spesifisitas Menurut Tingkat Pencilan 
(%) Spesifisitas 
MVE MCD Klasik 
5% 0,97741 0,98144 0,72770 
10% 0,96054 0,96270 0,69532 
20% 0,92514 0,92676 0,71440 
25% 0,91469 0,91490 0,71801 
  
 Berdasarkan tabel 4.20, ADK-MCD menghasilkan rata-rata nilai 
spesifisitas yang lebih besar dibandingkan ADK-MVE dan ADK-
Klasik. Maka diperoleh, pada klasifikasi data bangkitan dengan 
berbagai kondisi, ADK-MCD memilki kinerja deskriminator yang 
lebih optimal dalam mendeteksi data yang berasal dari kelompok 2 

































KESIMPULAN DAN SARAN 
 
5.1. Kesimpulan 
 Kesimpulan pada penelitian ini adalah sebagai berikut: 
1. Hubungan antara jumlah variabel dan ukuran sampel pada 
analisis diskriminan kuadratik robust MVE dan MCD yakni 
semakin besar  ukuran sampel yang diberikan akan memberikan 
hasil nilai APER, sensitivitas, dan spesifisitas yang lebih baik 
dari klasifikasi data yang dilakukan. Sedangkan pengaruh 
penambahan jumlah variabel tidak konsisten dalam 
mempengaruhi nilai APER, sesnitivitas dan spesifisitas. 
Klasifikasi yang dilakukan menggunakan analisis diskriminan 
kuadratik robust MVE dan MCD telah dapat dikatakan akurat 
berdasarkan perhitungan nilai hit ratio. Kemudian, perbedaan 
tingkat pencilan yang diberikan mempengaruhi terhadap nilai 
APER, sensitivitas, dan spesifisitas dari hasil klasifikasi analisis 
diskriminan kuadratik robust MVE dan MCD, dimana semakin 
tinggi pencilan yang diberikan akan mengakibatkan nilai APER 
yang semakin besar, serta nilai sensitivitas dan spesifisitas yang 
semakin kecil. Hal ini berlaku pula sebaliknya. 
2. Analisis diskriminan kuadratik robust MCD menghasilkan nilai 
APER yang lebih kecil dan nilai sensitivitas serta spesifisitas yang 
lebih besar dibandingkan nilai yang dihasilkan oleh analisis 
diskriminan kuadratik robust MVE. Sehingga dapat disimpulkan 
kinerja analisis diskriminan kuadratik robust MCD lebih baik 
daripada analisis diskriminan kuadratik robust MVE. 
 
5.2. Saran 
 Saran yang dapat diberikan untuk penelitian selanjutnya 
adalah sebagai berikut: 
1. Dapat diteliti kinerja penduga robust MVE dan MCD dengan 
kondisi kontaminasi pencilan yang berbeda, yakni pengaruh jarak 
pencilan terhadap pusat data dan dapat diterapkan pada analisis 
diskriminan linier. 
2. Membandingkan kinerja penduga robust yang bersifat affine 
equivariant dan breakdown point tinggi lain seperti S-estimator 
atau Stahel-Donoho estimator (SD estimator) yang diterapkan 
pada analisis diskriminan kuadratik yang menghasilkan nilai 
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Lampiran 1. Lampiran Source Code Data Simulasi p = 4, N = 40 




> simfun40<-function(miu4.1= c(5,5,5,5), 
+                  miu4.2=c(10,10,10,10), 
+                  miu4p=c(50,-50,50,-50), 
      sigcb4=diag(nrow=4,ncol=4),n1=38,n2=2) 
+ { 
+   nX4_40_1a<-
mvrnorm(n=n1,mu=miu4.1,Sigma=sigcb4) 
+   nX4_40_1aa<-
mvrnorm(n=n2,mu=miu4p,Sigma=(sigcb4)) 
+   nX4_40_1b<-
mvrnorm(n=n1,mu=miu4.2,Sigma=sigcb4) 
+   nX4_40_1bb<-
mvrnorm(n=n2,mu=miu4p,Sigma=(4*sigcb4)) 
+   nX4.40.1<-
rbind(nX4_40_1a,nX4_40_1aa,nX4_40_1b,nX4
_40_1bb) 
+   colnames(nX4.40.1,do.NULL=FALSE) 
+   colnames(nX4.40.1)<-c("X1","X2","X3","X4") 
+   Y40<-as.factor(rep(1:2,each=40)) 
+   nDataset4_40a<-cbind(nX4.40.1,Y40) 




  rqdaE<-QdaCov(Y40~.,data=Data,method="mve") 
  rqdaE 
  predict(rqdaE)} 
stafun40<-function(Data) 
{ 
  rqdaD<-QdaCov(Y40~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun40(miu4.1= c(5,5,5,5), 
          miu4.2=c(10,10,10,10), 
          miu4p=c(50,-50,50,-
50),sigcb4=diag(nrow=4,ncol=4), 
          n1=30,n2=10) 
statfun40(z) ------------- #run manual 100 kali 
stafun40(z)  ------------- #run manual 100 kali 
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Lampiran 2. Lampiran Source Code Data Simulasi p = 4, N = 100  




> simfun100<-function(miu4.1= c(5,5,5,5), 
+                  miu4.2=c(10,10,10,10), 
+                  miu4p=c(50,-50,50,-50), 
      sigcb4=diag(nrow=4,ncol=4),n1=95,n2=5) 
+ { 
+   nX4_100_1a<-
mvrnorm(n=n1,mu=miu4.1,Sigma=sigcb4) 
+   nX4_100_1aa<-
mvrnorm(n=n2,mu=miu4p,Sigma=(sigcb4)) 
+   nX4_100_1b<-
mvrnorm(n=n1,mu=miu4.2,Sigma=sigcb4) 
+   nX4_100_1bb<-
mvrnorm(n=n2,mu=miu4p,Sigma=(4*sigcb4)) 
+   nX4.100.1<-
rbind(nX4_100_1a,nX4_100_1aa,nX4_100_1b,
nX4_100_1bb) 
+   colnames(nX4.100.1,do.NULL=FALSE) 
+   colnames(nX4.100.1)<-c("X1","X2","X3","X4") 
+   Y100<-as.factor(rep(1:2,each=100)) 
+   nDataset4_100a<-cbind(nX4.100.1,Y100) 




  rqdaE<-QdaCov(Y100~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y100~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun100(miu4.1= c(5,5,5,5), 
          miu4.2=c(10,10,10,10), 
          miu4p=c(50,-50,50,-
50),sigcb4=diag(nrow=4,ncol=4), 
          n1=95,n2=5) 
statfun100(z) ------------- #run manual 100 kali 




Lampiran 3. Lampiran Source Code Data Simulasi p = 4, N = 200  




> simfun200<-function(miu4.1= c(5,5,5,5), 
+                  miu4.2=c(10,10,10,10), 
+                  miu4p=c(50,-50,50,-50), 
      
sigcb4=diag(nrow=4,ncol=4),n1=190,n2=10) 
+ { 
+   nX4_200_1a<-
mvrnorm(n=n1,mu=miu4.1,Sigma=sigcb4) 
+   nX4_200_1aa<-
mvrnorm(n=n2,mu=miu4p,Sigma=(sigcb4)) 
+   nX4_200_1b<-
mvrnorm(n=n1,mu=miu4.2,Sigma=sigcb4) 
+   nX4_200_1bb<-
mvrnorm(n=n2,mu=miu4p,Sigma=(4*sigcb4)) 
+   nX4.200.1<-
rbind(nX4_200_1a,nX4_200_1aa,nX4_200_1b,
nX4_200_1bb) 
+   colnames(nX4.200.1,do.NULL=FALSE) 
+   colnames(nX4.200.1)<-c("X1","X2","X3","X4") 
+   Y200<-as.factor(rep(1:2,each=200)) 
+   nDataset4_200a<-cbind(nX4.100.1,Y200) 




  rqdaE<-QdaCov(Y200~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y200~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun200(miu4.1= c(5,5,5,5), 
          miu4.2=c(10,10,10,10), 
          miu4p=c(50,-50,50,-
50),sigcb4=diag(nrow=4,ncol=4), 
          n1=190,n2=10) 
statfun200(z) ------------- #run manual 100 kali 
stafun200(z)  ------------- #run manual 100 kali 
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Lampiran 4. Lampiran Source Code Data Simulasi p = 6, N = 40  




> simfun6.40<-function(miu6.1= c(5,5,5,5,5,5), 
+                  miu6.2=c(10,10,10,10,10,10), 
+                  miu6p=c(50,-50,50,50,-50,50), 
      sigcb6=diag(nrow=6,ncol=6),n1=38,n2=2) 
+ { 
+   nX6_40_1a<-
mvrnorm(n=n1,mu=miu6.1,Sigma=sigcb6) 
+   nX6_40_1aa<-
mvrnorm(n=n2,mu=miu6p,Sigma=(sigcb6)) 
+   nX6_40_1b<-
mvrnorm(n=n1,mu=miu6.2,Sigma=sigcb6) 
+   nX6_40_1bb<-
mvrnorm(n=n2,mu=miu6p,Sigma=(4*sigcb6)) 
+   nX6.40.1<-
rbind(nX6_40_1a,nX6_40_1aa,nX6_40_1b,nX6
_40_1bb) 
+   colnames(nX6.40.1,do.NULL=FALSE) 
+   colnames(nX6.40.1)<-
c("X1","X2","X3","X4",”X5”,”X6”) 
+   Y40<-as.factor(rep(1:2,each=40)) 
+   nDataset6_40a<-cbind(nX6.40.1,Y40) 




  rqdaE<-QdaCov(Y40~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y40~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun6.40(miu6.1= c(5,5,5,5,5,5), 
          miu6.2=c(10,10,10,10,10,10), 
          miu6p=c(50,-50,50,50,-50,50), 
    sigcb6=diag(nrow=6,ncol=6), 
          n1=30,n2=10) 
statfun6.40(z) ------------- #run manual 100 kali 
stafun6.40(z)  ------------- #run manual 100 kali 
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Lampiran 5. Lampiran Source Code Data Simulasi p = 6, N = 100  




> simfun6.100<-function(miu6.1= c(5,5,5,5,5,5), 
+                  miu6.2=c(10,10,10,10,10,10), 
+                  miu6p=c(50,-50,50,50,-50,50), 
      sigcb6=diag(nrow=6,ncol=6),n1=95,n2=5) 
+ { 
+   nX6_100_1a<-
mvrnorm(n=n1,mu=miu6.1,Sigma=sigcb6) 
+   nX6_100_1aa<-
mvrnorm(n=n2,mu=miu6p,Sigma=(sigcb6)) 
+   nX6_100_1b<-
mvrnorm(n=n1,mu=miu6.2,Sigma=sigcb6) 
+   nX6_100_1bb<-
mvrnorm(n=n2,mu=miu6p,Sigma=(4*sigcb6)) 
+   nX6.100.1<-
rbind(nX6_100_1a,nX6_100_1aa,nX6_100_1b,
nX6_100_1bb) 
+   colnames(nX6.100.1,do.NULL=FALSE) 
+   colnames(nX6.100.1)<-
c("X1","X2","X3","X4",”X5”,”X6”) 
+   Y100<-as.factor(rep(1:2,each=100)) 
+   nDataset6_100a<-cbind(nX6.100.1,Y100) 




  rqdaE<-QdaCov(Y100~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y100~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun6.100(miu6.1= c(5,5,5,5,5,5), 
          miu6.2=c(10,10,10,10,10,10), 
          miu6p=c(50,-50,50,50,-50,50), 
    sigcb6=diag(nrow=6,ncol=6), 
          n1=30,n2=10) 
statfun6.100(z) ------------- #run manual 100 kali 
stafun6.100(z)  ------------- #run manual 100 kali 
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Lampiran 6. Lampiran Source Code Data Simulasi p = 6, N = 200  




> simfun6.200<-function(miu6.1= c(5,5,5,5,5,5), 
+                  miu6.2=c(10,10,10,10,10,10), 
+                  miu6p=c(50,-50,50,50,-50,50), 
    sigcb6=diag(nrow=6,ncol=6),n1=190,n2=10) 
+ { 
+   nX6_200_1a<-
mvrnorm(n=n1,mu=miu6.1,Sigma=sigcb6) 
+   nX6_200_1aa<-
mvrnorm(n=n2,mu=miu6p,Sigma=(sigcb6)) 
+   nX6_200_1b<-
mvrnorm(n=n1,mu=miu6.2,Sigma=sigcb6) 
+   nX6_200_1bb<-
mvrnorm(n=n2,mu=miu6p,Sigma=(4*sigcb6)) 
+   nX6.200.1<-
rbind(nX6_40_1a,nX6_40_1aa,nX6_40_1b,nX6
_40_1bb) 
+   colnames(nX6.40.1,do.NULL=FALSE) 
+   colnames(nX6.40.1)<-
c("X1","X2","X3","X4",”X5”,”X6”) 
+   Y40<-as.factor(rep(1:2,each=40)) 
+   nDataset6_40a<-cbind(nX6.40.1,Y40) 




  rqdaE<-QdaCov(Y200~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y200~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun6.200(miu6.1= c(5,5,5,5,5,5), 
          miu6.2=c(10,10,10,10,10,10), 
          miu6p=c(50,-50,50,50,-50,50), 
    sigcb6=diag(nrow=6,ncol=6), 
          n1=190,n2=10) 
statfun6.200(z) ------------- #run manual 100 kali 
stafun6.200(z)  ------------- #run manual 100 kali 
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Lampiran 7. Lampiran Source Code Data Simulasi p = 8, N = 40  




> simfun8.40<-function(miu8.1= c(5,5,5,5,5,5,5,5), 
+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
      Sigcb8=diag(nrow=8,ncol=8),n1=38,n2=2) 
+ { 
+   nX8_40_1a<-
mvrnorm(n=n1,mu=miu8.1,Sigma=sigcb8) 
+   nX8_40_1aa<-
mvrnorm(n=n2,mu=miu8p,Sigma=(sigcb8)) 
+   nX8_40_1b<-
mvrnorm(n=n1,mu=miu8.2,Sigma=sigcb8) 
+   nX8_40_1bb<-
mvrnorm(n=n2,mu=miu8p,Sigma=(4*sigcb8)) 
+   nX8.40.1<-
rbind(nX8_40_1a,nX8_40_1aa,nX8_40_1b,nX8
_40_1bb) 
+   colnames(nX8.40.1,do.NULL=FALSE) 
+   colnames(nX8.40.1)<-  
c("X1","X2","X3","X4",”X5”,”X6”,”X7”,”X8
”) 
+   Y40<-as.factor(rep(1:2,each=40)) 
+   nDataset8_40a<-cbind(nX8.40.1,Y40) 




  rqdaE<-QdaCov(Y40~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y40~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD) 
} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun8.40(miu8.1= c(5,5,5,5,5,5,5,5), 
+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
      Sigcb8=diag(nrow=8,ncol=8),n1=38,n2=2) 
statfun8.40(z) ------------- #run manual 100 kali 
stafun8.40(z)  ------------- #run manual 100 kali 
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Lampiran 8. Lampiran Source Code Data Simulasi p = 8, N = 100  






+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
      Sigcb8=diag(nrow=8,ncol=8),n1=95,n2=5) 
+ { 
+   nX8_100_1a<-
mvrnorm(n=n1,mu=miu8.1,Sigma=sigcb8) 
+   nX8_100_1aa<-
mvrnorm(n=n2,mu=miu8p,Sigma=(sigcb8)) 
+   nX8_100_1b<-
mvrnorm(n=n1,mu=miu8.2,Sigma=sigcb8) 
+   nX8_100_1bb<-
mvrnorm(n=n2,mu=miu8p,Sigma=(4*sigcb8)) 
+   nX8.100.1<-
rbind(nX8_40_1a,nX8_40_1aa,nX8_40_1b,nX8
_40_1bb) 
+   colnames(nX8.100.1,do.NULL=FALSE) 
+   colnames(nX8.100.1)<-  
c("X1","X2","X3","X4",”X5”,”X6”,”X7”,”X8
”) 
+   Y100<-as.factor(rep(1:2,each=100)) 
+   nDataset8_100a<-cbind(nX8.100.1,Y100) 




  rqdaE<-QdaCov(Y100~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y100~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD)} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun8.100(miu8.1= c(5,5,5,5,5,5,5,5), 
+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
      Sigcb8=diag(nrow=8,ncol=8),n1=95,n2=5) 
statfun8.100(z) ------------- #run manual 100 kali 
stafun8.100(z)  ------------- #run manual 100 kali 
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Lampiran 9. Lampiran Source Code Data Simulasi p = 8, N = 200  






+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
       Sigcb8=diag(nrow=8,ncol=8),n1=190,n2=10) 
+ { 
+   nX8_200_1a<-
mvrnorm(n=n1,mu=miu8.1,Sigma=sigcb8) 
+   nX8_200_1aa<-
mvrnorm(n=n2,mu=miu8p,Sigma=(sigcb8)) 
+   nX8_200_1b<-
mvrnorm(n=n1,mu=miu8.2,Sigma=sigcb8) 
+   nX8_200_1bb<-
mvrnorm(n=n2,mu=miu8p,Sigma=(4*sigcb8)) 
+   nX8.200.1<-
rbind(nX8_200_1a,nX8_200_1aa,nX8_200_1b,
nX8_200_1bb) 
+   colnames(nX8.200.1,do.NULL=FALSE) 
+   colnames(nX8.200.1)<-  
c("X1","X2","X3","X4",”X5”,”X6”,”X7”,”X8
”) 
+   Y200<-as.factor(rep(1:2,each=200)) 
+   nDataset8_200a<-cbind(nX8.200.1,Y200) 




  rqdaE<-QdaCov(Y200~.,data=Data,method="mve") 
  rqdaE 




  rqdaD<-QdaCov(Y200~.,data=Data,method="mcd") 
  rqdaD 
  predict(rqdaD)} 
#run fungsi ------- # n1 dan n2 diganti menyesuaikan  
tingkat pencilan 
z<-simfun8.200(miu8.1= c(5,5,5,5,5,5,5,5), 
+            miu8.2=c(10,10,10,10,10,10,10,10), 
+            miu8p=c(50,-50,50,-50,50,-50,50,-50), 
    Sigcb8=diag(nrow=8,ncol=8),n1=190,n2=10) 
statfun8.200(z) ------------- #run manual 100 kali 
stafun8.200(z)  ------------- #run manual 100 kali 
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Lampiran 10. Lampiran Source Code dan Output Pembentukan Fungsi 
Diskriminan dan Plot Jarak Robust Data Simulasi p = 
4, N = 40, Pencilan 10%. 
library(lattice) 
library(MVN) 
Error: package or namespace load failed for ‘MVN’ 
in loadNamespace(j <- i[[1L]], c(lib.loc, 
.libPaths()), versionCheck = vI[[j]]): 
 there is no package called ‘gdtools’ 
In addition: Warning message: 






























QdaCov(Y40 ~ ., data = Data4_40b, method = "mcd") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
        X1       X2        X3       X4 
1 5.100229  4.84568  4.891404  5.33249 
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2 9.952044 10.13688 10.397916 10.11104 
 
Group:  1  
            X1         X2          X3         X4 
X1  1.34385046  0.4915552  0.04457293 -0.2351274 
X2  0.49155516  1.6953638 -0.56070722 -0.2642331 
X3  0.04457293 -0.5607072  0.56259329 -0.1579131 
X4 -0.23512744 -0.2642331 -0.15791313  1.5368268 
Group:  2  
          X1          X2          X3           X4 
X1 1.5428066 0.244131348  0.12283633  0.455732723 
X2 0.2441313 0.938707394  0.35212438  0.004342124 
X3 0.1228363 0.352124378  1.16836359 -0.050959646 








CovMcd(x = dataset, nsamp = "deterministic") 
 
Robust Estimate of Location:  
   X1     X2     X3     X4   
7.497  7.567  7.806  7.730   
 
Robust Estimate of Covariance:  
    X1      X2      X3      X4     
X1   9.286   8.872   8.305   7.870 
X2   8.872  10.237   8.859   8.098 
X3   8.305   8.859   9.527   7.757 
X4   7.870   8.098   7.757   8.041 
 
Eigenvalues of covariance matrix:  
[1]  34.2244   1.1539   0.9797   0.7330 
 
Robust Distances:  
 [1]  9.612e+00  1.189e+00  1.660e+00  3.137e+00  
1.153e+00  3.116e+00 
 [7]  3.257e+00  5.153e+00  2.269e+00  2.308e+00  
4.144e+00  2.143e+00 
[13]  7.602e+00  1.463e+00  1.951e+00  7.997e+00  
2.870e+00  6.468e-01 
[19]  3.185e+00  2.645e+00  5.157e+00  1.018e+00  
2.180e+00  1.403e+01 
[25]  3.855e+00  7.410e+00  1.856e+00  6.295e+00  
1.745e+00  1.506e+00 
[31]  3.551e+00  4.860e+00  2.462e+00  1.563e+00  
2.602e+00  4.248e+00 
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[37]  1.285e+04  1.289e+04  1.302e+04  1.321e+04  
6.150e+00  2.276e+00 
[43]  1.071e+00  1.051e+00  3.460e+00  2.658e+00  
4.615e+00  6.764e-01 
[49]  2.532e+00  4.373e+00  3.248e+00  2.179e+00  
5.813e+00  1.636e+00 
[55]  4.269e+00  1.299e+00  4.574e+00  1.521e+00  
3.206e+00  5.057e+00 
[61]  2.303e+00  1.960e+00  7.455e+00  3.609e+00  
3.086e+00  2.309e+00 
[67]  6.149e+00  9.086e-01  9.346e-01  3.832e+00  
2.244e+00  4.796e+00 
[73]  3.601e+00  1.880e+00  2.012e+00  1.034e+00  
1.239e+04  1.251e+04 










QdaCov(Y40 ~ ., data = Data4_40b, method = "mve") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
         X1        X2       X3       X4 
1  5.210476  5.036429 4.636869 4.862268 
2 10.005457 10.229537 9.983761 9.532105 
 
Group:  1  
           X1         X2         X3         X4 
X1  1.6181006 -0.4387637 -0.2561660  0.5828041 
X2 -0.4387637  0.7211750 -0.2416871 -0.4656954 
X3 -0.2561660 -0.2416871  1.3612305 -0.1504003 
X4  0.5828041 -0.4656954 -0.1504003  1.7687583 
 
Group:  2  
           X1         X2         X3         X4 
X1  1.5985432  0.4414555  0.1248291 -0.2287617 
X2  0.4414555  0.6359401 -0.1687854  0.1091967 
X3  0.1248291 -0.1687854  0.5791012 -0.1799762 








CovMve(x = dataset, alpha = 0.5, nsamp = 500) 
 
Robust Estimate of Location:  
   X1     X2     X3     X4   
7.694  7.743  7.415  7.474   
 
Robust Estimate of Covariance:  
    X1      X2      X3      X4     
X1   8.408   8.298   8.410   7.174 
X2   8.298  10.076   9.242   8.366 
X3   8.410   9.242  10.444   8.290 
X4   7.174   8.366   8.290   8.716 
 
Eigenvalues of covariance matrix:  
[1]  34.4075   1.4490   1.0178   0.7691 
 
Robust Distances:  
 [1]     2.7313     2.4791     4.1098     3.1909     
4.7674     1.6834 
 [7]     4.5059     2.5267     1.4815     6.0896     
1.1247     3.1980 
[13]     7.5360     0.7817     7.0444     5.6969     
1.9393     2.9634 
[19]     1.9781     6.7762     5.4189     1.3237     
0.8365     5.5402 
[25]     5.4707     2.5051     3.3592     2.1817     
3.1970     3.2617 
[31]     1.5173     8.0567    21.5174     4.6889     
1.1559     2.6158 
[37]  8273.9125  8192.4667  8241.2265  7955.3812     
1.9804     2.0664 
[43]     8.1374     9.1225   11.8831     0.5680     
2.6388     1.2301 
[49]     1.2266     3.2850     0.8866     1.3638     
3.4716     1.0493 
[55]    12.7233     4.0149     2.2693     2.2253     
1.2381     3.0916 
[61]     1.3478     2.4441     6.4881     1.9836     
0.9847     2.2992 
[67]     2.0478     1.3354     2.5826     1.7263     
1.7121     4.2986 
[73]     4.5329     7.7041     2.2732     2.4686  
7994.8544  7549.2328 





Lampiran 11. Lampiran Source Code dan Output Pembentukan Fungsi 
Diskriminan dan Plot Jarak Robust Data Simulasi p = 
































QdaCov(Y40 ~ ., data = Data6_40b, method = "mcd") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
         X1        X2        X3        X4       X5       
X6 
1  4.816633  4.937354  4.965141  5.201126 5.168721 
5.105087 
2 10.094989 10.256913 10.558249 10.423722 9.833380 
9.910416 
 
Group:  1  
79 
 
            X1         X2         X3         X4        
X5          X6 
X1  1.94512411  0.3521744  0.5499377 -0.1573599  
0.08446845  0.08156577 
X2  0.35217439  0.6911198  0.1281367  0.3364799 -
0.17234782 -0.29187757 
X3  0.54993770  0.1281367  1.3509024 -0.3657019  
0.36387508  0.32400346 
X4 -0.15735991  0.3364799 -0.3657019  1.9661592 -
0.15323130 -0.44580577 
X5  0.08446845 -0.1723478  0.3638751 -0.1532313  
0.86011650  0.20185053 
X6  0.08156577 -0.2918776  0.3240035 -0.4458058  
0.20185053  1.62481573 
 
Group:  2  
           X1          X2          X3          X4        
X5          X6 
X1  1.4666960 -0.20009169  0.18550542 -0.21144841 -
0.43660978 -0.25928757 
X2 -0.2000917  1.78598190 -0.46074906 -0.25575076 -
0.33708306  0.06003098 
X3  0.1855054 -0.46074906  0.98853110 -0.27438301 -
0.47541414  0.09470583 
X4 -0.2114484 -0.25575076 -0.27438301  1.41365883 -
0.06696235  0.44583047 
X5 -0.4366098 -0.33708306 -0.47541414 -0.06696235  
1.78175355 -0.04598483 
X6 -0.2592876  0.06003098  0.09470583  0.44583047 -






CovMcd(x = dataset6, nsamp = "deterministic") 
 
Robust Estimate of Location:  
   X1     X2     X3     X4     X5     X6   
7.501  7.532  7.438  7.639  7.336  7.632   
 
Robust Estimate of Covariance:  
    X1      X2      X3      X4      X5      X6     
X1   9.446   8.395   8.670   8.407   7.439   7.822 
X2   8.395   9.527   8.513   8.611   7.518   7.965 
X3   8.670   8.513   9.942   8.657   7.659   8.015 
X4   8.407   8.611   8.657  10.112   7.616   7.968 
X5   7.439   7.518   7.659   7.616   7.565   7.171 
X6   7.822   7.965   8.015   7.968   7.171   8.688 
 
Eigenvalues of covariance matrix:  
80 
[1]  49.4687   1.4979   1.3662   1.1219   0.9715   
0.8547 
 
Robust Distances:  
 [1]     2.915     4.273     2.448     2.310     4.243     
3.444     4.910 
 [8]     6.690     3.074     4.160     3.787     3.360     
5.264     6.092 
[15]     5.690     5.345     2.734     7.721     4.238     
4.606     4.387 
[22]     3.967     7.905     7.146     5.031     2.198     
4.211     4.551 
[29]     1.127     2.692     4.820     7.296     4.611     
2.643     7.823 
[36]     2.398  8733.439  8600.915  8503.702  8674.316     
3.669     6.846 
[43]     3.701     5.055     6.500     4.161     5.085     
1.484     7.823 
[50]     4.132     9.177     4.275     3.941     6.592     
3.581     6.905 
[57]     3.128     8.009     7.426     4.424     6.076     
5.319    10.092 
[64]     6.210     4.282     3.622     5.094     5.449     
4.954     3.592 
[71]     3.461     1.602    12.484     2.447     5.393     
9.031  8851.328 










QdaCov(Y40 ~ ., data = Data6_40b, method = "mve") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
         X1        X2        X3        X4       X5        
X6 
1  4.888898  4.756249  4.908559  5.062302 4.963483  
5.072683 
2 10.108497 10.023212 10.089082 10.496719 9.948332 
10.193076 
 
Group:  1  
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            X1         X2         X3          X4        
X5          X6 
X1  1.33161113  0.1421558  0.3401387 -0.17671258 -
0.02735801  0.07622053 
X2  0.14215581  0.7151060  0.1128226  0.38417722  
0.11996595 -0.17918162 
X3  0.34013869  0.1128226  1.0438798 -0.26058121  
0.40112528  0.27264618 
X4 -0.17671258  0.3841772 -0.2605812  1.96584264  
0.05229557 -0.31383421 
X5 -0.02735801  0.1199659  0.4011253  0.05229557  
0.90456156  0.23883950 
X6  0.07622053 -0.1791816  0.2726462 -0.31383421  
0.23883950  1.09879877 
 
Group:  2  
              X1        X2         X3            X4         
X5          X6 
X1  1.0831223099 -0.1922961 -0.0529512  0.0009793097 
-0.3692207 -0.04984651 
X2 -0.1922960618  0.9568298 -0.1432069 -0.1984856192 
-0.2422091 -0.19985055 
X3 -0.0529511990 -0.1432069  1.6976317  0.1727309718 
-0.1215328 -0.28885995 
X4  0.0009793097 -0.1984856  0.1727310  1.1202475412 
-0.1788209 -0.09356231 
X5 -0.3692206571 -0.2422091 -0.1215328 -
0.1788208717  1.2017158 -0.32615707 
X6 -0.0498465105 -0.1998505 -0.2888599 -





CovMve(x = dataset6, alpha = 0.5, nsamp = 500) 
 
Robust Estimate of Location:  
   X1     X2     X3     X4     X5     X6   
7.376  7.413  7.348  7.576  7.303  7.496   
 
Robust Estimate of Covariance:  
    X1      X2      X3      X4      X5      X6     
X1   9.733   8.620   9.162   8.492   7.618   8.006 
X2   8.620   9.602   8.830   8.612   7.836   7.954 
X3   9.162   8.830  10.577   9.050   8.370   8.319 
X4   8.492   8.612   9.050  10.022   7.760   7.985 
X5   7.618   7.836   8.370   7.760   7.932   7.409 
X6   8.006   7.954   8.319   7.985   7.409   8.759 
 
Eigenvalues of covariance matrix:  
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[1]  50.8963   1.4504   1.3717   1.2433   1.0964   
0.5668 
 
Robust Distances:  
 [1]  2.807e+00  4.022e+00  2.235e+00  2.224e+00  
3.895e+00  3.538e+00 
 [7]  4.414e+00  6.253e+00  3.108e+00  4.611e+00  
4.048e+00  4.768e+00 
[13]  5.380e+00  5.754e+00  5.546e+00  4.813e+00  
2.837e+00  7.105e+00 
[19]  5.357e+00  4.621e+00  5.085e+00  3.386e+00  
7.602e+00  6.045e+00 
[25]  4.682e+00  2.220e+00  4.129e+00  5.006e+00  
9.791e-01  2.736e+00 
[31]  4.111e+00  6.691e+00  5.119e+00  2.742e+00  
9.103e+00  2.455e+00 
[37]  1.096e+04  1.078e+04  1.072e+04  1.090e+04  
3.687e+00  6.873e+00 
[43]  3.777e+00  6.857e+00  5.687e+00  4.663e+00  
5.250e+00  1.931e+00 
[49]  1.185e+01  3.971e+00  1.114e+01  4.698e+00  
4.786e+00  8.880e+00 
[55]  4.365e+00  7.350e+00  2.868e+00  7.945e+00  
6.668e+00  4.349e+00 
[61]  7.873e+00  4.949e+00  1.476e+01  6.943e+00  
4.369e+00  3.960e+00 
[67]  4.297e+00  6.318e+00  4.854e+00  4.618e+00  
3.258e+00  1.781e+00 
[73]  1.032e+01  2.538e+00  5.319e+00  1.033e+01  
1.106e+04  1.148e+04 













Lampiran 12. Lampiran Source Code dan Output Pembentukan Fungsi 
Diskriminan dan Plot Jarak Robust Data Simulasi p = 

































QdaCov(Y40 ~ ., data = Data8_40b, method = "mcd") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
        X1        X2        X3        X4        X5        
X6      X7        X8 
1 4.929388  5.191681  4.932713  4.970845  5.038415  
4.812352 5.46937  4.708726 
2 9.863357 10.121836 10.055479 10.186718 10.308860 
10.130522 9.73302 10.404498 
 
84 
Group:  1  
           X1         X2          X3          X4          
X5         X6 
X1  1.1337169  0.3501390  0.46153274 -0.18537416 -
0.44111072 -0.3710910 
X2  0.3501390  0.9388224  0.55177419 -0.18559521 -
0.10627421 -0.1946970 
X3  0.4615327  0.5517742  1.67673232 -0.66467622  
0.28673195 -0.3136236 
X4 -0.1853742 -0.1855952 -0.66467622  1.58024944 -
0.31509667  0.1026395 
X5 -0.4411107 -0.1062742  0.28673195 -0.31509667  
2.33489527 -0.3582013 
X6 -0.3710910 -0.1946970 -0.31362362  0.10263949 -
0.35820129  1.0634997 
X7 -0.1496656  0.1110194 -0.03501257 -0.01809234  
0.01874718 -0.1219671 
X8 -0.4783945 -0.2691548 -1.02890951  0.36632084 -
0.45212188  0.6646453 
            X7         X8 
X1 -0.14966563 -0.4783945 
X2  0.11101937 -0.2691548 
X3 -0.03501257 -1.0289095 
X4 -0.01809234  0.3663208 
X5  0.01874718 -0.4521219 
X6 -0.12196708  0.6646453 
X7  0.75571678  0.3088557 
X8  0.30885567  1.6288937 
 
Group:  2  
             X1           X2         X3          X4          
X5          X6 
X1  1.635539340 -0.252322638 -0.1860467 -0.20283291  
0.41896255  0.08366484 
X2 -0.252322638  1.411865638 -0.4077391 -0.09746644 
-0.51051893 -0.16665603 
X3 -0.186046716 -0.407739129  0.8270404 -0.63850503 
-0.21769644 -0.75483914 
X4 -0.202832915 -0.097466439 -0.6385050  2.63253493 
-0.11122401  1.04760182 
X5  0.418962553 -0.510518931 -0.2176964 -0.11122401  
1.58714176  0.13172054 
X6  0.083664842 -0.166656028 -0.7548391  1.04760182  
0.13172054  1.73810841 
X7  0.003226765  0.009824857 -0.1103705  0.33083929  
0.09421213  0.29921838 
X8  0.587653925 -0.996865467  0.2437284 -0.31198954  
0.72317610  0.19752347 
             X7           X8 
X1  0.003226765  0.587653925 
X2  0.009824857 -0.996865467 
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X3 -0.110370505  0.243728367 
X4  0.330839289 -0.311989543 
X5  0.094212129  0.723176101 
X6  0.299218379  0.197523468 
X7  0.843857260 -0.006068221 






CovMcd(x = dataset8, nsamp = "deterministic") 
 
Robust Estimate of Location:  
   X1    X2     X3     X4     X5     X6     X7     
X8   
7.402  7.646  7.477  7.586  7.673  7.431  7.545  
7.548   
 
Robust Estimate of Covariance:  
    X1      X2      X3      X4      X5      X6      
X7      X8     
X1   9.559   8.552   9.147   8.785   8.876   8.706   
6.927   9.701 
X2   8.552   9.414   8.965   8.885   8.839   8.552   
6.875   9.188 
X3   9.147   8.965  10.610   9.040   9.423   9.174   
7.388   9.957 
X4   8.785   8.885   9.040  10.956   9.376   9.567   
7.291  10.109 
X5   8.876   8.839   9.423   9.376  10.974   9.182   
7.299  10.205 
X6   8.706   8.552   9.174   9.567   9.182  10.028   
7.251  10.352 
X7   6.927   6.875   7.388   7.291   7.299   7.251   
6.384   8.062 
X8   9.701   9.188   9.957  10.109  10.205  10.352   
8.062  12.051 
 
Eigenvalues of covariance matrix:  
[1]  71.9264   2.0233   1.5985   1.5329   0.9642   
0.8266   0.6540   0.4487 
 
Robust Distances:  
 [1]   15.074    2.599    4.316    6.705   17.427   
23.213    3.335    4.367 
 [9]   17.905    2.405    4.913    7.997    4.479    
4.852    2.339    6.441 
[17]   9.431   10.438    5.882    9.520    5.575    
6.106    1.585   11.783 
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[25]    3.981    9.620    5.492    3.899    3.449   
17.972   14.895    6.544 
[33]    5.432    8.102    8.220    3.145  391.742  
322.385  420.186  364.542 
[41]   10.545    5.613    5.904    5.087    6.033    
2.011    4.243    2.408 
[49]    2.404   30.270   18.657   16.496    6.149    
3.493    6.862    4.111 
[57]    8.340    5.888    3.628    6.157    4.156    
6.816    3.716    9.742 
[65]    9.004   11.425    5.574    3.596    3.154   
16.811    4.943    9.006 
[73]    4.662    4.585   15.806    6.012  371.030  










QdaCov(Y40 ~ ., data = Data8_40b, method = "mve") 
 
Prior Probabilities of Groups: 
  1   2  
0.5 0.5  
 
Group means: 
        X1       X2       X3       X4        X5       
X6       X7        X8 
1 5.056465  5.16702 4.88443  4.89925  5.084009 
4.862664 5.511486  4.785946 
2 9.957425 10.23504 10.03646 10.12484 10.213703 
9.901055 9.638309 10.416737 
 
Group:  1  
           X1          X2         X3          X4          
X5          X6 
X1  1.1951687  0.19906541  0.1820982 -0.17989981 -
0.20389427 -0.32114839 
X2  0.1990654  0.81124959  0.3864729  0.03262687 -
0.05165447 -0.28579880 
X3  0.1820982  0.38647287  1.3052846 -0.51373974  
0.14230540 -0.16758721 
X4 -0.1798998  0.03262687 -0.5137397  1.25165604 -
0.16574502  0.03620692 




X6 -0.3211484 -0.28579880 -0.1675872  0.03620692 -
0.35718006  0.77616540 
X7 -0.2471707 -0.14158118  0.1023208 -0.12102347 -
0.15202452 -0.01894405 
X8 -0.3750801 -0.40257875 -0.6835509  0.18763816 -
0.44586018  0.50414464 
            X7         X8 
X1 -0.24717074 -0.3750801 
X2 -0.14158118 -0.4025787 
X3  0.10232079 -0.6835509 
X4 -0.12102347  0.1876382 
X5 -0.15202452 -0.4458602 
X6 -0.01894405  0.5041446 
X7  0.77123871  0.3405479 
X8  0.34054790  1.2458905 
Group:  2  
            X1          X2          X3          X4         
X5          X6 
X1  0.93868750 -0.26874088 -0.26626454 -0.13198231  
0.41910936  0.06240755 
X2 -0.26874088  0.87019937 -0.40490266 -0.06287195 
-0.15836341 -0.30534466 
X3 -0.26626454 -0.40490266  0.85370680 -0.36203143 
-0.15473001 -0.16665056 
X4 -0.13198231 -0.06287195 -0.36203143  1.92612966 
-0.03567668  0.81665781 
X5  0.41910936 -0.15836341 -0.15473001 -0.03567668  
1.00450335 -0.15129054 
X6  0.06240755 -0.30534466 -0.16665056  0.81665781 
-0.15129054  1.73805629 
X7 -0.09608238 -0.09727238  0.07734817  0.30821906  
0.15010925  0.38085547 
X8  0.42808542 -0.22651093 -0.16416114 -0.16211595  
0.76961731 -0.29348653 
            X7          X8 
X1 -0.09608238  0.42808542 
X2 -0.09727238 -0.22651093 
X3  0.07734817 -0.16416114 
X4  0.30821906 -0.16211595 
X5  0.15010925  0.76961731 
X6  0.38085547 -0.29348653 
X7  0.71077540  0.05685566 




CovMve(x = dataset8, alpha = 0.5, nsamp = 500) 
Robust Estimate of Location:  
   X1    X2     X3     X4     X5     X6     X7     
X8   
88 
7.407  7.581  7.408  7.497  7.627  7.382  7.451  
7.578   
Robust Estimate of Covariance:  
    X1      X2      X3      X4      X5      X6      
X7      X8     
X1   8.539   8.097   7.793   8.083   7.809   7.796   
6.461   7.914 
X2   8.097   9.211   8.315   8.673   8.248   8.066   
6.840   8.114 
X3   7.793   8.315   9.616   8.470   8.404   8.394   
7.174   8.347 
X4   8.083   8.673   8.470  10.351   8.725   8.865   
7.168   8.971 
X5   7.809  8.248   8.404   8.725   9.800   8.353   
6.878   8.772 
X6   7.796   8.066   8.394   8.865   8.353   9.117   
6.910   9.097 
X7   6.461   6.840   7.174   7.168   6.878   6.910   
6.510   7.083 
X8   7.914   8.114   8.347   8.971   8.772   9.097   
7.083  10.409 
 
Eigenvalues of covariance matrix:  
[1]  65.4354   2.1506   1.5494   1.3541   1.2653   
0.6996   0.6735  0.4258 
Robust Distances:  
 [1]   14.865    3.029    4.745    6.871   10.716   
14.350    3.916 
 [8]    5.296    9.358    3.106    4.558    9.446    
4.134    5.405 
[15]    2.794    6.681    9.714   10.889    5.251    
9.601    7.727 
[22]    5.892    1.814   12.464    4.378   14.367    
4.631    4.153 
[29]    2.949   22.857   11.125    6.728    5.519    
8.273    9.574 
[36]    3.737  311.764  272.225  334.893  303.949   
10.016    6.281 
[43]    6.737    5.490    7.443    2.333    4.753    
2.663    3.329 
[50]   31.855   23.691   10.622    6.008    4.013    
7.347    3.665 
[57]   12.257    6.190    4.219    6.473    4.780    
7.189    3.265 
[64]    8.869    7.459   12.563    5.812    3.924    
3.573   18.138 
[71]    4.416   10.210    4.247    6.337   13.312    
5.033  327.653 
[78]  330.418  350.317  313.320 
> plot(MVE8_40b,which="distance",class=TRUE) 
