Abstract -Sentiment classification of financial news deals with the identification of positive and negative news so that they can be applied in decision support system to perform stock trend predictions. This paper explores several types of feature space as different datasets for sentiment classification of the news article. Experiments are conducted based on n-gram approach (unigram, bigram and the combination of unigram and bigram) used as feature extraction with different feature weighting methods, while, document frequency (DF) is used as feature selection method. We performed experiments to measure the classification accuracy of support vector machine (SVM) with two kernel methods of linear and Radial Basis Function (RBF). Results showed that an efficient feature extraction increased classification accuracy when it is used as a combination of unigram and bigram. Moreover, we also found that DF can be applied as a dimension reduction method to reduce the feature space without loss of accuracy.
I. INTRODUCTION
Financial news is considered as a significant factor to evaluate stock price by analysts and investors. Since the news conveys new information about the firm's fundamentals and qualitative information, therefore, they can affect stock returns. Moreover, [15] showed that qualitative textual news impact stock prices. Accordingly, textual sentiment analysis of financial news seems useful to be utilized in stock prediction system.
Although studies in automated classification of textual financial news is still in its infancy, many attempts have been done in text mining to convert unstructured information to a usable format for machine learning to perform classification. Nevertheless, there are still challenges in some parts of text mining and financial news classification such as feature extraction and selection in order to find a suitable textual representation. This paper focuses particularly on how to extract and select appropriate features in order to preserve the original news as a compressed format so that it is able to A.R. Abdul Latiff Putra Business School, Universiti Putra Malaysia, 43400
Serdang, Malaysia. razman@putrabs.edu.my classify correctly the financial news as positive and negative news.
In this work, we extracted features based on n-gram approach (i.e. unigram, bigram, and the combination of unigram and bigram) with different feature weighting methods (i.e. binary, term frequency, and TF-IDF). Previous finding found that support vector machine (SVM) is the best machine learning technique for text categorization [12] , therefore, we applied SVM with linear and Radial Basis Function (RBF) kernels along with grid search method in order to achieve high classification accuracy. Our study shows that the combination of unigram and bigram with TF-IDF push classification accuracy significantly above those of related work approaches (up to 96%). The rest of this paper is organized as follows: section II discusses on the related work. In section III, we describe the methods and data that are utilized for the sentiment classification. Sections IV and V discuss on the experiments and evaluation results. Finally, section VI contains the conclusions and prospect for future research.
II. RELATED WORK
Existing studies in financial news classification mainly vary in several cases: (i) dataset, (ii) labeling approaches of data news, (iii) feature processing which include feature extraction and feature selection, and (iv) machine learning methods for classification. When comparing the performance of diverse approaches in the existing works, it is essential to consider the data set used for analysis. Data sets can be different in size, number, content as well as news labeling. The previous works consist of two separate data sets: a) the textual data which includes financial news and b) the corresponding stock market with financial news. This work applies the former data set.
In this work, we focus on the existing studies that explore the impact of different feature types as input for SVM classification. Our work is partly related to [3] . They extracted single words as unigram and used some feature selection methods and two features weighting methods (binary and term frequency) and applied a pool of features from financial and health metaphor to obtain the best result of 67.6%. Another relevant study was performed by [2] who focused on the combination of various feature extraction methods (especially bigram) along with SVM to achieve a high accuracy (86.09%). The third related work is somewhat diverse from the rest. Zhai et al. [17] employed different machine learning algorithms (i.e. Maximum Entropy (ME) and QuasiNewton optimization). They made two feature sets from two distinct parts of financial news and performed classification with an accuracy of 70%.
Koppel and Shtrimberg [6] were one of the first to use machine leaning methods to determine the sentiment of financial news as good or bad. The extracted feature set used by them was very simple. They extracted single words that appear only 60 times in the corpus and delivered an accuracy of 70.3%. Koppel et al. also claimed that classifiers such as SVM, Naïve Bayes (NB) and Decision Tree (DT) and their kernels have the same result. Therefore, it shows that only a proper feature extraction can support a high accuracy.
As mentioned earlier, existing studies on financial news classification relied on simple features, such as unigram or bigram model. However, unigram or bigram features alone cannot solely carry the meaning of desired text due to creation of sparse matrix of terms.
In this paper, we perform experiments to measure the accuracy for different feature space with two types of classifiers (linear SVM and RBF SVM). Analysis of the previous works on financial news classification indicates potential improvement for sentiment classification. Accordingly to what was mentioned earlier, most of prior researches solely relied on bag-of-word approach such as [6] , while, this method hardly capture any semantic of the context. Unlike [3] , we expect that the combination of unigram and bigram will provide better result.
III. METHODOLOGY

A. Input-Data Gathering and Labeling Procedure
The Input-Data is aggregated using R programming language from Google Finance (financial news). The extracted data from RSS [8] include four types of text corpora: 1) filtered sentences, 2) headlines, 3) short description, and 4) body news.
Our approach applies the body news and converts each of them to a text file. Sentiment analysis is performed on news data using a list of sentiment words obtained from R package tm.plugin.tags. The data is validated by two economic scientists where 2308 news are extracted into three classes i.e. positive (1160), negative (757), and neutral news (391). In this paper, we report our attempt in addressing sentiment analysis problem specifically on binary (positive or negative) classification of financial news.
B. Data Preprocessing
The preprocessing techniques can reduce the complexity of the documents in order to simplify data handling [7] . One of the preprocessing techniques is the document representation in which documents have to be transformed from the unstructured text into the structured vector space model (VSM).
The VSM model for representation of documents has been proposed by [10] . The main concept behind a document representation as a vector is considered as a bag-of-word model. This means that each document is represented by the words that it contains. If we consider a corpus as a set of documents D = {d 1 
1) Stemming
We applied a stemmer known as 'Porter stemmer' to remove various suffixes such as -ED, -ING, -ION and so forth from conflated words. In fact, this process will reduce the total number of features during extraction which leads to a decrease in size and complexity of the document-term matrix [9] .
2) Feature Weighting
Given that not all terms are valuable for determining similarity between the documents, we apply the term weight. As mentioned in the previous section, each document t i is represented as a vector of term weights , , … , , where m is the set of terms (usually known as features) that occur at least once in at least one document of set D [12] . A typical method to calculate term weighting is binary weight as shown in eq. (3).
The second method is term frequency (TF). A vector with TF weight stores the number of times a term appears in a document. Another common method of term weighting is known as term frequency-inverse document frequency (TF-IDF) [10, 13] as shown in eq. (4). An IDF weight for term j th (t j ) from set of words (T) is defined as w i =log(N/DF j ) where DF j denotes the number of documents from the corpora (N) which contain (t j ).
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Since weights usually range between 0 and 1 [12] and the documents are to be represented by vectors of equal length, therefore, we normalize TF-IDF weight using cosine normalization as follows (eq. (5)).
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3) Feature Extraction and Selection
We extend bag-of-word model to bigram and its combination with unigram. To better understand how different lexical features would affect the accuracy, unigram, bigram, and the combination of unigram and bigram with different feature weighting methods (binary, term frequency, and TF-IDF) are evaluated. Document frequency (DF) (i.e. the number of documents in which a term occurs) would be the feature selection method used in this work as it is a method with high performance [16] .
C. Machine Learning
In this work, we used the supervised method (SVM) for text classification. As explained, the machine learning (ML) methods rely on the availability of an initial corpus of documents Ω , … , |Ω| where D is a set of pre-classified documents by , … , | | so that the total function will be as Φ , and the values of this function for each pair is , Ω . A document is a positive instance of if Φ , and a negative instance of if Φ , [16] . Prior to the classification process, to evaluate the effectiveness of the classifier, the initial corpus is split into train set Tr , … , | | and test set Tr 
1) Support Vector Machine (SVM)
We used SVM with a nonlinear kernel (i.e. RBF) for mapping the data (news) that has a nonlinear decision boundary in input space to a higher dimensional space [5] . The methodology used is by mapping each vector (news) from n dimensional input space to a new space Φ x (feature space) with m dimension in order to construct a hyperplane to separate data in feature space. The methodology is defined by [1, 11, 14] as below
which demonstrates the inner product of two vectors. Since SVM kernel methods improve generalization and over fitting, hence, the selection of an appropriate kernel seems necessary, thus, in this work, we chose linear and RBF kernel. The linear kernel implements the simplest of all kernel functions [5] :
The Gaussian Radial Basis Function (RBF) kernel
is a general-purpose kernel and is applied when there is no prior knowledge about data. The linear kernel is useful when dealing with large sparse vectors like text classification.
2) Grid Search
As discussed in the previous section, the and parameters play the essential role to construct an accurate model with a minimum classification error. Therefore, we applied a grid-search on and using 10-fold crossvalidation to test on subset and sequentially, the classifier is trained on the remaining 9 subsets.
IV. EMPIRICAL EVALUATION
We employed unigram, bigram, and the combination of unigram and bigram extracted from the content as feature extraction. Unigram can cover some adverbs, adjectives, verbs, and nouns that appeared in the text. In addition, three types of feature weighting methods (binary, TF, and TF-IDF) with document frequency (DF) approach have been participated to represent each news file in the form of vector. Our experiments set cover multiple feature spaces with different imbalanced dataset. The following lexical features were extracted from 1917 sentiment labeled financial news files, which include 757 negative news files and 1160 positive news files. There are 28,668 unigrams without the stopwords and 20,480 unigrams with the applied stem method in order to remove the stopwords. Due to the limitation of memory and generally computing resources, only the most frequent features with sparsity between 95% and 99% (frequency range) were considered. Randomly, 33% (639) of test set and 67% (1278) of train set were assigned. Results were obtained by running the SVM with linear and RBF kernels and both are compared against each other. We focused on classification accuracy where accuracy is measured as a percentage of correctly classified financial news.
V. EXPERIMENTAL RESULT Figures 1 and 2 
