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Abstract
T
HIS Ph.D. thesis discusses the design and application of so-called photonic crystal slab
(PCS) sensors, with an emphasis on microfluidic integration. PCS sensors can measure
the refractive index of fluids, which makes them universal in the sense that almost any
change to a fluid will alter its refractive index. The underlying phenomenon is called guided-
mode resonance (GMR), which responds to changes in the refractive index of fluids only
within the first few hundred nanometers from the sensor surface. PCS sensors can be fab-
ricated entirely out of polymers, and read out using instrumentation as simple an LED and a
photo diode. This work has thus far resulted in three manuscripts and one patent, which are
attached.
The first manuscript, which has been submitted to Computer Physics Communications,
describes an open-source algorithm, which integrates with many electromagnetics simula-
tion tools to provide adaptive resolution. This algorithm can routinely make GMR simula-
tions more than 100 times faster.
The second manuscript, submitted to Optics Express, describes the practical application
of polymeric PCS sensors. As with any refractive index sensor, the devices are highly sen-
sitive to temperature drift and fluctuations. We demonstrate a facile method for real-time
compensation of these thermal disturbances.
The third manuscript, which has been published in Micromachines, concerns the inte-
gration of PCS sensors into a microfluidic H-filter. We show that by monitoring the refractive
index (and thus concentration) gradient, the diffusion length of molecules in flow can be de-
termined.
PCS sensors have been in development for the last few decades, and both readout systems
and sensor substrates are commercially available. However, products on the market predom-
inantly target high-end applications such as pharmaceutical development, where their high
pricetags are justifiable. In order to lower the entry barrier of the technology, we patented
what is currently being marketed as The NanoCuvette, a spectrophotometer cuvette with an
embedded PCS sensor. Along with user-friendly software, this enables the use of an existing,
unmodified spectrophotometer to make refractometric measurements, such as bulk concen-
tration measurements on non-absorbing compounds. This effectively lowers the entry bar-
rier for PCS sensors from tens of thousands of euros to tens of euros.
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Resumé
D
ENNE Ph.D.-afhandling omhandler design og anvendelse af såkaldte fotonisk krys-
tal sensorer, med særligt fokus på indlejring i mikrovæske-systemer. Disse sensorer
kan måle hvordan væsker bryder lys, væskens brydningsindeks, og fordi enhver æn-
dring i en væske vil påvirke brydningsindekset, kan sensorerne bruges indenfor utallige an-
vendelsesområder. For eksempel indenfor lægemiddelindustrien, hvor det præcise indhold
af et bestemt stof i en opløsning er yderst vigtigt. Sensoren måler kun indenfor de første par
hundrede nanometer fra sensorens overflade, og kan fremstilles udelukkende af polymerer,
hvilket gør dem yderst konkurrencedygtige på prisen. Da sensorerne udlæses med udstyr så
simpelt som et par lysdioder, kræves der heller ikke dyrt udstyr til for at anvende dem.
Ud af arbejdet er der foreløbigt kommet tre manuskripter og ét patent, som er vedlagt
afhandlingen: Det første manuskript, som er blevet indsendt til tidsskriftet Computer Physics
Communications, beskriver en open-source algoritme, som kan integreres med mange værk-
tøjer til simulation af elektromagnetisme, såsom GD-Calc pakken. Algoritmen tilpasser sim-
ulationens opløsning dynamisk, og i mange tilfælde kan den gøre sensor-simulationer hun-
drede gange hurtigere.
Det andet manuskript, indsendt til Optics Express, beskriver anvendelsen af polymersen-
sorerne i praksis og de udfordringer der kan opstå. Som enhver anden brydningsindeks-
sensor er disse polymersensorer særligt følsomme for udsving i temperatur. Vi viser i ma-
nuskriptet en simpel metode, der direkte kan kompensere for sådanne udsving i temperatur.
Det tredje manuskript, som er udgivet i tidsskriftet Micromachines, handler om indlej-
ring af sensorerne i et såkaldt H-filter. I manuskriptet viser vi at det derved bliver muligt at
bestemme molekylers diffusionslængde, idet de indlejrede sensorer kan afsløre formen på
stoffers koncentrations-profil.
Fotonisk krystal sensorer har været under udvikling i nogle årtier, og både sensorerne
og deres udlæsnings-systemer er efterhånden kommet i handlen. Produkterne på markedet
henvender sig dog mest til mere eksklusive anvendelser, såsom udvikling af nye lægemi-
dler, hvor et højt prisniveau kan forsvares. For at sænke teknologiens indgangsbarriere, har
vi patenteret hvad der markedsføres som en NanoCuvette, en væskebeholder med en ind-
bygget fotonisk krystal sensor. Den kan bruges i et standard spektrofotometer, og sammen
med brugervenlig software gør NanoCuvette det muligt at måle på stoffer, som ellers ikke
absorberer lys. Dette sænker effektivt indgangsbarrieren for teknologien fra nogle hundrede
tusinde kroner, til nogle hundrede kroner.
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Chapter 1
Introduction
F
OR better or worse, technological advances have redefined every aspect of our lives,
from how we move and eat to how we communicate and socialize. Many diseases that
previously plagued humanity have been all but eradicated from industrialized countries,
by the power of modern vaccines. At the doctor, we can have our biological samples sent
to centralized laboratories, which can diagnose for a plethora of pathogens. One area of in-
tense current research, is that of diagnostic tests which can be performed at the point of care
(POC) [1]. These allow an instant diagnose, such that appropriate treatment can be initiated
immediately. Furthermore, as facilities and trained personnel is at a shortage in many devel-
oping countries, POC devices could bring state of the art healthcare one step closer to those
locations [2]. The requirements for storage and personnel also make current vaccines largely
unavailable in the poorest regions, where people suffer from common diseases against which
vaccines exist. This is one reason why much effort is directed towards drug delivery systems.
If the active ingredients of vaccines could be stored in the form of tablets, oral vaccines could
be realized [3], which might benefit developing countries. By similar mechanisms that could
make a drug survive the harsh environment of the gastro-intenstinal (GI) tract, drug deliv-
eryystems also hold great promise for the delivery of drugs to the relevant sites within the
human body. This outlook is particularly in demand for the treatment of cancer, the great
killer in industrialized countries. A drug delivery system capable of releasing a potent drug
at the exact site necessary is sometimes referred to as the “magic bullet”, the holy grail of
nanobioscience.
Whether for diagnostic tests or for technological progress in general, sensor technologies
play a pivotal role. Our understanding of the immune system has revolutionized not only
medicinal treatment, but also diagnostics. The immune system detects a foreign invader by
recognizing a characteristic part of it, known as an antigen. This triggers the production of
antibodies, which are proteins that recognize that particular antigen. By harvesting antibod-
ies and immobilizing them, a surface is created which can recognize a particular pathogen
with incredible affinity. This is the basis of enzyme-linked immunosorbent assay (ELISA) [4],
an essential workhorse of diagnostics and biotechnology alike. In order to tell whether an
antigen has been bound, a secondary antibody can be added, which produces, e.g., a flu-
orescent signal. If the antigen is present, the fluorophore lights up when illuminated in a
particular manner. When the antigen is absent, the reporter antibody has nothing to bind
to, and is washed away. However, the need for labelling makes the process more slow, com-
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Figure 1.1. Basic principle of surface plasmon resonance (SPR). When a) light shines onto the SPR
surface through a coupling element such as a prism, b) the resonance wavelength or angle shifts in
response to changes in sample refractive index, n. Adapted from ref. [10].
plex and expensive. Label-free biosensors promise the same sensitivity as traditional assays
[5], but without the needed for labelling. Apart from the improvements this might impart on
existing diagnostic methods, label-free sensing also opens the door to lab-on-a-chip (LOC)
devices which can be used at the POC. With LOC devices, developing countries could finally
access state of the art diagnostics without the need for a specialized laboratory with trained
personnel.
This thesis describes work on the integration of label-free sensors into microfluidics as
step toward LOC devices, in the context of the state of the art of the field as presented in this
chapter. First, we will look at the tip of the nanophotonics literature iceberg.
1.1 Light
A plethora of sensor technologies exist which do not rely on labelling with fluorescent, mag-
netic or radioactive tags. Examples include quartz crystal microbalance (QCM) [6, 7], elec-
trochemical detection via impedance spectroscopy [8], and surface acoustic wave biosensors
[9]. However, optical sensors have the unique advantages of contact-free coupling and the
potential for cheap fabrication. The field of optical sensors itself contains a large number of
sensor types, including surface plasmon resonance (SPR) [10], optical waveguide lightmode
spectroscopy (OWLS) [11], surface-enhanced Raman scattering (SERS) [12], distributed feed-
back (DFB) laser sensors [13], and photonic crystal slab (PCS) sensors [14].
SPR has become the most widespread optical sensor platform [15, 16, 10], and relies on
the excitation of surface plasmons on a metallic surface layer, typically gold. The principle
is shown in figure 1.1. The excitation light must be coupled via a prism or a grating, which
is a disadvantage of the method. By modulating the angle of incidence θ or the wavelength
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Figure 1.2. Schematic illus-
tration of photonic crystal slab
(PCS) sensor. Illumination
with white light at normal inci-
dence gives rise to a narrow
resonant reflection. The res-
onance wavelength λr shifts
with changes in superstrate re-
fractive index n1. From ref.
[25].
of light λ, the resonance angle θr or resonance wavelength λr [16] can be determined. This
value depends on the refractive index n very close to the surface, on the order of ∼100 nm.
Therefore, when an antigen binds to an immobilized antibody, the density and thus refractive
index changes, shifting the readout signal. This has been extensively used for biomolecular
interaction analysis (BIA) [16].
As alternatives to SPR, many optical sensor technologies are based on photonic crystals.
These meta-materials have structures that are smaller than the wavelength of visible light
(approx. 400 nm to 700 nm), and are therefore also referred to as sub-wavelength structures.
Furthermore, because they restrict the propagation of certain colors of light, they are said
to have an optical bandgap. With proper design, a PCS can be engineered to resonantly re-
flect a very narrow range of wavelengths, using a phenomenon referred to as guided-mode
resonance (GMR) [17]. The principle is illustrated in figure 1.2. Like in SPR, the resonantly
reflected wavelength λr is highly sensitive to the refractive index very close to the surface,
making it suitable for biosensing. In this way, PCS sensors have been used to monitor the
dynamic mass redistribution (DMR) of cells [18, 19, 20], adhesion of bacteria [21], growth of
monolayers [15], and detection of biomarkers [22, 23] or single nano-particles [24].
Fabrication of nanostructured surfaces is quite an engineering feat made possible by the
technological development of micro-electronics. As the number of transistors in integrated
circuits have been doubling every two years for decades, in accordance with Moore’s law,
transistors have gone from millimeters to nanometers. These same micro- and nanofab-
rication methods are now being employed to fabricate sub-wavelength structures capable
of taming light. In general, PCS sensors consist of a low-refractive index substrate, a high-
refractive index core layer, and a sub-wavelength grating. The substrate can be made of ma-
terials such as glass [18], polymer [26] or sol-gel [15]. Examples of core layer materials include
titania (TiO2) [15, 22, 23, 27, 14], hafnium dioxide (HfO2) [28, 27], tantalum pentoxide (Ta2O5)
[18], indium tin oxide (ITO) [18], diamond-like carbon [29] or polymer [26]. The nanostruc-
tured grating is typically defined by nanoimprint-lithography (NIL) using a stamp produced
by electron-beam lithography [25], laser-interference lithography and etching [18], by injec-
tion molding [23] or roll-to-roll imprinting [14].
Because PCS sensors confine light very tightly, also laterally, they also have uses for imag-
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Figure 1.3. Fibroblast cell im-
aged on a sensor substrate,
using a standard microscope.
a) Brightfield-image of the full
cell. b) A smaller part is im-
aged by merit of the PCS sub-
strate. c) With proper cal-
ibration, the resonant signal
can be converted into a height
measurement. From ref. [18].
ing. Using an imaging spectrometer and a motorized stage, the surface can be scanned to
record a refractometric image [24]. However, the frame rate is limited by the stage move-
ment speed. Alternatively, it has been demonstrated that using multi-periodic nanostruc-
tures along with a cylindrical lens, a refractometric image can be assembled with no moving
parts [30]. When the readout parameter is intensity rather than wavelength or angle, a stan-
dard color camera can even be used instead of expensive spectrometers [22]. By integrating a
PCS on a microscope slide, 3D-imaging has been demonstrated using a standard optical mi-
croscope [18], as shown in figure 1.3. For imaging relatively thick cell layers, the evanescent
decay length of the sensor can be a limitation. Although it can be tuned by the design of the
photonic crystal, it is difficult for the penetration depth to exceed a few hundred nanometers
[31]. However, when the substrate refractive index is lower than that of the superstrate, known
as a reverse symmetry, the penetration depth has no upper limit [21]. This can be achieved,
e.g., using nanoporous silica as substrate, which has a low refractive index of nD =1.19 [32].
These demonstrations of label-free sensing could open new doors within biotechnology, and
even for traditional fluorescence microscopy, PCS substrates can play a role by enhancing the
fluorescence intensity [33].
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Figure 1.4. Reverse symme-
try waveguide principle. The
lower substrate refractive in-
dex allows the penetration
depth to far exceed that of nor-
mal symmetry sensors. From
ref. [31].
1.2 Liquid
The world of microfluidics is fascinatingly different from fluids on an everyday scale. Mod-
ern microfabrication allows the creation of channels with a diameter that is a fraction of a
human hair, and fluids flowing in such narrow channels are virtually unaffected by the force
of gravity. Instead, forces that are quite weak on our macroscopic scale, become dominating
on the microscopic scale. An example is capillary forces, that cause water in a glass cup to
climb slightly up the sides of the glass, maybe by a few millimeters. When the vessel contain-
ing the liquid shrinks to the microscopic scale, however, the effect can carry water more than
100 meters into the air, to the leaves of the world’s largest trees.
Whereas nature has been self-assembling intricate networks of fine, microfluidic chan-
nels for hundreds of millions of years, microfluidics systems are a relatively recent branch of
man-made objects. The first capillary experiments were conducted by Hagen and Poiseuille
almost 180 years ago, but microfluidics was not put into practical use until the advent of mi-
crofabrication technology for micro-electromechanical systems (MEMS) in the 1980s [34].
Today, microfluidics biosensors are available in many supermarkets, in the form of preg-
nancy tests [20], and many novel microfluidics applications are sprouting up in the scientific
community. Although pressure is commonly used to drive the flow, a certain branch has a
particularly large overlap with the strategy employed by trees: paper microfluidics. Exempli-
fied in figure 1.5, a simple microfluidic system can be produced from paper (nitrocellulose
membranes) [2], with a potentially miniscule cost price.
Evolution has produced the highly efficient and specialized enzymes which all contem-
porary life relies on. We artificially harness the power of enzymes whenever we wash our
clothes or brush our teeth, and baking and brewing would not be possible without them. Na-
ture has been optimizing these enzymes for billions of years through natural selection. Most
random mutations result in an enzyme that performs worse than the wildtype, but every now
and then, a mutation occurs which improves it ever so slightly. This is also the basis of di-
rected evolution, made possible by microfluidics and high-throughput screening (HTS). Pi-
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Figure 1.5. Example of paper
microfluidics. Capillary flow
drives two dyed liquids through
the paper network. From ref.
[2].
coliter droplets containing mutated genes and the enzymes they express can be screened for
enzyme activity [35]. By artificially selecting beneficial mutations, directed evolution seeks to
accelerate the evolution of superior enzymes to meet concrete industrial challenges.
The ability of droplet microfluidics to compartmentalize miniscule reagent volumes has
a wide array of applications besides directed evolution. Other prominent examples include
x-ray crystallography in droplets [37], droplet-based bioassays [36] (figure 1.6) and digital
microfluidics through electrowetting [34].
When a small particle in water is observed in a microscope, it appears to be constantly
bouncing around in a random walk. This is referred to as brownian motion, and is caused
by incessant collisions between the particle and surrounding water molecules. This behavior
not only applies to observable particles, but also to non-observable molecules. The propen-
sity of molecules to gradually spread out from a region of high concentration, is referred to
as diffusion. Einstein showed that the average diffusion distance scales with the square root
of time, and so diffusion is incredibly fast on small length scales, and incredibly slow on long
length scales: on average, it takes a sugar molecule about 0.1 ms to diffuse 1µm, but about
16 min to diffuse 1 mm. In a microfluidics system, where channel dimensions are typically
quite small, diffusion is therefore an essential process. Deliberately designed microstructures
can ensure turbulent mixing in a microfluidics segment, but otherwise, devices are com-
monly operated under laminar flow conditions, such that convective mixing does not occur.
The first [34] practical application of controlling diffusion in a laminar flow was done in or-
der to fractionate proteins, as demonstrated by Giddings et al. in 1976 [38]. Proteins are large
molecules which diffuse slowly, and diffusivity is therefore often rate-limiting in microflu-
idics applications [39]. Microfluidics architectures can be designed with diffusive properties
in mind when diffusion data is available, but this is often not the case. To measure diffusivity,
a number of techniques are available, including the Aris-Taylor method [40], the diaphragm-
cell method [41], using light scattering [42], nuclear magnetic resonance (NMR) [43, 44] or the
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Figure 1.6. Bioassay realized in microfluidic droplets. From ref. [36].
peak parking (synonymous with arrested flow- or stopped flow-) methods [45]. The stopped-
flow method requires stopping the flow for 4 min to 8 min [46] to observe nnnnthe diffusive
broadening, delaying readout. In general, measuring diffusion coefficients of spectrally inac-
tive compounds is rarely straight-forward.
Outline
The state of the art in the fields of PCS sensors and microfluidics hereby introduced form the
context of this work. The next two chapters respectively provide the theoretical and method-
ological foundation, upon which the following four chapters build: First, a conceptually sim-
ple method for improving efficiency of electromagnetic simulations is presented. Next, the
sensor platform is optimized in multiple aspects, from readout instrumentation to analysis
algorithms. Then, the optimized sensors are integrated into microfluidics to allow direct dif-
fusion monitoring. Finally, biologically relevant sensor applications are investigated. In the
last chapter, an overall conclusion and outlook is provided.
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Chapter 2
Theoretical concepts
T
HE theoretical framework for PCS sensors has been laid gradually throughout times,
with a first examination of this “most remarkable grating” [47] by R. W. Wood in 1902. He
observed what would later be referred to as Wood’s anomaly, and proposed it as a new
method for aligning to normal incidence. He also observed a red-shifting of the resonance
wavelength upon diffusing glycerol into water in a 300µm thin channel, thereby arguably
demonstrating the world’s first PCS sensor-integrated microfluidics system. In 1992, Mag-
nusson and Wang proposed “a basic new optical element” [17], namely a GMR filter, one
of many synonyms for PCS sensors, as they are referred to here (in part, in order to avoid
confusion with microfluidic H-filters). Another popular term is resonant waveguide gratings
(RWGs) [19, 48, 49, 20], but they all refer to the same. This chapter introduces the theory
necessary to understanding the following chapters, with an emphasis on PCS sensors and
microfluidics. As both these topics are tremendously deep, only the essentials needed in the
context of this project’s experimental work are provided. Where nothign else is stated, the
equations governing light are based on ref. [50], whereas those governing liquid is based on
ref. [51].
2.1 Nanophotonics
A slab waveguide is illustrated in figure 2.1, which for the sake of simplicity is symmetric, i.e.,
it has the same refractive index n1 on both sides of the core, which has a refractive index n2.
With this notation, the refractive index as a function of spatial coordinate x can be written
n(x)=
{
n2 if |x| < d/2
n1 otherwise
(2.1)
2.1.1 Transverse electric modes
By definition, a mode has a well-defined field amplitude at each point in space and time
[50]. Transverse electric (TE) modes have their electrical field in perpendicular to the plane
of incidence, i.e., along the y-axis of figure 2.1. The amplitude of the electric field is
Ey (x, z, t )= Em(x) exp
(
i (ωt −βz)) (2.2)
9
10 CHAPTER 2. THEORETICAL CONCEPTS
Figure 2.1. Schematic repre-
sentation of a symmetric slab
waveguide.
where ω = 2pi f is the angular frequency, β is the mode propagation constant, and Em is the
wave function of the m’th mode, given as
Em(x)=

A sin hx+B cos hx if |x| < d/2
C exp(−qx) if x > d/2
D exp(qx) if x <−d/2
(2.3)
Here, A, B , C , and D are constants, while h and q are given by
h =
√(n2ω
c
)2
−β2 (2.4)
q =
√
β2−
(n1ω
c
)2
(2.5)
where c is the speed of light in vacuum. These equations are related through
tan(hd)= 2hq
h2−q2 (2.6)
Normalization of the propagation constant yields neff, the effective refractive index of the
mode:
neff =
β
ω/c
= c
vp
(2.7)
where vp is the phase velocity. When a mode is confined, it has en effective refractive index
somewhere between the values of the core and cladding,
nclad < neff < ncore (2.8)
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2.1.2 Transverse magnetic modes
As both TE- and transverse magnetic (TM)-mode devices are employed in this work, a similar
account will now be given for guided TM modes. These modes have their magnetic field
perpendicular to the plane of incidence, with field amplitudes
Hy (x, z, t )=Hm(x) exp
(
i (ωt −βz)) (2.9)
Ex (x, z, t )= i
ωµ
∂
∂z
Hy (2.10)
Ez (x, z, t )=− i
ωµ
∂
∂x
Hy (2.11)
(2.12)
and similar to equation 2.3, the wavefunction Hm(x) is given by
Em(x)=

A sin hx+B cos hx if |x| < d/2
C exp(−qx) if x > d/2
D exp(qx) if x <−d/2
(2.13)
and again, h and q are related by
tan(hd)= 2hq¯
h2− q¯2 (2.14)
where
q¯ = n
2
2
n21
q (2.15)
2.1.3 Asymmetric slab waveguides
The symmetric slab waveguides described above can be considered a special case of asym-
metric slab waveguides, which are much more prevalent in real-world applications. Now, the
refractive index profile has three regions,
n(x)=

n1 if 0<x
n2 if −t <x < 0
n3 if x <−t
(2.16)
Traditionally, sensors are designed such that the substrate refractive index is higher than
that of the superstrate, i.e., n3 > n1. In terms of fabrication, this may be more readily achieved,
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as few suitable materials have a refractive index lower than that of water. However, the op-
posite case has also been demonstrated, and is referred to as a reverse symmetry waveguide
[31]. A main advantage of such a design is the arbitrarily long superstrate penetration depth,
which for certain applications (e.g., sensing of thick cell layers) is desirable [32].
To avoid non-physical steps in the wavefunctions, Ey must be continuous at both inter-
faces, i.e., x = 0 and x =−t . This is fulfilled using
Em =

C exp(−qx) if 0≤ x
C
(
cos(hx)− qh sin(hx)
)
if −t ≤ x ≤ 0
C
(
cos(ht )− qh sin(ht )
)
exp
(
p(x+ t )) if x ≤−t (2.17)
where C is a constant, h and q are given by equations 2.4 and 2.5, respectively, and p is
p =
√
β2−
(n3ω
c
)2
(2.18)
Likewise, Hz must also be continuous at both interfaces. It is given by
Hz = i
ωµ
∂Ey
∂x
(2.19)
and so the x-derivative of Ey must also be continuous at both interfaces, leading to
h sin(ht )−q cos(ht )= p
(
cos(ht )+ q
h
sin(ht )
)
⇒ (2.20)
tan(ht )= p+q
h(1−pq/h2) (2.21)
This is the mode condition which the propagation constant must satisfy in order for a mode
to be guided.
Similarly, for TM modes,
Hy (x, z, t )=Hm(x)exp
(
i (ωt −βz)) (2.22)
where Hm(x) is
Hm(x)=

−C
(
h
q¯ cos(ht )+ sin(ht )
)
exp
(
p(x+ t )) if x ≤−t
C
(
−hq¯ cos(hx)+ sin(hx)
)
if −t ≤ x ≤ 0
−hq¯ C exp(−qx) if 0≤ x
(2.23)
Continuity leads to
tan(ht )= h(p¯+ q¯)
(h2− p¯ q¯) (2.24)
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where
p¯ ≡ n
2
2
n23
p (2.25)
The guided mode will propagate in the core layer, but in-plane coupling of light into a very
thin slab waveguide is difficult and inconvenient. By nanostructuring a part of the waveguide,
light can conveniently be coupled in by out-of-plane illumination.
2.1.4 Nanostructured waveguides
When a structure is periodic, i.e., it has translational symmetry, the permittivity tensor ² and
refractive index n at one location must be the same as the value translated by a periodΛ
²(z)= ²(z+Λ) (2.26)
n(z)= n(z+Λ) (2.27)
Whereas the mode conditions (equations 2.21 and 2.24 for TE- and TM-mode, respec-
tively) describe the propagation constant of allowed modes within the waveguide, the pres-
ence of a grating further imposes a phase matching condition [52] on the allowed propagation
constants:
β= 2pi
Λ
+k0n1sinθ (2.28)
By combination of the mode condition and the phase matching condition, the resonance
wavelength can be predicted semi-analytically, as shown by Hermannsson et al. [52]. By
investigating the resonance wavelength shift in response to changing superstrate, the device
sensitivity can furthermore be determined. When the waveguide supports multiple modes,
multiple solutions are found, and so then model also applies in those cases.
The penetration depth is defined as the distance at which the mode amplitude has re-
duced to 1/e (∼37%), e.g.,
H(eˆ)/H(0)= 1/e ⇒ (2.29)
eˆ = 1/q = 1/
√
β2−
(n1ω
c
)2
(2.30)
The penetration depth can thus be designed for a given penetration depth, although a
reverse symmetry waveguide is required for the deepest penetration depths.
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2.1.5 Intra-cavity interference
Standing waves can also occur within larger cavities, and can often be detrimental to sensor-
embedded microfluidic channels. This is known as Fabry-Pérot interference, and it occurs
when a shallow channel is bounded by a reflective floor and ceiling. At normal incidence, the
distance between interference fringes, the free spectral range (FSR), is given by [53]
∆λ= λ
2
2nh
(2.31)
where λ is the light wavelength and n is the refractive index in the cavity of height h. The
interference is most disturbing when the FSR is similar to the resonance line width, and it can
be tuned by modifying h. When the period is smaller than the detector resolution, it is not
detected at all, and when it is much larger than the resonance linewidth, it merely contributes
to the background.
2.2 Microfluidics
As the name implies, microfluidics deals with fluids on the micrometer scale. Because of
how the governing laws scale, effects that are negligible on our everyday (macro-) scale can
become extraordinarily important on the micro-scale. Likewise, effects that are essential on
our macro-scale (such as gravity) can become unimportant on the micro-scale. Fascinating
and non-intuitive phenomena in microfluidics enable applications that would not be possi-
ble on larger scales.
2.2.1 Pressure-driven flow
Microfluidics flow is governed by the Navier-Stokes equation, which for incompressible fluids
(such as water) is given by
ρ
(
∂v
∂t
+ (v ·∇)v
)
=−∇p+η∇2v + f (2.32)
where ρ is density, v is the velocity field, t is time, p is pressure, η is viscosity and f is external
forces. The lefthand-side represents the sum of intertial forces, and on the righthand-side,
the terms represent pressure forces, viscous forces, and external forces, respectively. This
central equation allows numerical simulations of fluid flow, in conjunction with the continu-
ity equation,
∂ρ
∂t
+∇· (ρv )= 0 (2.33)
For a parallel plate geometry, illustrated schematically in figure 2.2, the Navier-Stokes
equation has an analytical solution. The first term on the left-hand side of equation 2.32
vanishes due to the assumption of steady flow (velocity constant over time) characteristic of
2.2. MICROFLUIDICS 15
32 CHAPTER 2. ANALYTICAL NAVIER–STOKES SOLUTIONS
z
x
h
0
0 L
p(0) = p0+∆p p(L) = p0v = vx(z) ex
Figure 2.9: A sketch in the xz plane of an infinite, parallel-plate channel of height h. The
system is translation invariant in the y direction and fluid is flowing in the x direction due
to a pressure drop ¢p over the section of length L.
2.4.6 Infinite parallel-plate channel
In microfluidics the aspect ratio of a rectangular channel can often be so large that the
channel is well approximated by an infinite parallel-plate configuration. The geometry
shown in Fig. 2.9 is much like the one shown for the Couette flow in Fig. 2.3, but now the
both plates are kept fixed and a pressure diÆerence ¢p is applied. Due to the symmetry
the y coordinate drops out and we end with the following ordinary diÆerential equation,
@ 2z vx(z) = °
¢p
¥L
, (2.51a)
vx(0) = 0, (no-slip) (2.51b)
vx(h) = 0, (no-slip). (2.51c)
The solution is a simple parabola
vx(z) =
¢p
2¥L
(h° z)z, (2.52)
and the flow rate Q through a section of width w is found as
Q =
Z w
0
dy
Z h
0
dz
¢p
2¥L
(h° z)z = h
3w
12¥L
¢p. (2.53)
This approximate expression for the flow rate in flat rectangular channels can be used
instead of the more accurate expression Eq. (2.49) to obtain good order-of-magnitude
estimates. However, note that the error is 23% for aspect ratio one third, h = w/3, and
by 7% for aspect ratio one tenth, h = w/10.
2.5 Shape perturbation in Poiseuille flow problems
By use of shape perturbation theory it is possible to extend the analytical results for
Poiseuille flow beyond the few cases of regular geometries that we have treated above. In
shape perturbation theory the starting point is an analytically solvable case, which then is
deformed slightly characterized by some small perturbation parameter ≤. As illustrated in
Figure 2.2. Parallel plate
microchannel. The chan-
nel is much wider (in the y-
dimension) than the channel
height h. The velocity field has
a parabolic profile. From ref.
[51].
Hagen-Poiseuille flow. Under the assumption of uni-directional flow, the second term on the
left likewise vanishes, simplifying the equation to
∂2vx (z)
∂z2
=−∆p
ηL
(2.34)
Due to no-slip boundary conditions, vx (0) = vx (h) = 0, and the solution is the parabolic
flow profile
vx (z)= ∆p
2ηL
(h− z)z (2.35)
For pressure-driven flow, the relationship between pressure gradient ∆p, flow rate Q and
hydraulic resistance Rhyd is given by the Hagen-Poiseuille law [51]
∆p =QRhyd = 12ηLQ/(h3w) (2.36)
where L is the length of the wide and shallow channel (h ¿w). The hydraulic resistance Rhyd
dep nds on the shape of the channel, as indicate by table 2.1.
The new opportunities afforded by microfluidics are made possible by the ability to finely
control fluid flow. With careful design of system architectures and operation at sufficiently
low flow rates, chaotic and turbulent behavior of fluids can be completely suppressed. In the
absence of turbulence, the flow is said to be laminar, and molecules are neatly transported
by convection. The only way for a molecule to move away from its designated streamline
is through diffusion. This is extensively exploited in a microfluidic H-filter. The degree of
laminarity in a flow of viscosity η is described by Reynold’s number,
Re= ρvL
η
(2.37)
where L is the characteristic length. When Reynold’s number is small, e.g., Re ¿ 1, the flow
is laminar. When it is large, the flow is turbulent. However, no hard cutoff exists where a
fluid flow suddenly transitions from being laminar to being turbulent. As we shall see next,
diffusion is a very fast process on small length scales, and a very slow process on large length
scales. In the latter case, inducing turbulence may be the only way to ensure mixing in a
microfluidic device.
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Table 2.1. Hydraulic resistance in various channel geometries. From ref. [51].
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3.2 Hydraulic resistance of some straight channels
In this section we will list a selection of the hydraulic resistance of specific channels, such
as the one shown in Fig. 3.3 and studied in Exercise 3.7.
Using the results derived in Section 2.4 for the Poiseuille flow in straight channels, it
is easy to list the hydraulic resistance Rhyd for the six diÆerent cross sections as done in
Table 3.1. Next to the analytical expressions for Rhyd is given numerical values for Rhyd.
These values are calculated using the viscosity of water and fixing the length L along the
channel axis to be 1 mm. The length-scales perpendicular to the axis are also of the order
100 µm.
The quoted results are all valid for the special case of a translation invariant (straight)
channel. This symmetry led to the vanishing of the non-linear term (v·r)v in the Navier–
Stokes equation. However, to handle more general cases it would be very useful to find
out when the results for Rhyd can be used. This analysis is carried out in the next section,
where we shall learn that the dimensionless Reynolds number plays central role.
shape Rhyd Rhyd reference
expression [1011 Pa s
m3
]
circle
a 8
º
¥L
1
a4
0.25 Eq. (2.30b)
ellipse
b a 4
º
¥L
1 + (b/a)2
(b/a)3
1
a4
3.93 Eq. (2.29)
triangle a a
a
320p
3
¥L
1
a4
18.48 Eq. (2.37)
two plates
h
w 12 ¥L
1
h3w
0.40 Eq. (2.53)
rectangle
h
w
12 ¥L
1° 0.63(h/w)
1
h3w
0.51 Eq. (2.49)
square
h h
h
h 12 ¥L
1° 0.917£ 0.63
1
h4
2.84 Exercise 3.4
Table 3.1: A list over the hydraulic resistance for straight channels with diÆerent cross
sectional shapes. The numerical values are calculated using the following parameters:
¥ = 1 mPa s (water), L = 1 mm, a = 100 µm, b = 33 µm, h = 100 µm, and w = 300 µm.
2.2.2 Diffusion
Einsteins defined the diffusion length x¯, the root-mean-square (RMS) extent of transport, as
x¯ =
p
2Dt (2.38)
where D is the diffusion coefficient.
Stokes defined the frictional force Fd , which would become known as the Stokes’ drag, as
Fd = 6piηRv (2.39)
where R is the radius of a spherical object moving through a liquid of dynamic viscosity η and
v is the flow velocity relative to the sphere.
The Einstein-Smoluchowski relation relates the diffusion coefficient of a particle to its
“mobility” µm as
D =µmkB T (2.40)
where kB is Boltzmann’s constant and T is temperature. Mobility is the inverse of Stokes’
drag, giving rise to the Stokes-Einstein relation
D = kB T
6piηrhyd
(2.41)
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where rhyd is the hydrodynamic radius.
Consider a random walk in one dimension, with length scale ∆x, time scale ∆t , and
N (x, t ) the number of particles at position x at time t . Each time step, half of particles move
left, and the other half moves right. Because of this, the net movement to the right is
−1
2
(N (x+∆x, t )−N (x, t )) (2.42)
The flux J is the net movement of particles through an area a, normal to the direction of
movement during a time interval ∆t :
J =−1
2
(
N (x+∆x, t )
a∆t
− N (x, t )
a∆t
)
⇔ (2.43)
J =− (∆x)
2
2∆t
(
N (x+∆x, t )
a(∆x)2
− N (x, t )
a(∆x)2
)
(2.44)
The definitions of concentration (φ, particles per unit volume) and 1-dimensional diffu-
sion coefficient (D) are:
φ(x, t )= N (x, t )
a∆x
and D = (∆x)
2
2∆t
(2.45)
Inserting into 2.44 gives
J =−D
(
φ(x+∆x, t )
∆x
− φ(x, t )
∆x
)
(2.46)
When ∆x is infinitesimal, this equation becomes Fick’s first law
J =−D ∂φ
∂x
(2.47)
According to mass conservation,
∂φ
∂t
+ ∂
∂x
J = 0 (2.48)
Inserting Fick’s first law (equation 2.47) gives
∂φ
∂t
− ∂
∂x
(
D
∂
∂x
φ
)
= 0 (2.49)
Assuming D to be constant allows the following reordering, known as Fick’s second law
∂φ
∂t
=D ∂
2φ
∂x2
(2.50)
A microfluidic H-filter, illustrated in figure 2.3, exploits the propensity of small molecules
to diffuse much faster than larger particles, allowing a size-based separation of the contents
of a fluid stream. When monitoring processes in the interdiffusion zone, rather than perform-
ing separation of compounds, the device is sometimes referred to as a T-sensor. Although
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Figure 4.4: (a) A top-view in the xy plane of a flat (height h) H-filter consisting of
a central channel (length L and width w) with two inlet channels to the left and two
outlet channels to the right. A pure buÆer liquid (light gray) and a buÆer liquid (gray)
containing big (white) and small (black) solutes are introduced one inlet each, and perform
a pressure driven, steady-state, laminar flow with average velocity v0. (b) Concentration
profiles c(y, t§) in the central channel as a function of the transverse direction y at diÆerent
positions x§ = v0t§ along the channel.
4.4 The H-filter: separating solutes by diÆusion
DiÆusion is an old, well-known and much used method to separate solutes with diÆerent
diÆusion constants. The method has also be employed in microfluidics, where the advan-
tages of laminar flow and fast diÆusion over small distances can be combined and utilized.
Here we shall briefly study one such example, the so-called H-filter, which was among
some of the first commercial microfluidic products.
The name of the H-filter is derived from its geometrical appearance, see the the xy-
plane top-view in Fig. 4.4(a). The legs of the H are the two inlet channels to the left,
kept at pressure p0 + ¢p, and the two outlet channels to the right, kept at pressure p0.
The cross-bar of the H is the central channel where diÆusion takes place. A pure buÆer
liquid (light gray) is introduced at one inlet, while another buÆer liquid (gray) containing
big (white) and small (black) solutes are introduced in another inlet. All channels are
flat having the same width w and height h ø w, the central channel has the length L,
and the two buÆer liquids are both taken to be water. Working with length scales in the
micrometer range, say h = 10 µm, w = 100 µm and L = 1 mm, and a flow velocities
below 1 mm/s, the flow is laminar, and the two buÆer liquids do not mix, as indicated
by the gray and light gray shading in Fig. 4.4(a). As seen in Fig. 2.8 the average velocity
profile in a flat channel is constant across the width w except within a distance of h/2
from either side-wall. We denote this velocity v0.
Regarding the behavior in the H-filter of a given solute with diÆusion constant D in
the buÆer, two time scales become relevant, namely the time øconv it takes to be convected
down-stream from the inlet to the outlet, and the time ødiÆ it takes to diÆuse across the
half-width of the channel. They are given by
i 2.3. Working principle of a microfluidic H-filt r illustrated sc matically. Due to their much larger
diffusion coefficient, smaller molecules transport from one stream into t e oth r, to a much gre ter extent
than larger molecules, allowing size-based separation. From ref. [51].
m nitoring is also the focus in this work, to avo d c nfusion with the optical sensor compo-
nen , the term H-filter will be used here. In one dimension, Fick’s second law has the solution
φ(y)=φ0erfc
(
y
2
p
Dt
)
(2.51)
whereφ0 is the initial concentration. Thus, by monitoring the diffusion profileφ(y), equation
2.51 can be fitted to reveal diffusion length and, if t can be accurately estimated, also diffusion
coefficient.
2.2.3 Diffusion-convection coupling
The diffusion-convection equat on is given by
∂c
∂t
=
Diffusion︷ ︸︸ ︷
∇· (D∇c)−
Convection︷ ︸︸ ︷
∇· (vc) +
Source︷︸︸︷
R (2.52)
(2.53)
In the cas of the H-fi ter, there are no ources (or sinks), so R = 0. The diffusion coefficient is
assumed to be a constant, so ∇· (D∇c)=D∇2c. Assuming i compressib e flow, we have zero
diverg nce, ∇· (vc)= v ·∇c. Additionally, we are mainly interested in situations where steady
state have bee achieved, i.e., ∂c∂t = 0, and so the diffusion-convection equation simplifies to
v ·∇c =D∇2c (2.54)
Under laminar flow conditions, convection only occurs in the axial direction. Assuming
axial diffusion can be neglected, we have
0= v · ∂c
∂x
−D ∂
2c
∂y2
−D ∂
2c
∂z2
(2.55)
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Axial diffusion can be neglected when the rate of advective transport is much greater than
the rate of diffusive transport, a relation quantified by the Péclet number
Pe = v¯L/D (2.56)
where L is the characteristic length and v¯ is the average flow velocity. Thus, when Pe is small,
the system is dominated by diffusion, and when it is large, advection dominates.
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Chapter 3
Method
S
ENSOR technology development has been accelerated by breakthroughs in microfabri-
cation, driven mainly by the constant need for faster central processing units (CPUs)
[34]. Likewise, microfluidics are typically produced at least partially using cleanroom
fabrication techniques, such as photolithography and reactive ion etching (RIE). This chapter
presents the techniques used for fabrication and characterization of PCS sensors, microflu-
idics systems, and devices integrating both.
3.1 Sensor microfabrication
Silicon masters, fabricated by electron beam lithography, were used for nanoimprint lithog-
raphy. The masters contained grating areas of 2×2 mm2 in a 4× 4 pattern, spaced 9 mm
apart. Each square contained a linear grating of period Λ =368 nm, height h =100 nm, and
duty cycle 50%. To facilitate stamp release after imprinting, the stamp had a perfluorodecyl-
trichlorosilane (FDTS)-coating applied by molecular vapor deposition (MVD).
Substrates were defined by CO2-laser cutting slabs of 2 mm thick poly(methyl methacry-
late) (PMMA) to a diameter of 100 mm, which were then cleaned by sonication in Triton X-
100, followed by rinsing, spin-drying and plasma ashing.
PCS sensors were microfabricated by placing a droplet of low-refractive index polymer Ef-
iron PC409-AP (Luvantix, Korea), diluted to 85% w/w in 2-butanone (Sigma), between stamp
and PMMA-substrate. After allowing the polymer to spread by gravity and capillary forces, it
was cured using a 1000 W UV lamp for 16 min. The two parts could then be separated using a
razor blade, leaving the substrate with a grating and the stamp ready for reuse.
3.1.1 Waveguide core
For TM-mode sensors, a TiO2 waveguide core layer of nominal thickness 80 nm was deposited
by ion-beam sputter deposition (IBSD) (IonFab 300, Oxford Instruments, Abingdon, Eng-
land). Prior to loading a sample, an approx. 1×1 cm2 silicon wafer fragment was attached
using polyimide tape. This opaque substrate allowed the film thickness to be subsequently
measured by variable angle spectroscopic ellipsometry (VASE) (M2000V, J.A. Woollam Co.,
Inc., Lincoln, NE, USA).
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Figure 3.1. Persistent grating effect observed after removal of the nanostructured layer. a) Photograph
of the stripped region. The green colors are due to diffraction, indicating the persistence of a grating, as
supported by b) profilometer measurements of intact and stripped regions.
For wholly polymeric TE-mode devices, also the high-refractive index waveguide core
layer was comprised of polymer. The experimental polymer HI01XP by micro resist tech-
nologies GmbH (Berlin, Germany) was chosen for this purpose, as was detailed in ref. [26].
This polymer is a glass-like, UV-curable, organic-inorganic hybrid polymer, which has a re-
fractive index of nD = 1.59, due to the incorporation of embedded ZrO2 nanoparticles. To
reduce its viscosity and allow spin coating, it was diluted to 15% w/w in the thinner ma-T
1050 (micro resist technologies), and spin coated at 3000 rpm for 1 min. HI01XP is known to
form an inhibition layer upon exposure to UV light in the presence of oxygen [26], and so the
5-minute curing exposure was performed in a nitrogen atmosphere.
When surface adhesion is insufficient, the low-refractive index material can come loose
when exposed to mechanical stress, e.g., pressurized air, as illustrated in figure 3.1. Interest-
ingly, a grating color effect is still observed in the absence of the nanostructured layer, which
was verified by profilometry. If part of the grating would remain on the substrate after strip-
ping, this might enable NIL with zero residual layer thickness (RLT), which is challenging to
achieve by other means. However, after scanning electron microscope (SEM) inspection (fig-
ure 3.2), it would appear that the NIL also imposes a surface relief in the PMMA substrate,
i.e., not only in the low-refractive index layer, giving rise to a double-grating in the substrate
layer.
3.2 Microfluidics integration
3.2.1 Rapid prototyping
For rapid prototyping of microfluidics systems with relatively large dimensions, adhesion
bonding and laser cutting can be employed, as described by Patko et al. [54]. Microfluidic
design was performed in Corel Draw X3. For the simplest designs, channels and inlets could
simply be designed by fusing circles and rectangles. Channels were then defined by adhe-
sion bonding, where the adhesion layer was defined using a CO2-laser (Epilog Mini 18, 30 W,
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Figure 3.2. Scanning electron micrograph of foil peeling away from the substrate upon mechanical stress.
Interestingly, the substrate itself also appears to have an undulating surface shape.
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Epilog, Golden, CO, USA). The adhesion layer was prepared by placing a layer of yellow tape
on a slab of PMMA, from which the subsequent layers would release. Then, a layer of clean-
room blue-tape was placed, which is glue-free and forms a reversible bond. On top of this,
a high-tack double-adhesive tape layer was placed. The entire stack was compressed using
a roller to push out air. By laser-cutting at maximum speed and power, all layers were cut
through. The blue-tape could then be separated from the yellow tape, along with the layer of
double-adhesive on top, and carefully aligned on the sensor slab with the sensor in the cor-
rect orientation and position within the channel system. Using blue-tape as a carrier layer
allowed subsequent removal of the microfluidic system and rinsing of the wafer for reuse. On
top of the double-adhesive layer, once it had been placed on the wafer and its lining layer re-
moved, a piece of laser-cut PMMA, injection molded cyclic oleofin copolymer (COC) or cast
polydimethylsiloxane (PDMS) was placed to form the channel “roof” and provide fluid inter-
facing. In the case of COC, fluid inlets were pre-defined by the mold, for PMMA, they were
laser cut and for PDMS, access holes were made using a biopsy punch. The liquid was driven
either using 100µL Hamilton glass syringes (Sigma-Aldrich, St. Louis, MO, USA) and a sy-
ringe pump (Model 11 Plus, Harvard Apparatus, Holliston, MA, USA), or using an electronic
microfluidic flow control system (MFCS) (Flex, Fluigent, Inc., Villejuif, France).
Using laser cutting and adhesion bonding, proof-of-concept microfluidic systems could
be prototyped within minutes, and due to the reversible bonding, could be removed after use.
This is particularly useful for costly substrates, such as titania sensors. However, the channel
dimensions were limited by the CO2-laser resolution, as well as the tape layer thicknesses. It
was estimated that channels of width and height down to∼100µm could be produced by this
method.
A main argument for using PMMA rather than glass wafers for support, apart from cost
considerations, was the option for increased thickness. With the refractive index of glass
wafers and typical thickness on the order of 0.5 mm, the interference was highly disturbing.
This could be reduced by application of index-matching oil between the glass wafer and a
thick slab underneath, which works well for a “bare” sensor. However, the bonding of mi-
crofluidics structures can impose strain on the wafer, imparting on it a slightly concave shape,
enough to make the index-oil flow towards the wafer perimeter due to capillary forces. For
this reason, the Fabry-Pérot interference could not be alleviated using index-matching oil,
when a microfluidics system was implemented. Instead, the sensors were fabricated directly
on a thick PMMA substrate. An even thicker PMMA slab would in principle have been prefer-
able as it could reduced the interference period even further, but substrates exceeding 2 mm
thickness were incompatible with many cleanroom processes.
3.2.2 Ultrasonic bonding
In order to produce channels of height less than the adhesive thickness, a number of ap-
proaches were attempted. Traditionally, our group has focused on ultraviolet (UV)-assisted
thermal bonding of injection molded COC chips [55], however, as the high temperature (≈140 ◦C)
was suspected to damage the gratings, and because thermal bonding of two dissimilar mate-
rials is known to be challenging, this approach was abandoned.
Instead, ultrasonic welding was investigated for bonding of microfluidic chips, such as
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Figure 3.3. Ultrasonically
bonded H-filter prototype. Wa-
ter with blue food coloring
flows from the left inlet, and
pure water flows from the right
inlet. The channels are wa-
ter tight, but the optical quality
suffers when devices are pro-
duced by laser ablation. Chan-
nels are 2 mm wide.
the one shown in figure 3.3. This technique is widespread in industrial production settings,
but has been largely overlooked by the microfluidics community as an option for bonding
[56]. The technique works by inducing ultrasonic vibrations in a polymer piece while press-
ing it against another piece. Friction causes the polymer to melt at the points of contact,
forming a seal, as schematically illustrated in figure 3.4. In order to acheive a water tight seal,
it is imperative that energy directors be appropriately designed, as they determine the points
of contact. Although it is possible to bond dissimilar materials in this manner, provided that
they have comparable glass transition temperatures, the technique works best for identical
materials. Thus, in order for a microfluidic chip part to bond to a sensor substrate, the en-
ergy directors have to first penetrate the material layers constituting the sensor. To this end,
energy directors were designed to protrude to a distance exceeded the cumulative sensor
thickness, and fabricated by laser ablation or injection molding.
For laser ablation, performance was compared using extruded and cast PMMA, as the
properties of these two subtly different materials are known to differ significantly in response
to laser ablation. For one, extruded PMMA remains clear upon laser engraving, whereas cast
PMMA becomes opaque. Of importance to the effort of creating energy directors, the weld
lines forming at the perimeter of a laser ablation line also differs greatly between the two
substrates. Using laser ablation, a channel was produced by raster engraving, whereas en-
ergy directors were defined by vector engraving. These device could be produced leak-free
(albeit with a low yield), but the laser engraving was detrimental to the optical quality of the
channels. In addition, because the rough channel ceiling might act like a herringbone mixer,
potentially causing lateral convection, this method was not pursued further. Instead, a shim
for injection-molding was attempted micro-milled, but achieving channel depths of 10µm
is quite challenging by this method. For such shallow channels, photolithography is more
suitable.
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(a) Laser ablation
PMMA
Energy directors
Fluidic channel Sealed channel
Sensor
(b) Ultrasonic welding
Figure 3.4. Schematic illustration of ultrasonic bonding process. a) First, a substrate is laser ablated
to define channels and energy directors. b) Upon ultrasonic bonding, the energy directors penetrate the
sensor materials to form a seal with the underlying substrate.
Figure 3.5. Photograph of H-
filter mold, as defined by photo
lithography. Multiple design
variations are included.
3.2.3 Photolithography & casting
To define silicon stamps for casting of PDMS, UV photolithography was employed. A 9µm-
film of the positive resist AZ-4562 was deposited by spincoating, and exposed through a cus-
tom chromium mask, designed in L-Edit (Tanner Research Inc., Monrovia, CA, USA) and pro-
duced by Delta Mask B.V. (Enschede, The Netherlands). After development in 2.38% tetram-
ethylammonium hydroxide (TMAH) using a Gamma 2M robot (Süss MicroTec, Garching bei
München, Germany), the stamp was FDTS-coated to facilitate demolding.
Microfluidic structures were cast in PDMS (Sylgard 184, Dow Corning, Midland, MI, USA)
by mixing the monomer with precursor in a 10:1 ratio, degassing, then pouring over the sili-
con stamp and curing for 2 h at 80 ◦C. Individual chips were then excised using a scalpel, and
inlet holes were defined using a 0.5 mm biopsy punch (World Precision Instruments Ltd.,
Sarasota, FL, USA). It is crucial that the biopsy punches remain very sharp in order to avoid
cracking around the inlets, which will cause them to leak. For bonding, the PDMS-chip and
all-polymer wafer were exposed to an oxygen plasma for 60 s at 150 W. Working swiftly, the
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Figure 3.6. Recovery of contact angle after plasma ashing of high-index polymer HI01XP. Contact angle
is measured to be a) 1.8◦ after 13 min, b) 2.7◦ after 19 h, c) 17.2◦ after 42 h, and d) 45.7◦ after 360 h.
PDMS part was aligned to the wafer, assisted by in-plane guided light, making the sensors
“shine” by coupling light out out-of-plane. After contact, an irreversible bond was established
covalently.
In order to facilitate bonding, the surface was plasma ashed. As expected, this was found
to effectively decrease the contact angle, as shown in figure 3.6a. The surface remains rel-
atively hydrophilic for ∼1 day (figure 3.6b), after which the surface starts to recover its hy-
drophobic nature (figure 3.6c). This is of consequence to microfluidics applications, as the
surface energy of the device then changes over time following fabrication. It is unknown
whether the hydrophobic recovery is halted by, e.g., storage in water. However, for applica-
tions such as water-in-oil emulsions, where hydrophobic channels are desirable, it might be
an acceptable production requirement that the device be left in air for a week prior to ship-
ping.
Summary
In this chapter, methods have been presented for fabricating titania-based (TM-mode) as
well as wholly polymeric (TE-mode) sensors. Multiple methods for subsequent integration of
said sensors into microfluidics systems have furthermore been discussed: Laser ablation and
adhesion bonding has the fastest turnaround, with minutes between idea and its realization.
However, the technique provides a minimum spatial dimension of approx. 100µm, which
may be too crude for many applications. As an alternative, injection molding and ultrasonic
bonding can be employed. With injection molding, a large number of identical chips can be
produced quickly, cheaply, and with high performance. Like injection molding, ultrasonic
bonding is favored by industry, as it is amenable to mass-production. However, for sensor
integration, energy directors must penetrate several thinfilms before bonding is achieved. A
substantial effort was needed to produce tight chips as a proof-of-concept, but the yield was
generally low. The spatial dimensions are in part limited by the method used to produce
the molding shim. To this end, micro-milling was employed, but lithography, etching and
electroplating would also have been an option. A third approach was to produce a mold
using UV photolithography, and casting the microfluidics part from PDMS. These chips could
readily be plasma-bonded to polymeric sensors, and were found to work best as H-filters,
given their shallow channels on the order of 10µm.
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Chapter 4
Simulation
R
ESEARCH into light-matter interactions on the nanometer-scale has enabled the de-
velopment of the rigorous coupled-wave analysis (RCWA) and finite-difference time-
domain (FDTD) simulation methods. These are powerful work horses of many pho-
tonics endeavors, and routinely form the basis of design and optimization prior to fabrica-
tion. PCS sensors are defined by several parameters as listed in table 4.1, and sensor opti-
mization thus becomes a many-dimensional optimization problem. This is especially true for
multi-periodic and two-dimensional gratings, where the number of parametric permutations
is virtually infinite. As biological evolution can be considered the ultimate many-dimensional
optimization challenge, nature is often looked to for inspiration. Genetic algorithms [57] de-
fine a fitness expression, such that more desirable solutions (e.g., higher sensitivity) are more
likely to “survive” between iterations. In particle swarm optimization (PSO) [58], parameter
sets are iteratively chosen to be similar to the currently most desirable solution, causing other
parameter sets to “flock” towards it. This ensures that similar parameter sets are investigated
in order to find even better solutions, whereas the random component of the swarm “flight”
reduces the risk of getting stuck at a local optimum. These methods are commonly used for
design optimization [59, 60], however, as full numerical solutions of Maxwell’s equations are
required [60], computation times can be very long. This chapter describes efforts to reduce
the time required for simulations, with less a priori information required and without com-
promising resolution.
The concept of multiscale simulations can refer to simulations on the macro-scale, that
depend on input from the micro-scale. In a broader sense, it is referred to here as simula-
tions that need a high local resolution in small parts of a broad interval. Simulating the full
interval at a sufficiently high resolution will be inhibitively time-consuming, but a coarse-
grained simulation will not provide the necessary local resolution in the regions of interest,
and may be insufficient to detect regions of interest at all. Figure 4.1 illustrates this central
problem in simulating resonance spectra. When the point spacing is static, flat regions have
a much higher resolution than necessary, which may yet be insufficient in the peak regions.
Using the adaptive sampling algorithm developed here, the information emphasis is effec-
tively reversed. This “needle-in-a-haystack” type of problem means that either sufficient a
priori information must be obtained in order to reduce the length of the simulated interval
(e.g., using the analytical model described in the next section, lest the majority of simulated
points will reveal little new information.
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Table 4.1. Parameters describing PCS sensors, along with typical values. Optimization simulations may
be set up in order to arrive at a given set of result parameters, by varying the design parameters.
Parameter Symbol Example value
Design parameters
Grating period Λ 368 nm
Grating height hg 100 nm
Duty cycle Fg 50 %
Core thickness tc 300 nm
Superstrate dispersion n1(λ) 1.33 RIU
Core dispersion n2(λ) 1.59 RIU
Substrate dispersion n3(λ) 1.40 RIU
Azimuthal angle φ 0°
Polar angle θ 0°
Result parameters
Resonance wavelength λr 550 nm
Resonance intensity Ir 100 %
Line width FWHM 0.5 nm
Quality-factor Q 1100
Sensitivity dλr /dn 30 nm/RIU
Noise σ(λr ) 1 pm
Limit of detection LOD 1×10−5 RIU
Penetration depth eˆ 138 nm
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Figure 4.1. Simulated point density using a) static and b) dynamic methods. The former emphasizes the
background whereas the latter emphasizes the peak region. From ref. [61].
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The challenges of multiscale simulations are present in many fields. For example, Rouet-
Leduc et al. proposed a solution for elastodynamic shock propagation simulations [62]. Here,
results of atomistic molecular dynamics simulations at each spatial coordinate are used to
determine subsequent optimum sampling points. They refer to this method as the heteroge-
neous multiscale method, and show that a stress field can be constructed at N grid points us-
ing only ∼ 50×N 0.14 micro-scale simulations. Awile et al. similarly demonstrated a solution
for simulating particle-particle interactions with adaptive resolution [63]. Particle-particle
simulations are relevant not only to physical entities like atoms, but can also be used as ab-
stractions for traffic flow and financial instruments. In priciple, all particles are affected by
all other particles, but in practice, only those within a given cutoff radius have a significant
influence. The authors present a method for efficiently determining which particle-particle
interactions need simulating.
However, these approaches are not directly compatible with RCWA simulations, which
often suffer from challenges similar to those of true multiscale systems, i.e., finding and suf-
ficiently resolving narrowband spectral features in a broad spectrum. To address this chal-
lenge, in a manner that is designed for interfacing with many other simulation packages, the
asasim algorithm was written, and submitted to Computer Physics Communications (ap-
pendix A).
4.1 Analytical model
As described in section 2.1.3, the equations governing resonance wavelength are intricately
coupled. Thus, a wholly analytical solution does not exist. Instead, simulation methods such
as FDTD and RCWA are commonly employed to predict sensor performance and charac-
teristics. Such solutions represent tried and true software with a high degree of versatility.
However, this often also comes at a high monetary cost. Therefore, in 2014, Hermannsson et
al. demonstrated a semi-analytical approach [52] to predicting the GMR wavelength. Briefly,
when the sensor grating properties (period and material dispersions) are known, the refrac-
tive indices can be calculated at an initial guess-wavelength. From these new refractive index
values, another resonance wavelength value is calculated, which gives rise to slightly different
material refractive indices. When the values converge, the resonance wavelength is consid-
ered found. This algorithm can be implemented much more simply than setting up a full
RCWA simulation, in which narrow resonances can furthermore be difficult to detect in a
broad interval. However, this elegant semi-analytical method is incapable of predicting line
shapes and additional spectral features. RCWA provides this ability, as addressed in the fol-
lowing section.
4.2 Rigorous coupled-wave analysis
In this thesis, light-matter interactions were simulated using RCWA in GD-Calc, a MATLAB-
package distributed by KJInnovation (Santa Clara, CA, USA). In the terminology of the GD-
Calc simulation package, a model is first defined with each layer described as a “stratum”,
and each of these strata contain “stripes”. The geometry is thereby set up as shown in figure
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Figure 4.3. Influence of mode
order truncation on RCWA
simulations. Increasing the
truncation limit improves preci-
sion at the cost of computation
time.
4.2 by providing a period and duty cycle for the stripes, and thickness for the strata. Further-
more, the permittivities of the constituent materials must be provided. Dispersion data was
recorded using VASE (J.A. Woollam, NE, USA). The simulation package then simulates the
diffraction efficiencies of s- and p-polarized light at the given polar and azimuthal angle of
incidence, taking into account a number of diffraction orders given by mmax.
Time of computation scales with the number of simulated diffraction orders, but at a cer-
tain limit, the increased precision of the simulation adds little to its conclusion. The diffrac-
tion order truncation limit mmax should thus be set appropriately. Setting the limit too low
can introduce systematic errors, whereas an excessively high limit may improve accuracy
unnoticably at the cost of increased time for computation. Figure 4.3 illustrates a standard
RCWA simulation of a grating at order truncation limits ranging from 1 to 10. The RMS error
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on the reflectivity, with a mode truncation limit of mmax =m is calculated as
RMSE(m)=
√∑n
i=1(Ri ,m −Ri ,10)
n
(4.1)
where i is the index of the simulated wavelength, n is the total number of simulated wave-
lengths, and R is the simulated reflectivity. Each point is thus compared to Ri ,10, i.e., the
reflectivity at a given wavelength simulated with a mode order truncation limit of mmax = 10.
As figure 4.3 illustrates, the computation time increases linearly with the maximum order,
whereas the error decreases roughly exponentially. For such a simple geometry, the error is
already very small when just a few orders are taken into account.
4.3 Optimal peak detection
Apart from adjusting the number of diffraction orders to simulate, in practice, the only other
knob for the user to turn is which wavelengths to simulate. This can most simply be done by
shortening the wavelength interval, requiring a priori information about the resonance wave-
length, or by reducing the resolution. Being a multiscale problem, broadband information is
desired (at low resolution) simultaneously with narrowband information (at high resolution).
This can be achieved by first performing a simulation at low resolution in order to detection
subregions for refinement, then refining these regions of interest to the desired resolution.
However, the initial resolution must be carefully chosen in order to detect all peaks of inter-
est. Figure 4.4 illustrates this problem - when resolution is too low, points may fall on either
side of a narrow peak, which will then be misleadingly absent from the simulation. The ques-
tion therefore is, what initial resolution will ensure that all spectral features of a minimum
half-width are always detected, so that they may be subsequently refined?
A resonant reflection is typically well-described by a lorentzian [64],
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y(x)= 1
piγ
[
1+
(
x−x0
γ
)2] (4.2)
where γ is the scale parameter (effectively half-width at half-maximum) and x0 is the location
parameter. In the context of reflectivity R, taking on values between 0 and 100%, it can be ex-
pressed as a function of wavelength λ and half-width γ, centered at an arbitrary wavelength,
i.e., λ0 = 0,
R(λ)= 1
1+ λ2
γ2
(4.3)
λ=
√
γ2
(
1
R
−1
)
(4.4)
It is a fortuitous property of lorentzian curves that they tend to have “fat tails”, i.e., the per-
turbation from the peak extends further than would be the case for, e.g., a gaussian. While
spectral resolution is traditionally defined on the independent axis (λ), with adaptive sam-
pling, it is possible to define a desired resolution in terms of R.
Because of the subdivisioning-scheme employed, whenever a peak is detected, it is cer-
tain to come out fully resolved. Detection in this context entails that the perturbation from a
peak causes two neighboring points, spaced apart by ∆λ on the first axis, to have a sufficient
difference on the second axis, ∆R > ∆Rmax. The narrowest peak of half-width γ that is cer-
tain to be detected is then a peak that is so narrow, that its perturbation only just causes ∆R
between any two neighboring points to exceed∆Rmax, even when the peak is placed right be-
tween those two neighboring points. In this case, ∆R is zero between them, so for detection,
the difference to the next neighbor must instead satisfy ∆R >∆Rmax. If the distance from the
peak center to the first symmetrically placed neighbor is λ1 = ∆λ/2, then the distance to its
next neighbor must be 3λ1:
∆R =R1−R2 (4.5)
= 1
1+ λ
2
1
γ2
− 1
1+ (3λ1)2
γ2
(4.6)
which does not have a simple solution for the optimal point spacing ∆λ = 2λ1. However, it
can be isolated as
∆λ =±
23
√√√√γ2(4−5∆R)±2p2√γ4(2∆R2−5∆R+2)
∆R
 (4.7)
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There are four solutions, as the value ∆R is found on both sides of the peak, and both
near the top of the peak and at the tail. The solution which has a plus sign in both positions
describes the location at the positive tail, and will be used in the following.
This equation also describes the optimum ratio between the parameters∆λmax and∆Rmax
for a given γmin, as shown in figure 4.5. Parameter-sets below the curve represent the “safe
zone”, yet may be sub-optimal in the sense that they cause more simulation points to be cal-
culated than strictly necessary. Increasing∆λ such that∆λ >∆λmax, there is a risk that peaks
of a given half-width γmin will be missing altogether from the spectrum, like in figure 4.4, as
such peaks will only be resolved serendipitously. In practice, γmin should be chosen such that
it is smaller than the expected minimum peak width. Of course, it is better to err on the side
of slightly increased computation time and correct simulations, than faster and misleading
simulations. With this approach, a peak of half-width of 0.05 nm is certain to be detected and
fully resolved to 0.5%, even when the initial point spacing is ∆λ = 1.33 nm.
4.4 Adaptive sampling
A simplified illustration of the working principle is presented in figure 4.6, with the goal of
producing a (λ,R)-spectrum using ∆Rmax (goal resolution) and γmin (minimum peak half-
width) as input parameters. First, an optimum initial point spacing ∆λmax is automatically
calculated, such that any peak of a given minimum half-width γmin is certain to cause a per-
turbation exceeding the threshold ∆Rmax within the interval, flagging the region for further
refinement. A rough simulation is then performed, with the purpose of detecting all spectral
features of interest.
After each round of simulations, the difference ∆R between neighboring points is evalu-
ated, to identify regions that exceed ∆Rmax. These will be further refined by subdivisioning.
New points inherit the ∆R-value of its parent in that round, such that subdivisioning does
not continue indefinitely.
When the difference between two points no longer exceeds ∆Rmax, the space is subdi-
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Figure 4.6. Working principle
behind the algorithm. An initial
rough simulation is performed
in order to detect all relevant
features. Then, each peak
is further resolved by adap-
tive subdivisioning until the de-
sired resolution is achieved. At
this point, a symmetry-check
is performed in order to en-
sure that two points with sim-
ilar values are not just placed
symmetrically around a peak.
From ref. [61].
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vided one last time as a symmetry-check. It is entirely possible for two points to be placed
symmetrically around a peak, in which case their difference ∆R could be zero, without the
upper part of the peak having been resolved. The symmetry-check safe-guards against this.
If the difference still does not exceed ∆Rmax, the region is considered fully resolved. Thus,
once a peak is detected, i.e., at least one point satisfies the criterion ∆R > ∆Rmax, the entire
peak always becomes fully resolved.
4.5 Systems integration
The code is written to be self-documenting in accordance with The Elements of MATLAB
Style by Richard Johnson [65]. To demonstrate the algorithm, it was applied to three func-
tions, namely a generator-function, which generates model-spectra as superpositions of lo-
rentzians of given scale- and location parameters, useful for testing, a wrapper-function which
calls the RCWA-toolbox GD-Calc, and a wrapper-function for the MNPBEM package. The latter
package simulates SPR phenomena in the context of nanoparticles.
When simulations contain discontinuous steps of height exceeding the desired∆Rmax, no
solution exists that satisfies the resolution criterion. In this case, the algorithm would futilely
continue to refine the region indefinitely, therefore, a maximum iteration limit of 32 is imple-
mented. As the x-axis step size is halved for each iteration, this limit allows a refinement to
1/232th of the original x-axis resolution, which is much more than sufficient for a continuous
spectrum.
As the algorithm itself merely analyzes the function outputs in order to determine optimal
subsequent function inputs, in principle, any 1D simulation function can be implemented.
Although the algorithm was originally developed specifically for optical spectra, where the
transmission or reflection is always between 0 and 100%, it might be useful to many other
types of simulations where a narrow peak is simulated within a wide interval. When the peak
maximum is not 100% but an arbitrary number Y , the algorithm will still be useful by simply
multiplying the y-resolution by Y . However, if peak height can vary over several orders of
magnitudes for varying input parameters, an absolute value for y-axis resolution is no longer
suitable. It may be possible to implement a scheme for dynamically setting a relative y-axis
resolution, and could be within the scope of a future version of asasim.
4.6 Computation time
Significant speed gains are possible by utilizing the multi-core architecture of modern com-
puters. In order to enable parallelization, the simulation effort must be split into well-defined
packages to be distributed on the processor cores. However, as the wavelengths to simulate
are only known after each iteration, where regions to further resolve are identified, for par-
allelization, the spectrum is iteratively scanned with increasingly high resolution in the rel-
evant regions. This also makes it impossible for the system to display a progress bar, as the
end-point is effectively unknown.
In terms of computation time, decreasing ∆Rmax causes more points to be calculated on
the R-axis, but this also increases ∆λmax, reducing the number of points to be calculated
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initially on the λ-axis. In the simplest possible model, consider a spectrum only containing
a single lorentzian peak with a half-width of γ. The number of points simulated on the fully
resolved peak is NR = 2/∆R, and the number of points to be simulated statically across the
spectrum is Nλ = (λmax−λmin)/∆λ. The total number of points to be simulated adaptively is
then roughly
N = 2
∆Rmax
+ λmax−λmin
∆λmax
(4.8)
Using this equation for estimating the number of simulation points, the two methods were
compared for speed as shown in figure 4.7. It is clear that the adaptive method is generally
a couple of orders of magnitude faster than the static method. The figure also illustrates the
computational optimum for the ∆R and thus ∆λ parameters, at a given minimum neces-
sary peak half-width γmin. Time-optimal parameters could be determined by combination
of equations 4.7 and 4.8 and solving d Nd∆Rmax = 0, but this becomes rather unwieldy. As figure
4.7 indicates, the total number of simulated points does not vary steeply for similar values of
∆R , and so the choice of resolution is perhaps more a question of personal preference.
For comparison, in order to achieve the same R-axis resolution with static sampling as
with adaptive sampling, the static first-axis point spacing must equal the smallest distance
between two points separated by ∆Rmax on the second axis. When only a low resolution on
the R-axis is required, or when the spectrum is dense with peaks, the advantage of asasim
diminishes. However, the method especially shines for single-mode resonances in broad in-
tervals. For example, to resolve a peak of half-width γ= 0.5 nm at ∆R = 1% resolution on the
steepest part in an 800 nm interval, the adaptive resolution varies between 0.0046 nm and
4.6 nm, depending on the local spectral features. To achieve a static resolution of 0.0046 nm,
more than 170,000 points would be required. With adaptive resolution, the same is achieved
with 468 points, making the simulation 374× faster.
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Summary
To summarize, the asasim algorithm has been described and elaborated in aspects which
were omitted from the publication [61] (appendix A). The working principle has been ex-
plained, optimum parameters have been derived and a speed comparison has been given.
The analysis here was focused on lorentzian lineshapes, but an identical derivation could be
performed for other line shapes as well. The maximum permittable point spacing would then
be shorter, as the perturbation would not extend as far from the peak center, as in the case
of the “fat tails” characteristic of a lorentzian. For simple resonance spectra, simulation time
can routinely be reduced by two orders of magnitude without compromising resolution in re-
gions of interest, and with a minimum of a priori information. The algorithm was employed
for simulating sensor behavior in ref. [66] (appendix B), and this is the topic of the following
chapter.
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Chapter 5
Optimization
P
HOTONIC crystal slab sensors are commonly fabricated by deposition of high-quality
dielectric thin films in vacuum. Many of the sensors used in this project were fabri-
cated in this manner, with a thin layer of TiO2 as waveguide core. These sensors provide
a sensitivity in water of approx. 90 nm/RIU. However, the necessity of typical cleanroom
equipment makes fabrication much more expensive, and prone to long periods of standstill
during equipment downtime.As an alternative, polymeric PCS sensors were focused on, as
originally described by Hermannsson et al. [26]. Despite their advantages of cheaper and
simpler fabrication, their approx. three times lower sensitivity and environmental respon-
siveness are primary drawbacks. However, with proper optimization, polymeric PCS sensors
can still be competitive with more expensive, traditional sensors.
This chapter presents optimization efforts in most aspects involved with the sensor. It is
found that thermal drift and fluctuations are in fact amplified several times by the materials
constituting the sensor, further necessitating the proposed method for thermal compensa-
tion. Due to high-performance thermal compensation, waveguide core instability was ob-
served, as will be discussed. Finally, the resulting sensor signal is really only as good as the
instrumentation that reads it out, and the algorithm that processes it. Therefore, the exper-
imental setup is optimized, and a number of analysis algorithms are compared for perfor-
mance and speed.
5.1 Fabrication
For TM-mode devices, an 80 nm high-refractive index layer of TiO2 was deposited by IBSD.
Although all internal temperature readings appeared nominal at T <30 ◦C, there was a ten-
dency for the yield of functional sensors to decrease throughout the day, as illustrated by the
sensor micrographs toward the righthand side of figure 5.1. The standard deviation of the
resonance wavelength also had some correlation with chamber temperature as indicated by
figure 5.2. Thus, it was concluded that the internal thermometers of the IBSD did not measure
the actual sample temperature, which these observations indicated had been much higher.
The glass transition temperature of Efiron PC409-AP is 70 ◦C, so for loss of nanostructuring,
the actual temperature would have to exceed this. From this investigation, a process recipe
employing improved cooling was created and used for all subsequent TiO2 depositions. The
yield from thermal damage then approached 100%.
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Figure 5.1. Fabrication quality control micrographs. The clarity of PCS sensors would deteriorate in
correlation with chamber process temperature, shown in degrees Celsius below each micrograph.
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sensitivity (S), but the amount of noise (σ) and thus detection limit varies.
5.2 Analysis
In practice, the resonance wavelength λr is tracked by recording a wavelength-resolved spec-
trum of reflectivity. At resonance, the reflectivity approaches 100%, giving rise to a lorentzianeak
centered at the resonance wavelength. When λr is the descriptor of interest, each spectrum
must be reduced from a vector of wavelength-resolved reflectivity values, to a single reso-
nance wavelength value, sometimes referred to as the peak wavelength value (PWV).
The algorithm used to extract resonance wavelength, also referred to as the PWV[14],
appreciably influences interpretation and limit of detection. Just like optimizations to the
readout instrumentation or the sensor itself could improve performance, the right choice of
algorithm plays an important role.
5.2.1 Finding the resonance
Implementations where the readout parameter is an intensity value rather than a wavelength
value greatly simplifies detection hardware (a single photodiode is sufficient) and analysis.
However, recording the full spectrum enables other advantages, such as having more points
for fitting, multiplexing, and the possibility of reference regions. Using an imaging spectrom-
eter, 1D [67], 2D [68, 14] or even 3D [18] spatial resolution can furthermore be achieved.
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Table 5.1. Comparison of algorithm performance. aNormalized by division of the shortest time. Best limit
of detection (LOD) highlighted.
Method LOD (x10−4) Noise (x10−3) Sensitivity CPU-timea
Full-spectrum center-of-mass 124.0 0.3 0.02 1
Lorentzian fitting 8.7 25.3 29.04 2,216
Simple maximum 18.9 59.2 31.31 1
Fourier 8.0 20.9 26.25 14,584
Smooth and spline 9.8 30.6 31.24 1,055
Center-of-mass, x-truncated 18.8 58.7 31.30 3
Center-of-mass, (y, glob.) 6.3 18.8 29.94 3
Center-of-mass, (y, loc.) 10.9 33.5 30.74 5
In order to compare, the different analysis methods were applied to the same time se-
ries, where the sample refractive index is artificially increased at t =1.5 h by adding sucrose.
This enables an estimation of sensitivity, whereas the long flat period before the addition is
used to estimate the steady-state noise. Figure 5.3 shows the results, as summarized in table
5.1. The simplest and computationally fastest way to express the resonance wavelength is
the wavelength at which the reflectivity is highest. However, this approach is limited by the
resolution of the spectrometer detector, as λr can never assume values between two “bins”
on the detector. Furthermore, as this approach effectively uses data in only one bin, there
is a large waste of available information. This also makes the method exceedingly fragile to
noise in the spectrum, as shot noise will constantly cause neighboring bins to momentarily
be at the maximum. It is, however, computationally fastest, and thus it is used to benchmark
alternative methods against. The CPU-times in table 5.1 are normalized to this “simple max”
duration.
Conceptually a combination of the plain maximum and polynomial fitting approaches,
an alternative is to find the maximum after smoothing, thereby taking into account data at
neighboring pixels and reducing the impact of noise. Smoothing by spline fitting is one way
to achieve this, and the method exhibits a decent detection limit, but computation time is
∼1000 times longer, compared to the simple-max method.
Much like the mathematical spline, “anything” can be fitted to a Fourier series. Among
the examined algorithms this is the slowest, being>14000 times slower than the simple max-
imum. It does, however, perform very well, achieving a detection limit that is among the
lowest in this study.
Theoretically, resonant reflections are described by a lorentzian but due to imperfections
in the sensor itself and/or readout instrumentation, the peak is often skewed from a symmet-
ric lorentzian, instead displaying a Fano lineshape. Furthermore, lorentzian fitting is >2000
times as computationally demanding, compared to the simple-max approach.
The method tested here that yields the lowest noise without sacrificing sensitivity, and
thus achieves the best detection limit, is the globally y-truncated center-of-mass approach.
Incidentally, this was also independently found in a study of SPR analysis methods. This
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Figure 5.4. Influence of centroid threshold on a) noise and sensitivity, and b) detection limit. Intermediate
threshold values provide optimum performance. The poor LOD is due to the particular sensor used being
subpar.
method is also computationally comparable to the simple-max approach. In the y-truncated
approach, a y-axis threshold is provided. Data points below this value receive zero weight-
ing in the the center-of-mass calculation. Thus, only the relevant data points (those relating
to the resonant peak) are used in the analysis, and the points to be analyzed is determined
by their value on the intensity-axis, rather than by selecting a window on the wavelength-
axis. It should be noted that even lower noise can be achieved by selecting a narrow, static
wavelength interval. This approach may be suitable when very small shifts are expected, but
for larger changes, the peak might leave the interval. Broadening the interval then causes a
loss of sensitivity, trending toward the situation of the full-spectrum center-of-mass, which
has almost zero sensitivity: as the peak only occupies a limited portion of the spectrum, the
weight of the background diminishes sensitivity. On the other hand, the noise is lowered, as
the peak location fluctuations are equally blurred by the weight of the full spectrum. How-
ever, as indicated in table 5.1, this is a poor tradeoff, as the detection limit achieved with this
algorithm is the worst among the algorithms tested.
5.2.2 Choice of window
The method used to determine the fitting region can be as important as the fitting method
itself, and is rarely stated in the papers that utilize the approach. If a constant interval is
chosen, what happens if the peak approaches the edge of the window? Fewer data points
will be included, and if the peak shape is asymmetric, the system sensitivity could become
slightly non-linear. If an interval is chosen dynamically per-frame, e.g., as the data interval
exceeding a certain absolute value, then the interval itself will be subject to noise, which can
destabilize the fitting. If the interval is chosen based on a distance from the peak, then a
chicken-and-egg situation is at hand, as the method used to find the peak initially may add
noise. The choice of threshold also matters to the y-truncated CoM approach. Figure 5.4
illustrates the influence of the choice of threshold on noise, sensitivity and detection limit.
Setting it too low means excessive weighting of the background, limiting sensitivity. Setting it
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too high means fewer points being included, increasing noise. In situations where part of the
background occasionally exceeds the threshold, the center-of-mass value is violently shifted
away from the resonance, increasing noise tremendously. Thus, an optimal threshold exists,
which varies from sensor to sensor. However, as figure 5.4 shows, both sensitivity and noise
varies slowly at a threshold around 50%, so this value is usually a good starting point.
Hot pixels are artifacts of unusually high intensity that can sometimes occur on detectors,
arising from shot noise or electrical interference rather than actual reflectivity. Hot pixels can
significantly disturb the determined resonance wavelength, appearing as transient spikes in
a time series. To safeguard against these, the best compromise was found to be to perform
a time-average of the full time series, then calculating an absolute intensity threshold based
on the relative threshold value. This approach was implemented in the function speCoM,
which calculates center-of-mass resonance values based on an input relative threshold, after
performing a global average to avoid hot pixels.
With detection limit defined as the ratio of noise to sensitivity [20, 22], LOD = 3σ/S, the
ideal algorithm achieves a low noise without sacrificing sensitivity. For real-time applica-
tions, the computation time also has merit.
As discussed, the centroid method was found to yield the best performance and fastest
processing speed. Thus, this method was implemented in the function speCoM, which cal-
culates the centroid wavelength after thresholding at an input value. It can process 2D or 3D
matrices of data. In order to safe-guard against rare yet disturbing hot pixels, i.e., transient
bright pixels randomly occurring from noise, a global absolute value is first determined for
each line, based on a temporal average of all frames, given the input threshold. Because the
absolute threshold value is thus fixed for each, this eliminates another potential source of
noise. As is also the case for SPR, the choice of algorithm used for determining the resonance
wavelength is of substantial importance to the overall performance of the system [69], and
ultimately affects the limit of detection.
Data output by speImport is structured as a 3D matrix with wavelength on the first di-
mension, spatial position on the second and time on the third dimension. As the whole wave-
length dimension can be reduced to a single wavelength, namely the resonance wavelength,
a data reduction of more than 103× is achieved. This reduces the data to a 2D-matrix, which
can be represented as a kymograph with time on the first axis. By extracting the resonance
wavelength at certain spatial positions, or averaging a spatial interval, the spatial dimension
is further collapsed, resulting in a one-dimensional data set, i.e., a time series, which is much
more managable than a heavy 3D-matrix.
5.3 Instrumentation
The setup used in this project was originally designed and built in previous work [25], with
modifications for optimization. For one, the angle of incidence θ on the sensor is an im-
portant parameter. When excitation light is perfectly collimated and aligned, the full illu-
mination zone receives light at normal incidence. However, when collimation or alignment
is imperfect, the angle of incidence becomes oblique at certain positions. In order to en-
sure collimation, a focusing lens is placed in the excitation light path, such that the light
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Figure 5.5. Titania-based
sensor deteriorating upon UV-
irradiation. After a variable
amount of time, in this case
ca. 60 min, the sensor starts
to break down.
becomes focused on the back focal plane of the microscope objective. With proper focus-
ing and matching focal lengths, light exiting the objective will be collimated. When this is
not the case, a cone of angles will be incident on the sensor. Thus, the light received at the
spectrometer slit represents an average of the irradiation cone of angles, causing a splitting
of the resonance [19]. To investigate the influence of improper collimation, a simulation was
set up, as shown in figure 5.6. According to these results, even an 8 mrad (<0.5°) angle can
cause a splitting of∼50 nm. As these angles are being averaged, that effectively causes a peak
broadening from less than 1 nm to more than 50 nm.
One of the many merits of titania is its self-cleaning property, which generates free rad-
icals upon UV irradiation, killing bacteria. However, particularly under alkaline conditions,
this reaction would also deteriorate the sensor chemically over time, as shown in figure 5.5.
The significant amounts of UV-radiation generated by the laser-driven light source (LDLS).
was still strong enough to deteriorate the surface even after passing through 2 mm of PMMA,
which absorbs ∼90% of UV light. Therefore, when using titania-based sensors, a longpass
filter was inserted into the excitation light path.
The modified setup employed is rendering via computer-aided design (CAD) in figure
5.7. CAD-models were acquired from Thorlabs, Princeton Instruments, and Energetiq, and
positioned in Blender 2.77 (Blender Foundation, Amsterdam, The Netherlands) to ensure an
accurate and comprehensive bill of materials (BOM) prior to ordering components. This ap-
proach helped ensure that spatial restraints did not clash with component requirements such
as focal lengths. Supporting structures are shown in white, and the setup is built on a bread-
board to improve mobility. It was a main design consideration to keep the center of gravity
as low as possible, while accomodating the necessary components, in order to minimize the
center of mass and thus vibrations. The setup is placed on an optical table, which along with
the clamped posts ensure stability. Two nested cage systems of 30 mm and 60 mm are em-
ployed to aid alignment, and components near the readout point are mounted on a dovetail
optical rail.
Light sources are shown in yellow, and constitute an LDLS, shining through the left-most
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Figure 5.7. 3D-rendering of modified setup. An adjustable mirror and lens improves collimation, and the
setup allows an NIR laser to shine through a hot mirror near the bottom of the setup.
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fiber collimator. This light is bright and spectrally flat, and is generated from a white plasma
contained within the square box on the right, being excited by the laser shown on the right.
Another laser (not shown in the image) can be interfaced through the bottom-most fiber col-
limator. White light is reflected by an adjustable mirror (generally shown in purple) through a
plano-convex lens and an aperture (generally shown in blue), before reaching a 50:50 beam-
splitter and being reflected up through a microscope objective. The mirror and lens is ad-
justed so as to focus the light on the back focal plane of the objective, in order to ensure
collimated excitation light exiting the objective. The objective is mounted on a manual z-
translation mount (shown in red), and the sample wafer (not shown) is mounted on a mo-
torized x y-stage, shown cut-through for clarity. Light reflected by the sample wafer is di-
rected back through the objective and beamsplitter, reflected by a hot-mirror on the bottom
towards a 180 mm tube lens. Detectors, namely an imaging spectrometer (Acton SP2750,
Princeton Instruments, NJ, USA) and a color CCD, are shown in green. A polarizing beam-
splitter ensures that resonant reflections are received by the imaging spectrometer, whereas
the other polarization is directed to the color CCD and used for positioning. The polarizing
beamsplitter has a higher polarization purity in the transmitted beam (1000:1 extinction ra-
tio) compared to the reflected beam (down to 20:1), and so ideally, the imaging spectrometer
slit should be in continuation of the dovetail rail. Due to space constraints, a 90° mirror was
implemented instead. The imaging spectrometer slit and color CCD are positioned at the
focal point of the tube lens.
The bottom-most fiber collimator allows interfacing of an NIR laser. The hot-mirror en-
sures full reflection of visible light, and full transmission of NIR light. The fiber collimator
is installed in a translation mount for alignment. Assuming sufficient collimation from the
fiber collimator, the laser is then focused on the sensor surface by the microscope objective,
when the objective height is adjusted to provide a focused image. This setup provides suffi-
cient degrees of freedom to ensure focusing, collimation and alignment of the two input light
paths and two output light paths simultaneously. When complementary temperature mea-
surements were needed, a pyrometer would be mounted on the motorized stage, at an angle
to avoid shining light directly into the measuring window.
The discussion of collimation angle also applies to the alignment of the excitation illumi-
nation. Even when these rays are perfectly collimated, if they do not center on the microscope
objective, they will exit at an angle, causing a peak splitting. For this reason, the adjustable
mirror was added to the collimated fiber, allowing easy and precise adjustment of the angle
of incidence.
5.4 Temperature
Changes in water temperature changes its refractive index by 1×10−5 RIU per 0.1 ◦C [70].
Therefore, thermal control and/or compensation is necessary for high-resolution refracto-
metric measurements. One way to enable this is by depositing a droplet of polymer to cover
part of the sensor area, effectively producing a reference region of known refractive index. As
refractive index contrast to the waveguide core is required, the refractive index must be lower
than that of the core. This is less of a limitation for titania-sensors (nD ∼2.61 RIU), but as the
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Figure 5.8. Characterization
of thermal probes. a) All pro-
filometer measurements over-
laid, showing spatial extent
(x) versus height (z). Note
the unequal axis ranges. b)
Height (d z) plotted against di-
ameter (d z). Lines indicate the
mean plus/minus one standard
deviation. Diluting the poly-
mer generally enables smaller
droplets.
polymeric PCS sensors have a core refractive index of nD =1.59 RIU, the thermal probe mate-
rial is limited to a value below this. Furthermore, for readout without spatial resolution, i.e.,
using a point probe spectrometer rather than an imaging spectrometer, the refractive index
must be different to that of the sample. Furthermore, it should be possible to fabricate the
region as a thin layer that only occupies part of the sensor area. Thus, with the added bonus
of simplifying fabrication and reducing chemical compatibility issues, the low-refractive in-
dex polymer used for the nanostructured substrate, Efiron PC409-AP (nD ∼1.40 RIU), was
chosen for thermal probes. Assuming a 0.5 nm line width, this allows a dynamic range of
∆nD =0.03 RIU, corresponding to a sucrose concentration of >200 mg/mL. In order to de-
posit thermal probes, i.e., regions on the sensor with a known refractive index, a number of
approaches were attempted.
The most straight-forward method is manual deposition, by dipping a pipette tip into a
polymer solution, and then transferring tiny droplets onto part of each sensor. Like HI01XP,
Efiron does not properly cure in the presence of oxygen. Droplets were therefore cured in a
nitrogen atmosphere. By using Efiron diluted to 85%, smaller droplets could be deposited
manually, with heights down to less than 10µm, as shown in figure 5.8. This is still far above
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Figure 5.9. Thermo-optic coefficient investigated by a) deliberately inducing a temperature perturbation.
b) Resonance wavelength shift is correlated with temperature as measured with a pyrometer.
dλ/dT=-30.0 pm/◦C, r2=99.86%, N=1801. From ref. [66].
the penetration depth of eˆ =138 nm, allowing such manual droplets to be embedded within a
shallow and wide (e.g., 20µm×2 mm) channel. However, as the size and position of manually
deposited droplets are difficult to control, alternative methods were investigated.
One option is to use photo lithography to accurately define areas of photoresist, which
could then be spincoated to the desired thickness. However, as all three polymers would
have to be compatible with all physical (e.g. sonication) and chemical (e.g., development)
aspects of the process flow, this proved challenging.
As accounted for in ref. [66] (appendix B), from which the following paragraph originates,
the thermal probe resonance response is highly correlated with temperature, as ascertained
by recording a deliberate thermal perturbation by the two complementary methods, i.e. py-
rometer and photonic crystal readout.
The amplified temperature sensitivity due to thermally induced refractive index changes
in the sensor stack was investigated by adding a droplet of heated water to a thermally equi-
librated volume of water sitting on a titania-type sensor. The result is shown in figure 5.9.
The temperature was measured using a pyrometer simultaneously with resonance shift mon-
itoring. As the refractive index sensitivity of these sensors was dλ/dn = 90 nm/RIU, the
effective thermo-optic coefficient of the sensor in water was determined to be dn/dT =
3.3 ·10−4 RIU/◦C, an amplification of 3.3× compared to the thermo-optic coefficient of water
itself [70], exacerbating the need for thermal referencing.
With effective temperature compensation, a flat baseline can be achieved even in the
presence of drift and sample perturbations, as shown in figure 5.10. A steady baseline is
disturbed by the addition of warm and cold water at t = 1.1 min and t = 2.6 min, respec-
tively. The only difference here would be a slight temperature variation, which is effectively
canceled by the thermal compensation method, maintaining a stable baseline. Then, at
t = 4.0 min, buffer is added. This time, a perturbation is caused by both the mixing of buffer
salts with the existing sample, as well as a slight temperature fluctuation. Due to the indepen-
dence from thermal contributions afforded by the method, sample mixing time is decoupled
from the thermal equilibration process, and full mixing is observed to take ∼ 15 s.
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of thermal compensation effi-
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5.5 Waveguide core swelling
For the case of polymeric sensors, an erratic behavior was observed under certain circum-
stances. As shown in figure 5.11, when measurement times are low, the reference probe
can sufficiently account for fluctuations of polymeric PCS sensors, and will effectively cancel
noise and drift. This is likewise the case after a sufficiently long equilibration time. However,
on intermediate time scales, steady-state resonance shifts are not correlated with tempera-
ture, and the reference probe can no longer account for the shifts observed. It is hypothesized
that this is caused by water absorption into the core-polymer. If water displaces air in an
otherwise stationary polymer matrix, the layer thickness should remain constant while the
effective refractive index should increase. If water causes a swelling of the polymer network,
the thickness should increase and the refractive index decrease.
The latter explanation was supported by VASE as shown in figure 5.12a, indicating a slight
increase in core thickness and a concomitant decrease in the core refractive index. It should
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Figure 5.12. Water degassing investigated by a) ellipsometer, indicating concomitant core layer shrinking
and refractive index increase, and by b) RCWA, indicating a 215 pm resonance shift in response to the
changes measured by ellipsometry. The result is consistent with the direct sensor readout data.
be noted that the measured difference on the order of some Ångströms may be outside the
accuracy of VASE, but it may be within its limit of precision.
The experimental observations from the PCS sensor and VASE were supported by RCWA.
The effective core refractive index neff was modelled as
neff = n1F +n2(1−F )⇔ (5.1)
F = neff−n2
n1−n2
(5.2)
where n1 is the refractive index of water, F is the water fraction, and n2 is the refractive index
of the core polymer. It was found that a 0.55 nm core thickness increase and a 5×10−3 RIU
core refractive index decrease should indeed correspond to a 210 pm blueshifting. Assuming
the effective core refractive index to be described by a mass-fraction dependent combination
of water and the high-refractive index polymer, this degree of swelling corresponds to a 0.3%
water-uptake, not uncommon for polymers.
One method for quantifying the time until steady state is to look at the time derivative of
the temperature-compensated graph. When stability has been reached, the reference and
sample regions are proportional and temperature effects are effectively cancelled out, in
which case the time derivative approaches zero (barring noise). To investigate when this
occurs, a 1-hour rolling time derivative (dλ/d t ) was calculated, and the first time when it
reached zero was taken as the equilibration time. This generally occurs after approx. 1.5
hours.
Once the sensor has been primed by wetting, it should be ready to receive a sample. How-
ever, if water is able to penetrate the waveguide core, would other molecules be able to as
well? As a pilot experiment, a sucrose solution was added after overnight equilibration, as
shown in figure 5.13. The signal changes appreciably, but the thermally compensated signal
stays rather constant after mixing, indicating that at least sucrose does not absorb into the
polymer matrix.
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Figure 5.13. Sample equili-
bration investigation, with data
displayed as a) time series and
b) resonance correlation. The
rapid re-equilibration indicates
that sucrose does not access
the waveguide core by absorp-
tion.
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Summary
In this chapter, a number of approaches to determining resonance wavelength have been
compared. The choice of algorithm is important as it directly affects the performance of the
sensor. The “globally y-truncated centroid” algorithm was found to provide the best detection
limit at a low computational cost.
With a proper choice of thermal probe material, readout without spatial resolution is pos-
sible. An amplified temperature sensitivity of 3× for titania PCS sensors was documented,
emphasizing the need for temperature compensation. It was shown that with proper tem-
perature compensation, a fluctuation- and drift-free signal baseline can be maintained, even
in the presence of sample perturbation. This also allows investigations of transient effects,
which might otherwise be obscured by delay from thermal control.
With isolation of thermal effects, waveguide core swelling was established, as supported
by VASE and RCWA. This poses an important limitation to the polymeric class of sensors, as
they must be wetted for several hours prior to use. This makes them unsuitable for use as free-
standing sensors, but makes them suitable for microfluidics integration, where a chip may be
wetted prior to packaging. In the next chapter, we will have a look at potential microfluidics
applications.
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Chapter 6
Microfluidics
W
ORK on microfluidics systems has largely been motivated by the promise of LOC de-
vices for use at the POC. This is particularly relevant to developing countries, where
educated personnel and necessary laboratory facilities may be scarce [1]. The basic
promise of LOC devices is that they take an analysis, which might involve several processing
steps on multiple instruments in a laboratory, and integrate them onto a single chip [51]. Mi-
crofluidic components allow, e.g., generation of droplets of an adjustable size, or sorting of
molecules via diffusion. These two examples have been investigated in the context of PCS
sensor integration, which is the topic of this chapter. We will first look at how the diffusion
length can be estimated using an integrated PCS sensor, how the microfluidics dimensions
influence the system, and discuss the feasibility of quantitative diffusion measurements us-
ing this method. Towards the end of the chapter, droplet microfluidics will briefly be de-
scribed.
6.1 Monitoring diffusion length
A microfluidic H-filter is a classic microfluidic components, which enables passive sorting
of particles and molecules by size. As illustrated in figure 6.1, two liquid streams meet at the
horizontal bar of the “H”, and co-flow laminarly, i.e., without any convective mixing. The only
way for a particle or molecule to transport from one stream to the other is through diffusion,
which according to equation. 2.41 is related to the size of a molecule. For label-free inves-
tigation of diffusion in a microfluidic H-filter, it was integrated with a PCS sensor, as will be
explained in this section.
The simple microfluidic architecture of an H-filter, favoring wide channels, is suitable for
rapid prototyping techniques such as adhesion bonding (see figure 6.2a). By laser-cutting
into adhesive tape, channels are defined where the tape is ablated, and a tight seal can be
formed with a flat plastic part. The height of the tape was measured by using the channel
as a makeshift Fabry-Pérot etalon (figure 6.2a, and then analyzing the produced interference
pattern (figure 6.2b). As discussed in section 2.1.5, the FSR of a Fabry-Pérot etalon then re-
veals the height of the cavity, i.e., the adhesion layer thickness. The figure also illustrates how
a simple straight channel, with a single inlet and outlet, can be rapidly prototyped by laser
cutting and adhesion bonding.
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Figure 6.1. Principle of the microfluidic H-filter, shown a) schematically and b) conceptually. Two liquids
co-flow and mix only by diffusion, allowing small molecules (blue) to transport across the channel, whereas
larger molecules (such as the BSA molecule shown in green) remain in one liquid stream. An integrated
PCS sensor measures the diffusion profile along a line, as the increased refractive index from solutes
cause a redshifting of the resonance.
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Figure 6.2. Makeshift Fabry-Pérot etalon for measuring layer thickness. a) Schematic illustration of the
layer stack. b) Sample interference pattern, showing an FSR, which reveals the cavity height and thus
layer thickness.
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diffusion.
This simple channel system performed quite well, and diffusion profiles could be ob-
tained as shown in figure 6.3. Here, the diffusion length is measured at the sensor surface,
i.e., at the bottom of the channel. Because of the parabolic flow profile, deep channels result
in a concentration profile perpendicular to the bottom of the channel, which is undesirable.
This effect can be neglected when the time for diffusion is much shorter than the average
convection time, blurring the gradient
L =
√
2Dtdi f f ⇔ (6.1)
tdi f f =
L2
2D
= (0.5 ·10 ·10
−6 m)2
2 ·5.9 ·10−11 m2/s = 0.2 s (6.2)
tconv = ∆x
vav g
(6.3)
vav g = Q
wh
⇒ (6.4)
tconv = ∆xwh
Q
= 20 ·10
−3 m ·1 ·10−3 m ·10 ·10−6 m
2 ·10−11 m3/s = 10 s (6.5)
vx (y, z)= 4h
2∆p
pi3ηL
∞∑
n,odd
1
n3
[
1− cosh(npi
y
h )
cosh(npi w2h )
]
sin
(
npi
z
h
)
(6.6)
vx (y, z)= ∆p
2ηL
(h− z)z (6.7)
Another consequence of the no-slip boundary condition is that the velocity profile has a
parabolic shape, such that the flow velocity is higher at the center of the channel than near the
walls. Equation 6.6 describes this for a rectangular channel [51], and is illustrated in figure 6.4,
which also showns that for wide channels, edge-effects along the y-dimension are only influ-
ential in a very limited part of the channel. When measurements are not done near the wall,
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Figure 6.4. Parabolic flow profile typical of pressure-driven flow. a) In a narrow channel, velocity is reduced
along much of the x-dimension, while it is almost constant along x for b) a wide channel.
which is the case in this work, the flow velocity profile is well-approximated by two parallel
plates, equation 6.7, which in this case gives less than 5% error for 90% of the channel width.
The consequence is that the convection time to arrive at a downstream position y is shorter
in the center of the channel than near the wall. As diffusion length scales with this residence
time, diffusion will have transported species further across the boundary (in the x-direction)
near the wall than closer to the center, giving rise to a butterfly-shaped concentration profile.
The PCS sensor has a penetration depth on the order of a few hundred nanometers, so this
is an important effect. However, as diffusion also occurs in the z-direction, i.e., perpendicu-
lar to the channel floor (where the sensor is located), this residence time differential cancels
when the diffusion length x¯ is comparable to the channel depth. As x¯ scales with the square
root of time, the butterfly effect is much more prominent for deep channels such as those
fabricated by rapid prototyping (h ≈100µm), compared to those fabricated by PDMS casting
(h ≈10µm).
As the equations indicate, in a channel of 10µm height, molecules can be transported
from wall to interior with a anverage diffusion time of 0.2 s. By comparison, the average con-
vection time is 10 s, ensuring that such secondary gradients vanish. However, with a channel
height of 100µm, the diffusion time exceeds the convection time. In these cases, after a given
time, molecules closer to the wall will have diffused farther than those closer to the channel
center. Due to the shape of the diffusion profile, this was termed “the butterfly effect” by
Kamholz et al. [71]. The effect complicates matters substantially, and others have resorted to
full, three-dimensional numerical solution of the diffusion-convection equation (6.1) in such
cases [39]. As the devices employed here have a length on the centimeter-scale, which must
be finely meshed, simulation convergence was difficult to obtain. Instead, a Monte Carlo
simulation was written in MATLAB 2016b (The Mathworks, Natick, MA, USA), which “flips a
coin” to determine whether z-axis diffusion moves the molecule towards or away from the
channel center, then moves it a distance d z as determined by the time step d t . At the same
time, the molecule is moved a distance d y as determined by the y-axis velocity vy (z) at that
time step. This is illustrated in figure 6.5. Note that d y is much smaller when the molecule is
closer to than wall than when it is closer to the channel center (compare points at y ≈−140µm
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Figure 6.5. Sample from a Monte Carlo simulation of diffusion and convection in a 10 µm deep channel.
When the molecule is closer to the wall (z = 0), the change in y-position is much smaller per time-step than
closer to the channel center, due to the parabolic flow profile.
to points at y ≈80µm). The measurement location is at y = 0, so the simulation is performed
in reverse, to avoid the majority of possible trajectories, which would cause a molecule to
end up outside the GMR mode interaction volume. When z-axis diffusion is sufficient, z-axis
gradients will blur before the molecule is measured at y = 0, and the average flow velocity v¯y
is representative of the diffusion time. When measurements are taken close to the stagnation
point, or if the molecule is large and slow-diffusing compared to the flow velocity, a z-axis dif-
fusion time gradient will be present. Molecules that end up in the mode interaction volume
are then more likely to have stayed near the wall longer, potentially increasing their diffusion
time far beyond the average convection time.
As the channel depth is limited by the tape thickness, adhesion bonding cannot provide
sufficiently shallow channels for the butterfly effect to be negligible. Instead, PDMS casting
and UV photolithography was turned to.
6.1.1 Photolithography-defined devices
A custom chromium photomask was used with standard photolithography to define chan-
nels of width 500µm to 2000µm in SU-8. This resist is sufficiently hard and stable that it can
be used as a casting mold directly, making etching unnecessary. In order to facilitate release,
an FDTS coating was applied. A slab of PDMS was cast from the mold, inlet holes were de-
62 CHAPTER 6. MICROFLUIDICS
-1000 -500 0 500 1000
x [µm]
0
2
4
6
8
10
z 
[µm
]
1800 rpm
2000 rpm
2200 rpm
Figure 6.6. Profilometer char-
acterization of H-filter stamp,
after spincoating the polymer
to a thickness of approx.
10 µm.
fined using a biopsy punch, and the system was integrated using plasma bonding.
The height of the silicon stamp for H-filter molding was measured by profilometry, as
shown in figure 6.6. A spin speed of 2000 rpm leads to a device of dimensions very close to
the specifications, namely 10µm height and 1 mm width. Several designs were included on
the same photomask, enabling channels of widths ranging from 0.5 mm to 2 mm. However,
as PDMS is known to shrink upon curing, the bonded device was also characterized by map-
ping the interference pattern observed in the air-filled channel, as explained in section 6.1.
This intereference is due to Fabry-Pérot interference. When the refractive index of the cav-
ity medium (air) is known, the cavity length (channel height) is revealed by the wavelength-
dependent interference period, known as the FSR.
6.1.2 Flow development
According to the no-slip boundary condition, the fluid velocity is zero at the wall. Where the
two walls meet, the flow must therefore also be zero, and is referred to as the stagnation point
[72]. Upon moving farther downstream, the flow develops until the parabolic flow profile has
been established. The entrance length Le describes the distance from the stagnation point,
where the velocity has reached 99% of the fully developed velocity profile. For simplicity,
measurements should be conducted downstream from Le , which for a circular pipe (at least
providing an order-of-magnitude estimate for a rectangular channel [71]) is expressed by
Le = d(0.379e−0.148Re +0.0550Re+0.260) (6.8)
where d is pipe diameter and Re is Reynold’s number (equation 2.37). At 5 mbar, the Reynold’s
number is Re = 0.0007 (purely laminar), and using an equivalent pipe-diameter of d = 2pwh/pi,
the entry length is found to be merely Le = 46µm, safely upstream from the measurement po-
sition at y = 10mm.
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Figure 6.7. Kymograph of
BSA diffusion experiment, ob-
tained by end-to-end fusing
the resonance wavelength dis-
tribution for each frame. The
color corresponds to reso-
nance wavelength shift nor-
malized to the reference val-
ues in pure PBS buffer (λr = 0)
and pure BSA (λr = 1). The
sharpness of the transition in-
creases with measured pres-
sure.
6.1.3 Axial diffusion
Diffusion also occurs in the axial (y-axis) direction, often referred to as Taylor dispersion,
which can influence the convection time. The extent of this effect has been the topic of some
controversy [73, 74, 75], but when the axial diffusion length is much shorter than the total
convection length, the effect can be neglected. Under proper conditions, only transverse
diffusion in the x-direction thus becomes significant.
6.1.4 Diffusion length
The resonance wavelength distribution λr (x) of each frame can be combined to form a ky-
mograph displaying time on the first axis, as shown in Figure 6.7. It is evident that the RI
boundary becomes sharper when the pressure difference increases, which decreases the time
for diffusion and thus diffusion length. The figure also indicates the reference signals when
the channel is entirely filled with sample or buffer, respectively. As the sharp boundaries on
the temporal axis indicate, steady state is rapidly achieved. At the lowest flow rate shown here
(Q =19.1 nL/s), the convection time is tconv = y wh/Q =9.15 s. Following a change in flow rate,
a delay of t > tconv should thus be permitted to ensure steady state. By temporal averaging of
the resonance wavelengths within each section, steady-state diffusion profiles are obtained
for various flow rates, as shown for glucose and BSA in Figure 6.8. Theoretically, with these
diffusion profiles, it should be possible to derive the diffusion coefficient of compounds dif-
fusing in a sensor-embedded microfluidic H-filter.
6.2 Estimating diffusion coefficient
For determining D, a linear plot can be constructed (using a simplified hydraulic resistance
Rhyd). When the flow rate Q is known (using syringe pumps), the convection time tconv,Q is
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Figure 6.8. Experimental diffusion profiles for a) glucose and b) BSA. Higher flow rates (Q in the legends)
lead to sharper transition (smaller x¯) at a given downstream position. Solid lines indicate best fits to
equation 2.51.
given by
tconv = ∆y
v
(6.9)
v = Q
wh
(6.10)
tconv,Q = ∆y wh
Q
(6.11)
(6.12)
Alternatively, when ∆p is known (using an electronic MFCS), the convection time tconv,p
is estimated as
Q =∆pRhyd (6.13)
Rhyd =
12ηL
h3w
⇒ (6.14)
tconv,p = ∆y wh
∆pRhyd
= ∆y wh12ηL
∆ph3w
= ∆y
∆p
L
h2
12η (6.15)
The expression of hydraulic resistance is quite complicated, but can be simplified with a
minimum loss of precision. For the channel geometry in question, i.e., h = 9.15 µm, w = 1
mm, L = 20 mm, the parallel-plate approximation gives an error of 0.58%, whereas shallow-
channel approximation gives an error of 2 ppm. Then, the diffusion time is
x¯ =
√
2Dtdiff (6.16)
D = kB T
6piηr
(6.17)
tdiff =
x¯2
2D
= 3pi
kB T
x¯2ηr (6.18)
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Figure 6.9. Diffusion fitting.
Fitted slope when using equa-
tion 6.15 to describe diffusion
time. Agrees reasonably well
with linear interpolation, but
does not intersect at zero.
Combining equations 6.15 and 6.18 yields a viscosity-independent expression:
tconv = tdiff (6.19)
∆y
∆p
L
h2
12η= 3pi
kB T
x¯2ηr (6.20)
x¯2 = 4kB T
pi
∆yL
h2rhyd
1
∆p
(6.21)
Thus, plotting the measured diffusion length x¯ against the inverse pressure gradient 1/∆p
yields a slope which depends on the geometric parameters of the channel, which are known,
and the unknown hydrodynamic radius rhyd. Alternatively, 6.21 can be plotted as x¯ against
everything on the right-hand side except 1/r , which will then be the slope. However, as figure
6.9 shows, the data appears reasonably linear for the pressure interval investigated, how-
ever, equation 6.21 predicts as linear fit with zero intersection, which is clearly not the case
here. Assuming the model to be correct, the only way for the data to end on a line with zero-
intersection, is for a constant offset to be present in either ∆p or x¯. Changing any of the
geometric factors, such as height, only affects the slope. The diffusion length is a result of
fitting, and it is difficult to imagine why a constant offset would be present there. If the spa-
tial coordinates were off, or if the hydraulic resistance approximation was poor, this would
all lead to a multiplication factor rather than a constant offset. One possibility is that a pres-
sure leak is present, e.g., due to parasitic flow, such that a constant pressure error is affecting
all readings. Diffusion time is more than sufficient to blur out any z-axis gradients, so it is
unclear why the model should be erroneous.
Looking instead at a situation where the pressure is unknown, but the flow rate Q is mea-
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sured directly, allows for a combination of equations 6.23 and 6.18 to yield
tconv,Q = tdiff (6.22)
∆y wh
Q
= 3pi
kB T
x¯2ηrhyd (6.23)
rhyd ·Q =
kB T∆y wh
3piηx¯2
(6.24)
One disadvantage is that η is uncertain. Plotting Q against the right-hand side of equation
6.24, directly reveals hydrodynamic radius r as the slope. Using the extreme values of pure
water η= ηwater, glucose solution η= ηglucose, or an average between the two, η= ηmix, yields
widely different results. At high concentration, the viscosity is expected to depend on spatial
coordinate, η= η(x), which the model may not take into account.
This representation fits reasonably well with a zero-intersection linear curve. However,
even for the lowest viscosity (ηwater), the hydrodynamic radius is underestimated by 25%.
This might be explained by the geometrical parameters (∆y , w , h) being overestimated. It is
unlikely that either of these are off by 25%, and the height was verified by two complementary
methods, but if two of the parameters width/height/y-coordinate are both underestimated,
they need only be underestimated by 5% each. The y-coordinate was measured using the
stage controller, which has micrometer precision. As ∆y = 19.1 mm, even a modest 5% vari-
ation would still mean that the controller was off by 1 mm, which is unlikely. The width of
the channel stamp was measured by profilometry, but a 5% shrinking after casting cannot be
ruled out [76]. However, a 25% variation seems unlikely. Alternatively, the flow rate could be
systematically overestimated by 25%. In practice, flow rates were adjusted such that the inter-
diffusion zone was approximately in the center of the channel, and the measured flow rates
were not identical. This is to be expected for two liquids with different viscosity. However, it
was uncertain that the flow rate of the high-viscosity sample was reliable, as the heat capac-
ity of the 2 molal glucose solution is 15% lower than that of water [77], which the flowmeters
were calibrated to. The concrete influence on the measured flow rate depends on the phys-
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ical model employed internally by Fluigent, which is unknown. Thus, the total flow rate was
assumed to be twice that of the water flow rate, and it is in principle possible that this could
provide a 25% reduction in total flow rate. An alternative explanation is that it may relate to
the coupling between the optical and fluidic aspects of the device.
6.3 Optofluidic coupling
Possible consequences of the sensor sensitivity decaying exponentially from the surface should
be considered. The evanescent decay length describes the distance from the surface, at which
sensitivity has reduced to 1/e, is given by
eˆ = 1/
√
β2−n21 ·k20 (6.25)
where β is the mode propagation constant, n1 is the superstrate refractive index and k0 is the
vacuum wavenumber. Thus, with a grating period of Λ= 368 nm and resonance wavelength
of λr = 550 nm, the evanescent decay length is eˆ = 130 nm, At a distance z from the surface,
the sensitivity s is thus simply
s = e−z/eˆ (6.26)
i.e., the 95% of the sensitivity will be within the first 388 nm from the surface.
Due to the parabolic flow profile characteristic of pressure-driven flow, for an inifinite
parallel-plate channel (justified by the low aspect ratio of the channel of h/w = 10/400), the
axial flow velocity vy (z) is given by[51]
vy (z)= ∆p
2ηL
(h− z)z (6.27)
(6.28)
Thus, the velocity goes towards zero at the wall, in accordance with the no-slip boundary
condition. However, this potentially complicates matters, as liquid closer to the wall moves
slower, allowing its contents more time to diffuse. Furthermore, as only the fluid lamellae
closest to the sensor are measured, molecular diffusion might erroneously be overestimated.
To account for this, a sensitivity-weighted velocity ζ might be employed, calculated as the
product of the evanescent decay length (equation 6.26 (p. 67)) and the parabolic flow profile
(equation 6.27 (p. 67)), which for small z is well-approximated by a linear polynomial vy (z)=
az:
ζ= e−z/eˆ ·az (6.29)
dζ
d z
= ae
−z/eˆ (eˆ− z)
eˆ
= 0⇔ (6.30)
ae−z/eˆ z = a
eˆ
e−z/eˆ ⇔ (6.31)
z = 1
eˆ
(6.32)
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Thus, as show in figure 6.11, the maximum of the sensitivity-weighted velocity will always
be at z = 1/eˆ regardless of the flow parameters.
Close to the wall (z < 1/eˆ) where the sensitivity is highest, flow velocity is small and con-
vection time is large. Further from the wall (z > 1/eˆ), convection time reduces yet so does
the sensitivity. Thus, in cases where a velocity-dependent concentration gradient exists in
the z-direction, the characteristic position zˆ = 1/eˆ will describe the concentration in the fluid
lamella at that position. In practical terms, the convection time should be calculated for that
lamella and used in further analysis.
However, a more practical solution is to simply operate the H-filter at a sufficiently small
flow rate relative to the rate of diffusion, as described by the Péclet number:
Pe = v¯h
D
= Q
wD
(6.33)
Molecules are equilibrated across the height of the channel when z/h À Pe À 1,[78] erasing
any gradients that would otherwise arise from the parabolic flow profile. It should be noted,
however, that as the Péclet number becomes small, diffusive transport starts to influence
the average axial velocity vy . At the optimum parameters stated above (Q = 1.33 nL/s, w =
400 µm, D = 5.7·10−10 m2/s), y0/h = 1000, Pe = 5.8, so under these conditions, near-field
effects are decoupled from the microfluidic flow conditions.
6.3.1 Viscosity estimation
Kamholz et al. argue [71] that the channel fractionsχ taken up by water and sample, are equal
to the ratio between the viscosities η, i.e., χ1χ2 =
η1
η2
. Assuming the channel fractions taken up
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by each liquid is proportional to the flow rates of each stream:
Q1
Q2
= η1
η2
(6.34)
Q =Q1+Q2 (6.35)
Qsimplified = 2Q1 (6.36)
Qactual =Q1
(
1+ η2
η1
)
(6.37)
Qactual
Qsimplified
= η2
2η1
+ 1
2
(6.38)
With the viscosity of 2 molal glucose η2 = 2.54η1, that corresponds to an underestimation of
flow rate by 56%.
6.4 Optimal performance
Optimal experimental design for determination of diffusivity was carried out by Häusler et
al. in 2012,[39] and it was found that for highest performance, experiments should be carried
out at contact times several orders of magnitude larger than those commonly employed in
literature. In order to make universal recommendations, the Fourier modulus F0 is used to
represent dimensionless time:
F0 ≡ tD
(w/2)2
(6.39)
where t is time, D is diffusion coefficient and w is the channel width.
They found that the optimum performance is achieved at F0,opt
F0,opt = 0.299
(
h
w
)−0.0983
(6.40)
Thus, for the geometric parameters employed here (width w = w =1000µm, height h =10µm,
equation 6.40 yields F0,opt = 0.47. According to equation 6.39, for a relatively small molecule
such as glucose of diffusivity D = 6.62·10−10 m2/s, the optimal contact time is topt = 30.2 s.
Häusler et al. rightfully note that the optimal parameters depend on the unknown param-
eter being measured, namely diffusivity, but for as an initial estimate, theoretical models
(such as the Wilke-Chang equation [79]) are available. When measurements are performed
at y0 = 10 mm downstream from the stagnation point, the optimum average flow velocity is
v¯opt = y0/topt = 332 µm/s, achieved with a volumetric flow rate of Qopt = voptwh = 1.33 nL/s.
The pressure necessary to drive a flow rate Q through a rectangular channel of length L is
∆p =Q 12ηL
(1−0.63(h/w))(h3w) (6.41)
For a channel of length L = 13 mm, the optimum pressure difference becomes ∆popt =
5.26 mbar. This is realistic using the equipment available, but for much larger compounds
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such as the protein BSA, the optimum pressure gradient is less than 1 mbar, which will be un-
stable in practice. In such cases, a longer or narrower channel would be necessary to measure
with optimum parameters.
Whereas H-filter flow conditions are traditionally chosen such that the diffusion front
never interacts with the side walls, the optimum design exploits the observation that Fisher
information increases significantly at the walls. However, this complicates analysis as the
simple solution (equation 2.51) describing the diffusion front is no longer appropriate, as
it assumes no wall interactions. Instead, data must be compared to full, three-dimensional
numerical simulations and the parameters (chiefly diffusivity) of the most fitting simulation
is taken as a result.
6.4.1 Steric hindrance
It is known that diffusion is hindered near the walls of a channel due to hydrodynamic drag[80].
The effect is more pronounced for larger colloidal particles, but as accounted for in section
6.3 the analyte concentration is only probed very close to the wall. Hindered diffusion within
this probe volume would lead to an erroneously low diffusion coefficient.
The diffusion coefficient orthogonal to a wall D⊥ relative to the bulk diffusion coefficient
D∞ is given by
D⊥
D∞
= 6h
2+2r h
6h2+9r h+2r 2 (6.42)
where r is radius and h is the spacing between the wall and particle surface. The hydrody-
namic radius r of a compound with mass diffusivity D is given by the Stokes-Einstein relation
(equation 2.41). As an example, the hydrodynamic radius of the protein BSA (D = 5.9·10−11 m2/s)
is r = 3.6 nm. The effect of diffusion hindrance orthogonal to the wall is illustrated in figure
6.12. The diffusion coefficient is reduced to less than 80% of the bulk diffusivity within the
first 20 nm from the surface. However, as the sensor sensitivity is also maximal in this region,
its influence might be non-negligible. The impact of wall-hindrance on measured diffusivity
can be estimated as the weighted average of the product of sensitivity and diffusivity ratio
χ = sD⊥/D∞. This characteristic distance describes the diffusivity ratio as effectively mea-
sured by the sensor. For BSA, this leads to a 2.9% underestimation of diffusivity due to hy-
drodynamic drag, which is reduced to 0.3% for glucose, but especially for large biomolecules,
this effect should not be casually neglected.
6.5 Droplet microfluidics
In order to monitor droplets in flow, a droplet generator was integrated with a PCS substrate.
As figure 6.13 shows, the resonance wavelength periodically increases, representing the pass-
ing of a droplet containing 1 M glucose. The device is operated at a flow rate of Q =0.6µL/min.
Despite the signal strength of the moving droplets being strong enough to tell when a droplet
is present, it is insufficient to tell droplets apart based on their contents.
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Figure 6.13. Droplets in microfluidic flow, as monitored by a PCS sensor.
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Summary
In summary, H-filter devices have been demonstrated produced using rapid prototyping and
adhesive bonding, and via photolithography and plasma bonding. Both types of sensor-
integrated devices are capable of monitoring diffusion phenomena in a microfluidic chan-
nel, but due to adhesion bonded channels being rather deep, secondary concentration gra-
dients arise, complicating data interpretation. Even with shallow, plasma-bonded channels,
determination of diffusion constants proved challenging. A number of possible reasons for
this were discussed, including the possibility of steric hindrance, optofluidic coupling, and
viscosity-based non-linearity. It was found that the latter might explain the observed dis-
crepancies.
Sensor-integration of a droplet generator was furthermore demonstrated. Although droplets
in flow could clearly be observed, the signal-to-noise ratio (SNR) was found to be insufficient
to distinguish the content of the droplets.
Chapter 7
Biological applications
B
IOSENSING is a primary driver for PCS sensors, and they hold great promise for up-
grading conventional biochemical methods into label-free counterparts. Biosensors
based on GMR have been demonstrated in a plethora of embodiments, typically us-
ing antibodies, aptamers or molecularly imprinted polymers as biorecognition components.
However, the ability to manipulate and confine light at the nanometer scale also has applica-
tions to imaging. Nazirizadeh et al. [18] demonstrated 3D-imaging of cells by monitoring the
signal GMR intensity, and much work has been done in enhancing fluorescent microscopy
by using a transparent PCS.
In this chapter, a couple of biologically relevant applications will be presented. First, pro-
tein quantification in whole-blood is demonstrated. Then, plant cells are imaged refracto-
metrically. Finally, monitoring of release from drug-delivery carriers is discussed.
7.1 Protein quantification
Blood-gas analysis is crucial to healthcare. When red blood-cells rupture, a condition known
as hemolysis, blood-gas analysis can be influenced. This makes robust detection of hemol-
ysis desirable, in order to avoid administering unsuitable countermeasures. To investigate
the ability of PCS sensors to measure in blood, a pilot study was conducted. Here, plasma,
whole-blood, hemolyzed whole-blood and whole-blood spiked with sucrose or bovine serum
albumin (BSA) were tested, as the time series in figure 7.1 shows.
7.2 Cell imaging
A topic of current research is the restructuring of the cytoskeleton within plant cells, and
transport of vesicles along cytoskeletal filaments. It was hypothesized that a PCS sensor could
monitor these phenomena when they occurred near the cell wall. With a platform for moni-
toring individual cells in a microfluidic channel, the cell environment could furthermore be
modified and the cellular response monitored in real-time.
As these phenomena occur in any plant cell, a cell type was chosen which was harmless
and easy to handle, namely cells from onions. Apart from these advantages, onion cells make
for good model cells as they are representative of plants cells in general. They are also rela-
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Figure 7.1. Sensorgram of measurements in protein-spiked whole-blood. Unlabelled periods represent
NaCl-flushing.
7.2. CELL IMAGING 75
Figure 7.2. Refractometric image of onion cells in a microfluidic channel, a) before and b) after addition of
sucrose. The cells appear to shrink, as expected from osmosis.
tively large, The thin membrane between onion layers consists of a single layer of cells, which
is carefully extracted.
To keep the cells alive upon insertion into the microfluidic channel, neither ultrasonic,
thermal nor plasma bonding were viable options. Instead, adhesion bonding was used, de-
spite its limitation on channel height (≈100µm). Possibly due to a water film between cells
and the sensor surface, the cells are only visible when pressed down firmly against the sur-
face. The sheet of cells must thus be cut to a dimension that allowed perfusion medium to
still flow through the channel (having blocked the channel in the z-direction), and additional
tape layers must be stacked to get a thickness exceeding the channel height, so that the cells
are pressed down by the bonding process.
The sensors used in this project were titania-type, representing a nontrival cost in materi-
als and time. Therefore, during the prototyping stage, the 16 sensors per wafer were lasercut
into 9×9 mm2 pieces. A square hole were then lasercut into blank slabs of PMMA, into which
an isolated sensor would fit. Channels were defined by lasercutting a double-adhesive tape,
and an injection molded COC-part was used to confine liquid and provide inlets.
As this study was conducted before writing the MATLAB mapping routines, an Auto-
HotKey script was written to move the motorized stage in small increments and acquire a
spectrum at each position. Despite the crudity of the approach, it worked quite robustly.
As shown in figure 7.2, cells respond to changes in their environment, here by adding
sucrose. As the cell wall is quite thick, it may be exceeding the sensor penetration depth of
eˆ =138 nm, in which case the observed structure arise from variations on the cell surface or
within the wall, but probably not within the cell interior. By maintaining cells inside a mi-
crofluidic channel, it was possible to monitor changes arising from thanging environmental
conditions such as osmotic pressure. It could also be used as a platform for investigating the
effects of drugs on single cells, although that was outside the scope of the current project.
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a b
Figure 7.3. Cubosome structure a) shown schematically and b) imaged by TEM. From ref. [81] and ref.
[82], respectively.
7.3 Drug delivery
Vaccines still remain a challenge in developing countries, however, due to the need for spe-
cific storage conditions and trained personnel to administer the intravenous inoculation. A
possible solution to these issues is the development of oral vaccines The components neces-
sary for vaccination can relatively easily be contained within a tablet, but as the gastrointesti-
nal tract is highly specialized at decomposing such foreign entities, they would be destroyed
before having an effect. Encapsulation of medicinal compounds for drug delivery is therefore
an active research topic in general.
Drug delivery carriers range from stealth liposomes to cubosomes. These nanoparticles
are dispersed pieces of cubosomal lipid structure, illustrated schematically in figure 7.3. They
can be produced by spray drying of a cubosome precursor mixture, and upon hydration, the
cubosomes will be loaded with the components of the precursor mixture. At the Center for
Intelligent Drug Delivery and Sensing Using Microcontainers and Nanomechanics (IDUN) at
the the Technical University of Denmark (DTU), cubosomes are furthermore packaged into
microcontainers designed to releasing its cargo directly into the small intestine [3].
Modern vaccines work by presenting to the immune system harmless antigens, such as
subunits from a pathogen protein. However, because these antigens are harmless, they elicit
a limited immoresponse, making them ineffective on their own. So-called adjuvants play a
pivotal role in this regard, as they fortify the immunoresponse. Recently, Quil A, a purified
mixture of 21 different saponins has been discovered as a promising adjuvant. Antigens and
adjuvants should be released together for optimal effect, and achieving optimally timed and
synchronized release rates is currently an active topic of research. However, these endeav-
ors are made challenging by Quil A’s complex composition and spectral inactivity, making it
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Figure 7.4. Size distribution of drug delivery carriers. On average, cubsomes were approx. 200 nm in
diameter, safely exceeding the membrane pore size of 30 nm, excluding them from the sensor reservoir.
difficult to monitor release. Therefore, the possibility of using PCS sensors to this end was
investigated.
7.3.1 Carrier isolation
A central problem in any release study is the isolation of released compounds from those still
contained within the carriers. As the carriers are smaller than the system spatial resolution
(as defined by the optics of the setup and the lateral mode confinement of the GMR), reso-
nant wavelength shifts will depend on the average refractive index within the probe volume.
Therefore, at the outset, it is impossible to distinguish between compounds that are encap-
sulated and those that are released. In order to distinguish, size exclusion can be employed.
As a simple form of this, nanoporous filters were used to separate released compounds from
the cubosomes. With an average pore diameter of 30 nm and an average cubosome diameter
of 200 nm, as indicated by the dynamic light scattering (DLS) data in figure 7.4, this ensures
that cubosomes remain in the upper compartment, whereas released compounds are able to
diffuse through the membrane filter and reach the sensor probe volume.
7.3.2 Sensor calibration
In order to relate resonance wavelength shift with Quil A concentration, a calibration curve
is required, as shown in figure 7.5. With the calibration curve in place, it is possible to cal-
culate the Quil A concentration over time. However, for determining release kinetics, it is
necessary to know how much was encapsulated within the cubosomes in the first place, i.e.,
determining the endpoint concentration corresponding to 100% release.
The time series shown in figure 7.6. Because the membrane filter cannot be in contact
with the sensor, lest the sensor will merely be measuring the presence of the filter, the mem-
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brane separation increases the distance necessary for released compounds to diffuse. This
causes a delay, and the measured time series will thus be a superposition of release and dif-
fusion time.
Summary
In this chapter, three quite different biologically inspired applications were investigated. First,
the ability to quantify bulk protein concentration in whole-blood was demonstrated. Then,
a solution for isolating plant cells in a microfluidic channel was shown. This allows refrac-
tometric monitoring of cell response to compounds in the perfusion liquid. Finally, release
of the complex adjuvant Quil-A from nanoparticle carriers was documented. As monitoring
the release of spectrally inactive compounds from drug delivery systems is currently quite
challenging, such a solution could be highly beneficial. In general, it is believed that eas-
ier quantification of non-absorbing and non-fluorescing species could have a broad market
appeal, as is the topic of the following chapter.
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Chapter 8
Commercialization
A
LTHOUGH refractive index measurements have many advantages, they are rarely done
in general chemical and biochemical laboratories. Because sugars are such an integral
part of many consumer products, on the other hand, they are rather widespread in
the food and beverage industries producing them. The prospect of label-free BIA and HTS are
desirable to high-end research targets, such as drug discovery and microbiology, but the typ-
ical price tag often represents an insurmountable entry barrier outside the wealthiest fields.
This chapter reviews the current state-of-the-art commercial options for PCS sensing,
and presents a novel solution that might bring PCS sensing to the masses.
8.1 Instruments
8.1.1 Refractometers
Refractometers come in many classes, from cheap, handheld, low-precision versions avail-
able at approx. 500 EUR, to multi-wavelength state-of-the-art refractometers, such as the
Anton Paar Abbemat MW refractometer with a list price of almost 20000 EUR1. These are all
prism-based, i.e., the critical angle is translated into a refractive index, or, as the plurality of
the market is interested in measuring sugar content, in units of degrees Brix.
Applications include2, for example, quality control of icing inhibitor for jet fuel, additives
for diesel fuel (AdBlue), sugar content in wine, dry solids in urine, milk, fruits, and honey, fatty
acid concentrations in nuts and chocolate, and heavy water concentration control for nuclear
power plants. This diversity is a testament to the universal nature of refractive index measure-
ments, even for bulk measurements, without surface functionalization for specificity. Despite
the universality of refractive index measurements, which could likely benefit most laborato-
ries as a fundamental tool on par with a thermometer or an analytical balance, refractometers
are mostly found in specialized laboratories. The limited adoption of the technique may in
part be due to the fact that all samples are in contact with the same prism, risking cross-
contamination. Regular cleaning and calibration is furthermore necessary. This takes time,
and the costs of cleaning solution and high-precision calibration fluids add to the mainte-
1J. Petersen, Anton Paar (personal communication, November 9, 2015).
2according to Anton Paar application reports.
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o-ring. Similarly for the outflow also a butterfly cannula is used. The pumping of the liquid is 
performed by manual operation of a syringe through the supply cannula, while the outflow 
cannula is opened. The liquid capacity of the flow-cell depends on the diameter and the 
thickness of the o-ring. In the present case the liquid volume was approximately 200 µl. For 
bulk refractive index measurements a complete liquid exchange of the flow-cell is of high 
impact. For this flow-cell 3 ml fluid sufficed for this purpose. 
 
Fig. 4. (a) Photograph of the flow-cell during volume change with an ink-water dilution. The 
flow-cell consists of an o-ring squeezed between two glass substrates (one with the PCS on its 
surface). The liquid supply is realized using a butterfly cannula, which is pierced into the o-
ring. The capacity of the flow-cell depends on the diameter and the thickness of the o-ring and 
was in this case approximately 200 µl. (b) Photograph of the assembled biosensor 
demonstrator. 
To combine all components of the demonstrator in a compact way and guarantee correct 
adjustment, a polymer frame was designed by CAD software and fabricated using a 3D 
plotter. The 3D plotter uses a polymeric material for the fabrication and provides a resolution 
of about 0.1 mm. A photograph of the assembled biosensor demonstrator is shown in  
Fig. 4(b). 
As the resonance shift determination is converted into an intensity measurement, a stable 
luminous flux of the light source is an essential issue. For this purpose we use a current 
source, which delivers a constant current independent of the LED voltage. The photodiode, on 
the other hand, is driven in a short circuit configuration with a current-to-voltage converter. 
The output voltage is analyzed and recorded using a data acquisition device, which was 
connected to a computer. 
Again a bulk refractive index study is performed to estimate the detection limit of the 
demonstrator. We prepared three solutions with refractive indices close to each other, using 
water-isopropanol dilutions. With an isopropanol concentration of 0%, 0.5% and 1%, we 
achieved tuning of the refractive index in three steps with a ∆n = 2.25 10−4 (with a refractive 
index of 1.333 @20°C for water and 1.378 @20° C for isopropanol). 
We pumped these solutions into the flow-cell in two experiments. First, we alternate 
between pure water and 1% isopropanol dilution and exchange the whole volume of the flow-
cell in periods with duration of 60 s. In a second experiment we alternate between water and 
0.5% isopropanol. The injection into the flow-cell is performed with a syringe with a capacity 
of 3 ml and has a duration of about 10 s. Both results are plotted in Fig. 5, which is the output 
signal in voltage as a function of time. We observed three signal level, namely for pure water, 
for 0.5% and 1% isopropanol dilution. These signal levels are equally spaced with a voltage 
relative difference of about 0.13%. 
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Figure 8.1. Highly compact
PCS readout device. A photo-
diode measures the amount of
light passing through a PCS
sensor sandwiched between
crossed polarizers, upon illu-
mination from an LED. From
ref. [83].
nance cost. This limitation could be alleviated by exchanging the transducer, from a prism to
a PCS.
8.1.2 Photonic crystal readers
In order to read out the PCS sensor, specialized equipment is typically needed. Ultra-compact
and cheap readout instruments based on diodes have been demonstrated in the literature, as
shown in figure 8.1, and readout using a smartphone camera has also been demonstrated
[84]. However, to the author’s knowledge, such ultra-cheap readout solutions are not com-
mercially available. A system that comes close in terms of compactness, and which is com-
mercially available, is the el gant Lyte96 by Byosens GmbH (Hamburg, Germany). This com-
pact microwell platereader has the same footprint as a microwell plate, and is designed to be
able to go with the plate into an incubator, in order to monitor cell proliferation. The regular
price is 20000 EUR3.
Another prominent option for reading of PCS sensors is the Epic® System by Corning®
(Tewksbury, MA, USA), which can read a full microwell plate in 15 seconds. The readout
system takes up approx. 1×1×2 m3 [85], and has a list price of approx. 100000 EUR 4, putting
it b yond reach f r all but th most sp cialized and well-funded laboratories.
8.1.3 Desig ing a compact setup
The setup used in this work has a material cost of approx. 56000 EUR, of which the imag-
ing spectrometer makes up ≈80%. It has a footprint of approx. 1 m2. In an attempt to lower
3Y. Nazirizadeh, Byosens GmbH (personal communication, August 29, 2016.
4U. Vespermann, Corning (personal communication, February 24, 2017).
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Figure 8.2. Photograph of compact setup, employing an LED light source and two CMOS cameras acting
as a microscope and spectrometer, respectively. Microscope objective not shown.
the material cost and reduce the footprint, an integrated system was designed in collabora-
tion with Per Jørgensen. The setup, photographed in figure 8.2 features many of the same
optical components as the original setup, but replaces the costly imaging spectrometer by a
concave grating and a complementary metal-oxide semiconductor (CMOS). This reduces the
footprint to approx. 25×30 cm2, and reduces the cost by replacing the imaging spectrometer
by a cheap grating and a camera.
As a simple proof-of-concept, the resonance shift was measured upon addition of glucose
to a droplet of water, as shown in figure 8.3.
8.2 Sensor
Corning also produces microwell plates with sensors embedded, marketed as Corning Epic
Microplates. Multiple surface functionalization options are available, at a commercial list
price ranging from ≈1200 EUR (non-functionalized, 96 wells), to ≈3100 EUR (streptavidin
coated, 384 wells)5. Half of the area of each well is non-functionalized to allow self-referencing.
With the price-tags of equipment and consumables, most PCS platforms currently target
high-end applications such as drug discovery, where the expenses can be justified. How-
ever, given the versatility of refractive index measurements, the technique could see much
broader applications. Refractometers are common in the food and beverage industries, with
many applications revolving around measuring carbohydrates. In many of these applica-
tions, a high cost of consumables is a deal-breaker, and the necessity of purchasing addi-
tional instruments may represent an insurmountable entry-barrier. However, given the ver-
satility and widespread adoption of spectrophotometers, many locations already have one. A
5U. Vespermann, Corning (personal communication, July 28, 2016).
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Figure 8.3. Calibration of compact setup. Addition of glucose causes a resonant shift. With a known
concentration, units of pixels can thereby be calibrated to a meaningful concentration.
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Figure 8.4. Photograph
of early sensor-embedded
cuvette. The presence of a
PCS sensor allows a standard
spectrophotometer to mea-
sure unperturbed absorbance
in one orientation, and re-
fractive index in the other
orientation.
spectrophotometer accepts cuvettes, liquid containers of a standard size, and measures the
absorbance A of an absorbing fluid. When the extinction coefficient α of the compound is
known, the concentration c can trivially be found using the Lambert-Beer law:
c =αl A (8.1)
where l is the path length, standardized to 1.00 cm. However, when the compound of interest
is non-absorbing, it cannot traditionally be quantified using a spectrophotometer. The user
might then have to either purchase additional equipment, or send a sample to an off-site
laboratory. This usually entails a 200 EUR cost and several days of delay. In the worst case, the
answer might come back “the product was ready when you took the sample”, which might no
longer be the case. Therefore, the ability to measure concentration of non-absorbing fluids
using an existing spectrophotometer was proposed and patenteted in appendix D.
The spectrophotometer works by measuring to absorbance at various wavelengths. With
the Lambert-Beer law, concentration is then related to the absorbance on the second-axis. By
installing a PCS sensor in the light path of a spectrophotometer cuvette, concentration is now
related to the resonance wavelength, i.e., on the first axis. As this is uncommon to laboratory
technicians, and as the conversaion may not always be straight-forward, the second half of
the product is the software, which automates the conversion via database lookups in a user-
friendly manner, and is included for free. For common compounds, this database-lookup
can make it unnecessary for the user to create calibration curves.
The first prototype PCS-embedded spectrophotometer cuvette was produced by laser-
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Figure 8.5. NanoCuvetteproof-of-concept. Adding water shifts the resonance wavelength when the cu-
vette contains a sensor.
cutting a titania-type PCS sensor and installing into a polystyrene cuvette using a pair of
tweezers and adhesives. A resulting sensor-embedded cuvette is shown in figure 8.4. As a
proof-of-concept, the resonance wavelength was read out using a Shimadzu UV-1800 spec-
trophotometer, as shown in figure 8.5. The resonance red-shifting is evident upon increasing
the superstrate refractive index by adding water. As a comparison, the addition of water does
not produce any peaks when using the same type of cuvette without a PCS sensor. Because
the NanoCuvettedoes not contain a polarization filter, and no modifications are made to
the spectrophotometer, both TE- and TM-polarizations will be present, as the multi-feature
spectrum indicates. A polarization filter could be integrated in order to reduce resonance
linewidth and increase SNR [20], but with an increased cost price.
Cuvettes with four optical sides enable orthogonal measurements, where in one orien-
tation, the light does not interact with the sensor. Thus, absorbance in this orientation pro-
vides information about the imaginary part k of the complex refractive index n˜ = n+ i k. The
resonance wavelength, obtained in the other cuvette orientation, then provides information
about the real part, n. The ability of obtaining both of these aspects on the same sample,
using standard equipment, is a unique feature of the NanoCuvette.
Especially when sensors can be made entirely out of polymers, they can be produced
very cheaply. However, due to the waveguide core swelling issues outlined in section 5.5, the
user would need to keep the cuvette submerged in liquid, lest the measurement delay could
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be on the order of hours. This also makes sample exchange problematic. However, when
the sensor density is high enough, the cost for titania coating can be offset, and the retail
price can remain on the order of 5 EUR. Initial market research indicated that this would
be a reasonable price point. For samples that can easily be washed out, the cuvettes can be
reused multiple times, further reducing the cost per measurement. For “sticky” samples, such
as protein solutions, surface regeneration can be challenging. However, because a reference
measurement can be made prior to adding the sample, a control can be made after washing
to ensure sufficient cleanliness. When the cuvette is contaminated, the software can alert the
user and recommend using a fresh cuvette.
For comparison, high-quality polymer cuvettes can be purchased for less than 1 EUR.
These are useful for aqeuous solutions absorbing light in the visible spectrum. For organic
solvents, that might dissolve the polymer, glass cuvettes can be used. For compounds ab-
sorbing light in the UV-region, such as proteins and nucleic acids, quartz cuvettes are com-
monly used. Although they are more costly (up to 1000 EUR), they can be reused many times,
in practice until they are damaged mechanically. However, the cleaning protocol, involving
boiling in acid, makes these measurements expensive in terms of work time. An example of
this is bulk quantification of proteins, which is routinely done by measuring absorbance at
280 nm. As documented in section 7.1, the resonance wavelength shift reveals protein con-
tent. In some instances, the NanoCuvetteis expected to be a viable replacement, effectively
shifting the signal into the visible spectrum, where polymers can be used. Then, after use,
it can be discarded in order to avoid cross-contamination and cleaning. Because the extinc-
tion coefficient α depends on the amino acid composition, it varies widely from protein to
protein. This makes it necessary to make a standard curve for the protein, and this can con-
sume quite some time and sample, which may be costly. However, because the refractive in-
dex increment is relatively similar for all amino acids at dn/dc=0.190 mL/g±0.003 mL/g [86],
refractive index is excellent for determining concentration regardless of amino acid compo-
sition. Furthermore, for shorter peptides, which might be devoid of spectrally active amino
acids, quantification by absorption is not possible with a standard spectrophotometer. Cus-
tom peptides may be costly, but given the very small penetration depth of the sensor, sub-
microliter sample volumes could be supported.
Summary
To summarize, commercially available readout instruments were compared for cost and per-
formance, and a compact imaging spectrometer setup tailored for PCS sensors was presented.
Furthermore, the concept of embedding PCS sensors in standard spectrophotometer cu-
vettes was discussed, thereby alleviating an inherent limitation of spectrophotometers, namely
their need of compounds to be absorbing. With the NanoCuvette, it is expected that users can
get more value out of their existing laboratory infrastructure.
88 CHAPTER 8. COMMERCIALIZATION
Chapter 9
Conclusion & outlook
I
N conclusion, PCS sensors have been investigated for a range of applications, with an
emphasis on microfluidics integration. They can be fabricated entirely out of polymers,
without cleanroom conditions and equipment, for a low-cost price per sensor. However,
when submerged in water, waveguide core swelling was observed for this class of sensors.
This makes them less suitable as free-standing sensors, but as the water exchange seems to
stabilize after a few hours, they remain candidates for sensor-integrated microfluidics sys-
tems, which could be primed prior to packaging.
Simulations of the complicated interactions between light and nanostructures are often
necessary for sensor design and readout interpretation. As resonant reflections are typically
very narrow, simulations must have a high resolution to properly resolve them. For optimiza-
tion of optical resonances in the visible spectrum, simulations must cover a wide wavelength
interval. These “needle-in-a-haystack” type of simulations can benefit significantly by the
simple scheme for adaptive resolution presented in this work.
Sensor-embedded microfluidics systems were used to investigate droplet generation, to
image plant cells in microfluidic chambers, and to monitor diffusion of molecules in a mi-
crofluidic H-filter. Droplet microfluidics holds great promise for HTS, and by embedding
a PCS sensor, the reactions in droplets could be detected without a change in absorbance
or fluorescence. This could be highly beneficial to drug discovery, directed evolution and
bioassays in general. Refractometric imaging of the DMR of cells also holds great potential,
and is already the focus of much research and several commercialization efforts. Especially
for meaningful imaging of plant cells, which have thick cell walls, reverse symmetry sensors
are advantageous given their long penetration depth. Finally, diffusion monitoring has been
demonstrated in sensor-embedded microfluidics systems. The diffusion length can be accu-
rately obtained near the sensor surface by fitting the diffusion profile. However, the method
was found to be less suitable for estimating diffusion coefficients, as the estimated diffusion
time at the wall may be difficult to assess accurately. Furthermore, viscosity effects at high
concentrations make interpretation of diffusion coefficient non-trivial. However, the ability
to monitor diffusion length at any given point in a microfluidic network could still be benefi-
cial in many cases.
Many applications of PCS sensors have been attempted during this project, and as is often
the case in science, many alleys turn out to be blind, or at least much longer than anticipated.
However, many of these attempts outline potential future directions, which could be pursued
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a b
Figure 9.1. Droplet array for label-free investigation of single enzymes. a) Conceptual rendering, with
purple droplets indicating the presence of a single enzyme. b) Micrograph of droplet array defined by
photolithography, prior to development.
if more time was available. The perspectives of some of these pilot projects will be discussed
here.
The materials constituting the sensors are of paramount importance to performance and
possible applications. As an example, titania-based sensors have exceptional performance,
except in alkaline solution or with significant UV-irradiation, which cause them to decom-
pose over time. Given their need for vacuum-based deposition, they are also more expen-
sive to produce than the wholly polymeric sensors investigated here. These, however, come
with limitations in terms of waveguide core swelling, the unpredictable nature of which has
likewise obstructed many projects in this work. PCS sensors are already being produced in
a plethora of material compositions, as described in section 1.1. However, optimization of
fabrication could still have a large potential. If sensors featuring polymeric waveguide cores
could be coated to avoid water absorption, their application field could widen significantly.
Other cheap, high-index polymers, such as polystyrene which has likewise been used in the
literature, could also be investigated for core swelling in this regard. With precise thermal
compensation, absorption of molecules other than water into the waveguide core could be
investigated. Depending on the material, ions and molecules of a given charge might absorb
more readily, perhaps aided by surfactants. As these compounds would access the waveg-
uide core directly, where the field intensity is highest, this might enable extreme sensitivity
for particular compound classes, and could perhaps be exploited for novel applications.
More resilient sensors, potentially suitable for long-term in-line operation for industrial
production monitoring, could be developed, by etching the necessary nanostructures into
a stable material such as glass and deposition of, e.g., chalcogenide glass. For subsequent
microfabrication on a polymeric sensor substrate, e.g., in order to impart hydrophobic pat-
terning for droplet arrays (fig 9.1a), an extensive compatibility study might be necessary in
order to determine a material stack that is robust to the chemicals commonly contained in
photoresists and their developers. With such a protocol, it might be possible to produce ar-
rays of hydrophilic spots on an otherwise hydrophobic substrate (figure 9.1b). By flushing a
plug of aqueous solution over the surface contained within a microfluidic channel, an array of
microdroplets could self-assemble. Careful control of stoichoimetry could ensure that micro-
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Figure 9.2. Calculated diffu-
sion profile for a mixture of
three compounds, and their in-
dividual pure profiles. The pro-
file of the mixture appears to
exhibit a unique shape.
droplets would contain at most one enzyme of interest, conceptually illustrated as the purple
droplets in figure 9.1a. In this way, if an area corresponding to a well microplate was struc-
tured with a droplet diameter of 2µm, it could contain approx. 1 billion individual droplets,
each plate then corresponding to almost 500.000 large-capacity well microplates. With suffi-
cient sensitivity, it might be possible to monitor single-enzyme kinetics with high throughput,
with potential for directed evolution of improved enzymes.
The implementation of reference regions on the sensor as demonstrated also hold addi-
tional potential besides thermal compensation. State-of-the-art PCS sensors achieve detec-
tion limits on the order of 5×10−6 RIU. Even without the amplification of thermal influences
documented section 5.4, this corresponds to a thermal detection limit of 0.05 ◦C. While such
a solution could maybe not compete with the precision afforded by the isothermal titration
calorimetry (ITC) and differential scanning calorimetry (DSC) techniques, it could still be
useful in monitoring endothermic and exothermic chemical reactions on-chip.
A label-free investigation of release from drug deliveryarriers has been presented, using
a nanoporous membrane to separate carrier from released contents. As such release studies
could be relevant to a range of other systems, including nanogels and electrospun fibers,
future work could focus on an improved separation mechanism. Early pilot experiments were
performed with cast imprinting of a secondary, orhogonal grating on top of the PCS. It was
verified by AFM that the secondary grating was thicker than the GMR penetration depth,
with the purpose of shielding the probe volume from micrometer-sized carriers. Simulations
revealed that the sensitivity should not be impeded from the secondary grating, and this was
verified experimentally. However, possibly due to the secondary grating displacing the mode
further into the superstrate, carriers were still detected. It is possible that the approach can
be feasible, perhaps for larger carriers permitting larger periods on the secondary grating,
and this could be investigated further. As an alternative, chemical modification of the sensor
surface could be attempted. Similar to the extracellular matrix of cells, a polyethylene glycol
(PEG) coating could form a matrix which is impermable to larger particles, but accessible to
smaller molecules.
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Figure 9.3. Proposed K-
filter for simultaneous monitor-
ing of multiple diffusion pro-
files. The striped square rep-
resents a multi-periodic grat-
ing placed partially within the
channel. The profile at each
period can be read out individ-
ually. a) In a traditional H-filter,
diffusion time t is proportional
to convection distance y . b) In
the proposed K-filter, diffusion
time scales with y2, allowing
downstream periods to sample
much longer diffusion times.
In this work, sensor-integrated microfluidics H-filters have been extensively investigated.
It was found that diffusion lengths could be monitored directly, by analyzing the diffusion
profile as revealed by the spatially resolved resonance wavelength. Here, the focus has been
on binary aqueous mixtures, but what would the diffusion profile look like for more complex
mixtures? To this end, an analytical calculation was done by assuming a mixture to behave as
a weighted sum of the individual diffusion profiles, i.e.,
cmix(x, t )=
N∑
i
wi ci (9.1)
ci (x, t ,Di )= c0,i erfc
(
x
2
p
Di t
)
(9.2)
where ci (x, t ,Di ) is the concentration of the i ’th component with diffusivity Di at position x
and time t , c0,i is the initial concentration of the i ’th component, cmix(x, t ) is the concentra-
tion of the mixture, N is the number of components in the mixture, and wi =mi /mtotal is the
mass fractions of each component, constituting a mass mi of the total mass mtotal. The calcu-
lated mixed diffusion profile is shown in figure 9.2, and is seen to have a unique “diffusion fin-
gerprint”. It may be difficult to assess individual concentrations from this, given that there are
2N unknowns, i.e., concentrations and diffusivities of the N components, and N itself might
be unknown. If the system being monitored produces a change in the size of compounds
in flow (e.g., nanoparticle/polymer synthesis/decomposition, anabolic/catabolic biochem-
ical reactions), the shape might reveal the change qualitatively. Furthermore, if the course
of the reaction is similar from cycle to cycle during production, calibration could reveal the
stage of the process. In order to provide sufficient data for determining the 2N unknowns, a
K-filter is proposed (named from its shape), as shown schematically in figure 9.3. By reading
out a multi-periodic PCS sensor on an imaging spectrometer, with a cylindrical lens to cap-
ture multiple periods, each resonance wavelength corresponds to a given (x, y)-coordinate.
In the schematic, the photonic crystal is shown with ten different grating periods, giving rise
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to ten diffusion profiles, at ten y-coordinates. In the case of a traditional H-filter, convection
time (and therefore diffusion time) t is proportional to the y-coordinate. The diffusion pro-
file sample at downstream grating periods will therefore be softer, revealing larger molecules,
whereas upstream periods emphasize smaller molecules. However, as the permitted diffu-
sion time scales linearly with space, this separation of diffusion lengths is limited in an H-
filter. In the proposed K-filter, diffusion time scales quadratically with space, allowing much
larger separation of diffusion profiles on a smaller area. With such an architecture, a unique
diffusion fingerprint of complex mixtures could perhaps be obtained.
asasim: Adaptive Sampling for Electromagnetic Simulations
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Abstract
For simulations of electromagnetic resonance spectra, where the locations of spectral
features are unknown, and for wide-band simulations in general, a substantial number
of wavelengths must be simulated for acceptable resolution, increasing computation
time. This is exacerbated for spectra containing narrow-band features, as a high
spectral resolution is required to even detect them. To address this challenge, a
heuristic algorithm is presented for electromagnetic simulations, which adaptively
refines the local resolution of spectral features during a simulation. The method
supports parallel processing and plugs in with existing simulation systems, such as
rigorous coupled-wave analysis (RCWA). It can routinely reduce the computational
load by two orders of magnitude.
Keywords: lorentzian; cauchy; adaptive; resolution; multiscale; rcwa; dynamic
PROGRAM SUMMARY
Program Title: asasim
Licensing provisions: CC By 4.0
Programming language: MATLAB
Nature of problem: Simulations are challenging when information is needed both on a
long scale (broad interval) and on a short scale (high local resolution), such as wide-band
electromagnetic spectra containing narrow-band features. When resolution is insufficient,
narrow-band features may be downright absent from the spectrum, if neighboring points
fall on either side of a narrow peak. When local resolution is sufficient, it will necessarily
be excessive in flat regions, wastefully increasing computation time.
Solution method: The presented method enables adaptive resolution, which ensures that
all peaks of a given minimum width are always detected and maximally resolved, while
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feature-less regions remain minimally resolved. An optimum point spacing is derived for
lorentzian peaks (descriptive of optical resonances) and is applied to optimize computation
time.
Additional comments including Restrictions and Unusual features: None.
1. Introduction
The ability to accurately simulate light-matter interactions in nanostructures has
enabled breakthroughs in areas as diverse as optical biosensors [1], pigment-free col-
oration [2], and solar cells [3]. Rigorous coupled-wave analysis (RCWA) is a popular
semi-analytical method for electromagnetic simulations originally described by Mo-
haram and Gaylord in 1981 [4]. However, the method is computationally demanding,
and this can be a limitation for high-resolution, wide-band simulations. This can be
particularly problematic for optimization methods, such as particle swarm optimiza-
tion [5] or genetic algorithms [6], where an extensive number of simulations in a
many-dimensional parameter space should be tested. Such endeavors would benefit
from increased simulation efficiency.
The challenges of multiscale simulations have similarly been encountered in other
fields, where more intricate schemes have been demonstrated, e.g., for elastodynamic
shock propagation[7] or particle–particle interactions[8].
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Figure 1: Illustration of detection problem. At insufficient resolution, the peak at 547 nm is not
registered at all, as two neighboring points may randomly fall on either side of it. The much wider
peak at 553 nm is certain to be detected at this resolution, but it is still poorly resolved.
Simulation time can be reduced by simply reducing the spectral resolution. How-
ever, when simulation resolution becomes too low, narrow peaks may not even be
detected, as illustrated in figure 1. Depending on whether a data point happens to
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fall on the narrow peak, it may or may not register as a bump, but there will be
a risk that the peak is completely absent from the simulation, which can be quite
misleading.
As also illustrated in figure 1, peaks of sufficient width will surely be detected,
as at least one point will always fall on the peak. However, resolution may still
be too low to properly resolve its lineshape, which is commonly a simulation goal.
An obvious solution is to increase the spectral resolution of the simulation, propor-
tionally increasing simulation time, but this would result in an unnecessarily high
resolution in the flat parts of the spectrum. Figure 2A illustrates this central issue,
i.e., spectrally flat regions are over-emphasized, whereas regions with features are
under-emphasized. Ideally, an initial simulation should only be fine-grained enough
that the presence of a peak would always be detected, and peak regions should then
be further resolved to the desired resolution.
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Figure 2: The same peak simulated with 309 points using a) static resolution, and b) adaptive
resolution. The static method yields a high information density off-peak, whereas the adaptive
method emphasizes the peak region.
Here, a heuristic MATLAB-algorithm is demonstrated for achieving adaptive
resolution in electromagnetic simulations. This effectively reverses the information
emphasis to lay on the spectral features rather than the background, as illustrated
in figure 2B. Furthermore, optimal parameters are derived, and the speed of the
method is evaluated.
2. Installation and examples
At its core, the asasim algorithm simply replaces the per-wavelength for-loop of
a typical electromagnetic simulation system. Thus, instead of statically looping over
all wavelengths in an interval with identical spacing, as is the common approach,
asasim evaluates which regions to refine during runtime, i.e., regions where features
3
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Listing 1: Original code
1 dx = 1 ;
2 x = 400 : dx : 7 0 0 ;
3 f o r i x = 1 : numel ( x )
4 y ( ix ) = simulateR ( x ( ix ) , input1 , input2 , input3 ) ;
5 end
6 p l o t (x , y ) ;
Listing 2: asasim-implementation, illustrating how a wrapper-function may be defined.
1 minHalfWidth = 0 . 1 ;
2 dy = 0 . 0 1 ;
3 dx = opt imalLorentz ianSpac ing ( minHalfWidth , dy ) ;
4 x I n i t i a l = 400 : dx : 7 0 0 ;
5 wrapFunction = @(x , S) simulateR (x , S . in1 , S . in2 , S . in3 ) ;
6 SimInput = s t r u c t ( ' in1 ' , input1 , ' in2 ' , input2 , ' in3 ' , input3 ) ;
7 [ x , y ] = asasim ( x I n i t i a l , dy , wrapFunction , SimInput ) ;
8 p l o t (x , y ) ;
are present. Therefore, in principle, any script that calls a simulation function from
a for-loop can be integrated with asasim. The system performs best for “needle-
in-a-haystack”-type simulations, where narrow-band features are found in a broad
interval. As this is common for electromagnetic resonance spectra, these are the focus
of this paper, although the system will likely be applicable to many other topics of
simulation as well. This section explains how asasim is integrated with existing
simulation systems in MATLAB 2016b, running on a MacBook Pro (2.4 GHz Intel
Core i5, 8 GB 1600 MHz DDR3 RAM).
The contents of asasim.zip should be decompressed to a folder on the MATLAB
search path, such as MATLAB/Toolboxes/asasim. With the MATLAB-folder as the
working directory, scripts should always contain the command addpath(genpath(pwd))
in order to add all files in all subfolders to the search path. This line is included in
all example files.
The main system for adaptive resolution is now installed, and is ready to be
interfaced with an existing simulation system. In general, conversion of a simulation
script (listing 1) into a version utilizing adaptive resolution (listing 2), is a three-step
operation:
1. Define wrapper. Copy the contents of the per-wavelength for-loop into a
wrapper function.
2. Determine initial point spacing. For peaks described as lorentzians ranging
from 0 to 100% intensity, the optimal point spacing can be calculated auto-
4
97
matically using the optimalLorentzianSpacing function.
3. Replace the per-wavelength for-loop by a call to asasim.
Each of these steps will be elaborated next in the context of concrete application
examples.
The purpose of the wrapper function is to bridge the simulation system with
asasim, and must take two inputs, namely the simulation coordinate x (e.g., wave-
length) and a struct of additional parameters. The wrapper function passes these
parameters on to the simulation function(s), using the specific syntax of that simu-
lation system. In general, the content of a per-wavelength for-loop can often just
be excised and placed in a wrapper function, and the for-loop itself is then replaced
by a call to asasim. This is first exemplified in a simple case here, where only a sin-
gle hypothetical function simulateR is called from within the for-loop. Subsequent
examples will handle more involved cases.
For simulations where the peak-shape resembles a lorentzian with a maximum
intensity of 100%, the optimum initial point spacing dx can be calculated by calling
optimalLorentzianSpacing, where minHalfWidth is the minimum lorentzian half-
width to be detected, and yRes is the desired y-axis resolution. Using this point
spacing, a vector of points to be calculated initially is then defined as xInitial
= x1:dx:x2, where x1 and x2 represent the extremes of the interval to simulate.
Alternatively, if the spectrum does not contain lorentzian peaks at 100% maximum,
arbitrary values for dy and xInitial can be defined manually, using a custom point
spacing dx.
2.1. A simple test
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Figure 3: Output of example script, which imitates an electromagnetic simulation at a random
position a) within a wide interval, with b) narrow line width. The resolution varies from 4.6 pm
on the peak, to 4.6 nm in the flat parts of the spectrum. Achieving the same resolution with static
spacing would require 370× as many points.
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As actual electromagnetic simulations can be complex to set up and time-consuming
to run, a test-function was written that imitates an actual simulation function, but re-
turns values from an analytical evaluation. The script asasim Example 1 Imitator.m
exemplifies how the asasim method may be integrated with an arbitrary simulation
function. A lorentzian of narrow line width (0.5 nm) is simulated at a random loca-
tion within the broad interval 300–1100 nm, on a slightly sloped background. The
time to run is ∼1 second, and figure 3 shows the results.
2.2. Photonic crystal slab sensor at varying angles of incidence
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Figure 4: Example simulation of PCS sensor at varying angles of incidence. Each simulation has a
variable resolution between 2 pm and 2342 pm depending on the local region.
GD-Calc is a MATLAB-package for RCWA, which can be downloaded from
http://kjinnovation.com/GD-Calc.html and installed as per the instructions given.
The workhorse of the GD-Calc package is the function gdc.m, which takes three
inputs: a Grating-struct with the relevant grating parameters and geometric lay-
out, an IncField-struct with information about the incoming field, and an order-
matrix, specifying the diffraction orders to be used in the calculations. The function
gdcWrapper has been written to interface asasim with GD-Calc. It defines the nec-
essary three inputs and calls gdc.m to get a reflectivity value R at the given input
wavelength w. An additional FullOutput struct contains all diffraction efficiencies.
asasim uses this reflectivity value R to evaluate whether points neighboring w should
be further resolved. The asasim system was recently used with RCWA to substanti-
ate experimental observations of waveguide core swelling [9] in a PCS sensor. Here,
the simulation parameters describe a linear grating of period 368 nm, duty cycle
6
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50% and grating height 100 nm, illuminated at an angle θ. The model incorpo-
rates refractive index dispersion data for all three materials constituting the sensor,
namely a cladding layer of Efiron PC409AP (Luvantix, Korea), a nano-structured
core layer of HI01XP (micro resist technologies, Germany) and water as superstrate.
In the example given here, simulations are performed in a broad wavelength interval
of 450–850 nm, with angles of incidence in steps of 0.02 rad between 0 and 0.1 rad.
The full example code is given in asasim Example 2 GDC.m, and the result is shown
in figure 4. It should be noted that asasim is incapable of displaying a progress
bar during runtime due to parallel processing working asynchronously, and because
the wavelengths to simulate are being refined adaptively, and are thus not known a
priori. Instead, the total number of points calculated is displayed for each round to
indicate progress. On the computer used here, the total run time for all 6 angles is
∼10 min.
2.3. Scattering cross section of plasmonic nanoparticles
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Figure 5: Simulation performed using the mnpbem-package. a) Using the default static spacing places
200 points, many of them off-peak. b) With adaptive resolution, the peaks are better resolved using
only 165 points.
To demonstrate the versatility of asasim, it was also integrated with the excellent
class mnpbem[10], available at http://cpc.cs.qub.ac.uk/summaries/AEKJ v3 0.html,
which is used for calculating scattering cross sections of plasmonic nanoparticles near
surfaces. An example script, based the demonstration demospecstat1.m of that tool-
box, is given in asasim Example 3 MNP.m. Here, the per-wavelength for-loop is quite
simply replaced by a call to asasim using mnpWrapper, which is functionally three
lines long. As mentioned in section 2, the wrapper must take two inputs and return
two outputs, and it serves as an example of how a wrapper function can be written.
The resulting graph is shown in figure 5, and although there is perhaps limited gain
from using asasim for simulating such wide peaks in a limited interval, the example
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illustrates how additional systems can be interfaced using a wrapper function. The
code has a typical runtime of ∼3 seconds.
3. Background
Rough simulation
at Δλmax spacing
Choose 
next point
Is resolution
better than ΔRmax? Subdivide
Completed
Has symmetry 
been checked?
Are all points
fully resolved?
Yes
Yes
No
YesNo
No
Calculate optimal 
spacing Δλmax
Figure 6: Working principle behind the algorithm. An initial rough simulation is performed in
order to detect all relevant features. Then, each peak is further resolved by adaptive subdivisioning
until the desired resolution is achieved. At this point, a symmetry-check is performed in order to
ensure that two points with similar values are not just placed symmetrically around a peak.
A simplified illustration of the working principle is presented in figure 6, with the
goal of producing a (λ,R)-spectrum using ∆Rmax (goal resolution) and γmin (mini-
mum peak half-width) as input parameters. First, a rough simulation is performed,
with the purpose of detecting all spectral features of interest. An optimum ini-
tial point spacing ∆λmax is automatically calculated, such that any peak of a given
minimum half-width γmin is certain to cause a perturbation exceeding the threshold
∆Rmax within the interval, flagging the region for further refinement.
After each round of simulations, the difference ∆R between neighboring points
is evaluated, to identify regions that exceed ∆Rmax. These will be further refined by
subdivisioning. New points inherit the ∆R-value of its parent in that round, such
that subdivisioning does not continue indefinitely.
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When a point no longer exceeds ∆Rmax, it is subdivided one last time as a
symmetry-check. It is entirely possible for two points to be placed symmetrically
around a peak, in which case their difference ∆R could be zero, without the upper
part of the peak having been resolved. The symmetry-check safe-guards against
this. If the difference still does not exceed ∆Rmax, the region is considered fully
resolved. Thus, once a peak is detected, i.e., at least one point satisfies the criterion
∆R > ∆Rmax, the entire peak always becomes fully resolved.
For the sake of argument, consider a lorentzian at an arbitrary location, i.e.,
λ0 = 0, normalized so that R(λ0) = 100%:
R(λ) =
1
1 + λ
2
γ2
(1)
λ =
√
γ2
(
1
R
− 1
)
(2)
Because of the subdivisioning-scheme employed, whenever a peak is detected,
it is certain to come out fully resolved. Detection in this context entails that the
perturbation from a peak causes two neighboring points, spaced apart by ∆λ on
the first axis, to have a sufficient difference on the second axis, ∆R > ∆Rmax. The
narrowest peak of half-width γ that is certain to be detected is then a peak that is
so narrow, that its perturbation only just causes ∆R between any two neighboring
points to exceed ∆Rmax, even when the peak is placed right between those two
neighboring points, such as points a and b in figure 7. In this case, ∆R is zero
between them, so for detection, the difference to the next neighbor (point c) must
instead satisfy ∆R > ∆Rmax. If the distance from the peak center to the first
symmetrically placed neighbor (point b) is λ1 = ∆λ/2, then the distance to its next
neighbor (point c) must be 3λ1. Thus,
∆R = R1 −R2 (3)
=
1
1 +
λ21
γ2
− 1
1 + (3λ1)
2
γ2
(4)
This does not have a simple solution for the optimal point spacing ∆λ = 2λ1, but it
can be isolated as
∆λ =
2
3
√
γ2(4− 5∆R) + 2√2√γ4(2∆R2 − 5∆R + 2)
∆R
 (5)
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Figure 7: Illustration of points placed in the first three rounds of simulations. a-d) An initial
rough-simulation is performed in order to detect all relevant features. e-g) A symmetry-check is
performed in order to ensure that two points with similar values are not just placed symmetrically
around the peak. h-j) Peak refinement continues until a desired resolution is achieved. Note that
the spectrum beyond λ > 531.3 nm is not refined after round two.
4. Discussion
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Figure 8: Optimum ratio of simulation parameters.
The optimum ratio between the parameters ∆λmax and ∆Rmax for a given γmin
is given by equation 5, and shown in figure 8. Parameter-sets below the curve are
sub-optimal in the sense that they cause more simulation points to be calculated
than necessary, wastefully increasing computation time. Sets above the curve will
only serendipitously resolve peaks of a given half-width γmin. As an example, if a
simulation is to be performed with a 5% resolution on the y-axis, and the expected
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minimum half-width γmin is 1 nm, the optimum spacing on the x-axis is 8.2 nm. At a
resolution of 0.5%, the spacing can be 26.6 nm, while still detecting the perturbation
from the narrow peak.
Decreasing ∆Rmax causes more points to be calculated on the R-axis, but this
also increases ∆λmax, reducing the number of points to be calculated initially on the
λ-axis. In the simplest possible model, consider a spectrum only containing a single
lorentzian peak with a half-width of γ. The number of points simulated on the fully
resolved peak is NR = 2/∆R, and the number of points to be simulated statically
across the spectrum is Nλ = (λmax − λmin)/∆λ. The total number of points to be
simulated adaptively is
N =
2
∆Rmax
+
λmax − λmin
∆λmax
(6)
Using this equation for estimating the number of simulation points, the two methods
were compared for speed as shown in figure 9. It is clear that the adaptive method
is generally a couple of orders of magnitude faster than the static method. The
figure also illustrates the computational optimum for the ∆R and thus ∆λ parame-
ters, which depend on the minimum necessary peak half-width γmin. Time-optimal
parameters could be determined by combination of equations 5 and 6 and solving
dN
d∆Rmax
= 0, but this becomes rather unwieldy. As figure 9 indicates, the total num-
ber of simulated points does not vary steeply for similar values of ∆R, and so the
choice of resolution is perhaps more a question of preference.
For comparison, in order to achieve the same R-axis resolution with static sam-
pling as with adaptive sampling, the static first-axis point spacing must equal the
smallest distance between two points separated by ∆Rmax on the second axis. For
example, to resolve a peak of half-width γ = 0.5 nm at ∆R = 1% resolution on the
steepest part in an 800 nm interval, the adaptive resolution varies between 0.0046
nm and 4.6 nm, depending on the local spectral features. To achieve a static res-
olution of 0.0046 nm, more than 170,000 points would be required. With adaptive
resolution, the same is achieved with 468 points, making the simulation 374× faster.
Apart from reducing computation time, a main advantage of asasim is the de-
creased amount of a priori information needed. As spectrally flat regions are com-
puted very fast, the precise spectral positions of features need not be known before-
hand in order to simulate the narrow region of relevance. Furthermore, whereas one
might have to iteratively adjust first-axis resolution in order to achieve the desired
second-axis resolution, with this method, resolution is decided for the second-axis
directly.
While the amount of necessary a priori information is reduced, a rough estimate
of the smallest realistic half-width is still required. The consequences of choosing a
11
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Figure 9: Number of points simulated as function of R-axis resolution.
poor value for this parameter was discussed in section 4. For very dense spectra, e.g.,
containing many closely spaced peaks such as interference patterns, the same amount
of points may end up being simulated as using static spacing. Furthermore, when the
background is strongly sloped, e.g., the resonance peak of interest resembles a bump
on a larger and much broader peak, the background also becomes highly resolved.
This is partially the case in figure 5.
Because the x-axis resolution varies across all spectra, direct comparison between
spectra or presentation of data as an image will require interpolation. This is quite
simply achieved using the built-in MATLAB-function interp1, as exemplified below.
Listing 3: Interpolation
1 dx = 0.01; % desired x-axis resolution
2 interpolatedX = min([Sim.xs]):dx:max([Sim.xs]);
3 interpolatedY = zeros(numel(Sim),numel(
interpolatedX));
4 for iSim = 1:numel(Sim)
5 interpolatedY(iSim ,:) = ...
6 interp1(Sim(iSim).xs,Sim(iSim).ys,...
7 interpolatedX ,'linear ');
8 end
9 imagesc(interpolatedX ,1: numel(Sim),interpolatedY);
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5. Summary
In summary, the presented method allows high-speed, high-resolution simulation
of narrow-band spectral features in a broad range, with no a priori information about
the location of spectral features. In one example, the number of points necessary
to simulate was reduced from >170,000 to 468, with an accompanying reduction in
computation time from ∼20 hours to ∼3 minutes. The solution is tailored to sim-
ulations of electromagnetic spectra containing lorentzian features, but can trivially
be adapted to other simulation functions and other lineshapes. The solution easily
plugs into existing simulation systems, and interfacing to three different simulation
systems was demonstrated by examples.
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On the practical achievement of high
performance using a polymeric photonic crystal
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Abstract: A photonic crystal slab (PCS) sensor is a universal refractive index sensor with
possibilities and performance very similar to surface plasmon resonance (SPR), which represents
the gold standard of biosensing. Both technologies detect refractive index variation within a
few hundred nanometers of the sensor surface, but SPR requires gold deposition and prismatic
coupling of light. Instead, cheap PCS sensors can be made vacuum-free entirely out of polymers
and can be read out in free-space using white light. Although advantageous in those aspects,
polymeric PCS sensors come with additional challenges, besides those relating to temperature-
variations, which must be considered in any refractive index based method: as the polymer
matrix can absorb a certain amount of fluid from the sample of interest, sensor equilibration must
be controlled. We present a conceptually simple approach for real-time monitoring of sample
exchange equilibration, as well as precise compensation for temperature fluctuations. This enables
drift-free, high-performance operation of a polymeric PCS sensor.
© 2017 Optical Society of America under the terms of the OSAOpen Access Publishing Agreement
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1. Introduction
Surface plasmon resonance (SPR) has become a gold standard [1, 2] for label-free biomolecular
investigations with excellent detection limits on the order of 10−6 RIU [3]. However, the technique
places high demands on both chips and readout instrumentation, making the technology expensive
to both acquire and employ. An alternative class of optical sensor exists, known as a guided mode
resonance filter [4, 5], leaky-mode reflector [6], resonant waveguide grating [7], or, as it will
referred to here, a photonic crystal slab (PCS) sensor [8]. Compared to SPR, this sensor can be
read out using much simpler instrumentation, such as an LED and a photodiode [9, 10] or even a
smartphone [11]. Roll-to-roll high-throughput fabrication was demonstrated at an early stage [12],
and well-plates with PCS sensors on the bottom are commercially available [5]. However, the
price-tag may pose a barrier to many potential applications.
For the lowest possible cost price of consumables, it is desirable to have the sensors made entirely
out of polymers. The feasibility of this has already been documented [8], yet for the cheap
polymeric optical sensors to be competitive with those produced using expensive vacuum-based
methods, the device operation must be highly optimimzed. In this work, we outline best practices
for achieving high performance using a polymeric PCS sensor.
Refractive index sensors are universal in the sense that almost any change to a fluid will change
its refractive index, making the sensor capable of monitoring practically any change in the fluid.
This versatility comes at the cost of increased demands for variable control, as refractive index
itself is sensitive to, e.g., thermal fluctuations. PCS sensors tend to amplify such fluctuations,
as the permittivities of the materials constituting the sensor are also affected by temperature.
Obviously, the issue may be alleviated by thermal control [1, 13], however, a 0.1 ◦C increase in
temperature still reduces the refractive index of water by ∆nD = 1 · 10−5 RIU [14], which may
additionally be amplified several times by the PCS. Furthermore, in order to monitor transient
effects, thermal compensation is desirable.
In order to cancel out thermal contributions, a common approach is to have neighboring sensors
serve as references [5, 15]. Alternatively, transverse electric (TE)- and transverse magnetic
(TM)-mode resonances can be monitored simultaneously [16], uniquely enabling referencing at
the exact same physical location. As the mode confinement differs between the resonances of the
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two light polarizations, one resonance predominantly responds to events at the surface, whereas
the other is more sensitive to the bulk. In this work, we produce a reference region on a part of
the sensor surface, such that both sample and reference regions may be read out simultaneously
and in close proximity, as illustrated in figure 1.
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Figure 1. Experimental setup and operating principle of the PCS sensor, using a) an optical
setup which ensures collimated, normal incidence illumination of the b) sensor, illustrated
here in cross-section. A reference material partially covers the sensor, increasing the c)
resonance wavelength relative to the sample.
2. Method
A polymeric PCS sensor was fabricated based on previous work [8]. A 2 mm thick slab of
poly(methyl methacrylate) (PMMA) was laser-cut to a diameter of 100 mm and plasma-treated
(Pico Plasma Asher, Diener Electronic, Germany) for hydrophilicity. A droplet of low-refractive
index polymer Efiron AC409-AP (Luvantix, Korea), diluted to 85% w/w in 2-butanone (Sigma-
Aldrich, MO, USA), was then sandwiched between the PMMA substrate and a silicon stamp. The
stamp had been defined by electron-beam lithography to contain 4 × 4 areas of 2 mm × 2 mm,
each containing a linear grating of period Λ = 368 nm and depth d = 100 nm. After curing by
a 1000 W UV flood exposure (Oriel Flood Exposure Source, Newport Corp., CA, USA), the
substrate was separated from the stamp and baked at 90 ◦C for 3 min. The high-refractive index
dielectric waveguide core was produced either using ion beam sputter deposition (Ionfab 300,
Oxford Instruments, GB) of 80 nm titania (TiO2), or by polymer spincoating (Süss MicroTec,
Germany) for a genuinely polymeric sensor. In that case, a high-refractive index polymer HI01XP
(micro resist technologies GmbH, Germany), diluted to 15% w/w in ma-T 1050 (micro resist
technologies) was spincoated at 3,000 rpm for 1 min. The layer was then UV flood exposed in
oxygen-free atmosphere for 5 min.
The thus finished PCS sensor subsequently had small droplets of Efiron manually deposited,
such that they covered a part of each sensor. Following oxygen-free UV curing, the resulting
reference regions typically had a diameter 400–1000 µm and a height of 10–50 µm as ascertained
by profilometry (Dektak 8, Veeco Instruments, NY, USA, data not shown). This part of the
fabrication process is suitable for patterning, e.g., via photolithography, but the full process
would need to be compatible with the chemical and physical stability of all polymers involved.
For characterizing the evolution of thin-film thickness and refractive index over time, variable
angle spectroscopic ellipsometry (J.A. Woollam, NE, USA) was used.
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The laboratory setup is described in ref. [17], and illustrated in figure 1. Where nothing else is
stated, components were purchased from Thorlabs (NJ, USA). Briefly, white light from a bright
and spectrally flat light source (EQ-99X LDLS, Energetiq, MA, USA) was output through a fiber
collimator onto an adjustable mirror, shining through a focusing lens onto a 50-50 beamsplitter,
through a 4× objective, ensuring collimated input light interacting with the sensor at nominally
normal incidence. The sensor wafer was mounted on a motorized stage. Reflected light was
transmitted through the objective and beamsplitter, encountering a mirror and tube lens before
reaching a polarizing beamsplitter. TM-polarized light was collected by the imaging CCD A,
whereas TE-polarized light was received by CCD B of an imaging spectrometer (Acton SP2750,
Princeton Instruments, NJ, USA). A pyrometer (CSlaser LT hs CF1, Optris GmbH, Germany)
was mounted on the stage and focused on the water droplet in cases where complementary
temperature monitoring was used. To avoid evaporation during long time series, an air-tight lid
was placed on top of the wetted sensor.
The imaging spectrometer was operated at an effective integration time of 0.1–30 s, depending on
the desired temporal resolution. Each spectral image was recorded using LightField 6.2 (Princeton
Instruments) and contained 100 spectra, providing a one-dimensional spatial resolution of 5 µm.
Each spectrum was resolved into 1340 pixels with a spectral resolution of 12 pm. Time series of
up to 1000 frames were imported into MATLAB 2016b (The MathWorks Inc., MA, USA) using
a custom function and organized into a 3D matrix, thus containing up to 1.34·108 intensity values
of 32 bit depth. The matrix dimensionality was first reduced to 2D by calculating the centroid
resonance wavelength of each spectrum after a 50% thresholding, and then to 1D by binning the
sample- and reference regions.
Rigorous coupled-wave analysis (RCWA) simulations were carried out using the Grating
Diffraction Calculator (KJ Innovation, CA, USA) package implemented in MATLAB. The model
was set up with the refractive index dispersion of Efiron and HI01XP as substrate and waveguide
core layers, respectively. The grating had a period of 368 nm and a depth of 100 nm. The core
thickness was 183 nm, in accordance with ellipsometer measurements, and the angle of incidence
was 0◦. The asasim algorithm1 for adaptive resolution refinement was used to locate and
adequately resolve all spectral features, making the computation 241× faster than a simulation of
identical resolution without asasim.
3. Results and discussion
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Figure 2. a) A deliberate temperature perturbation reveals b) the thermo-optic coefficient
of the sensor in water, by correlating the resonance wavelength shift with temperature as
measured by a pyrometer.
The amplified temperature sensitivity due to thermally induced refractive index changes in the
1open-source code available in ref. [18].
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sensor stack, was investigated by adding a droplet of heated water to a thermally equilibrated
volume of water sitting on a titania-type sensor. The result is shown in figure 2. The temperature
was measured using a pyrometer simultaneously with resonance shift monitoring. As the refractive
index sensitivity of these sensors was dλ/dn = 90 nm/RIU, the effective thermo-optic coefficient
of the sensor in water was determined to be dn/dT = 3.3 · 10−4 RIU/◦C, an amplification of 3.3×
compared to the thermo-optic coefficient of water itself [14], potentially making temperature
control insufficient and exacerbating the need for thermal referencing.
For a PCS sensor, the resonance shift measured in a sample S can be considered ∆λS =
∑
i ∆λi ,
where ∆λi are the individual contributions making up the resonance shift. Assuming the sensor
itself to be stable over time, and that the analyte does not adhere to the sensor surface, the
observed resonance shift is expected to have only two contributions, namely changes in analyte
concentration ∆c and temperature ∆T . Thus, ∆λS = ∆λ∆c + ∆λ∆T . Although the ∆λ∆T term is
straightforwardly determined using a pyrometer as described, this would be unsuitable for the
many promising applications involving microfluidics [13], while increasing cost and complexity
of the necessary instrumentation. Alternatively, the temperature-contribution may be isolated by
making a sensor region insensitive to the liquid composition, while retaining its sensitivity to
temperature fluctuations. In practice, this was achieved by shielding the reference region R with
a polymer layer of thickness greater than the mode overlap. For example, the polymeric sensors
used here had an evanescent decay length of eˆ = 138 nm in water, meaning that 99.999% of the
sensor sensitivity is found within the first 1.3 µm from the surface. Ensuring that the reference
polymer is thicker than this, but still very thin in order to minimize lag, thermal fluctuations
will transfer to the sensor through the polymer, enabling drift compensation. Changes in analyte
concentration will then not affect the reference region.
The part of a resonance shift originating from the temperature contribution is expressed as
∆λ∆T = ∆λR · C, where ∆λR is the resonance shift measured in the reference region, and C
is an empirical constant, that takes into account the thermo-optic coefficients dn/dT of the
sample, reference polymer, and each component of the sensor stack. Then, assuming that the
bulk concentration change is ∆c = 0, the resonance shift measured in the sample correlates with
the resonance shift in the reference region as ∆λS = 0 + ∆λR · C. Once C has been determined,
the resonance shift owing solely to concentration changes is
∆λ∆c = ∆λS − C · ∆λR (1)
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Figure 3. Temperature perturbations are effectively cancelled by thermal compensation,
ensuring a stable and drift-free baseline. With thermal effects accounted for, the time for full
mixing of the buffer becomes clearly visible at t = 4 min.
With effective temperature compensation, a flat baseline can be achieved even in the presence
of drift and sample perturbations, as shown in figure 3. A steady baseline is disturbed by the
addition of warm and cold water at t = 1.1 min and t = 2.6 min, respectively. The only difference
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here would be a slight temperature variation, which is effectively canceled by the thermal
compensation method, maintaining a stable baseline. Then, at t = 4.0 min, buffer is added. This
time, a perturbation is caused by both the mixing of buffer salts with the existing sample, as well
as a slight temperature fluctuation. Due to the independence from thermal contributions afforded
by the method, sample mixing time is decoupled from the thermal equilibration process, and full
mixing is observed to take ∼ 15 s.
So far, we have only discussed the situation where the only two contributions to the measured
resonance shift is assumed to be concentration and temperature changes. However, additional
contributions can be relevant to certain applications, e.g., for biosensors, a contribution from
biorecognition events would be the main parameter of interest. When additional contributions
are present, ∆λ∆c=0 = ∆λS − F · ∆λR , 0, and hence the model can also be used to check for
additional, perhaps unexpected contributions.
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Figure 4. Resonance wavelength of the sample region (λS) versus the reference region (λR)
over time. The blue-shifting of the sample resonance over the first ∼ 1.5 h may be due to
water absorption into the exposed waveguide core. The shielded reference region is relatively
stable during the period.
Figure 4 illustrates such a situation, where at t = 0, the dry sensor is exposed to water and
enclosed under a lid. Initially, both resonance regions shift together, but soon, only the sample
resonane has an appreciable shift. As the water sample is unperturbed, this can neither be due to
evaporation, other changes in bulk concentration, non-specific analyte binding, nor temperature
drift. Rather, it is hypothesized that water slowly absorbs into the polymeric waveguide core
layer. A some-hours long equilibration time is consistently observed when wetting polymeric
PCS sensors, however, the magnitude and duration varies, possibly due to varying environmental
conditions such as air humidity prior to wetting. In case water uptake happens by displacement
or dissolution of microscopic air pockets, the waveguide core refractive index should increase. If
it happens through swelling of the polymer, the refractive index should decrease.
The observed blue-shifting of the sample resonance wavelength by hundreds of picometers is
consistent with a reduction of the waveguide core refractive index, i.e., swelling of the polymer
matrix. In order to investigate this, an ellipsometer was used to monitor the outgassing of a sensor
wafer which had been submerged in water overnight. The results are shown in figure 5a, and
indicate an increase in waveguide core refractive index and a concomitant decrease in thickness,
in agreement with the hypothesized swelling from water absorption. When F is the fraction of
the core volume comprised of water, the core refractive index ncore is assumed to be described
by
ncore = nwF + np(1 − F) (2)
where nw and np are the refractive indices of water and core-polymer, respectively. Thus, the
measured change in refractive index corresponds to a water content of F = 0.3%. It is noted that
the change in thickness over this period is also ∼ 0.3%.
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Figure 5. Water degassing investigated by a) ellipsometer, indicating concomitant core layer
shrinking and refractive index increase, and by b) RCWA, indicating a 215 pm resonance
shift in response to the changes measured by ellipsometry. The result is consistent with the
direct sensor readout data.
The effect of water absorption into the waveguide core layer was furthermore investigated by
RCWA, as shown in figure 5b. A shift of 215 pm is observed when the waveguide core thickness
increases by up to 0.3%, and its refractive index decreases similarly. This shift is in agreement
with the experimental observations. Thus, for high-performance operation of a polymeric PCS
sensor, in practice, it must be primed for hours prior to use, and thermal contributions must be
accurately isolated.
4. Conclusion and outlook
In summary, we have shown that by fabricating a reference region of known refractive index,
thermal drift can be fully compensated, in practice improving the performance of polymeric PCS
sensors. By reliable decoupling of thermal effects from the sensor readout, it was established
by three complementary techniques that the polymeric PCS sensors absorb ∼ 0.3% water over
several hours, after which they remaining stable. Thus, devices should always be primed before
use. Polymeric PCS sensors can be produced at a much lower price than conventional PCS
sensors, although the requirement for constant wetting makes them more suitable for microfluidic
integration than as free-standing sensors.
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Abstract: Label-free, real-time detection of concentration gradients is demonstrated in a microfluidic
H-filter, using an integrated photonic crystal slab sensor to monitor sample refractive index with
spatial resolution. The recorded diffusion profiles reveal root-mean-square diffusion lengths for
non-fluorescing and non-absorbing molecules, both small (glucose, 180 Da) and large (bovine serum
albumin, 67 kDa).
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1. Introduction
Microfluidics have become a standard solution to challenges involving accurate fluid control and
small sample volume [2], as the laminar flow conditions often employed in microfluidics ensure mixing
of compounds only by molecular diffusion. Such processes can be monitored easily when liquids
are visible, but may leave the experimenter blind when using non-absorbing and non-fluorescing
compounds. In these cases, the effects of flow adjustments may perhaps only be recognized after
off-line analysis.
Depending on its application, the microfluidic structure employed in this paper is referred to as
an H-filter [3,4], typically when its purpose is to filter smaller molecules from larger particles, or a
T-sensor, when its purpose is to monitor the diffusion and interaction of analytes [2,5]. Such devices
have been used to investigate, e.g., protein binding [6], chemical extraction [7,8], blood dialysis [9], and
for membrane-less fuel cells [10]. Devices for flow injection analysis [11], general flow focusing [12],
and spiral microfluidics [13] are also closely related, and the ability to monitor the extent of diffusion
is also highly relevant to those applications. In general, molecular diffusivity is a central physical
property, governing chemical reaction kinetics and mass transfer phenomena, which are often at the
core of microfluidic architectures.
A photonic crystal slab sensor (PCSS) [14], also referred to as a guided mode resonance filter [15],
leaky-mode resonant reflector [16], or resonant waveguide grating [17] is an optical sensor, which
responds to changes in refractive index (RI) within the first few hundred nanometers from its surface.
Such RI sensors are universal, in the sense that they neither require compounds to be conducting,
absorbing nor fluorescing. The fact that this class of sensors operate label-free is of convenience in
many applications, as the process of labelling may not always be trivial, and for diffusion monitoring
this is of critical importance, as the label itself would affect the very property under investigation.
PCSSs have been demonstrated for, e.g., protein binding affinity [18] and kinetics [19], and cell culture
monitoring [20]. They are generally realized by deposition of a high-RI dielectric material such as
titanium dioxide [21] or a suitable polymer [14] onto a sub-wavelength grating, which may be produced
by nanoimprint-lithography into a polymer [22].
Here, we report an optofluidics system for universal detection of concentration gradients and
monitoring of diffusion. As a proof-of-concept, we demonstrate a PCSS-embedded microfluidic H-filter,
comprised entirely of polymers, illustrated conceptually in Figure 1. The H-filter is a common and
Micromachines 2017, 8, x; doi:10.3390/—— www.mdpi.com/journal/micromachines
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versatile microfluidic component which separates compounds by size. We show that this optofluidic
device allows label-free, real-time resolution of concentration gradients, both for small molecules and
large proteins. To our knowledge, this is the first demonstration of real-time diffusion monitoring of
non-absorbing, non-fluorescing species flowing in a microfluidic H-filter.
Figure 1. Schematic illustration of the sensor-embedded microfluidic H-filter operating principle. Two
liquid streams meet and co-flow laminarly in a channel of height h and width w. The embedded sensor
has a grating period of Λ and measures along a line. The color of light reflected by the sensor redshifts
as molecules diffuse along x. Small molecules, shown in blue, will diffuse further and thus have a
softer transition profile than larger molecules, exemplified by bovine serum albumin (BSA) in green
(crystal structure 4F5S) [1]. The embedded label-free sensor monitors the extent of diffusive mixing in
real-time.
2. Theory
To avoid convective mixing through turbulence, it is a critical requirement that the H-filter be
operated under laminar flow conditions, e.g., at a low Reynolds-number, Re = ρv¯h/η, where ρ is
the fluid density, v¯ is the average flow velocity and η is viscosity. For the channel dimensions and
flow rates employed in this paper, the channel height h is the characteristic length, and the Reynold’s
number in water becomes Re < 0.1, ensuring strictly laminar flow. Under these conditions, the only
way for a molecule to transverse the channel is by diffusion.
Einstein showed that the root-mean-square displacement of a molecule undergoing Brownian
motion, in the following referred to as diffusion length x¯ (see Figure 1 for coordinate system), is given
by x¯ =
√
2Dt, where D is the mass diffusivity and t is the diffusion timescale.
Fick’s second law relates the change in concentration (φ) over time to change in concentration
over space (x) for a diffusing analyte: δφ/δt = Dδ2φ/δx2, which in one dimension has the solution:
φ(x) = φ0erfc
(
x
2
√
Dt
)
= φ0erfc
(
x√
2x¯
)
(1)
where φ0 is the concentration originally in the sample stream. Fitting this equation to an observed
diffusion profile directly reveals the diffusion length x¯.
Due to the parabolic flow profile causing molecules near the walls to move at a lower velocity,
molecules near the walls are able to diffuse further across the channel than molecules found closer to the
center of the channel, where the flow velocity is highest. This effect was named the butterfly effect by
Kamholz et al. [6] due to its shape, and it allows an increased diffusion length for molecules advecting
near a wall. However, this gradient evens out when the advective transport rate is low compared to
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the diffusive transport rate, a relationship described by the Péclet-number Pe = v¯h/D = Q/(wD),
where Q is the volumetric flow rate and w is the channel width. Diffusion length x¯ is independent of z
when y/h  Pe  1 [23]. This is important for the measured diffusion length to be representative
for the whole channel, as the PCSS measures the concentration gradient within the first few hundred
nanometers from the sensor wall.
For pressure-driven flow, the relationship between pressure gradient ∆p, flow rate Q and
hydraulic resistance Rhyd is given by the Hagen-Poiseuille law [24] ∆p = QRhyd = 12ηLQ/(h3w),
where L is the length of the wide and shallow channel (h w).
3. Method
Figure 2A shows the optical system used to read out the optofluidic device, as previously
described [14]. Briefly, the setup features a bright and spectrally flat, white light source (EQ-99X
LDLS, Energetiq Technology, Inc., Woburn, MA, USA), directed through a lens, beamsplitter and
microscope objective to ensure illumination of the sensor wafer at normal incidence. Reflected light
was guided back through the microscope objective and beamsplitter, and directed into an imaging
spectrometer (Acton SP2750, Princeton Instruments, Trenton, NJ, USA) by a mirror, a tube lens and a
polarizing beamsplitter. This setup ensured that only resonantly reflected light of transverse electric
(TE) polarization reached the spectrometer, while the transverse magnetic (TM) light component was
received by a camera CCD (Thorlabs, Newton, NJ, USA) and used for navigation. The resonance
wavelength relates to the fluid refractive index [21], which is proportional to concentration (in w/v%
[25]).
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Figure 2. Setup and device operation. (A) Schematic overview of optical components. Light reflected
by the sensor is received by an imaging spectrometer and used to monitor refractive index changes.
(B) Top view of the microfluidic system. Two liquid streams co-flow and mix only by diffusion.
(C) Side view of the sensor-embedded microfluidic H-filter, comprised by four different polymers.
(D) Sample spectral image showing the concentration gradient. (E) Resonance peaks at two positions.
The presence of analyte red-shifts the resonance wavelength. (F) Diffusion profile as revealed by the
embedded sensor.
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Microfluidic devices, illustrated in Figure 2B, were produced by casting of polydimethylsiloxane
(PDMS, Sylgard 184, Dow Corning, Midland, MI, USA) on a silicon stamp to a thickness of approx. 10
mm, followed by a 2-h curing at 80 ◦C. The stamp was produced by standard UV photolithography into
a 9 µm thick AZ-4562 resist film, using a custom photomask (Delta Mask, Enschede, The Netherlands).
The mask defined channels of w = 1 mm width and L = 20 mm length, with a channel height
h = 9 µm as defined by the resist thickness. This height was verified by profilometry and Fabry-Pérot
interference analysis. Before using the silicon stamp for PDMS casting, a perfluorodecyltrichlorosilane
coating was applied by molecular vapor deposition. Inlet holes were punched using a 0.5 mm diameter
biopsy punch (World Precision Instruments Ltd., Sarasota, FL, USA), and the microfluidic device
formed a strong and irreversible bond upon contact with the sensor wafer, after the two parts had been
exposed to 60 s of oxygen plasma at 150 W.
The all-polymer sensor wafer was fabricated as described by Hermannsson et al. [14]. Briefly, a
low-RI polymer, Efiron PC-409AP (Luvantix ADM, Daejeon, Korea), was diluted to 85% in 2-propanone
(Sigma Aldrich, St. Louis, MI, USA), and UV nanoimprinted on a 2 mm thick poly(methyl methacrylate)
(PMMA) substrate, using a silicon stamp defined by electron beam lithography. The stamp featured
4 × 4 fields, each of 2 mm × 2 mm, spaced 9 mm apart, with a grating period of Λ = 368 nm and a
grating depth of d = 100 nm. A high-RI polymer, HI01XP (Micro Resist Technology GmbH, Berlin,
Germany), was diluted to 25% in ma-T 1050 (Micro Resist Technology GmbH) and spincoated at 3000
rpm for 60 s to form a homogenous, conformal layer. After at 3-min bakeout at 90 ◦C, the wafer was
flood exposed in a nitrogen atmosphere for 5 min. Figure 2C illustrates the polymer stack comprising
the optofluidic system after bonding.
Liquids were driven using a 4-channel digital pressure controller (MFCS Flex, Fluigent, Inc.,
Villejuif, France). Channels were first wetted using buffer, which for the case of glucose was merely
MilliQ water, or phosphate buffered saline (PBS, Sigma Aldrich) for the case of bovine serum albumin
(BSA, Sigma Aldrich). In the case of BSA, a full surface passivation was first performed, by leaving a
30 mg/mL solution in the channels for 30 min before starting the experiment.
4. Results and Discussion
A spectral image, such as the one illustrated in Figure 2D, was acquired every second, with a
spectral resolution of 12 pm and a spatial resolution of 5 µm. The resonance wavelength λr appears as
a bright peak at a given x-position, and was calculated as the weighted average λr(x) = ∑ λi Ii/∑ Ii,
after values of I < 0.5(Imax + Imin) had been set to zero. Resonance peaks at two representative
positions are shown in Figure 2E. By probing the resonance peak at all 100 positions monitored
simultaneously by the imaging spectrometer, a diffusion profile of the shape illustrated in Figure 2F
was obtained every second.
Due to the no-slip boundary condition, at the stagnation point y = 0 where the two streams meet,
the flow velocity vy will be zero. At a certain distance yL known as the entrance length, the normal
parabolic flow profile will have developed to 99%. It is thus important that measurements be made
well downstream from yL, but as it is typically on the order of 100 µm [6], this is rarely a problem in
practice. All measurements were performed at yglucose = 19.1 mm and yBSA = 18.1 mm for the two
sample liquids, thus avoiding entrance effects.
The resonance wavelength distribution λr(x) of each frame can be combined to form a kymograph
displaying time on the first axis, as shown in Figure 3. It is evident that the RI boundary becomes
sharper when the pressure difference increases, which decreases the time for diffusion and thus
diffusion length. The figure also indicates the reference signals when the channel is entirely filled
with sample or buffer, respectively. As the sharp boundaries on the temporal axis indicate, steady
state is rapidly achieved. At the lowest flow rate shown here (Q = 19.1 nL/s), the convection time
is tconv = ywh/Q = 9.15 s. Following a change in flow rate, a delay of t > tconv should thus be
permitted to ensure steady state. By temporal averaging of the resonance wavelengths within each
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section, steady-state diffusion profiles are obtained for various flow rates, as shown for glucose and
BSA in Figure 4.
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Figure 3. Kymograph of BSA diffusion experiment, obtained by end-to-end fusing the resonance
wavelength distribution for each frame. The color corresponds to resonance wavelength shift
normalized to the reference values in pure PBS buffer (λr = 0) and pure BSA (λr = 1). The sharpness
of the transition increases with measured pressure.
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Figure 4. Experimental diffusion profiles for (A) glucose and (B) BSA. Higher flow rates (Q in the
legends) lead to sharper transition (smaller x¯) at a given downstream position. Solid lines indicate best
fits to Equation (1).
Fitting Equation (1) to the experimentally obtained diffusion profiles directly reveals diffusion
length x¯, which governs the separation efficiency of the H-filter. The ability to monitor the extent of
diffusion in real-time allows the operator to adjust flow conditions during an experiment, rather than
waiting for results of a subsequent off-line analysis to determine whether the conditions were in fact
suitable. Often such adjustments must otherwise be made “in the dark” for real samples, which may
neither be absorbing nor fluorescing, as usually the diffusion boundary cannot be visualized.
For complex samples, such as mixtures of protein fragments, each different component would
exhibit a size-dependent diffusion, and the measured refractive index profile would comprise a
superposition of multiple error functions Equation (1). An analysis of the concentration gradient
would reveal an average diffusion length, which may be sufficient for certain applications.
To summarize, a PCSS-embedded microfluidic H-filter was presented, which enables label-free,
real-time monitoring of concentration gradients. As a proof of concept, the device was used to monitor
diffusion of glucose and BSA, and the diffusion length in response to various flow rates was determined.
This upgrade to a classic microfluidic component could enable many new applications previously
119
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precluded by the need for samples to be fluorescing or absorbing. The demonstrated sensor-integrated
optofluidic device enables informed decision-making on the basis of diffusion-length, which could
further act as input for an automated feedback loop. In this work we focus on measuring diffusion
length. This could be extended to determining diffusion constants. However, for high-viscosity
samples, the mutual diffusion coefficient would obtain a spatial dependence, which could be the topic
of future investigations.
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