INTRODUCTION
Wavelet analysis originated as a new analytic method alternative to Fourier analysis in signal analysis and has rapidly grown through interactions with mathematics over the last decade or so. As a spatially adaptive analytic method, wavelets provide a new useful tool for nonparametric function estimation. Because wavelets are spatially varying orthonormal bases with two parameters-scale and translation-they are fundamentally different from the Fourier basis or Gabor basis (i.e., the windowed Fourier basis) and have some appealing statistical advantages over traditional estimators such as kernel and spline methods in esti-ticularly suitable for such a purpose. Here we propose a new consistent test for serial correlation using wavelets. The test is constructed by comparing a waveletbased spectral density estimator and the null spectral density. We establish the asymptotic theory for the proposed test. The null distribution of the test statistic is asymptotically one-sided N(O, 1). No formulation of an alternative model is required, and the test is consistent against serial correlation of unknown form.
A simulation study compares the proposed wavelet-based test with the kernelbased test of Hong (1996) . It confirms our conjecture that the wavelet method outperforms the kernel method in detecting spatially inhomogeneous spectral features. When the spectral density has distinctive peaks or spikes, the waveletbased test has better power than the kernel-based test. On the other hand, when the spectral density is smooth, the kernel-based test performs better. Because the power of the tests depends on the shape of the unknown spectrum, the proposed test is a useful complement to the kernel-based test in practice.
In Section 2, we introduce the wavelet framework and construct the test statistic. The null asymptotic normality is derived in Section 3, and consistency is established in Section 4. Section 5 presents a simulation study on the finite sample performances of the proposed test and the kernel-based test of Hong (1996) . All the proofs are given in the Appendixes. Throughout, A* denotes the complex conjugate of A; Re (A) the real part of A; Z -{0, ? 1, ... } and Z+ = {1,2,...} the sets of integers, and positive integers, respectively; C E (0,oo) a generic constant that may differ from place to place. All convergences are taken as the sample size n -* oo.
BASIC FRAMEWORK AND TEST STATISTICS

Wavelet Analysis
Let qf: IR -R be an orthonormal wavelet such that the doubly infinite sequence {11k(X) = 2 jl2qf(2ix -k)} forms a complete orthonormal basis of the L2(1R)-space of square integrable functions, where j and k E Z are integers corresponding to scale (dilation or compression) and translation (displacement), respectively. Any function f(x) E L2(IR) can be expressed as a sum of wavelets {1Ijk(')}, which are generated from the single function q(.), the socalled mother wavelet. For excellent intuitive accounts of wavelet analysis, see, for example, Priestley (1996) and Ramsey (1998).
Throughout, we consider multiresolution analysis, which is the most commonly used analytic method in the wavelet literature (cf. Daubechies, 1992; Hernaindez and Weiss, 1996; Priestley, 1996; Strang and Nguyen, 1996). itively, a small j or a low resolution level can capture smooth components of the signal, whereas a large j or a high resolution level can capture variable components of the signal. Moreover, given a resolution level j, various values of translation parameter k allow one to capture local features of the signal. In our application, the scale function 4(.) will capture the smoothest component of the spectral density, whereas the wavelets {k(')} will capture the differences such as peaks and spikes. We note that requirement (i) implies that (a) the signal seen at a given resolution level contains all the information of the signal seen at coarser resolution levels and (b) any function in L2(]R) can be approximated arbitrarily well by a sufficiently fine resolution (i.e., a sufficiently large j). Requirements (ii) and (iii) represent scale and shift invariance, respectively.
We first impose a standard condition on the mother wavelet ql(f). 
O, otherwise, 
Wavelet Representation of the Spectral Density
The signal described previously can be a regression function or a probability density function in the time domain or a spectral density function in the frequency domain. We now consider a wavelet representation of the normalized spectral density function f (w) of a covariance-stationary real-valued process {X,, t E Z}. Becausef (w) is 2i--periodic, it is not square integrable over R. We need to construct a wavelet basis {yjk(.),Tjk(.)} for the L2 ( 
j=O k=1
where the wavelet coefficients 
Wavelet Spectral Density Estimator and Test Statistic
Suppose that we observe a sample {X, }t =. We define the sample autocorrela- The finest scale J should be smaller than log2n. Proper conditions on J will be given to ensure that the proposed test statistic has a well-defined limit distribution. In our simulation, we will choose J via an automatic data-driven method by Walter (1994), which, to a certain extent, lets the data themselves determine a proper J given each n. We could use 2X+1 to replace 2J+1 -1, but the latter is expected to give better finite sample performances when J is small. Hong (1996) considers a class of consistent tests for serial correlation of unknown form using the Parzen (1957) kernel estimator for the spectral density f(w), which depends on Fourier analysis. Unlike the Fourier transform, (22) represents f (w) via the wavelet transform. For the kernel-based test, kernels typically put more weight on low order autocorrelations and less weight on high order autocorrelations. In contrast, wavelets do not necessarily weigh down high order autocorrelations. Instead, they impose different weights via different scales and translations. In this sense, the wavelet-based test is expected to have better power than the kernel-based test when f(w) has distinctive local features such as peaks and spikes. If f(w) is smooth without singularities, however, the kernel-based test is expected to perform well. Our simulation study, which follows, confirms these claims.
ASYMPTOTIC NULL DISTRIBUTION
To derive the null limit distribution of Wn, we impose the following condition. Assumption 3. {Xt}t=O is independent and identically distributed with E(X, -4)2 = a2 and E(X, -/t)4 = /L4 < oo, where /L = EX,. A random sample {X,}J1 of size n E 2 is observed.
Assumption 3 allows non-Gaussian processes as are common for economic and financial time series. We now establish the asymptotic normality of the wavelet-based test. Hong, 1996 ). We choose a data-driven bandwidth p using the cross-validation procedure of Beltrao and Bloomfield (1987). Here, the bandwidth is determined to maximize the cross-validated log likelihood in the frequency domain, which is asymptotically equivalent to minimizing a weighted IMSE. We use a grid search for the optimal integer-valued bandwidth p over the range from 2 to 15. The algorithm is implemented by fast Fourier transform. See Beltrao and Bloomfield (1987) for more discussion.
Two sample sizes, n = 64 and n -128, are considered. First, we study the size under normal and nonnormal processes using a GAUSS pseudo random number generator on a personal computer. Nonnormal cases include lognormal and uniform processes, scaled to have mean zero and variance one. Table 1 reports the percentage rejections of the tests Wn and Kn at the 10% and 5% Table 2 reports the power at the 10% and 5% levels when the innovations are normally distributed. For ARMA(4,4) and AR(4) processes, W, has better powers than Kn regardless of the choice of the wavelet qf(i) and the sample size n.
Among the wavelets, the Meyer and Franklin wavelets have slightly better powers than the second order spline wavelet for the smaller sample size (n = 64). For the larger sample size (n = 128), all the three wavelets deliver similar powers, which is consistent with the asymptotic theory. For the long memory process, Wn performs similarly to Kn. Although there is a peak at zero frequency, the spectral density of the long memory process is rather smooth elsewhere, and the kernel method performs well for this alternative. On the other hand, Kn outperforms W, in detecting AR(1), which has a spatially homogeneous spectral density with no peaks.
Tables 3 and 4 report the power when the innovations are lognormally and uniformly distributed, respectively. Again, Wn is superior to K, against ARMA(4,4) and AR(4). Each wavelet performs quite similarly and dominates Kn, particularly against AR(4). For the long memory process, Wn has better power than Kn for n = 128 when innovations are lognormally distributed, but when innovations are uniformly distributed, K, outperforms Wn. Also, Kn obviously outperforms Wn against AR(1) under both lognormal and uniform innovations. This evidence, though limited, confirms the theoretical claims that the wavelet method can more effectively detect spatial inhomogeneity of the spectrum than the kernel method. The power of the tests clearly depends on how spatially inhomogeneous the spectral density is.
In summary, we observe that (1) the choice of wavelets, in general, has little effect on the power of the wavelet-based test Wn, as expected from the asymptotic theory and (2) the wavelet-based test Wn has better power than the kernel-based test Kn when the spectral density exhibits distinct local features. When the spectral density is smooth, however, the kernel-based test K,, performs better. 
CONCLUSION
We propose a wavelet-based consistent test for serial correlation of unknown form. The test is constructed by comparing a wavelet-based spectral density The first equality in (B.1) implies that bj(h, m) is real valued, and the second one implies that bj(h, m) = bj(m, h).
