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In field experiments it is frequently noted that neighboring units (plots) 
tend to be more alike than distant ones (Yates, 1938; Bartlett, 1978; McGilchrist 
and Knudsen, 1983, etc.), which can be modeled statistically by assuming that 
neighboring observations are correlated. Other areas where "neighbor" 
correlation models arise are time series and geostatistics; there correlation 
between observations seems to be the rule, rather than the exception. 
In experimental design, when proper randomization procedures are applied, 
statistical analyses can be frequently carried out as if observations are 
uncorrelated (Yates, 1938). Although randomization provides unbiased 
estimators of the parameters of interest and of their estimation, estimators with 
smaller variances can be obtained by modeling the spatial covariance structure 
and ignoring or restricting the randomization. A large part of the dissertation 
demonstrates this last statement in different ways. 
Before introducing the main results, a motivating discussion of several 
topics related to the analysis and design of experiments with correlated 
observations is presented. 
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1. ORDINARY LEAST SQUARES (OLS) AND GENERALIZED 
LEAST SQUARES (GLS) 
Consider the linear model, which will be referred to as model I, 
Y  =  X 0 + W  ,  ( 1 . 1 )  
where 
(1) Y' = (^1*^2,...,Yn) is the vector of observations, 
(2) 0 is a pxl vector of unknown parameters, 
(3) X is the incidence matrix of dimension nxp and rank(X)^p, 
(4) w is a zero mean random vector with nonsingular covariance matrix 
E(oja)') = o" V, where V is known. 
Let T = A 0  be a vector of t^rank(X) linearly independent estimable 
fu n c t i o n s ;  i . e . ,  t h e r e  e x i s t s  a  m a t r i x  T  s u c h  t h a t  A  =  T X  a n d  r a n k ( A ) = t .  
Then the ordinary least squares (OLS) or simple least squares estimator of r is 
given by 
Tous =  A ( X ' X ) - X ' Y ,  ( 1 . 2 )  
and its variance is 
VARI(TOLS) = CR2A( X ' X ) " X ' V X ( X ' X )"A' . (1.3) 
The best linear unbiased estimator (BLUE) of T  is given by the generalized least 
squares (GLS) estimator of r (Aitken, 1935), 
ÎGLS = A(X'V-^X)"X'V-1Y, (1.4) 
and its variance is 
varj(f) = (r^A(X'V-^X)-A' . (1.5) 
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For any real matrix A, A" denotes a generalized inverse of A, characterized by 
the property A A" A - A. 
Since TGLS is the BLUE of T, it is easy to show that the covariance matrix 
of the OLS estimator is larger, in the Loëwner—ordering sense, than the 
covariance matrix of the GLS estimator; i.e., varj(fous) — var(Tgls) is a 
nonnegative definite matrix. Puntanen (1986) gives a proof of this result for 
any singular or nonsingular covariance matrix V. 
Zyskind (1962, 1967, 1969) derives necessary and sufficient conditions 
under which estimators (1.2) and (1.4) are the same: e.g., the OLS estimator of 
T is BLUE if and only if PV-VP, where P is the symmetric idempotent 
projection matrix, P=X(X'X)'X'; here V is singular or nonsingular. 
F u r t h e r m o r e ,  Z y s k i n d  ( 1 9 6 7 )  s h o w s  t h a t  t h e  m a t r i x  V  m u s t  b e  o f  t h e  f o r m :  
V  =  \ I + P A P  4 - ( I - P ) B ( I - P ) ,  ( 1 . 6 )  
where A and B are chosen so that the matrix V is nonnegative definite. 
Under Zyskind's conditions, since both estimators agree, their covariance 
matrices are the same : 
varj(foLs) = var^( T^Ls ) = A ( X' X )"A' . 
Now although the OLS estimator is BLUE, one should be careful not to act as if 
the observations are uncorrelated; i.e., it can not be assumed that 
E(ww') — <7^1. The analysis based on the uncorrelated errors model, which will 
be referred to as model II, can give biased estimators for the variance of the 
estimator TQLS defined in (1.2). The variance of TQUS under model II is 
4 
v a r j  i (  t o L s  )  =  0 - 2  A  (  X '  X  T A '  ,  ( 1 . 7 )  
which in general will be different from both (1.3) and (1.5). If inferences are 
based on model II when model I is the correct model, then misleading confidence 
intervals and hypothesis tests can arise. 
Let us extend this discussion further. Assume that the covariance matrix 
V is given by the expression (1.6), i.e., the OLS estimator is BLUE. Then under 
model II, the residual mean square is given by 
Y' ( I — P ) Y 
- n--rank(X-) ' 
and its expectation, under model I, is: 
E,(RMS(lI)).a2iîIXM 
_ 2 t r { ( x i  - h P A P + ( I  - P ) B ( I - P ) ) ( I - P ) }  
^ n — rank ( X ) 
which is a biased estimator of cr^ unless X = 1 — . 
n  —  r a n k ( X )  
Now consider an example: Suppose A*=al and B = bI in (1.6), so that 
V = M  + a P  + b ( I  - P )  
=  ( \ +  b ) I + ( a - b ) P  ,  ( 1 . 9 )  
where X, a and b are chosen so that V is positive definite. The inverse matrix 
V'^ of V is given by 
v - ' - x i b ' - c x + w + n ' ' -
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Then, 
var;( Tols ) = A ( X' X )" A' 
=  C T 2 ( X 4 - a ) A ( X ' X ) " A '  =  ( \ + a ) v a r j i ( T o u s )  •  ( 1 . 1 1 )  
Also, the residual mean square under model I is: 
wo, T s Y' ( - V-1X ( X' V"1 X )• X' V-1 ) Y 
n - r a n k ( X )  
= ^ ^^RMS(II) , (1.12) 
the last equality occurring after some straightforward algebra. 
Combining (1.11) and (1.12), and using residual mean squares to estimate cr , 
the estimated variance of the estimator foLs is 
varj( toLs ) = RMS( 1) A ( X' X )" A' 
= ^ -^RMS(II)A(X'X)"A' 
= j^-^-^varjj(foLs) » (1.13) 
Thus unless a = b the estimated variance of the estimator fo^s is different 
under the two models : model II, which assumes uncorrelated homoskedastic 
errors, in general provides biased estimators of the variance of the OLS 
estimators. 
The previous results clearly indicate that even under Zyskind's conditions, 
we cannot omit the explicit use of the covariance matrix V. Estimation is 
usually the first step in a statistical analysis; subsequent steps involve the 
construction of confidence intervals and hypothesis testing, for which knowledge 
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(or modeling) of the covariance structure is crucial. 
A particular but very important case to consider is when the covariance 
matrix V is generated by a randomization procedure. Consider, for simplicity, a 
completely randomized design where each of t treatments is replicated r times. 
Assuming that additivity holds between the treatment and the experimental 
units, we can write the observation on the i—th unit that receives treatment k 
as (Zyskind, 1969), 
Y k i - Z . + a ^ + Z A V ^ J - Z )  
J-1 
= / U  +  +  e j j .  ,  ( 1 . 1 4 )  
where aj^ is the effect due to treatment k, Zj is the basic response of the j—th 
unit in the absence of any treatment, ^ = Z is the average of the basic 
responses over the n units, and fK takes the value one if the i—th replication 
of the k—th treatment is applied to the j—th unit and zero otherwise. With 
the obvious changes of notation, the model (1.14) can be represented in matrix 
form as in model (1.1). Although the usual randomization approach considers 
the data {Zjt i = l,2,...,n) as fixed, we can generalize this model by assuming 
that the basic response Zj is a realization from a lattice process with covariance 
cov(Zj,Zj) = Co(see Part II for a random field model, that in turn implies a 
lattice model). The covariance matrix V of the vector Y is 
V  -  v a r ( Y )  =  c T | ( I - i j )  ,  ( 1 . 1 5 )  
where the expectation is taken both over the randomization distibution and the 
lattice process Z, J is an nxn matrix whose elements are all one, and 
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We shall refer to the model (1.14) with covariance matrix (1.15) as the 
randomization model (i.e, model I), and we shall refar to the model defined by 
the expectation of (1.14) and the covariance matrix a I as the uncorrelated 
errors model (i.e., model II). Let P denote the projection matrix under model 
(1.14); then since 1 belongs to the column space of the projection matrix P, 
P J  =  J  =  J P ,  
and 
V P  =  c r | ( I - i j ) P  -  < T | ( P - i j )  =  P c r | ( l - l j )  =  P V  .  
Therefore, Zyskind's conditions are satisfied. Notice that V = (I — ^J) is a 
special case of (1.6) where A = —I and B =0. The BLUE of the treatment 
difference (an estimable function of the parameters) is just the 
difference of the treatment means ; i.e., the BLUE is the OLS 
estimator. The variance of the difference of the treatment means is 
varj(Yj^ —Y^ ) = » (1.17) 
2 2 





- Yj.) - P • "-19) 
2 Under the uncorrelated errors model where var(Y) = cr I, the variance of 
9 o 
the estimator of the treatment difference is ^ cr"^, which is different from the 
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expression (1.17). Nevertheless, the estimated variances are both equal to (1.19) 
when either of the two models are assumed, since the residual mean square (1.18) 
is used as the estimator of a when model II is (perhaps incorrectly) assumed. 
This equality is fortuitous, but is not guaranteed, as we now show. 
Consider now the estimable function the BLUE is just the 
treatment mean . The variance under the randomization model (model I) is 
varj(Yj^ ) = ^ t ^ • (1.20) 
and under model II it is 
v a r j j ( Y k  )  =  j r P "  •  ( 1 . 2 1 )  
These two expressions are different and, when the residual mean square 
g 9 (1.18) is used to estimate and cr , the estimated variances are also different. 
Model II provides biased estimators of the variance of the OLS estimator Yj^ , 
under randomization. Thus, although randomization diminishes the effect of 
spatial correlation, it still cannot be completely ignored. Similar results and 
conclusions can be extended to other randomized experimental designs (Zyskind, 
1969). 
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2. OPTIMAL EXPERIMENTAL DESIGNS WITH CORRELATED OBSERVATIONS 
When the covariance model for the observations of an experiment is 
known, the search for optimal designs depends on three factors: (1) the 
estimand; i.e., the parameters to be estimated, (2) the estimator and (3) the 
optimality criterion; i.e., a measure of closeness of the estimator to the 
estimand. 
In experimental design, one of the principal objectives is the estimation of 
treatment contrasts T, and it is this objective that will be considered in Parts II 
and III of this dissertation. 
Traditionally, two estimators have been discussed in the experimental 
design literature with correlated observations ; the OLS estimator and the GLS 
estimator. The OLS estimator is usually chosen from practical considerations; it 
is easier to compute than the GLS estimator since it does not involve the 
covariance matrix V, But since we need to know the covariance matrix of the 
observations to compute the variance of the estimators, the merits of using a 
less efficient estimator in view of its computational simplicity are questionable. 
Given the estimator, the natural optimality criterion with which a design 
could be chosen, is the "smallest" covariance matrix of the estimator of r, 
where "smallest" is again in the Loëwner—ordering sense. Often however, we 
have to be content with the minimization of some function of the covariance 
matrix of the estimator. 
Write the model (1.1) as 
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Y = , (2.1) 
where 0^ contains the t treatment effects and §2 contains the (p — t) local 
control parameters (e.g., block effects, row and column effects, etc.), including 
an overall mean effect. Let T = A0, be a vector of the t estimable centered 
treatment contrasts, whose k—th component is ~"t^®ll "^^12 "^®lt^' 
^ = I _ij, where J = n' is a txt matrix whose elements are all one. Let foLs 
be the OLS estimator of T, namely 
Tous = AC(X,I)"X'i(I-X2(X^ X2)'X^)Y , (2.2) 
where 
C ( X , I )  =  X i ( I - X 2 ( X ^ X 2 ) " X ^ ) X i  .  ( 2 . 3 )  
The GLS estimator of T is given by 
ZGLS  = AC(X,V)"X'i(V-^-V-1X2(X^V-^X2)"X^V-MY , (2.4) 
where 
C ( X , V )  =  X ^ ( X 2 ( X ^  X 2 ) " X ^ ) X ^  .  ( 2 . 5 )  
Estimators (2.2) and (2.4) are analogues of (1.2) and (1.4) respectively, presented 
for the special structure of model (2.1). Note that C(X,V)=C(X,I) when 
V =1, so (2.3) is a special case of (2.5). 
Let D( F , X , V )  b e  t h e  v a r i a n c e  o f  t h e  e s t i m a t o r  o f  T ,  where F  represents 
either the OLS or the GLS estimator. Note that D(T,X,V) has zero row and 
columns sums since A has zero row and column sums. Define 
C(f,X,V) = D(f,X,V)"*' as the information matrix of T, where A"^ denotes the 
Moore—Penrose inverse of the real matrix A. This too has zero row and 
column sums since A"*" - A"^ A A"*"- A'( A"*" )'A"^ = A"*" ( A"*" )'A'. Moreover, when 
Z =TGLS> C(fGLs,X,V) =C(X,V) as it is now shown. 
Proposition 1 
C ( X , V )  is the Moore—Penrose inverse of D C tgls »X , V ) .  
Proof ; 
Since is an estimable vector, there exists a matrix T such that 
A =TC(X,V). Also, since l'C(X,V)=g' and C(X,V)1 =0, then 
A C ( X , V ) = C ( X , V ) A = C ( X , V ) .  F u r t h e r m o r e ,  D ( T g l s . X , V )  =  A C ( X , V ) " A  .  
Now, 
(i) C ( X , V ) D ( T G U S , X , V ) =  C ( X , V ) A C ( X , V R A  =  C ( X ,  V ) C ( X ,  V) - C ( X ,  V)T' 
=  C ( X , V ) T '  =  A ' =  ( C ( X , V ) D (tGus. X , V ) ) '  .  
(ii) D(fGLs»X,V)C(X,V) == (D(fGLs»X,V)C(X,V))' , by a similar argument. 
(iii) C ( X . V ) D ( T G L S . X , V ) C ( X . V )  =  C ( X , V ) A C ( X , V r A C ( X , V )  =  C ( X , V )  .  
(iv) D(TGLs,X,V)C(X,V)D(TGL8,X,V)= AC(X,VrAC(X,V)AC(X,VrA 
=  T C ( X , V ) C ( X , V r C ( X , V ) C ( X , V r A  
=  A C ( X , V r A  =  D C X G L S . X . V )  .  
Then, C(X,V) satisfies the four properties that uniquely define the 
Moore—Penrose inverse (Rao and Mitra, 1971, p. 51) of D(fGus>X,V); i.e., 
C ( T G L S , X , V ) = C ( X , V ) .  •  
So for GLS estimation in a correlated—errors model, the information matrix 
C ( fGLs, X, V ) is the natural extension to the C—matrix in an uncorrelated — 
errors model (e.g., Kiefer, 1980). 
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Since Loëwner—ordering is such a difficult criterion with which to work, 
functions of the covariance matrix are often used instead. A large class of 
optimality criteria, indexed by a power p, can be described as follows. For a 
fixed p, minimize the following functional over a class of designs 3£ (Kiefer, 
1975): 
where for p = 0 and p=oo the functional is defined in the limit. Here 
:  k  = l , 2 , . . . , t  —  1 )  a r e  t h e  t  —  1  p o s i t i v e  e i g e n v a l u e s  o f  Q  f ,  X ,  V  )  .  T h i s  
class of criteria includes the popular A—optimality (p = l), D—optimality (p=0) 
and E—optimality (p=oo) criteria (see Part II and Part III of the dissertation). 
A stronger optimality criterion, that includes (2.1) for all values of p, is 
d e s c r i b e d  b y  K i e f e r  ( 1 9 7 5 ) .  L e t  ^  b e  t h e  c l a s s  o f  n o n n e g a t i v e  d e f i n i t e  t x t  
matrices with zero column sum and zero row sum, Let if be the class of all 
functions g —*( —oo,oo] that satisfy the following conditions, 
(i) Tp is convex ; i.e., if Bj, B2 6 q and 0 u ^ 1 then 
^ f i ( u B j + ( l  —  u  )  B 2  ) ^ f V ' ( B 2 ) + ( l  —  v ) i j } {  B 2  ) .  
(ii) ij) is nonincreasing in the scalar b ^0; i.e., if B2 =bBj then 
(iii) 0 is invariant under permutation of coordinates; i.e., if B G ®^Q  and 
JIB is obtained from B by permuting rows and columns of B as 
described by the matrix H, then ;0( H B ) = ^ ( B ). 
A design X* G3£ is said to be universally optimal over the class 3£ if. 
(2.6) 
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? Û ( C ( f , X * , V ) )  =  m i n { î Û ( C ( f , X , V ) ) : X e 3 £ }  ,  f o r  a i l  0 G > P .  
The importance of the conditions (i) to (iii) is now clear. The convexity 
condition (i) ensures that a local minimum is in fact optimal, condition (ii) 
ensures that more informative designs will be preferred, and condition (iii) 
simply indicates invariance with respect to treatment ordering. It is shown by 
Kiefer (1974) that the functional defined in (2.1) belongs to the class 4^ for all 
values of p; hence a universally optimal design within the class of designs 30, is 
Vip—optimal for all values of p. 
A weaker optimality criterion is introduced by Kiefer and Wynn (1981). 
Although it is originally presented for the OLS estimator of the treatment 
contrast T, it can be extended to any estimator of r. Let $ be the class of all 
nondecreasing functions ^ q—>( —oo,oo], that are convex and invariant under 
permutation of coordinates. Then a design X* is said to be weakly universally 
optimal over the class 3£ if : 
< ^ ( D ( T , X * , V ) )  =  m i n { 0 ( D ( T , X , V ) ) : X  e S E }  ,  f o r  a l l  
It is pointed out by Kiefer (1975) and Kiefer and Wynn (1981) that the class of 
functionals t on the set of information matrices C(t,X,V) is more general than 
the class of functionals (p on the set of variance matrices D(F,X,V). To 
illustrate the strict inclusion, consider the following functional: 
9 > p ( D ( T , X , V ) )  =  ( ^ ^ S f k F  ;  .  ( 2 . 7 )  
where :k = 1,2 t—1} are the t — 1 positive eigenvalues of D(r,X,V). It 
is shown by Kiefer (1974) that this functional is convex only for p^l. 
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Sufficient conditions for universal optimality and weak universal optimality 
are presented by Kiefer (1975) and Kiefer and Wynn (1981). A design X* G 3£ is 
universally optimal if it satisfies the following two conditions (Kiefer, 1975): 
(i) C ( t, X * , V ) is completely symmetric, i.e., is of the form al - F  bJ; and 
(ii) tr(C(T,X*, V)) is maximum over all X E3E. 
Failure to find a design that satisfies conditions (i) and (ii) does not mean that a 
universally optimal design does not exist. 
These sufficient conditions can be alternatively expressed in terms of the 
eigenvalues of the information matrix C(f,X,V) (Thompson, 1956; Martin, 
1986). A design X*G3£ whose information matrix C(T,X*,V) has eigenvalues 
; k = 1,2,...,t — 1}, is universally optimal if it satisfies the following two 
conditions 
(i) J/* — I and 
t-1 . 
(ii) 2 is maximum over all X E3E . 
k=l 
This equivalent representation follows directly from the following lemma. 
Lemma (Thompson. 1956): 
Let B E  B  is a completely symmetric matrix if and only if it has 
only one positive eigenvalue with multiplicity t — 1. 
Proof ; 
Suppose B is a completely symmetric nonnegative definite matrix equal to 
a 1 + b J ; then it has eigenvalues =• a — b t and a for k'-2,3,...,t. Since 
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B e Sj. Q, then Çj = 0 and hence == b t ; b > 0, for k •=• 2, t. Conversely, 
suppose B has only one positive eigenvalue f with multiplicity t — 1 ; define 
1 
A  —  i J ) .  S i n c e  A  h a s  t h e  s a m e  e i g e n v a l u e s  a s  B ,  t h e r e  e x i s t s  a n  
o rthogonal matrix O such that B = OAO' = Ç(I — |0J0') =Ç(I — ^J), since 
B G Q . Thus B is completely symmetric . • 
The alternative representation of the sufficient conditions is very helpful in 
studying the efficiency of designs against hypothetical universally optimal 
d e s i g n s  ( s e e  P a r t  I I I ) .  
Similarly, a design X* G 3£ is weakly universally optimal if it satisfies the 
following two conditions (Kiefer and Wynn, 1981): 
(i) D(f,X*,V) is completely symmetric, and 
(ii) tr(D(f,X*, V)) is minimum over all X E3E. 
The equivalent representation in terms of the eigenvalues of the covariance 
matrix D(f,X*,V) is (Thompson, 1956; Martin, 1986); 
(i) == ^2 ~ ~ ^t-1 ' 
t-1 
(ii) 22 is minimum over 3£. 
k=l 
The universal optimality criterion is usually used together with the GLS 
estimator f - Tgls (Gill and Shukla, 1985a, 1985b; Kunert, 1985a, 1985b, 1987), 
and the weak universal optimality criterion is usually used together with the 
OLS estimator T - fots (Kiefer and Wynn, 1981; Russell and Eccleston, 1987; 
Morgan and Chakravarti, 1988). Which criterion is used is usually a matter of 
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mathematical tractability. When the variance matrix V has a simple form, as in 
nearest—neighbor correlation structures, it is usually easier to find weak 
universally optimal designs for the OLS estimator of T since the variance matrix 
of foLs (cf. (1.5)) is simpler to handle than the variance matrix of the XQLS. 
Conversely, when the inverse V"^ of the matrix V has a simple form, as is the 
case for autoregressive error processes, the information matrix of the GLS 
e s t i m a t o r  T g l s  ( c f .  ( 1 . 3 ) )  u s u a l l y  h a s  t h e  s i m p l e s t  f o r m ;  h e n c e  c o n d i t i o n s  f o r  
universally optimal designs are usually given. 
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3. THE COVARIANCE FUNCTION AND THE VARIOGRAM 
IN EXPERIMENTAL DESIGNS 
Clearly, a spatial approach to the analysis and design of experiments 
depends on how well we can identify and model the spatial covariance structure. 
The assumption usually made is the existence of a stationary covariance 
function, cr ( Sj — §2 ) = cov ( Y ( Sj ), Y ( §2 ) ) ; s^, §2 6 ® C . An alternative way 
of characterizing the statistical dependence between spatial observations is 
through the variogram (Part I and Part II of the dissertation) which is defined 
as 
27(§i — §2) = var( Y(sj) — Y(s2)) ; Sj,S2G® CR'^ , (3.1) 
where Sj (i =1,2) are the spatial location indices varying within a certain 
region 3). The quantity 7( ) is called the semivariogram. Variogram models are 
more general than covariance function models (e.g., Cressie, 1990, Section 2.3). 
In the presence of spatial dependence, the variogram arises naturally in the 
expectation of the residual mean square of randomized experimental designs 
(Part II). Also, best linear unbiased estimators of treatment contrasts can be 
e x p r e s s e d  i n  t e r m s  o f  t h e  v a r i o g r a m  f u n c t i o n .  
Proposition 2 
Assume model (1.1) with the condition that XI oc 1. Let T  = Vfl be an 
estimable function such that X'l =0; then the best linear unbiased estimator of 
r is given by 
f  =  y ( X ' r ^ x r x ' r " ^ Y  ,  ( 3 . 2 )  
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and its variance is 
v a r ( f )  =  - y C X T - ^ X r X  ,  ( 3 . 3 )  
where F is the semivariogram matrix; i.e., if the data Y are written as 
(Y(sj),¥(§2),...,Y(sn))', emphasizing their spatial locations S2,S2,...,Sn , then 
t h e  ( i , j ) — t h  e l e m e n t  o f  T  i s  7 ( S j ^ — S j ) .  
Proof ; 
Let £'Y be an estimator of T ; the unbiasedness condition implies that 
X = \'. Also X' 1 = 0 and X1 ccl imply £' 1 = 0. Now, the condition £'1=0 
implies that 
( £ ' Y - £ ' X 0 ) 2  = ( r w ) 2 =  Z  ,  ( 3 . 4 )  
^ i = i j = l  
where W=Y—X0. Thus, 
v a r ( g ' Y )  =  E ( | ' Y - X 0 ) 2 =  - i  ^  ^  
=  - 5  Z  É  ( ; £ i V a r ( W ; - w j  =  .  ( 3 . 5 )  
i-i j=l 
Therefore, the problem of finding the BLUE can be expressed as one of 
minimizing — £'rf subject to the restriction £'X—X'. The result (3.2) follows 
inmediately from Rao (1973, p. 60, If.l (ii)). Now var(f) = var(£'Y) = — £'rjE = 
- y ( X ' r " ^ X ) " K ,  s i n c e  £ ' =  V ( X T ^ X T X ' r ^  •  
Notice that in the proof of the proposition we only required the existence 
of the stationary variogram function, which is less restrictive than requiring 
the existence of the stationary covariance function. Since an experimental 
des ign matr ix  sa t i s f ies  the  condi t ion XI  a  1  and a  t rea tment  contras t  T  —\ '0  
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satisfies the condition Vl =0, then the previous theorem holds for the BLUE of 
T. Similarly, since E'Xl-O where £' == X'(X'X)"X', the variance of the OLS 
estimator of T can also be expressed in terms of the variogram function; i.e., 
v a r ( f o L s )  =  - y ( X ' X r X ' r X ( X ' X ) " X .  
There are two ways of representing the GLS estimator of a treatment 
contrast, of representing its variance and of representing the variance of the 
OLS estimator, viz. in terms of the covariance function or in terms of the 
variogram. This leads naturally to the question of estimation of these two 
measures of statistical dependence, in particular the question of bias of the 
estimators. This problem is adressed in Part I of the dissertation in the context 
of time series and polynomial trends. 
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4. EXPLANATION OF THE DISSERTATION FORMAT 
This dissertation consists of three parts, in which several problems related 
to the estimation, analysis and design for experiments with correlated 
observations, are addressed. In Part I, the bias of the ordinary least squares 
residuals—based estimator for the covariance function and for the variogram are 
studied and a recursive—residuals—based estimator for the covariance function 
is introduced. In Part II, the analysis and design of field experiments using 
spatial considerations is compared with the classical analysis and design based on 
uncorrelated observations. Finally, in Part III, the efficiency of incomplete 
block designs under a second—order autoregressive error process is studied, and 
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ABSTRACT 
Assuming a polynomial trend with correlated errors, approximate 
expressions for the expectation of the ordinary least squares 
(OLS)—residuals—based estimators for the covariance function and the 
variogram are derived. An estimator for the covariance function based on the 
recursive residuals is presented and compared to the OLS—residuals—based 
estimator. 
KEY WORDS ; ARMA process; Correlated errors; Covariance estimation; 
Kriging; Linear model; Prediction; Recursive residuals. 
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1. INTRODUCTION 
Consider the linear model: 
y=xg-j-  e ,  (1.1)  
where Y is a nxl vector of observations, X is an nxK known matrix, /3 is a 
Kxl vector of unknown parameters, and e is an nxl vector of unknown random 
errors whose elements .<,en)' are from a zero mean second—order 
stationary time series {e^; t =0,1,...}. Then E(e) — 0, and E(ee') = V = (cr^j), 
where cr. j is a function only of the distance between the observations; that is, 
CTy = cov (ej, e j ) = cr ( h ) , where h = |i—j| ; i, j = 1,2,...,n . 
This article addresses the problem of estimation and modeling of c r { h ) \  
h = 0,1,.... A natural approach is to use a two—stage procedure: At the first 
stage detrend the series {YpY2....,Yn}, and at the second stage use the 
residuals to compute the nonparametric estimator of CT(h). Alternatively, one 
could take a parametric approach and assume <T{-] to be derived from say an 
ARMA(p,q) process. Either way, a positive definite model tT(h;ô) is typically 
fit that can be used for efficient estimation of /S, or optimal forecasting of 
yn+l-
In the absence of prior knowledge about the dependence, the method of 
ordinary least squares (OLS) is initially employed to estimate /S, and an 
estimator of cr(h) is given by the average of the cross-product of residuals 
separated by lag h. We call this (nonparametric) estimator ô-(h), and its 
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expression is given by 
â ( h ) = ( n - h r ^  2 :  h = 0 , l  n - 1 ,  ( 1 . 2 )  
t=l 
where e^=Y^—x^'b; is the vector of explanatory variables associated with 
t h e  t — t h  o b s e r v a t i o n ,  a n d  b  i s  t h e  O L S  e s t i m a t o r  o f  0 .  N o t e  t h a t  â ( h )  i s  a  
quadratic estimator of (r(h); i.e., â(h) is of the form Y'AY for some 
appropriate matrix A. 
It is well known that this estimator is biased even for a second—order 
stationary stochastic process {Y^: t=0,l,2,...}. Fuller (1976, p. 237) shows 
oo 
that when the time series (Yj. : t =l,2,...,n} is defined by Y^ = ajU^_j, 
jra_00 
where the sequence {(Xj) is absolutely summable and {u^} are independent (0,0—) 
random variables with finite fourth moments, then for fixed h, 
E ( ô - ( h )  — a ( h ) )  =  —  v a r ( Y )  - } -  0 (  - L ) .  
n^ 
In the expression above, Y = ^Y+/n, and ô-(h) is given by (1.2) with 
_ t-1 
S^=Y^—Y; t = l,2,...,n. Thus â(h) is biased although asymptotically 
unbiased. Cressie and Glonek (1984) show that for a second—order stationary 
q — dependent process : 
E ( â ( h ) - ( T ( h ) )  i ( a ( 0 )  +  2 2 < T ( j ) )  +  0 ( 4 . ) .  (1.3) 
j=l n" 
They also show that when the data are Gaussian or contaminated Gaussian, this 
bias can be decreased by replacing the sample mean Y with the sample median. 
Chaubey (1985) demonstrates that there is no unbiased estimator of a ( h ) 
from among the class of invariant quadratic estimators, assuming the model 
E(Y^)=/i and cov( Y^, Y^_^^) = or(h). The condition of invariance for 
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â - ( h ) = Y ' A Y ,  u n d e r  t h e  l i n e a r  m o d e l  ( 1 . 1 ) ,  i s  e x p r e s s e d  a s  Y ' A Y  =  Z ' A Z ,  
where Z = Y + Xg and g is arbitrary; this leads to the condition AX =0 which 
seems to be a desirable property because it implies that the estimate is not 
affected by the trend. Chaubey's results indicate that it may not be possible to 
o b t a i n  a n  e x a c t l y  u n b i a s e d  e s t i m a t o r  o f  o r ( h ) .  
The OLS residuals {ê^: t=l,2,...,n} are correlated even when the random 
errors {e^: t = l,2,...,n} are uncorrelated. Plackett (1950) introduced a 
recursive estimation technique which is shown (Brown et al., 1975) to yield a 
set of uncorrelated residuals when the random errors {e^} are uncorrelated. 
These "recursive" residuals have been found to be very useful as tools to check 
the fit of a linear model (Brown et al., 1975; Galpin and Hawkins, 1984). 
In the discussion of Brown et al .'s paper. Cox (1975) examines the effect of 
serial correlation on the recursive residuals. Under a constant mean model 
(i.e., E(Y^) = //), and for large t: 
E ( w ^ ) = a ( 0 ) ( l  + 0 ( | ) )  ,  
and 
^(wt.wt+h)=p(et '®t+h^ '  (1-4) 
where w^ is the t—th recursive residual and p { - ,  •) denotes the correlation 
function. This suggests a potential use of the recursive residuals in the 
estimation of the covariance function; i.e., replace OLS residuals {e^} in (1.2) 
with recursive residuals. When the covariance function of the observations is 
known, the recursive estimation procedure introduced by Plackett (1950) can be 
extended to yield a set of uncorrelated residuals (Ridell, 1975; McGilchrist and 
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Sandland, 1979; Haslett, 1985). 
A quantity more general than the stationary covariance function that has 
been applied successfully in the field of spatial statistics, is the variogram 
27(')» so called by Matheron (1963). This is defined by 
2 7 ( h )  =  v a r ( Y t  -  ;  h  = 0 , 1 , 2 , . . . .  ( 1 . 5 )  
When the time series is second—order stationary 
2 7 ( h )  =  2 { o r ( 0 ) - a ( h ) } .  
Forecasting equations can be easily written in terms of the variogram, thus 
m a k i n g  a  c a s e  f o r  i t s  p l a c e  i n  a  f o r e c a s t e r ' s  l i s t  o f  o p t i o n s  ( s e e  S e c t i o n  4 ) .  
A two—stage variogram estimation procedure can also be defined: At the 
first stage detrend the series (Y2 Y^}, and at the second stage use the 
residuals to compute an estimate of the variogram, viz. 
2 7 ( h )  =  ( n -  h ) - l  ' Z ( ê t + h - ê t ) ^ ;  h = 0 , l , . . . , n - l .  ( 1 , 6 )  
t-l 
From this nonparametric estimator, a (conditionally negative definite) model 
2  7 ( h ; 0 )  c a n  b e  f i t .  
The estimator (1.6) is also biased. Cressie (1987) computes the leading 
terms for the expectation of 27(h) under the linear model Y^ =t a 4- e^, with 
{e^} following a q—dependent zero mean second—order stationary process. He 
obtains, to leading order, 
E ( 2 7 ( h ) - 2 7 ( h ) )  =  - h 2 { o r ( 0 ) +  2  Z  ( c r ( 0 ) - y ( j ) ) ) /  ^ t ^ ,  ( 1 . 7 )  
j-1 t=l 
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which implies that E(27(h)—27(h)) = 0 -j- 0(-^). 
n- '  
Matheron (1969), Ripley (1981, p. 57) and Neuman and Jacobson (1984) 
suggest iterative procedures to estimate simultaneously the trend and the 
variogram. Another popular method of trend removal is the method of 
differences. When the trend is represented by a polynomial function, 
appropriate differences of the observations will remove the nonstationarity of 
the series (see e.g., Fuller, 1976, p. 413). Under the assumption that the errors 
follow an intrinsic—random—function process, unbiased estimators of variogram 
analogues can be obtained (Cressie, 1987, 1988). 
Considerable attention has been given in the econometrics literature to 
nonstationary time series. Both methods of trend removal (i.e., OLS residuals 
and taking differences) have been studied and it has been shown that spurious 
autocorrelations can appear in the detrended series when the trend is 
inappropriately removed (Pierce, 1975; Chan, Hayya, and Ord, 1977; Nelson and 
Kang, 1981, 1984). These results concern series represented either by the sum 
of a polynomial trend and an ARMA (autoregressive moving average) error or by 
a trendless random walk. 
This article is concerned with the ability of OLS residuals to estimate the 
second—order dependence functions cr( • ) or 27( • ). In particular, bias of the 
estimator is investigated. When n is small this bias can be substantial, leading 
to erroneous models or(h;0) or 27(h;0) being fit. Section 2 presents asymptotic 
expressions for the expectation of the OLS—residuals—based estimators (1.2) 
under a polynomial trend model with a very general stationary covariance 
structure. Results for ARMA (p,q) error processes are presented. Section 3 
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introduces a recursive—residuals—based covariance estimator and compares its 
bias to that of (1.2). Section 4 addresses the problem of forecasting using the 
variogram function and presents asymptotic expressions for the expectation of 
the OLS—residuals—based estimator of the variogram function (1.6). In Section 
S these results are brought together and discussed. 
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2. EXPECTATION OF THE OLS-RESIDUALS-BASED ESTIMATOR 
Consider the model (1.1) and recall from (1.2) the OLS—residuals—based 
estimator of the covariance function: 
â ( h )  =  ( n - h ) - !  " Z  i t ê t + h .  
t-1 
where e^ = Y^—= Y^—x^b, and b == (X'XT^X'Y. Then the vector 
ê = Y — X b is the OLS residuals vector. 
Another way to express this estimator is in matrix notation ; 
â ( h )  =  - ^ Y' ( I- P) d S ( I-P)Y, (2.1) 
where d}} is the h—th power of an nxn "shift" matrix D^ with elements 
' i j={  
1  i f  j - i  +  1  ,  i  = l , 2 , . . . , n - 1  ,  
di i   { (2.2)  
0 otherwise, 
and P is the projection matrix X(X'X)"^X'. 
The expectation of the covariance estimator (2.1) is 
E ( â ( h ) )  =  E(Y'(I-P)dS(I-P)Y) 
= tr{VDjî - VPDS - VDSP + Vpoftp}, (2.3) 
where V is the variance matrix of the model (1.1). Each of the terms in (2.3) 
can be expressed in terms of the elements of the matrices DjJ and P. 
Straightforward but tedious algebra yields: 
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E { C T ( h ) }  =  c r ( h )  — ( n - h r ^ [ < T ( 0 )  Z  P g  g + h  
s-1 '  
+ S (ps,s+h-£+ps+h,s+£^ + . è S^s,s+€-h 
£-1 s-1 £-h+l s-1 
+ Ps+h,s+£^ + 2 (2 Z Ps,s+h+£~ £=1 s-1 
s  2 (pi+h,s+£pi ,s+ pi+h,spi ,s+£^^^'  
1-1 s-1 
where pjj is the (i,j)—th element of the projection matrix P =X(X'X)"^X'. 
A simpler expression than (2.4) is now derived in the case where the trend 
in the model is represented by a polynomial of order g(K); i.e., 
E ( Y t )  +  • • • +  t = l , 2 , . . .  ( 2 . 5 )  
where g(-) is a nonnegative and increasing integer—valued function. For 
example, g(i)=i —1; i = l,2,...,K, yields the complete polynomial trend of 
o r d e r  K — 1  :  
E C Y ^ )  =  t  =  l , 2 , . . . .  (2.6) 
Definition 1_ 
A sequence (On) is of smaller order than the sequence {bn), denoted as 
c i j i  =  o ( b n ) ,  i f  t ~  =  0 *  
n —*00 oyi  
Definition 2 
A sequence {On) is at most of order bn >0, denoted by an == 0(bn), if 
there exists a real positive number M such that | an I ^ bn M. 
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Theorem 1 
Assume model (1.1) with a polynomial trend represented by (2.5), and the 
existence of {qn}« an infinite sequence such that (i) • oo as n —• oo, (ii) 
oo 
Qn/n —» 0 as n —> oo, and ( iii ) ^ I c ( ^  ) I 0 as n —f oo, where cr ( • ) is the 
("(in 
covariance function of the zero—mean second order stationary error {e^}. 
Then 
b i a s ( â ( h ) )  =  E ( â ( h ) - a ( h ) )  =  - j j ^ { c r ( 0 ) +  2  g ^ c r ( £ ) } +  o ( i ) .  ( 2 . 7 )  
Proof; 
Write (2.4) as: 




n-h h n-h 
(2.8) 
H-ih'""" 2'>s,s+h+ i:(Ps,s+h-£+Ps+h,s+«> 
s=l g-l s=l 
Qn n-£ In n-h-£ 
2/ps.s+£-h+ ps+h,s+g) + z  ps,s+h+g £-h+l s-1 £-1 s=l 
-  è è  (pi+h,s+£pi ,s  +  pi+h,spi ,s+£^^^'  
1- 1  S= 1  
and 
n-£ n-h-£ 
f^ CP) — Z](Pg 4" Pg+h,s+É^  +25^  Ps,s+h+É 
s-1 s=l 
~ è  ê(pi+h,s+gpi ,s+ pi+h,spi ,s+g) '  ^2.10) 
1-1 s-1 
The term bias(â(h),qn) represents the bias under a q^—dependent covariance 
error structure. 
To compute an approximate expression for (2.4) we need to find 
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approximate expressions for the sum of elements of the projection matrix P. 
Let tTqv be the (u,v)—th element of X'X; then Tuv = 2] and 
k k g(u) g(v)  s-1 
p g + =  X )  S  s  C u v t  ,  w h e r e  C u v  i s  t h e  ( u , v ) — t h  e l e m e n t  o f  ( X ' X ) "  .  I t  
u-1 v-1 
can be shown that for large n, 
c„v -
Now because of the symmetry of X'X, Cuv = Auy/A, where 
A u v  =  (-l)"'*'^det{(X'X)uv}. A = det{(X'X)}, and det{(X'X)uv} is the 
determinant of the (u,v)—minor of X'X, obtained by deleting the u—th row and 
V—th column from A. Then, 
pst-  i  i  
u—1 v—1 
Consider the following cases : 
n-c n-c n-d 
^^s+a,s+b ^ Ps+a,s+b ,t» 
s-l s-1 t-l 
where a,b,c,d are fixed nonnegative integers for which the summations are well 
defined. 
s=l s=l U"»! v=l 
= É Z ^ |.gg(u)+g(v)_^ O(n-l) 
U=*l V^i 8=1 
K K 
= A ^ S( 22-^u v(^'^)u v) "H 0('i ^ ) 
v^l u=l 
= a-1 za  + o(n-l)  
v-1 
= = K + 0 ( n " l ) .  ( 2 . 1 1 )  
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n-c n-d 
=  z  z  (  é  z ( s  +  a f ( " \ t  +  b f ( ' ' ) ^ ) . (  z  ^  8 8 ( ^ )  
S-1 t=-l U-1 V-1 A ^ V 2-1 ^ ^ 
z  (  +  O ( n - l )  
u , v , w , z - l  s - 1  t=l A 
= i i( i( 
v-1 U"1 s-1 z=l t-1 A 
+  2  z  z : ( r s ®'" '" '*)-auv i ; (  +  
v-1 w^v,w-l u=l s-1 z-1 t-1 
=  K  +  O ( n - l ) .  ( 2 . 1 2 )  
The statements (2.11) and (2.12) rely on the results (Kolman, 1970, 
Chapter 4): 
k 




2, TTuz Auv = 2) ^wv Aqv = 0, when u ^ w or v ^ z. 
u—1 V—1 
Substituting (2.11) and (2.12) into expression (2.9), we obtain 
b i a s ( â ( h ) , q n )  =  -  { o r ( O )  +  2  S ^ ( « ) } + 0 ( ^ ) ,  ( 2 . 1 3 )  
g-1 ^ r? 
{("(0) + 2 Z(r(g)}+ o(l), (2.14) 
£-1 
since qn = o(n). 
Next, since (2.11) and (2.12) are bounded there exists a constant B such 
that ifg(P)|^ B for all fi, where fg(P) is defined in (2.10). Thus, 
ni l  




b i a s ( C T ( h ) , q n )  =  — { c r ( 0 } - f  2  2 ^  a ( £ ) }  +  o ( i )  
n - n  
(2.16) 
n-1 
since 22 =o(l). 
£-qn+l 
Therefore, from (2.8), 
• 
These results can be extended, under appropriate regularity conditions on 
the X matrix, to more general trend models than polynomials (Dr. Chen Zhao 
Guo, Institute of Applied Mathematics, Chinese Academy of Science, personal 
communication). 
This bias approximation is now improved for error terms generated by a 
stationary autoregressive —moving —average (p,q) (ARMA(p,q)) process defined 
as 
where {u^} is a set of uncorrelated zero —mean random variables with constant 
plane. 
Corollary 1_ 
Assume model (1.1) with a polynomial trend represented by (2.5). Let {e^} 
b e  a  m o v i n g  a v e r a g e  p r o c e s s  o f  o r d e r  q  ,  A R M A ( 0 , q ) ,  t h e n :  
®t =^l®t-l ^P®t-p + "t + ^l^t-1 "I ^ ®q"t-q 
variance, and both polynomials, m^ +^^m^ ^ H + ^ p = 0 and 




The result follows directly from (2.13). • 
Corollary 1 extends Cressie and Glonek's (1984) result (1.3) for a stationary 
second order q—dependent process {Y^}, to the polynomial trend case. Each 
polynomial term adds the same bias term to the expression, whether it be 
constant, linear, quadratic, etc. 
Corollary 2 
Assume model (1.1) with a polynomial trend represented by (2.5). Let {e^} 
be an ARMA(p,q) process, then for every >0 
When h > q, the covariance function a (  • )  o f  an ARMA(p,q) process 
satisfies the difference equation, 
Proof ; 
o'(h)-}- o"(h — !)+•••+ 0pcr(h—p)= 0, (2.19) 
and solutions to (2.19) are functions of the roots of the characteristic 
polynomial (Fuller, 1976, Chapter 2): 
m^ -)-  -f-  — 0.  (2.20) 
I f  m g  ( s  = l , 2 , . . . , d )  a r e  t h e  r e a l  r o o t s  o f  ( 2 . 2 0 )  a n d  m g  = r s e ^ ^ ' ^ ,  
m^^j = rge '^®(s=d+l,d+3,...,p—1) are the conjugate pairs of complex 
roots of (2.19), then 
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( t(h)  = e  (2.21) 
s=l 
where the Cg are real coefficients and 
^  =  ( h )  ®  (nig)  ^ > 0 ^  Êg ^  p , s  =  1 , 2 , . . . ,  d ,  
=  U h f ^ i T s f ^  c o s h 0 s . ( h ) ^ ®  ( r s ) ^ =  s i n h S g ) ;  
0 : ^ £ g < p ,  s = d 4 - l , d + 3 , . . . , p  — 1 .  
The presence of the power £g accounts for possible multiplicity of the s—th 
root (Fuller, 1976, Chapter 2). Since the series {e^} is stationary, the roots of 
(2.20) are less than one in absolute value. Choose X 6(0,1) to satisfy 
a = max{ Img | :s = 1,2,...,p} <X < 1 ; then there exists a constant M* such 
that for all t^O, (t 1 )^oc^ < (Fuller, 1976, p. 91). Next choose a 
sequence {q,,} ={[(logn) ]} where S is any constant greater than or equal to 
zero and [z] is the integer part of z. Then, 
2  l < 7 ( £ ) | ^ m *  2  =  m * * x ' ^ " = o ( i ) ,  ( 2 . 2 2 )  
5-qn+l (-qn+l 
since U m  = 0, for every ô > 0 .  
n —*00 
Then (2.18) follows from a similar argument to that given in Theorem 1. 
Specifically, substitute o(l) with o( i )  in expression (2.15), and the bias is 
1 i s  
dominated by the term 0 ( ^  ^°^ ) from expression (2.13) with 
Q n  = [ ( l o g n )  " ^  ] .  •  
Expressions (2.7), (2.17), and (2.18) show that each polynomial variable in 
1 the regression X / 3  contributes approximately {<7(0) + 2 ^  c i C ) }  t o  
n - h  g _ i  
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the bias. When the stationary covariance model {cr(h): h =0,1,2,...} is always 
positive, the leading bias term is always negative. Expressions (2.17) and (2.18) 
could be used to reduce the bias of the covariance estimator â( •). The leading 
bias term could be estimated by substituting â( •) into the expressions given, and 
CT(h) could be adjusted by this estimated bias. The resulting bias—corrected 
estimator would have no 0(i) bias. Empirical studies indicate that this 
procedure is effective only under strong positive or negative covariance 
structures (Grondona, 1987). 
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3. OLS-RECURSIVE RESIDUALS-BASED ESTIMATORS FOR THE 
COVARIANCE FUNCTION 
Recall the linear regression model (1.1), Y = X^+ §• Denote by the 
t xK matrix containing the first t rows of X and similarly Y^ the txl vector 
containing the first t elements of Y. Let b^ denote the OLS estimator of /3 
based on the first t observations; i.e., b^ = (X|.X^)"^X^Y^. The recursive 
residual are defined as (Brown et al., 1975); 
( 1  +  x ^ ( X ^ X t ) - l x ^ ) - ^ / ^  ( Y t - 5 t  b t _ l ) :  t = K + l , . . . , n ,  ( 3 . 1 )  
where K is the number of regressors in the model. 
When the random errors {e^; t = l,...,n} are uncorrelated with constant 
2 
variance <r , then the recursive residuals ( w^ : t=K4-l,•••,") uncorrelated 
2 n 
with constant variance o (Brown et al., 1975; Loynes, 1986). Also, wf = 
n . t-K+1 
e +  =  Y ' ( I — P ) Y ,  t h e  r e s i d u a l  s u m  o f  s q u a r e s  o b t a i n e d  b y  O L S  f i t t i n g  o f  
t-1 
model (1.1). 
Alternatively, the recursive w^ residual can be expressed as (Loynes, 
1986) 
W t = ( l  ( 3 . 2 )  
where v^. = Y^—x^b^. Under the assumption of uncorrelated errors the 
{v^;t=K+l» .-»n} have the property of being uncorrelated, and 
e ( v 2 ) = ( l - x i ( x i x t ) - l x t ) o r 2 .  
The set of n — K residuals {v^} can be expressed in matrix notation as : 
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y  =  T Y ,  ( 3 . 3 )  
where T is an (n—K)xn matrix with t—th row given by 
{ - x ^ ( X ' t X t r ^ X ' t _ i  ( 1 - x ^ C X ^ X t f ^ x ^ )  0 - -  0 } ;  t = K  +  l , . . . , n .  D e n o t e  t h e  t x l  
vector as the last column of the txt projection matrix X^(X^X^)"^X^; then 
T= Î- P, (3.4) 
where I is an (n —K)xn matrix with elements 
1  i f  j  = i + K ,  i - l , 2 , . . . , n - K ,  
' i j ~ {  , 
0 otherwise; 
and P is an (n —K)xn matrix with i—th row {0 0 •••0}. We define 
t h e  O L S — r e c u r s i v e  r e s i d u a l s — b a s e d  e s t i m a t o r  o f  t h e  c o v a r i a n c e  c r ( h )  a s :  
â ( h ) =  ( 3 . 5 )  
where 
nun, - "Z ( 1 - 5ti( XJ Xt )-' 5, )''= w, ( 1 - X,+^ )-' , 
t=K+l 
and 
den - "Z {1 - xi ( XiXt )-! x, {1 - ( X^+h X.+h «t+h ' 
t=K+l 
c r ( h )  i s  a  w e i g h t e d — a v e r a g e  o f  t h e  c r o s s — p r o d u c t s  o f  r e c u r s i v e  r e s i d u a l s  
separated by lag h. 
Alternatively, ô^(h) can be expressed in matrix notation as; 
c r ( h )  =  i  ( T Y r D j ; . K ( T Y )  =  ^  r T ' D j ; . j , T ê ,  ( 3 . 6 )  
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where - "S ( 1 - 5l(X»)"'Ï,)''^( 1 - ïi+h <«t+h 
t—K+l 
^n-K shift matrix of dimension (n — K)x (n — K) defined in (2.2). 
The expectation of the covariance estimator cr(h) is, 
E ( â ( h ) )  =  i  t r ( V T ' D { ; . j , T ) .  ( 3 . 7 )  
Now assuming second—order stationary errors, we can write 
V  =  < r ( 0 ) l n  +  Z o - ( ^ ) ( D n  +  D n ^ ) -  ( 3 . 8 )  
Substituting (3.8) into (3.7) yields: 
E ( â ( h ) )  =  f h ^ { c r ( 0 )  t r ( T ' D j ; _ K T )  +  Z  t r ( D g  +  D n ^ ) ( T ) } ( 3 . 9 )  
£-1 
Since T T' = diag( xj^^^ ( X^i+K -i+K ^  follows that 
n-1 
(  c r ( 0 ) +  f o ^  Z  t r ( ( D ^ +  D n ^ ) T ' T )  ,  i f  h=0 
E(â(h)) = „.i , £-1 (3.10) 
I fh tr((Dg-}- Dn^)T'DjKT), if h=l,2,...,n-l. 
e-1 
Notice that when h>0, ct( 0 )  d o e s  n o t  c o n t r i b u t e  t o  t h e  b i a s  o f  â( h ) .  
Th e r e f o r e ,  w h e n  t h e  e r r o r s  a r e  u n c o r r e c t e d  ( i . e . ,  o ' ( h )  =  0 ,  h  > 0 ) ,  c t (  )  i s  a n  
exactly unbiased estimator of cr( •). However this property does not carry over 
to the correlated—errors case. 
Now, 
tr((D§ 4 -  D n ^ ) T D h _ ^ T )  =  t r ( ( D ^ +  D ' n ^ ) ( ï  - P )'dJ;_j^(Î  -P))  
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=  t r ( ( D ^ +  d '/)Ï'd |;.j , Ï ) -  t r ( D S - l -  P )  
- tr((DS+ d / )P'd J_kÎ ) +  t r ( D g +  ) P P ) .  
(3.11) 
Straightforward but tedious algebra yields: 
h 
f éc^(0 tr((ds+ d ' / ) t 'dj ;_kt)  
*h £-1 
h n-K-h 
= x  [(n-h-k)-i :cr( î)  z  ph+i, i+€+k 
n t—1 1—1 
n-l n-(K+h) V 
~ k-hVl i^+«-(k+h)A£,i+K+h-(K+h) A €  
h  n - h - K V £  n - £  k + K + £  
i?i WK-eAK,i+K.«AK-^ _2 J h-e.i-th.e 
n-K K+k-(h+£) 
•"k-Ç+l M "k-h,i1-«Pk,i». (3-12) 
where pj j denotes the (i,j)—th element of P given in (3.4), aVb=max(a,b} 
a n d  a A b =  m i n { a , b } .  
Theorem 2 
Assume model (1.1) with polynomial trend (2.5). Let {e^} be a zero—mean 
moving average process of order q (i.e., ARMA(0,q)). Then, 
b i a s ( â ( h ) )  =  E ( â ( h ) -  o r ( h ) ) =  O ( ^ ) ,  ( 3 . 1 3 )  
where â(h) is the OLS—recursive residuals—based estimator defined in (3.5). 
Proof ; 
Notice that 
h . i  -  ï l  +  K « i + K ' ' i  +  K ' " ' ï j  -  0 ( ( i + K ) - ' ) ,  
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and 
( l -x^(x ' txt)"lxt)=0(l) ;  
hence 
t=K+l 
=  O ( n - K - h ) ,  ( 3 . 1 4 )  
r" 1 and since ^dx = logn, 
••l n 
2Pi j = O(logn). (3.15) 
i-1 
The result now follows directly by substitution of (3.14) and (3.15) into (3.12). • 
It is possible to show further that Theorem 2 is valid for a stationary 
autoregressive or autoregressive moving average error processes. The theorem 
indicates that although â(h) is asymptotically unbiased its expectation 
c o n v e r g e s  m o r e  s l o w l y  t o  o - ( h )  t h a n  t h e  O L S — r e s i d u a l — b a s e d  e s t i m a t o r  â ( h ) .  
To study how â(h) compares to â(h) for small sample sizes, special cases 
for n =30,50,70, and 90 and K= 1,2,and 3, were considered using the model: 
= jSj-f- 0^ t^   ^-(- e^  ; t = l,2,...,n, 
where cov(e^,e^^j^) = cr(h). The bias coefficients were explicitly computed up 
to lag ten. Write the truncated bias as, 
10 
b i a s ( d - ( h ) )  =  ^  ^' , ( K , n , h , £ ) ( T ( £ ) ,  
£-0 
and a similar expression for the bias of cr(h) with coefficients if2(K'"»h,£). 
These coefficients #j(K,n,h,£) are obtained from equations (2.4) and (3.10) 
(or (3.12)). 
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Table 1 presents |i^^(K,n,h,€)| — |$2(K,n,h,()| for just one of the 
examples: n =50 and a linear trend model (K =2). Notice that for £ ^ h, 
l^j(K,n,h,£) 1 tends to be larger than |i'2(K,n,h,()|, and for £ > h, 
|^'j(K,n,h,£)I tends to be smaller than |>I'2(K,n,h,£)|. This same pattern was 
observed for the remaining examples, which are not presented here to save 
space. 
Table 1 here 
We define, 
10 
B : ( K , n , h )  =  2 :  l ^ i ( K , n , h , £ ) | ,  i  = 1 , 2 ,  ( 3 . 1 6 )  
£-0 
as an overall bias measure. 
Table 2 presents BjlK.n.h) — B2(K,n,h) for all the examples considered. 
As n increases the difference in the overall bias measure tends to decrease. 
The OLS—recursive residuals—based estimator â(h) is less biased than the 
O L S — r e s i d u a l s  b a s e d  e s t i m a t o r  â ( h )  f o r  l a r g e  v a l u e s  o f  h .  I n s t e a d  ô ' ( h )  i s  
better than â(h) for small lags, which is consistent with the asymptotic theory. 
Table 2 here 
Under an ARMA(0,q) error process, the estimator cr(h) will be better, in 
terms of bias, than â(h) except for small values of h. The identification of 
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the order of an ARMA(0,q) process is often based on the identification of the 
l a r g e s t  l a g  f o r  w h i c h  t h e  e s t i m a t e d  a u t o c o v a r i a n c e  i s  s i g n i f i c a n t l y  d i f f e r e n t  f r o m  
zero (Box and Jenkins, 1970, Chapter 6) . Thus the OLS—recursive residuals 
based estimator {cr(h): h =0,1,...} should give more accurate identification of 
q, the order of moving average process. 
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4. THE VARIOGRAM AND OPTIMAL FORECASTING 
One of the most important problems for time series analysts is predicting 
the (n+L)—th observation based on the n available observations (i.e., 
providing an L—step—ahead forecast). Assuming model (1.1), the unbiased 
predictor that minimizes the mean squared error, often referred to as the BLUP 
(best linear unbiased predictor), is given by 
y n + l - y y '  ( 4 - 1 )  
where 
x = v-lgl  + v-lx(x 'v-lxrl(x„^. l  -x 'v"vl) ,  (4.2)  
and = COV(Y,) (Goldberger, 1962; Harville, 1985). 
Note that (4.1) can be expressed as 
^n+L = 5n+L § + X ( X' X)-^X' V"! ) Y (4.3) 
where 0 is the generalized least squares estimator of 0 ,  namely 
3  =  ( X ' V ^ X ) " ^ X ' V " W ,  ( 4 . 4 )  
and 
ê  =  Y  -  X 0 .  
' Z  
Alternatively, under a more general model than (1.1) where the error 
process has a variogram, the forecasting equation (4.1) can be written in terms 
of that variogram (defined in (1.5)); specifically, the BLUP is (4.1) (Cressie, 
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1990, Chapter 3) where, 
x  =  r - ^ 7 l +  r - i x ( x ' r ^ x ) - i ( x „ ^ l - (4.5) 
Here T is an nxn matrix with (i,j)—th element 27(|i—j|)= var(ej—ej), and 
7^ is an n X1 vector with i —th element 27(|n+L—i|) = var ( _^j — e^ ). The 
BLUP expressed through (4.5), is called the universal krieing predictor in the 
geostatistics literature. 
Since V and T are usually unknown, estimates of V and T based on fitted 
models are typically used in (4.2) and (4.5), respectively. The OLS—residuals — 
based estimator of (r( ), from which a model can be fit and the elements of V 
obtained, was studied in Section 2. It is our intention here to study estimation 
of 27( •)» the same model (1.1) will be assumed. 
The OLS—residuals based estimator of the variogram, 
2 7 ( h )  =  ^ 2 (®t+h ~ given by (1.6). For a q—dependent 
t=l 
stationary error process, straightforward algebra yields. 
E ( 2 7 ( h ) ) =  2 ( a ( 0 ) - < r ( h ) ) +  b i a s ( 2 7 ( h  ) , q ) .  (4.6) 
where for h ^q, 
b i a s ( 2 7 ( h ) , q )  
=  ( n — h )  ^ [ o - ( 0 ) { — 2 ( q - f - l )  +  2  g + h  Z  P s s  +  2 2  P s s )  
s=l ' s=>l s=n-h+l 
+ 2 è (ps,s+h-£+ ps+h,s+£^ + ^ ë (ps.s+g-h 
£-1 s-1 £-h+l s-1 
q n-£ n-h-fi 
+ ps+h,s+£)+ e e ps,s+£ + 2(2 z ps,s+h+£ 
£-1 s-1 s=l 
h n h h-£ 
~  ^ ( p i + h , s + £ p i s +  p i + h , s p i , s + £ ) ) - 2 (  z  p s  e  p s , s + £  
1-1 s-1 s-1 s-1 
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l-é+l 
A similar expression can be derived for h > q. 
Theorem 3 
Under the same assumptions of Theorem 1, 
E ( 2 7 ( h ) -  2 7 ( h ) ) -  o ( i ) ,  ( 4 . 8 )  







S Ps,s+a ~ (4.9) 
2 2 Ps+a,tPst n)' (4.10) 
s=f+l t-1 
where 0 ^ f ^ n — h . 
Now, as in the proof of Theorem 1, 
b i a s ( 2 7 ( h ) )  =  E ( 2 7 ( h ) -  2 7 ( h ) )  
=  b i a s ( 2 7 ( h ) , q n ) +  f  g f ( P ) ( T ( ( ) ,  
£-qn+l 
where bias(27(h),qn) is given by (4.7), and gg(P) is a function of the 
projection matrix P that involves finite sums of terms of the form (2.9), (2.10), 
(4.9), and (4.10). Then, 
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b i a s ( 2 7 ( h ) ) =  b i a s ( 2 7 ( h ) , q n )  +  o ( l ) ,  
since |<t( £ )  |  = o ( l ) .  S u b s t i t u t i n g  ( 2 . 1 1 ) ,  ( 2 . 1 2 ) ,  ( 4 . 9 ) ,  a n d  ( 4 . 1 0 )  i n t o  ( 4 . 8 ) :  
€-qn+l 
b i a s ( 2 7 ( h ) , q n )  =  O ( ^ ) ,  ( 4 . 1 1 )  
n"^ 
and hence 
b i a s ( 2 7 ( h ) )  =  o ( l ) .  0  
Corollary 3 
Under the assumptions of Corollory 1, 
bias(27 ( h ) ) =  0 (4;). 
n'^ 
Proof ; 
The proof follows directly from (4.11). 0 
Corollary 4 
Under the assumptions of Corollary 2, 
b i a s ( 2 7 ( h ) ) =  o ( (loe n ) 
n^ 
Proof ; 
The proof follows by using the same arguments as in Corollary 2. • 
These results indicate that for large n, the OLS—residuals—based 
estimator for the variogram has an order of magnitude less bias than the 
corresponding covariance estimator. This allows more accurate identification of 
the statistical dependence between observations of the time series, and by 
implication the forecasting procedures based on a modeled variogram function 
50 
may be preferable to those based on a modeled covariance function. 
The variogram combines differencing and lagging into the one function, 
which means that not only does it have superior bias over the covariance 
function, but it is more robust to misspecification of trend. Moreover, the 
variogram is defined for a wider class of processes than is the covariance 
function. Clearly, the variogram deserves a place in the forecaster's toolkit. 
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5. CONCLUSIONS 
Asymptotic expressions for the bias of the OLS—residuals—based estimator 
of the covariance function were presented in Section 2, and specialized to the 
case of an ARMA(p,q) error process. Recursive—residuals based estimators, 
d e f i n e d  i n  S e c t i o n  3 ,  o f f e r  n o  a d v a n t a g e  e x c e p t  a t  l a r g e  l a g s  a n d  p o s s i b l y  f o r  
identifying the order of dependence in a q—dependent process. 
Section 4 makes an argument for the variogram to be used when forecasting 
time series. Its OLS—residuals based estimation is less biased than the 
corresponding covariance—function estimation, it is robust to the presence of 
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Table 1. Difference in the expected coefficients of the OLS—residuals—based 
and OLS—recursive—residuals—based covariance estimators for K = 2 
and n == 50. Results in the body of the table are computed as 
100 •(|>Pj(K,n,h,01 — 1^2^K,n,h,l) |), the difference between absolute 
coefficients of cr(î) in the bias expressions for estimating (T(h) 
e 0 1 2 3 4 
h 
5 6 7 8 9 10 
0 -4.0 3.9 3.8 3.7 3.7 3.6 3.5 3.4 3.3 3.2 3.0 
1 3.7 -5.1 6.1 6.0 5.9 5.8 5.7 5.5 5.4 5.1 4.9 
2 1.6 1.4 —3.6 5.4 5.3 5.2 5.0 4.9 4.8 4.6 4.4 
3 0.6 0.5 -0.1 —2.5 4.9 4.8 4.7 4.6 4.5 4.3 4.1 
4 0.1 -0.1 -0.4 -1.4 -1.7 4.7 4.6 4.4 4.3 4.1 3.9 
5 —0.2 —0.3 -0.6 —1.3 -2.6 -1.1 4.4 4.3 4.2 4.0 3.8 
6 -0.4 -0.5 -0.7 -1.1 —2.0 —3.6 -0.4 4.3 4.1 4.0 3.7 
7 -0.5 -0.6 -0.8 -1.2 -1.7 -2.7 -4.6 0.1 4.1 3.9 3.8 
8 -0.6 -0.7 -0.8 -1.1 —1.5 —2.2 —3.3 -5.5 0.7 4.0 3.9 
9 -0.7 -0.7 -0.8 -1.1 -1.4 -1.9 -2.7 -4.0 -6.4 1.3 3.9 
10 -0.7 -0.8 -0.9 -1.0 -1.3 -1.8 -2.3 -3.2 -4.6 -7.2 1.8 
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Table 2. Difference in the overall bias of the OLS—residuals—based and 
OLS—recursive—residuals—based covariance estimators. Results are 
computed as 100 (B]^(K,n,h)—B2(K,n,h)), where the bias measures 
Bp B2 are given by (3.16). 
h 
n K 0 1 2 3 4 5 6 7 8 9 10 
1 -2.5 -2.5 1.2 4.2 7.8 11.2 15.5 20.4 26.4 33.9 43.8 
30 2 -10.2 -12.1 -5.9 -1.4 2.8 6.4 10.6 15.4 22.1 31.7 48.1 
3 -23.0 -26.9 -17.0 -10.6 -6.7 -3.3 -0.5 2.8 8.0 17.9 37.3 
1 0.0 -0.2 1.9 3.9 6.3 8.8 11.0 14.2 17.9 22.2 27.7 
50 2 -1.1 —3.0 1.2 4.4 7.6 10.8 14.6 18.8 24.4 31.3 41.2 
3 -6.1 -9.5 -3.7 0.6 4.5 8.3 12.1 16.9 22.6 30.9 43.7 
1 0.4 0.2 1.8 3.2 5.0 6.5 8.3 10.5 12.9 16.2 20.0 
70 2 1.2 0.1 2.7 5.1 7.8 10.3 13.3 16.6 20.8 26.0 33.1 
3 —0.2 -2.8 1.5 4.8 7.9 11.1 14.7 18.7 23.7 30.4 39.7 
1 0.5 0.7 1.6 2.7 3.7 5.3 6.8 8.3 10.4 12.6 15.5 
90 2 2.0 1.0 2.9 5.2 6.7 9.0 11.6 14.2 17.6 21.7 27.2 
3 2.4 0.1 3.3 Ô.0 8.4 11.4 14.4 17.8 22.0 27.5 34.8 
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USING SPATIAL CONSIDERATIONS IN EXPERIMENTAL DESIGN 
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Using spatial considerations in experimental design 
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ABSTRACT 
Classical experimental design is based on the three concepts of 
randomization, blocking and replication. Randomization attempts to neutralize 
the effects of spatial correlation and yields valid tests for the hypothesis of 
equal treatment effects. More recently, attempts have been made to use the 
spatial location of treatments to improve the efficiencies of estimators of 
treatment contrasts. In this paper, we present a spatial approach to the analysis 
of field experiments and we discuss the optimal assignment of treatments to 
plots, taking into account spatial correlation. 




Variability is everywhere. How much of it is due to controllable factors 
and exogenous variables (mean structure), and how much is due to purely 
stochastic fluctuations (error structure), is usually determined by the scientists 
working within their substantive disciplines. But even then there is no 
unanimity, since what is one person's mean structure may be another persons 
(correlated) error structure. When there is the opportunity to repeat an 
experiment, a purported explanatory variable in the mean structure can be 
tested. Otherwise the presence of an unexpected effect remains an intriguing 
mystery until an explanation is found that can be independently verified. 
In the earth sciences, soil science, hydrology, environmetrics, etc., studies 
are often observational rather than designed, and there is no replication since 
there is just one unit: the earth! Nevertheless, explanations for various 
phenomena can be conjectured and their consistency across time or space can be 
assessed. Optimal design for these problems often refers to determining the 
l o c a t i o n s  o r  t i m e s  a t  w h i c h  t o  s a m p l e  t h e  p h e n o m e n o n  u n d e r  s t u d y .  
In the agricultural and industrial sciences, well—designed experiments are 
based on the three concepts of randomization, blocking, and replication. The 
latter relies on the same treatment being applied to like units under identical 
conditions. A field divided into plots to which a number of treatments are 
applied will rarely be sufficiently homogeneous, hence the use of blocking to 
allow for different mean structure, and the use of randomization to neutralize 
spatial or temporal dependence. 
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This paper takes a closer look at the three concepts in a spatial setting, 
making explicit the spatial inhomogeneity in the data. The goal is estimation of 
treatment effects, so that here optimal design refers to allocation of treatments 
to units for maximum efficiency of treatment estimation, 
Section 2 sets out a general spatial model that includes treatment effects. 
Section 3 analyzes a uniformity trial (the wheat—yield data of Mercer and Hall, 
1911), where treatment effects are zero. Section 4 develops the general model 
with special emphasis on how treatments are accounted for. The analysis of 
randomized block designs in a spatial setting is discussed in Section 5, and 
optimal spatial designs are considered in Section 6; the Mercer—and—Hall data 
are used for illustration. Conclusions and a discussion are given in Section 7. 
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2. GENERAL SPATIAL MODEL 
Suppose the data 
{ z ( s j ) , . . . , z ( s n ) > ,  ( 2 . 1 )  
observed at known spatial locations 
(2.2) 
are modeled as a realization of a partially—sampled random process, 
{ Z ( s ) ;  s  €  D  C  ( 2 . 3 )  
Here D could be an open subset of with positive Lebesgue measure, or a 
c o u n t a b l e  s e t  o f  p o i n t s  o f  o r  e v e n  a  f i n i t e  s u b s e t  o f  R ^ .  
Write, 
Z ( s )  = / / ( § )  - f - f ( s ) ,  ( 2 . 4 )  
where f( ) is a zero—mean error process that is not generally white noise. The 
m e a n  p r o c e s s  / / (  • ) = E ( Z (  • ) )  i s  a s s u m e d  t o  b e  m a d e  u p  o f  s p a t i a l  t r e n d ,  
exogeneous variables, and treatments effects <x (should different treatments be 
applied at different locations throughout D), and will be called large-scale 
variation. 
The error process J(') is assumed to contain no treatment component, and 
as such is only of consequence in how it affects efficient estimation of T, the 
t r e a t m e n t  c o n t r a s t s .  F o r  t h e  r e s t  o f  t h i s  s e c t i o n  w e  s h a l l  c o n s i d e r  m o d e l s  f o r  
S( •), returning to the general model in Section 4, 
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Assume that S { - )  is intrinsically stationary (Matheron, 1963; Cressie, 
1988b). Since it already has constant (zero) mean, this amounts to assuming 
that 
v a r ( < y ( s j )  - ^ ( § 2 ) )  = 2 7 ( s j  - g j ) ;  s j ,  § 2  G  D .  ( 2 . 5 )  
Notice that var(Z(sj) — Z(s2)) is also equal to — §2). The quantity 
2 7 (  • ) >  w h i c h  i s  a  f u n c t i o n  o n l y  o f  t h e  i n c r e m e n t  S j  —  § 2 »  h a s  b e e n  c a l l e d  a  
variogram (the quantity 7( •) has been called a semivarioeram) by Matheron 
(1963), although earlier appearences of it in the scientific literature can be 
found. Cressie (1988a) can be consulted for some of the details, but briefly it 
has been called a structure function by Yaglom (1957) in probability and by 
Gandin (1963) in meteorology, and a mean—squared difference by Jowett (1952) 
in time series. 
2.1. Nugget effect 
Clearly, 7( —h) =7(h), and 7(0) = 0. If 7(h) —» Cq > 0, as h —» 0, then 
Cq has been called the nugget effect by Matheron (1963). This is because it is 
believed that micro—scale variations (small nuggets) are causing a discontinuity 
at the origin. Mathematically, this cannot happen for L2—continuous processes 
(i.e., E(Y(s+h) — Y(s))^ —• 0, as ||h|j —• 0). Hence if continuity of the 
p h e n o m e n o n  i s  e x p e c t e d  a t  t h e  m i c r o — s c a l e ,  t h e  o n l y  p o s s i b l e  r e a s o n  f o r  C Q  > 0  
is measurement error; i.e., error resulting from doing the measurement several 
times (e.g., duplicate assays) and not being able to obtain exactly the same 
r e s u l t .  C a l l  t h i s  m e a s u r e m e n t — e r r o r  v a r i a n c e ,  c ^ g .  
How can Matheron's nugget effect be included in the mathematical model? 
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In practice, only data {Z(sj): i = 1 n} are available and nothing can be said 
about the variogram at lag—distances smaller than min{|gj — Sjg; l^i<j^n}. 
Therefore it is not known whether the micro—scale variations are continuous or 
n o t ,  b u t  M a t h e r o n  i m p l i c i t l y  m a k e s  t h e  a s s u m p t i o n  t h a t  t h e y  a r e  n o t .  
Mathematically speaking, he adds a white—noise process (i.e., zero mean, 
constant variances, zero covariance) to a process with continuous sample paths, 
to model the process at very small scales. This is purely an assumption, 
unverifiable without samples that are very close together. Call the variance of 
this (white—noise) micro—scale process, . Thus, 
Co = Cms + ®ME • 
In practice there are problems determining Cq from data whose separations are at 
a scale too large to give accurate micro—scale information; typically it is done 
by extrapolating variogram estimates from lags closest to zero. 
The behavior of the variogram near the origin is very informative about 
the continuity and differentiability properties of the random function Z. The 
most common cases are categorized by Matheron (1971, p. 58), following results 
t h a t  a r e  f o u n d ,  e . g . ,  i n  L o e v e  ( 1 9 6 3 ,  C h a p t e r  1 0 ) ;  
( i )  2 7 (  • )  i s  t w i c e  d i f f e r e n t i a b l e  a t  t h e  o r i g i n .  T h e n  Z (  • )  i s  
d i f f e r e n t i a b l e  ( l i m i t s  a r e  t a k e n  i n  m e a n  s q u a r e ) .  
( i i )  2 7 ( - )  i s  c o n t i n u o u s  b u t  n o t  d i f f e r e n t i a b l e  a t  t h e  o r i g i n .  T h e n  Z (  • )  
is continuous (in mean square). 
( i i i )  2 7 ( 1 } )  d o e s  n o t  a p p r o a c h  0  a s  h  a p p r o a c h e s  t h e  o r i g i n .  T h e n  Z (  • )  i s  
not even continuous in mean square and is highly irregular. This 
discontinuity of 7 at the origin is the nugget effect discussed above. 
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( i v )  2 7 ( - )  i s  a  p o s i t i v e  c o n s t a n t  ( e x c e p t  a t  t h e  o r i g i n  w h e r e  i t  i s  z e r o ) .  
Then Z(sj) and Z(s2) are uncorrelated for any regardless of 
how close they are ; Z ( • ) is often called white noise. 
2.2. Further properties 
The variogram 27( •) must satisfy a property called conditional 
negative—definiteness (Matheron. 1971), namely 
m m 
2  Z  j 2 7 ( s :  —  § j )  ^  0 >  ( 2 . 7 )  
i-1 j-1 ^ 
f o r  a n y  f i n i t e  n u m b e r  o f  s p a t i a l  l o c a t i o n s  ( s ; :  i  =  l , . . . , m } ,  a n d  r e a l  n u m b e r s  
m {ai', i = 1 satisfying 2a- =0. This is analogous to the 
j-1 ^ 
positive—definiteness condition that a stationary covariance function must 
satisfy. 
Assuming a stationary covariance cr(h) =cov(Z(s-fh),Z(s))5 h  E  
exists, then 
7 ( h )  = =  < T ( 0 )  -  c T ( h )  ;  ( 2 . 8 )  
that is, the semivariogram (one—half of the variogram) is related very simply 
t o  t h e  c o v a r i a n c e  f u n c t i o n .  F u r t h e r m o r e ,  a s  | h |  — *  o o  i t  i s  o f t e n  s e e n  t h a t  
27(h) —>2(7(0), a quantity called the siU of the variogram. And any vector Tq 
for which 2 7 ( go ) =2<t(0), but 27(ro(l—e)) < 2cr(0) for any € > 0, is called 
the range of the variogram in the direction ro/|ro||. 
An example of a process for which 27( •) is defined but cy( •) is not, is a 
o n e — d i m e n s i o n a l  s t a n d a r d  W i e n e r  p r o c e s s  ( W ( t ) :  t  ^  0 } ,  w h e r e  2 7 ( h )  =  | h | ;  
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— oo < h <00, but GOV(W(t),W(u)) = min(t,u). Thus the class of 
intrinsically stationary processes strictly contains the class of second—order 
stationary processes. 
2.3. Some isotropic variogram models 
If 2"Y(§2 — §2) is a function, only of ^s^ — §2||' *(') is called isotropic 
intrinsically stationary. Consider the three basic isotropic models; linear, 
spherical, and exponential, respectively (given here in terms of the 
s e m i v a r i o g r a m ) ,  f o r  h  €  R ^ ,  or  R ^ .  
Linear ; 
(2.9) 
8 = ( Co, bj ), where Co > 0, b^ > 0. 
Spherical; 
. 0  , h  =  
7 ( h ; 0 )  =1 Co+Cs{(3/2)(|h||/as)-(l/2)(|hl/ a s ) ^ } ,  0 < | h |  (2.10) 
9  = (co.Cg.Og), where Cq >0, Cg >0, Og >0. 
Exponential; 
(2.11) 
0 = (co,Ce,ae), where Cq >0, Cg >0, Og >0. 
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More details on these and other models can be found in Journel and Huijbregts 
(1978, pp. 161-195). 
2.4. Anisotropy 
When the process 6 ( - }  is anisotropic (i.e., dependence between ff(s) and 
f (s -)-h) is a function of both the magnitude and the direction of h), the 
variogram of the (intrinsically stationary) process is not purely a function of 
||h|. Anisotropies are caused by the underlying physical process evolving 
differentially in space. Sometimes the anisotropy can be corrected by a linear 
transformation of the lag vector h. That is, the anisotropic variogram of Z is 
geometrically anisotropic, viz. 
2 7 ( h )  =  2 7 ° ( | A h | )  5  h e R * ^ ,  ( 2 . 1 2 )  
where A is a dxd matrix, and 27° is a function of a real variable. Here the 
Eu c l i d i a n  s p a c e  i s  n o t  a p p r o p r i a t e  f o r  m e a s u r i n g  d i s t a n c e  b e t w e e n  l o c a t i o n s ,  b u t  
a linear transformation of it is. 
2.5. Spatial scale 
Decompose •) as follows (Cressie, 1988b): 
f f ( s )  =  W ( s )  - f  7 7 ( s )  +  e ( s ) ;  § 6  D ,  ( 2 . 1 3 )  
where 
( i )  W ( - )  i s  a  z e r o — m e a n ,  L 2 — c o n t i n u o u s  i n t r i n s i c a l l y  s t a t i o n a r y  p r o c e s s  
whose variogram range (if it exists) is larger than 
min{|sj — Sj||: 1 ^ i < j ^ n}; call W( •) smooth, small-scale variation. 
( i i )  ? 7 (  • )  i s  a  z e r o — m e a n ,  i n t r i n s i c a l l y  s t a t i o n a r y  p r o c e s s  i n d e p e n d e n t  o f  
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W, whose variogram range is A, which is (typically m u c h )  s m a l l e r  
than min{|Sj — Sj||: 1 < j :^n); call T]( •) micro—scale variation . 
( i i i )  e (  • )  i s  a  z e r o — m e a n ,  w h i t e — n o i s e  p r o c e s s  i n d e p e n d e n t  o f  W  a n d  T j ;  
c a l l  e (  •  )  m e a s u r e m e n t  e r r o r  o r  n o i s e ,  a n d  d e n o t e  v a r ( e ( s ) )  .  
Then in obvious notation, 
2 7 ( - )  =  2 7 w ( - )  +  2 7 % ( ' )  +  2 c j ^ g .  ( 2 . 1 4 )  
The decomposition (2.13) is not unique and largely operational in nature. 
That means different scientists might reach different conclusions on the same 
set of data, depending on how much variation they attribute to the various 
components of (2.13). Nevertheless, some idea of the measurement error can be 
obtained from replicated observations at the same spatial location, and more 
observations at new spatial locations might allow estimation at scales below 
min{|S£ —Sjjj;l ^i<j^n}. But the most important decomposition, of Z(-) into 
/!{•) and ff(-) given by (2.4), cannot in general be determined uniquely. 
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3. A SPATIAL ANALYSIS OF THE MERCER -AND -HALL WHEAT DATA 
The most common problems in statistical analyses involve inference on the 
large—scale variation //( •) in (2.4). Often a parametric form is assumed; 
2 
examples in IR are; 
fj.{s) = a -H c(x) 4- r(y) ; s = (x,y), 
/^(s) == ao 4- ajX + ajy + + a^xy + a^y^ ; s = (x,y), 
/ " ( § ) =  a o  +  b j c o s ( 0 j x  +  0 2 / )  »  s  =  ( x , y ) .  
The aim is then to estimate the parameters of /U( •). 
Usually ff( •) in (2.4) is assumed to be white noise, but in a spatial context 
there are often compelling reasons to think otherwise (see e.g., Watson, 1972). 
M o d e l i n g  a n d  f i t t i n g  s p a t i a l  d e p e n d e n c e  p a r a m e t e r s  f r o m  t h e  d a t a  a l l o w s  f o r  
efficient estimation of parameters in //( ). A spatial data set of wheat yields is 
used to illustrate the presence of both components of (2.4). 
Mercer and Hall (1911) report the results of a wheat uniformity trial 
carried out at Rothamsted Experimental Station in 1910. The data consist of 
yields on a 20x25 lattice of plots approximately one acre in total area ; each of 
t h e  2 0  r o w s  r u n  i n  t h e  e a s t — w e s t  d i r e c t i o n  a n d  e a c h  o f  t h e  2 5  c o l u m n s  r u n  i n  
the north—south direction. A map of the data is presented in Figure 1 . 
Figure 1 here 
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Although the data aro given on a spatial lattice, it is possible to think 
about wheat yields on potential plots located between existing plots. In other 
words, the spatial index could run continuously over the one—acre region. 
Suppose a (stationary) variogram or covariance function is needed to 
characterize the spatial dependence, or suppose a map of wheat yields over the 
entire area is needed. Geostatistical methods can provide good answers to these 
problems. Section 5 shows how they can also provide good answers to the 
problem of efficient estimation of treatment effects. 
3.1. Spatial configuration 
The dimensions of the plots should determine their spatial locations, but 
closer inspection of Mercer and Hall (1911) reveals some ambiguity as regards 
the plot size. They state clearly that the plot length (in the east —west 
direction) is 10.82 ft. The plot width however is given as 11 furrows with a 
" g u a r d  f u r r o w "  b e t w e e n  e a c h  p l o t ;  t h e  d i s t a n c e  b e t w e e n  f u r r o w s  i s  n o t  g i v e n .  A  
look through the literature shows a great variety of plot sizes assumed : 
Fairfield Smith (1938) 
Whittle (1954), Besag (1974) 
Ripley (1981) 
10.82 ft X 8.05 ft 
10.82 ft X 11 ft 
approximately 11 ft square 
McBratney and Webster (1981) 10.82 ft x 8.5 ft 
Wilkinson et al. (1983) 
Kunsch (1985) 
10.8 ft X 8.25 ft 
3.3 m X 2.5 m. 
Fairfield Smith's dimensions (actually he worked with an area of 87 sq. ft) are 
obtained by dividing one acre by 500 plots. It appears that Whittle (and then 
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Besag and Ripley) mistook furrows for feet. And the last three articles all 
show about the same plot dimensions. Since there is no way to tell which is the 
correct answer, Wilkinson et al. 's dimensions are used: converted to meters 
t h e y  a r e  3 . 3 0 m .  ( e a s t — w e s t )  x  2 . 5 1  m .  ( n o r t h — s o u t h ) .  
From the brief description of the spatial configuration of plots in Mercer 
and Hall (1911), it appears that they were not always contiguous nor of exactly 
the same area. The spatial analysis will proceed as if they were, but there are 
clearly small errors in the spatial locations of the data. This should lead to a 
larger than expected nugget effect in the estimated variogram, which is taken 
into account when fitting a variogram model; see below. 
3.2. Presence of trend in the data 
From a two—dimensional spectral analysis, McBratney and Webster (1981) 
found an obvious peak in the east—west spectrum corresponding to a period 
three plots long. Ripley (1981) found the same peak, guessing that it might be 
caused by variation in soil fertility caused by layers in the outcropping rocks. 
H o w e v e r ,  M c B a r t n e y  a n d  W e b s t e r  f o u n d  e v i d e n c e  o f  a n  e a r l i e r  r i d g e  a n d  f u r r o w  
pattern of plowing on the field in question, which seems a more plausible 
explanation. Earlier, Patankar (1954) had tried to fit a linear east—west trend . 
However, it appears from the plot of column means versus column number given 
by Mercer and Hall (1911), that neither a linear trend nor a periodic component 
i s  f l e x i b l e  e n o u g h  t o  c a p t u r e  t h e  l a r g e — s c a l e  v a r i a t i o n  i n  t h e s e  d a t a .  
No transformation of the wheat yields seems necessary, so all analyses are 
carried out in the original scale of lbs (of grain). Write the data of Figure 1 as 
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{ z ( j ( 3 . 3 0 ) ,  i ( 2 . 5 1 ) )  :  i  =  l , . . . , 2 0 ;  j  =  1  2 5 } .  R e s p e c t i n g  t h e  t w o - w a y  l a y o u t  
of the plots, we propose the stochastic model : 
Z(j(3.30), 1(2.51)) =m-fri-t-Cj+ff(j(3.30), i(2.Sl)). (3.1) 
The estimated "all" effect m, the estimated row effects {r| : i =1,...,20}, and 
the estimated column effects {cj : j = l,...,25} were obtained by median polish, 
following the suggestion by Cressie (1986). 
Figure 2a shows a plot of Cj versus j; j =1 ,...,25. Clearly the effects are 
large, but do not show a regular pattern. Figure 2b shows a plot of fj^ versus i; 
i=l,...,20. The variation is considerably less, which leads us to simplify the 
m o d e l  ( 3 . 1 )  t o :  
Z(j(3.30), i(2.51) ) = j 8 j + t f ( j ( 3 . 3 0 ) ,  1 ( 2 . 5 1 ) ) .  ( 3 . 2 )  
Figure 2 here 
3.3. Intrinsic stationaritv 
It is clear that the wheat—yield data should be detrended before 
variograms can be estimated and modeled. Define 
R ( j ( 3 . 3 0 ) ,  i ( 2 . 5 1 ) ) = Z ( j ( 3 . 3 0 ) ,  1 ( 2 . 5 1 ) ) - ^ j ,  ( 3 . 3 )  
where 0j— med{Z(j(3.30), i(2.51 )) : i = l,...,25). 
Detrending by medians is shown by Cressie and Glonek (1984) to leave the 
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residuals less biased than from detrending by means. Now the data 
{R( j(3.30),i(2.51 )) ; i==l,...,25} can be analyzed as if they are sampling from 
an intrinsically—stationary random process. Estimated variograms based on 
these residuals will be used to estimate 27(h). 
Two variogram estimators are; 
(i) method of moments estimator (Matheron, 1963), 
27(h) = E (R(s^) - R( S j ) ) 2 /|N(h)|, 
N(h) ^ 
(ii) robust estimator (Cressie and Hawkins, 1980), 
27fh) ={ £ IRtSj) - R(s,)|''^/|N(h)|}''/{0.457 + 0.494/IN(h)l), 
N(h) 
where N ( h ) == {(Sj, sj ) : Sj — sj = h }, and IN ( h ) | is the number of pairs in N ( h ). 
The latter estimator automatically downweights outlying data, and is the one 
reported in this paper since posterior cross—validation of fitted variogram 
models indicated presence of outliers (Cressie, 1990, Section 4.5). 
3.4. Estimating and fitting the variogram 
Estimated variograms based on residuals (obtained by removal of column 
medians) were computed in both directions, and indicated that an isotropic 
weak —stationarity assumption would be appropriate for the error process 5( •) in 
(3.2). Thus 
27(h) = 27°(||h||); he 1r2, (3.4) 
and 27°( ') is estimated by: 
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27°(h) = { 2 |R(si) - R(sj)|^^^/|N(h)|}V{0.457 +0.494/|N(h)|}, (3.5) 
N(h) ^ 
where Sj, Sj G {( j(3.30), i(2.51)) : i = 1 ,...,20; j = 1 ,...,25}, and 
N(h) = {(sj.Sj) : |Sj -Sj|€ (h -4,h)}; (3.6) 
h =4,8,12,...,52 meters. 
Define, 
d(h) = Z l|S:-S:ll/|N(h)|; h=4,8,...,52m. (3.7) 
N(h)" 
Figure 3 shows a plot of 2'Y°(h) versus d(h). 
Figure 3 here 
Superimposed on the figure is the weighted—least squares fit (Cressie, 
1985) of the exponential variogram: 
f 0 ; h = 0 
2f (h;8) 
I 0.2914(1 -exp( -h/3.1227)} ; h >0, 
where 0= (0,0.1457,3.1227); see (2.11). Other models such as the spherical 
were tried but none achieved as good a fit. Notice that a variogram continuous 
at the origin was fit, because the data are aggregations over a 3.30x2.51 m plot. 
We believe that a nugget effect is exhibited in the estimated variogram because 
spatial locations of the data are not known precisely. 
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3.5. Summary of the spatial analysis 
The model : 
Z(j(3.30), 1(2.51))= /3j+ d(j(3.30), i(2.51)); i =1,...,20; j = l 25, 
has been fit to the data, where f ( ) is a zero—mean second—order stationary 
isotropic process with variogram 
27°(h) = 0.2914(1 -exp( -h/3.1227)}; h ^ 0, (3.8) 
or, equivalently, with covariance function 
cr°(h) = 0.1457exp(-h/3.1227); h^ 0, (3.9) 
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4. SPATIAL MODEL WITH TREATMENT EFFECTS 
Assume that an experiment to compare t treatments is applied to n 
experimental units (plots) and assume, unless stated otherwise, that each 
treatment is replicated r times; i.e., n = t r. Suppose that a single observation 
is obtained from each plot and let yj represent the response on the i—th plot; 
e.g., yield of corn, soil pH, etc. 
A convenient way to represent {y^: i=l,2,...,n} is as a realization of the 
following stochastic model: 
Yj=/z -j- f ( A, ) 4" Wj + ; i=l,2,...,n, (4.1) 
where 
(i) //is the overall mean, 
(ii) f(g,i0) is a linear function of the fixed treatment effects a and the 
f i x e d  s p a t i a l  e f f e c t s  0 ,  
(iii) Wj is part of a sequence of zero mean second—order stationary 
random variables; i.e., E ( w. ) = 0, and cov ( , Wj ) == cr-j = cr(Sj—Sj) 
for i,j = 1,2,...,n, where Sj denotes the spatial location of the i—th 
plot or experimental unit. The term represents the spatial effects 
due to local variations between the experimental plots. 
(iv) Êj is part of a sequence of white—noise random variables; i.e., 
E(6j|) == 0, cov(€pej) — 0 for i ^ j, and var(€j) ==<Te for 
i,j=l,2,...,n, which represents measurement error or noise. The 
e^'s are assumed independent of the Wj's. 
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We assume that 0 represents the effects due to the spatial grouping of the 
plots. It could represent the block effects in a block design, or column and row 
effects in a Latin square design. More complex representations are not 
discussed in this article. 
If it is assumed that there is no local variation between the experimental 
plots (i.e., (Tji = 0; i = 1,2,...,n), then the model (4.1) is the usual 
representation adopted in the classical experimental design literature (e.g., 
Kempthorne, 1952; Cochran and Cox, 1957). The classical experimental design 
"recipe" consists of choosing at random a (spatial) treatment configuration from a 
class of designs (e.g., choose at random a block design within the class of all 
complete block designs), and analyze the data under model (4.11) with =0; 
i = 1,2,...,n, using ordinary least squares (OLS). The randomization provides 
support for this modeling approach (Kempthorne, 1952, Chapters 7 to 10). 
More recently the spatial component of experimental data has been 
recognized, for which a random—field model can be adopted. To emphasize that 
treatments are to be applied, let Z|^(s) denote the potential yield of treatment k 
(k= l,2,...,t) at the spatial location s, where s is assumed to vary 
c o n t i n u o u s l y  w i t h i n  a  f i x e d  r e g i o n  O C R .  
Assume Zj^(s) can be written as, 
Zj^(s) = Z(s) + aj^ , 
where Z( •) is a purely spatial process that does not depend on treatment effects 
a. Then 
E(Zj^(.))=-"(•)+ , (4.2) 
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where from (2.4), 
(i) //( ) is the deterministic spatial mean structure, 
(ii) ajj. represents the effect due to treatment k, for k = l,...,t. 
Moreover, the spatial decomposition in (2.13) implies that Zj^(') can be written 
as. 
The individual components of this model may be nonidentifiable but it is a very 
useful model to posit nonetheless. 
4.1. Discrete—scale model 
The model (4.3) will be referred to as the continuous—scale spatial model 
and the link with the discrete—scale spatial model (4.1) is now established for a 
complete block design and a Latin square design. Similar results can be derived 
for other designs. The link between the continuous and discrete scale is also 
discussed by Duby et al. (1977), Martin (1986), Brewer and Mead (1987), and 
Zimmerman and Harville (1988). 
Let Dy denote the region corresponding to the i—th plot in the j— th 
block, where i = l,2,...,t and j = l,2,...,r. Assume that every plot has the 
same area A. Integrating (4.3) over the region Dy we obtain the potential yield 
of treatment k in plot (i,j): 




(i) since var(l |  €(s)ds) = 0, then ^ J €(s)ds) = 0 with probability 
^ij ^ij 
one (w .p . 1 ), and 
(ii) since var(l f 77(s)ds) ^ var(r7(^))7rA ^ i f ?7(s)ds) = 0 
Dij 
w.p. 1, for small A; recall from Section 2 that A is the range of the 
micro—scale variation 7?( - ). 
Defining ^ /(/(s)ds, and Wy = i W(s)ds, (4.4) can be written, 
Dij Dij 
^ij,k = ^ij + °^k + ^ij-
Thus, the effect of the micro—scale variation and the random noise become 
negligible when the process is aggregated. Write, 
^ij,k = - Z..,.) + (Z..,k - 2..,.) + 
( ^ i j , k  -  Z . j , .  -  Z . . , k  +  ( 4 . 6 )  
where the dot indicates average over the omitted index. Using the identity 
(4.6), (4.5) can be expressed as follows: 
^ij,k = + 
° - k  +  +  ( W j j - W  j ) ,  
or as, 
^ij,k = A + /3j + ajç + ejj, (4.7) 
where 
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ti — H + W , 
/ 3 j  =  ( / / . j  + (W. j  -  w. . ) ,  
®ij = (^ij - + (^ij ~ 
Notice that in the representation (4.7), the block component term /3j is 
somewhat artificial unless E(ejj) = 0; i.e., unless j. This latter 
condition can be ensured by carrying out randomization within each block, as we 
now show. 
4.2. Randomization of a complete block design 
Since each plot can receive only one treatment, the yield of treatment k 
from block j is, 
t t 
2jk = ?/ij,k Zij,k = + aj^ -f S^ij,k ®ij 1=1 1=1 
= + /3j + otj^ 4- (4.8) 
where 




^jk = 2/ij,k ®ij-
i—i 
Equation (4.8) describes the response of treatment k in the block j. When 
treatments are assigned at random within each block, the are random 
variables whose joint probability distribution is induced by the randomization 
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(Kempthorne, 1952, Chapter 8). It can be easily shown that 
(i) E(Wjjj) = E^Ej^(Wjj^| {Wjj: i = 1 ,...,t}) = 0, 
, 0^0j 5 j = j'» k ==k' 
(ii) cov(Wjj^,Wj,jj/) = j—a-^y(t — 1) ;j=j', k^^k' 
0 ; otherwise, 
(iii) cov(/9j,Wj) == 0, 
where E^( - ) denotes expectation with respect to the probability distribution of 
the random process W( •)» E^( •) denotes expectation with respect to the 
randomization distribution and 
W-9) 
"Notice that, 
= ^^ij — j — W (4.10) 
thus from (ii), randomization does not eliminate spatial correlation, rather it 
mutes its effect by changing the problem to one where there is small negative 
intrablock correlation. 
If measurement errors are present, the response Zj^ cannot be observed; 
rather we observe, 
^ j k  =  ^ j k  +  ^ j k  =  +  " ' k  +  ^ j k  +  ^ j k '  
where the is a sequence of i.i.d. random variables with variance erg, 
independent of the {wj. This equation, for randomized complete block 
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designs, has the same form as equation (4.1). 
The analysis of variance of a randomized complete block design is given 
below. Expectations of the mean squares are computed over the probability 
distribution induced by the randomization, the distribution of the small—scale 
component W and the distribution of the measurement error 
The usual "randomization" approach considers the data as fixed and 
computes expectations under the induced randomization distribution 
(Kempthorne, 1952, Chapter 8). In either case, under the null hypothesis of 
equal treatment effects the expectation of the treatment mean square is equal to 
the expectation of the residual mean square (RMS); i.e., randomization provides 
a valid test for the hypothesis of equal treatment effect. 
Table 1 here 
Since the expected residual mean square (RMS) in Table 1 is an average 
over all possible permutations generated by the randomization procedure, it 
should be possible to find systematic designs or restricted sets of randomized 
designs with either smaller expected residual mean squared errors than under the 
unrestricted procedure, or with the same expected residual mean square error 
but with less variability. 
Notice that under no measurement errors, Table 1 gives 
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E ( R M S )  _  ^  
~ ••(t-l)|?ij?,''''J"'''-j'^  + 2t(t -1 )r ?i j?i ZZTw'Nw'' '' '•'^' 
where j denotes the distance between the i—th and Z—th plots within the 
j—th block, and 27^( • ) is the variogram defined in (2.5). Therefore, under no 
measurement errors, the residual mean squared error is a biased estimator of the 
average semivariogram unless some assumptions are made regarding the trend 
effects e.g., j = //_j or j = //... Using post—blocking, with blocks of 
varying length, and relationship (4.12), estimators of the variogram function can 
be derived (Patterson and Hunter, 1983; Ainsley et al., 1987). 
If randomization is not carried out, estimation of treatment contrasts could 
be confounded with a trend effect, due to the position of the treatments in the 
field. Confounding will not occur if homogeneity assumptions about are 
made. 
4.3. Randomization of a Latin—square design 
The previous argument can be extended to other randomized designs. For 
example, consider a Latin square design with random permutations of rows, 
columns and treatments. Kempthorne (1952, Chapter 10) shows that conditioned 
on the data, randomization provides a valid test of no treatment effects, in the 
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sense that the expectation of the treatment mean square equals the expectation 
of the residual mean square, under the hypothesis of equal treatment effects. 
This implies that the unconditional test also provides a valid test of treatment 
effects (by unconditional, we mean that expectations of mean squares are taken 
over both the randomization distribution, and the distributions of {Wy} and 
( « i j » .  
The analogous model to (4.7) for a Latin square design is: 
^ij(k) = + /3j + otjj + e^j, (4.13) 
where 
Zij(k) is the yield of treatment k in the i—th row and j—th column, 
P{ — (/^i. — W..), 
®ij "= (^ij ~^i. + + (Wy - -W j + W..), 
and (JL, and aj^ are defined below (4.7). 
An analysis of variance table is constructed by following a similar 
approach to Section 4.2, where randomization and measurement errors {ejj)are 
introduced. The analogous model to (4.11) for a Latin square design is: 
^ij(k) = /" + + %(k)+^ij' 
where 
t 
%(k) = "^ijk.i'j' ®i'j' • 
1 if plot in the i—th row and j—column receives treatment k 




2 {e^} is a sequence of i.i.d. random variables with variance <t|, 
independent of the {w^j}. 
Table 2 presents the analysis of variance for a Latin square design; 
expectations are computed over the probability distribution induced by the 
randomization, the small scale component W and the distribution of the 
measurement errors ( j }. 
Table 2 here 
Notice that under no measurement error, Table 2 gives 
t t 
E(RMS) Z ZEw(eu) 
( t - i r i - l j - 1  
•  ( T i p ' " ' ' • J  
+  i  f  E w ( W i j - W i . - W . j + W . . ) 2 )  
1-1 J-1 
A A 0 
. r  
4- S27W(\jj-: 
where h. (h-/ •) denotes the distance between the j—th (i —th) plot and 
iwJ ** > J 




the distance between the i—th plot in the j—th column and the i'—th plot in 
the j'—th column . 
It is frequently claimed that under randomization the observations are 
uncorrelated. Although the claim is incorrect, since the randomization induces a 
constant intraclass correlation, the assumption of uncorrelated errors mostly 
yields an appropriate analysis for the estimation and hypothesis testing of 
treatment contrasts. An alternative way of showing that the classical approach, 
based on OLS, is appropriate is showing that the OLS estimators are fully 
efficient under the covariance matrix generated by the randomization procedure. 
Assume that the usual two—way ANOVA model is used to analyze the outcome 
of an experiment conducted using a randomized complete block design. Denote 
by X the design matrix of the model (cf. (5.5)) and V the covariance matrix 
induced by randomization. Then it can be shown that there exists a matrix Q 
such that VX ==XQ, indicating that the OLS estimators and the GLS estimators 
(based on the matrix V) are the same (Zyskind, 1967, 1969). 
In conclusion, it has been shown how a random—field model with treatment 
effects superimposed can, with randomization, be used to obtain analysis of 
variance tables for testing the effects of various treatments. Randomization 
does not remove spatial correlation completely. In what is to follow, we show 
that a spatial—modeling approach can give more precise inferences. 
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5. ANALYSIS OF EXPERIMENTS 
There is at present much interest in methods of analysis of field 
experiments that take into account the spatial correlation (Bartlett, 1978; 
Wilkinson et al., 1983; Williams, 1986; Green et al., 1985; Besag and Kempton, 
1986; Gleeson and Cullis, 1987; Zimmerman and Harville, 1988). The method of 
Papadakis (Papadakis, 1938), discussed by Bartlett (1978), has been quite popular 
recently. This method adjusts the observations by values measured on 
neighboring plots; see Wilkinson et al. (1983) for further developments. Besag 
and Kempton (1986), Green et ai. (1985) and Gleeson and Cullis (1987) propose 
methods based on first—order and second—order differences of the data. 
These approaches are comparable to the use of differences in time series to 
achieve stationarity. Williams (1986) extends the usual mixed model for 
incomplete block designs (where the correlation is constant) to a model that 
assumes a linear semi variogram within each block. Zimmerman and Harville 
(1988) propose the use of restricted maximum likelihood to estimate 
simultaneously the large-scale and small—scale parameters, and they give 
conditions under which various of the procedures mentioned above are 
equivalent. 
Although theoretical considerations provide justifications for these spatial 
methods, their applications often proceed without checking the basic 
assumptions. Even if the assumptions are correct, usually the covariance or 
variogram model cannot be completely specified beforehand and methods of its 
estimation have to be developed. Having resolved these methodological issues 
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more or less satisfactorily, the final step is efficient estimation of treatment 
contrasts. 
5.1. Varioeram estimation 
In principle the variogram model can be estimated from a single experiment 
by adapting the procedure described in Section 3. Treatment effects and local 
control effects (block effect, row and column effect, etc.) can be estimated 
using the median polish algorithm and residuals can be used to compute the 
(robust) estimator of the variogram (3.5). However, the large—scale spatial 
variation will not be completely removed from the data since it is largely 
confounded with the treatment effects. This indicates that variogram estimates 
based on a single experiment are not very reliable. Alternatively, Patterson and 
Hunter (1983) propose a variogram estimation method based on post—blocking (of 
a single experiment) and expression (4.12). But, without considerable replication, 
estimates obtained from a single field experiment will have large variability. 
Frequently, the same or similar experiments are performed more than once 
under similar environmental conditions. On the same experimental field, several 
variety trials are usually carried out from year to year. It is then reasonable 
to use the information from other past and current experiments to estimate more 
accurately, the variogram function for the experiment of interest. 
Consider a series of G experiments performed under similar spatial 
conditions and compatible plot sizes. Let 7g(h) denote the robust estimator 
(3.5) of the semivariogram function for lag h obtained from the g—th 
experiment. We define the combined estimator from the G experiments as. 
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Sjfty ZZ Ng(h){7g(h)(0.457 + 
G(h) 
0.494 \ J/4 
N g ( h ) ^ ^  
7(h) (5.1) 
where G(h) is the set of experiments with a semivariogram estimate for lag h, 
Ng(h) denotes the number of pairs for lag h in the g—th experiment, and 
An alternative method of variogram estimation is to combine via a Bayesian 
approach, prior assumptions about variogram—model parameters with an 
estimator from the individual experiment under consideration. This approach 
will be developed elsewhere. 
A parametric model can be fit to (5.1) by weighted least squares (cf. 
Section 3) and the individual experiments can be analyzed using the fitted model 
as the true model. Some justification for this is given by Martin (1986): A 
well—estimated covariance matrix V is expected to be closer to the true 
covariance matrix V than to the identity matrix. Therefore inferences based on 
the estimated covariance are expected to be more accurate than those based on 
the identity matrix; the analysis in Section 5.3 reinforces this viewpoint. 
In Section 3, an exponential variogram model provided a good fit to the 
Mercer—and—Hall data. Henceforth we assume that this model (3.8) describes 
the "true" covariance function. In order to evaluate the influence of treatment 
effects on variogram estimation and subsequent analysis, we generated a series 
of experiments by artificially adding treatment effects oc to the 
Mercer—and—Hall data of Figure 1. 
N(h) = ^ ] Ng(h) is the total number pairs for lag h. 
G(h) 
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5.2. Description of the (artificial) experiments 
Six randomized complete block designs, each with 20 treatments and 4 
blocks were applied to the Mercer—and—Hall data. The blocks are 20 plots long 
and run from north to south. A guard column is left between blocks. 
Treatments 1 to 20 are assigned at random within each block and treatment 
effects are (arbitrarily) set proportional to the treatment number. The 
observation in plot (i,j) that receives treatment k is artificially generated using 
the following expression, 
^ij.k^^ij + (k-10.5)(0.14)l/2/5, (5.2) 
where Zy is the original wheat yield and 0.14 =(T^ =0.1457, the sill of the fitted 
variogram. Formula (5.2) ensures that the treatment effects lie between ±2cr. 
The disposition of the experiments and treatments is shown in Figure 4. 
Figure 4 here 
5.3. Analysis of the experiments 
Since a guard column is left between blocks, the underlying error 
covariance (3.9) allows us to assume that observations from different blocks are 
uncorrelated. This independence assumption can frequently be made in practice, 
when analyzing field experiments (Besag, 1985). 
Robust variogram estimates for the individual experiments are computed in 
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the north—south direction using the expression (3.5), and the combined 
variogram estimates are calculated using (5.1). The plot of the combined 
estimates and the fitted exponential model is shown in Figure 5. The 
weighted—least—squares fitted variogram model is, 
2T(h)=0.2312{l-exp(-h/2.3893)} ; h-2.51,5.02,...,47.69m, (5.3) 
and the equivalent covariance function is, 
^•(h) =0.1156exp(—h/2.3893) ; h-2.51,5.02,...,47.69m . (5.4) 
Note that both the range parameter and the sill parameter are underestimated 
when compared to the (true) model (3.8). 
Figure 5 here 
The variogram estimates in Figure 5 show large variability across lags, and 
the exponential model (5.4) only captures the broad dependence structure. This 
should be expected since the treatment effects are confounded with the spatial 
locations, and the combined variogram estimates are obtained from a much 
smaller number of pairs than those in Figure 3. Analogous plots from the six 
individual experiments, not presented here, show even larger variability, and 
experiment no. 5 indicates a sill almost twice the fitted value of 0.1156 from the 
combined experiments. 
Each of the six experiments is analyzed initially using the usual mean 
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structure for a complete block design, that is 
E(Yji^) =11 + 4- ot-jj ; j-1,2,3,4, k>-l,...,20, 
where ji is the overall mean, is the j—th block effect and is the k—th 
treatment effect. This can be expressed in matrix notation as, 
E(Y) =1/2 + + Xag , (5.5) 
where, 
(i) Y is the 80x1 data vector, 
(ii) contains the unknown block effects, 
(iii) 0,20x1 contains the unknown treatment effects, 
(iv) igOxl ® vector with all elements equal to one, Xy is the block 
incidence matrix, and Xa is the treatment incidence matrix; 
X s(l,Xa,Xy) is often called the design matrix. 
Three different error structures are used: 
1. Vj = var(Y) =1^ (8)2°, where the 20x20 elements of are obtained 
from expression (3,9), which we assume is the "true" covariance, 
2 2. V2 = var(Y) —1er , namely independence with constant variance, 
3. Vg = var( Y) =1^(2)%', where the 20x20 elements of S* are obtained 
from expression (5.4). 
In 1. and 3. above, the symbol (g) denotes the Kronecker matrix product. Under 
model 2, ordinary—least—squares (OLS) estimation is used, and under models 1 
and 3, generalized—least—squares (GLS) estimation is used with the covariance 
structure given by (3.9) and (5.4), respectively. The OLS estimators are 
obtained by minimizing the sums of squares (Y — E(Y))'(Y — E(Y)). The GLS 
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estimators are obtained by minimizing (Y — E(Y))'VJn(Y — E(Y)), the weighted 
sum of squares, where Vn, is the assumed covariance matrix of the observations. 
These estimation procedures are extensively described elsewhere (Searle, 1971, 
Chapter 5; Graybill, 1976, Chapter 6; Kshirsagar, 1983, Chapter 10). 
Usually in experimental design a major concern is the estimation of 
treatment contrasts. Treatment effects themselves are not estimable unless 
some constraints are applied to the model. A solution to the reduced normal 
equations for treatment effects a under the m—th model, is given by 
&m — (XaWmXg) X@ Wj^y ; m ==1,2,3, (5.6) 
where Xy(Xy and A~ denotes a generalized 
inverse of A. The "true" average variance of pairwise treatment contrasts is 
obtained through the following expression : 
A" = t(t^ à 
= ^tr{A(XàWmXa)-XàWmViWmXà(XàWn,Xa)-A}, (5.7) 
where ctj denotes the i—th element of the vector âm and, 
1 r A = I — « (5.8) 
The expression (5.7) provides a measure of efficiency for evaluation and 
comparison of the different approaches. 
Table 3 presents a summary of the analysis under the OLS and GLS 
approaches implied by models 1, 2 and 3. The estimated average variance (A^) 
is calculated from. 
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^"-Kt'-D Z (X^WmXaF A)RMSm, (5.9) 
where 
pm<5„=^K1ïejl!! 
n — rank( X ) 
is the residual mean square after fitting using the m —th model (m = 1,2,3), and 
n=80. The measure is the average variance estimated under the assumption 
that the m—th model yields the true covariance matrix up to an unknown 
multiplicative constant a , which is estimated by the residual mean square. 
Under OLS estimation, (5.9) reduces to A* =var(â. 2~^-k 2^ ~ pRMS2, where 
r = 4 is the number of blocks. 
Table 3 here 
The appropriateness of the models can be checked in at least a couple of 
ways. From the analysis of variance table in Section 4 (Table 1) and expression 
(4.12) we know that, under the assumption of constant plot mean within each 
block and no measurement error, the expectation of the OLS —based residual 
mean square RMS2 is the average of the true semivariogram; that is, 
E(RMS2) Z'Y(2.51|k-(|). (5.11) 
Under model 1, E( RMS2) =0.1344, and under model 3, E( RMS2) =0.1096. The 
average of the OLS—based residual mean square over the six experiments is 
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0.1500, which is relatively close to its expected value, 0.1344 (the expectations 
being calculated under model 1). Omitting experiment no. 5, the average (under 
model 1 ) is 0.1363! This check indicates that model 1 is more appropriate than 
model 3. 
If the assumptions regarding the m—th model (m=l,3) are correct, the 
expectation of the (GLS—based) residual mean square RMSm is one. Adding the 
assumption of normality, the error sum of squares has a chi—squared 
distribution with 57 degree of freedom; hence Pr(0.71 ^RMS^ ^ 1.32) = .95. 
Experiments 1 and 5 have computed residual mean squares that are outside this 
range under both models. These results suggest that the assumption of constant 
plot mean within blocks does not hold for experiments 1 and 5. Post—blocking 
using smaller sized blocks can be used to remove some of this within—block 
large—scale spatial variation. 
Before presenting the analysis on post—blocking we shall compare the 
average variances Am of pairwise treatment contrasts given in Table 3. The 
(true) average variance A2 of the OLS estimators is always larger than the 
(true) average variance Ag of the GLS estimators obtained from model 3. The 
(true) average variance Ag is very close to the (true) average variance Aj of 
the GLS estimators obtained from model 1 . This indicates that the GLS 
estimators based on model 3 are as efficient as the ones obtained from the (true) 
model 1 and more efficient than the the OLS estimators. With the exceptions of 
experiments 1 and 5, the estimated average variance A^ is reasonably close to 
true average variance Am; m =1,2,3. 
We have analyzed experiments 1 and 5 using an incomplete block design 
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with 20 treatments and 16 blocks of size 5. Table 4 presents the corresponding 
results. We note that now much of the large-scale spatial variation has been 
removed and results are much more in agreement with what is expected if the 
assumptions of model 1 are true (likewise for model 3). 
Table 4 here 
Since post—blocking gives unbiased estimates (with respect to the 
randomization distribution) of the within—block variance (Ainsley et al., 1987), 
it can be shown that the analogous expression to (5.11) is 
1 b b 
E(RMS2) = b( b - 1)^^ £7(2.51 Ik - ? I). (5.12) 
where b is the size of the incomplete blocks. This is equal to 0.1077 assuming 
model 1 and is equal to 0.940 assuming model 3. These values are close to the 
computed residual mean squares 0.1468 (experiment no. 1) and 0.1262 (experiment 
no. 5), in particular for experiment no. 5. 
If the assumption of normality is made and the assumptions regarding model 
m ( m = 1,3) are correct, then Pr( 0.67 ^ RMSm ^ 1.37)- .95. From Table 4, the 
residual mean squares for models 1 and 3 all fall within the interval (0.67, 1.37). 
Again, the GLS analyses (m =1,3) give more efficient estimates. 
The results from these artificial experiments prompt two comments. 
Although we cannot expect to identify and estimate the covariance structure 
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accurately, the analysis based on an approximate structure is more efficient 
than one based on independence (cf. Martin, 1986). The use of spatial 
correlation is not an alternative to the use of greater local controls (e.g., 
blocks of smaller size); on the contrary it is a complement as is illustrated in 
Table 4. 
The GLS approach does not yield constant variances for the treatment 
difference; that is, each difference is typically estimated with different 
precision. Moreover, the use of post—blocking can yield very unbalanced 
configurations. Every pair of treatments will not appear together in a block the 
same number of times, so that each pair of treatment contrasts will be estimated 
with different precision even under OLS estimation. The lack of balance could 
be avoided by using balanced incomplete block designs, from the outset. 
99 
6. SPATIAL DESIGNS 
6.1. Optimal experimental designs 
Since in experimental designs we are concerned with accurate estimation of 
treatment contrasts T =Aa, where A s I — ^ IK, we would ideally like to find 
optimal designs for optimal estimators; i.e., optimal designs for the GLS 
estimators. But since var(A) ='var(Ado^s) when correlation in the 
variance matrix is small, it may be reasonable to consider optimal estimators for 
the OLS estimators (Kiefer and Wynn, 1981). 
Optimal designs are expected to provided the maximum amount of 
"information" about t =Aa, where the """ indicates either the OLS or the GLS 
estimator. The criterion of optimality is usually formulated in terms of the 
variance matrix of r, D(f,X,V); here X is the design matrix and V is the 
covariance matrix of the observations (cf. (5.5)). Alternatively, the criterion 
can be expressed in terms of the information matrix of r defined as 
C(f,X,V) sD(T,X,V)'*', where indicates the Moore—Penrose inverse. 
Consider A = I — where J is a txt matrix whose elements are all one. Three 
common optimality criteria that have been extensively studied in the literature, 
in particular for uncorrelated data, are: 
(i) D—optimality : minimize ( H 1 » (6.1) 
k=l ^ 
1 W (ii) A—optimality : minimize . ^ v Tl and (6.2) t - 1  K  
(iii) E—optimality: minimize max :k = 1,2,...,t — 1), (6.3) 
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w h e r e  { Ç j ^ ; k = l ,  2  t — 1 )  a r e  t h e  t — 1  p o s i t i v e  e i g e n v a l u e s  o f  D ( f , X , V ) .  
The minimization is carried out over X, where X is usually assumed to belong to 
a certain class of designs X, e.g., block designs, Latin square designs, etc. 
The D—optimality criterion is equivalent to the minimization of the 
determinant of any (t —l)x(t—1) submatrix of D(f,X,V); i.e., it is the 
generalized variance of any (t—l)xl subvector of f. The A—optimality 
criterion is equivalent to the minimization of the trace of D(f,X,V) and 
corresponds to minimizing the average variance of pairwise treatment contrasts 
( c f .  e q u a t i o n  ( 5 . 7 ) ) .  T h e  E — o p t i m a l i t y  c r i t e r i o n  c o r r e s p o n d s  t o  t h e  
minimization of the normalized contrast with largest variability; i.e., it 
V8ir( % ) 
minimizes max{ 7 '  ; c'l=0}. 
S S — 
These and other criteria can be largely unified by considering two general 
optimality criteria, universal optimality and weak universal optimality. presented 
in Kiefer (1975) and Kiefer and Wynn (1981). A design X* E 3E, in which the 
following two (sufficient) conditions hold simultaneously, is universally optimal 
within the class 3£ : 
(i) C(f,X*,V) is completely symmetric; i.e., it is of the form al + bJ 
where J = ll' is a txt matrix all of whose elements are one, 
(ii) the trace of C(f,X*,V) is maximum within the class of designs 3£. 
Similarly, a design X*6 3E in which the following two (sufficient) conditions hold 
simultaneously is weakly universally optimal within the class 3£ : 
(i) D(f,X*,V) is completely symmetric. 
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(ii) the trace of D(f,X*,V) is minimum within the class of designs 3£. 
If a design satisfies the sufficient conditions (i) and (ii) of either criteria, 
then the variance of any pairwise treatment contrast is constant. Universal 
optimality implies weak universal optimality (Kiefer and Wynn, 1981). If a 
design is universally optimal then it is D—optimal, A—optimal, and E—optimal 
(see (6.1), (6.2), (6.3)). A design that is weakly universally optimal is 
A—optimal and E—optimal, but not necessarily D—optimal (Kiefer and Wynn, 
1981). 
2 When the spatial correlation in R is assumed negligible in one direction, 
then the search for an optimal design can be approached from a time series point 
of view, using autocorrelation models in the other direction (Williams, 1952; 
Berenblut and Webb, 1974; Kiefer and Wynn, 1984; Gill and Shukla, 1985a; 
Kunert, 1985a, 1985b, 1987). 
When 3E is a class of block designs, optimal design results are presented by 
Williams (1952), Kiefer (1960), Kiefer and Wynn (1981, 1984), Gill and Shukla 
(1985a), Kunert (1987), Morgan and Chakravarti (1988), and Grondona and Cressie 
(1989). Results regarding row—and—column designs are presented by Berenblut 
and Webb (1974), Kiefer and Wynn (1981), Gill and Shukla (1985b), Martin (1986), 
Kunert (1985a, 1985b) and Becher (1988). 
In the next two sections we discuss how the modeling of the spatial 
covariance can be used to find efficient designs to apply to experimental 
situations similar to those of the Mercer—and—Hall wheat data. 
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6.2. Optimal block designs 
Suppose that experiments are to be performed on the Mercer—and—Hail 
experimental field according to randomized complete block designs. We assume 
that the observations have a correlation structure described by the exponential 
model (3.9) and that the analysis is based on GLS. 
When the covariance function of the observations within blocks follows 
an exponential covariance model (i.e., the errors are generated by an AR(1), a 
stationary first—order autoregressive process) and observations from different 
blocks are uncorrelated, sufficient conditions for universal optimality are 
presented by Gill and Shukla (1985a) and Kunert (1987). When the class of 
designs is restricted to balanced incomplete blocks, with at most one occurrence 
of each treatment in any block, these conditions are: first—order 
nearest—neighbor (NN) balance and edge balance. First—order NN balance means 
that the number of times two treatments appear adjacent in the same block is 
constant for every pair of treatments. Edge balance means that the number of 
times two treatments appear in the same block and one of them occurs in an edge 
plot, and the number of times two treatments appear in edge—plots, is constant 
for every pair of treatments. Grondona and Cressie (1989) extend these results 
to covariance structures generated by second—order autoregressive (AR(2)) 
error processes, and answer questions about the robustness of efficiencies to 
departures from the AR(1) model. 
Under AR(1) error processes, Gill and Shukla (1985a) and Grondona and 
Cressie (1989) show that block designs with just first—order NN balance are 
very efficient, in terms of A-optimality and D—optimality, when compared to 
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the universally optimal designs. They also show that these designs with GLS 
estimation are more efficient, in terms of average variance of pairwise treatment 
contrasts, than randomized complete block designs with OLS estimation. These 
results suggest that first—order NN balanced block designs, with blocks far 
enough apart to be uncorrelated, are the best designs to be applied in the 
Mercer—and—Hall field or similar experimental fields where the correlations can 
be described by AR( 1 ) or AR( 2 ) processes. 
The construction of first—order NN balanced block designs is described by 
Kiefer and Wynn (1981) and Cheng (1983). Two examples are presented in 
Figure 6 : t =7, b =7, and t = 5, b = 5. 
Figure 6 here 
6.3. Optimal row —and —column designs 
We restrict the discussion of optimal row—and—column designs to the 
class of Latin square (LS) designs, and we assume for simplicity that a 5x5 LS 
experiment is planned. Again, we assume that the correlation function is 
described by the model (3.9) and that the experiment will have the same 
nonsquare (3.31 mx2.51 m ) plots as in Mercer—and—Hall example . 
First consider the problem of finding efficient designs for the estimation of 
the treatment contrasts T via OLS. Martin (1986) shows that for any 
nonincreasing covariance structure, the more efficient LS designs are the ones 
104 
for which each treatment is as far apart from replications of the same treatment 
as possible. He calls this the separation principle. The Knut Vik (or Knight's 
Move) LS design shown in Figure 7 has this property. According to the 
separation principle, the diagonal LS design given in Figure 7 is expected to be 
very inefficient. 
Figure 7 here 
Martin (1986) presents an extensive discussion of the efficiency of 5x5 LS 
designs (with square plots) for the OLS estimator of treatment contrasts under 
several covariance models including the exponential model (2.11). He shows 
empirically that under model (2.11), the best A-optimal 5x5 LS design is the 
Knut Vik design. Becher (1988) presents results on A-optimality and E-
optimality for 4x4 LS designs with square and nonsquare plots. Tedin (1931) 
showed empirically, 
using uniformity trials, that the Knut Vik design is more efficient than a 
randomized LS design (but that the F—statistics for testing the equality of the 
treatment effects were conservatively biased). 
When the covariance matrix V is assumed known and a nonrandomized 
design is used, we find it difficult to justify the OLS estimation approach even 
for small spatial correlations. Although the covariance V is not needed to 
compute the OLS estimators, it is needed to compute the standard errors and 
confidence intervals of these estimators (cf. expression (5.7) with m =2). 
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Regardless of wether the covariance matrix V is known or not, 
randomization justifies an OLS estimation approach. Should a randomization be 
carried out, avoiding extremes configurations in the randomization scheme, is 
appealing to the experimenter. For example, we could look for a restricted set 
of LS designs that do not contain extreme configurations such as the diagonal LS 
designs, over which to randomize. The set of quasi —complete 5x5 LS designs 
constitute a valid randomization set (Freeman, 1981; Bailey, 1984; Martin, 1986), 
valid in the sense that under the assumption of no treatment effects the 
expected treatment mean square equals the expected residual mean square. A 
quasi—complete LS design is a LS design in which each (unordered) pair of 
treatments are adjacent twice in the rows and twice in the columns. This 
balance property is very desirable when competition effects occur between 
adjacent plots. 
We can compare the efficiency of the randomized quasi—complete LS 
design with respect to the randomized LS design, through the expectation over 
the randomization distribution of the A-optimality criterion : 
= Ej^(^tr(var(foLs))) > 
where foLs is the OLS estimator of the treatment contrasts r. All the 
calculations will be carried out for a 5x5 LS design embedded in the 20x25 
Mercer—and—Hall field of plots. It can be easily derived from expression (4.15) 
that for the randomized LS design, 
Ar= i ={(t-l) 2 (t-g)(7°(2.51g) + 7°(3.3g)) 
[t(t-l)]2 g-i 
— % 2 2(^~B)(t—î)7°(h ;)) , 
g-U-1 ^ 
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where 7°( •) is the semivariogram defined in (3.8) and hg^ = {(2.51 g)^ -|- (3.3 
(g,l==l,2,...,t—1). When t =5, Aj^ =0.01893, to 5 decimal places . 
For the randomized quasi—complete LS design, Aj^ =0.01893, also to 5 
decimal places, which is computed by evaluating the A—optimality criterion over 
the set of 36 quasi —complete LS. Thus the randomized quasi —complete LS 
design is equally as efficient as the randomized LS design. However, since the 
extreme configurations are not included, the variability of the A—optimality 
criterion will be less. To avoid the choice of poor designs, one should 
randomize among the quasi—complete LS designs or some other restricted set of 
LS designs (Yates, 1967). 
We consider now the problem of optimal 5x5 LS designs for the estimation 
of the treatment contrasts r via GLS. Under two—dimensional covariance 
models, sufficient conditions for universal optimality or weak universal 
optimality are difficult to obtain. When simplifying assumptions regarding the 
large—scale spatial trend are made (ignore the row and column effects from the 
model), analytical conditions for universal optimality of row—and—column 
designs can sometimes be derived (Gill and Shukla, 1985bj Martin, 1986). Under 
the exponential covariance model (2.11), Martin (1986) shows through numerical 
evaluation of 192 basic 5x5 LS designs with square plots, and using a model 
without row and column effects terms, that the Knut Vik design is the best A-
efficient LS. Basic designs are designs that yield different values of the 
A—criterion; accompanying each basic design is a set of designs that have the 
same values of the A—criterion due to reflection—symmetry (i.e., 
complete—symmetry (i.e., 7(hgj) = 7(h^g)) of the 
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variogram (or covariance) matrix of the observations. Notice that in the 
Mercer—and—Hall example, since the plots are nonsquare, there is no 
complete—symmetry in the variogram (covariance) matrix. 
We shall now examine the efficiency of quasi-complete 5x5 LS designs with 
respect the Knut Vik and diagonal LS designs, under the covariance model (3.9) 
(recall that general optimality conditions are difficult to obtain). The 
A—optimality, D—optimality and E—optimality criteria are presented in 
Table 5. 
Table 5 here 
Although there are two Knut Vik 5x5 LS designs, the values of the 
criteria are the same. The same occurs for the two diagonal 5x5 LS designs 
The Knut Vik LS design is the best A—efficient and D—efficient design within 
the restricted set of 5x5 LS designs considered in Table 5. The diagonal LS 
design is the best E—efficient LS design and the worst A—efficient and 
D—efficient LS design. The quasi-complete LS designs have good efficiency (A 
and D) compared to the Knut Vik design and show small variability. If all 
treatment contrasts are equally important ( A—efficiency ), then the Knut Vik or 
quasi—complete LS designs will be the best. If instead some treatment contrast 
is more important than the others (E—efficiency), then the diagonal LS design, 
with appropriate labeling of treatments, may be the best. These results are 
restricted to the small class of LS designs considered in Table 5. A more 
intensive computer search of the optimal LS designs could be carried out in a 
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similar way to that of Martin (1986) and Becher (1988). But the set of 5x5 LS 
designs from which to select the optimal design would be larger than the 192 
basic ones considered by Martin (1986) due to the lack of complete—symmetry in 
the 7(hgj). 
Finally, the inefficiency (calculated as an average of the ratio of the 
A—criteria) of the OLS contrast estimators with respect to the GLS contrast 
estimators in 5x5 quasi-complete LS designs, was computed to be 1.17. This 
says that on average, we can expect an OLS contrast estimator to have a larger 
variance than the GLS contrast estimator, by a factor of 1.17. 
The results presented in this section prompt a comment. Clearly, the Knut 
Vik designs are in general the more efficient designs for the estimation of 
treatment contrasts. Since there are just two Knut Vik 5x5 LS designs 
(Kempthorne, 1952, Chapter 10), inferences on treatment constrasts cannot be 
justified in terms of randomization. Quasi-complete 5x5 LS designs are in 
general very efficient with respect to the Knut Vik designs and inference using 
an OLS approach can be justified in terms of randomization. Therefore, 
choosing a LS design at random within the class of quasi—complete 5x5 LS 
designs seems reasonable under either OLS or GLS estimation procedures. 
Moreover, if posterior evidence suggests that the covariance model initially 




A goal of experimental design is to find efficient ways of estimating 
treatment contrasts. Many experiments, particularly in Agriculture, are in fact 
carried out in a spatial setting; blocking and randomization is the traditional way 
to handle spatial components of the measurements. We have illustrated in this 
article, that the alternative approach of modeling the spatial dependence, can 
lead to analyses and designs that give more efficient estimators of the treatment 
differences. 
The spatial approach is used to identify and model the spatial dependence 
in a uniformity trial (the wheat—yield data of Mercer—and—Hall, 1911) where 
treatment effects are zero. This approach is extended to the analysis of 
complete block designs where treatment effects are present. It is illustrated, 
through artificial experiments, that even though one cannot expect to identify 
and estimate the covariance model accurately, the analysis, based on the 
approximate model is more accurate than the one based on independence. 
It is shown how knowledge (or modeling) of the covariance or variogram 
function can be used to find efficient designs to apply to experimental situations 
similar to those of the Mercer—and—Hall wheat data. Under a first—order 
autoregressive error process, first—order nearest neighbor balanced complete 
block designs are very efficient (A and D) (Gill and Shukla, 1985a; Grondona 
and Cressie, 1989). Under the isotropic exponential covariance model 
fit in Section 4, it is shown that the quasi—complete 5x5 LS designs are very 
A—efficient and D—efficient compared to the 5x5 Knut Vik LS designs and the 
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5x5 diagonal LS designs. 
In conclusion, the spatial modeling approach can achieve better precision 
than the classical approach based on uncorrelated observations, with the same 
number of observations. 
I l l  
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Table 1. Analysis of variance for the randomized complete block design 
Source Sum of Squares Expected Mean Square 
Block ti;(y,-y,.)2 rS 
j=l ^ j-1 ^ 
Treatment r £ (y^_-y..^ 6 Z/k + Fâ&T) 
K~1 K—l  ^ J—1 
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Table 3. Complete—block—model analysis of the six artificial experiments, 
for GLS, OLS and EGLS (estimated GLS) 
Experiment 
Estimation 1 2 3 4 5 6 
Model 1 
RMSj 1.3996 1.0040 1.1217 0.9725 1.4652 0.9411 
GLS F ratio 55.4 56.4 45.7 52.8 32.5 45.6 
0.0504 0.0510 0.0510 0.0506 0.0506 0.0512 
Aï 0.0705 0.0512 0.0572 0.0492 0.0741 0.0482 
Model 2 
RMSj 0.1746 0.1216 0.1424 0.1234 0.2184 0.1193 
OLS F ratio 39.3 45.6 31.0 40.6 27.2 33.5 
*2 0.0672 0.0672 0.0672 0.0672 0.0672 0.0672 
A* 0.0873 0.0608 0.0712 0.0617 0.1092 0.0597 
1.3333 1.3176 1.3176 1.3281 1.3281 1.3125 
Model 3 
RMS3 1.6052 1.1398 1.2935 1.1151 1.7586 1.0805 
EGLS F ratio 51.0 53.5 41.5 49.4 30.2 42.3 
A3 0.0511 0.0515 0.0515 0.0511 0.0512 0.0517 
4 0.0742 0.0529 0.0600 0.0515 0.0812 0.0501 
A3/A1 1.0139 1.0098 1.0098 1.0099 1.0119 1.0098 
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Table 4. Incomplete—block—model analysis of experiments 1 and 5, 













































Table 5. A—optimality, D—optimality and E—optimality criteria of certain 5x5 
Latin squares. In parentheses is the relative efficiency with respect 


























4.63 4.15 4.06 5.13 3.04 4.48 4.75 4.04 4.14 4.00 4.37 4.02 4.58 
4.07 4.21 4.15 4.64 4.03 3.74 4.56 4.27 4.03 4.50 3.97 4.19 4.05 
4.51 4.29 4.40 4.69 3.77 4.46 4.76 3.76 3.30 3.67 3.94 4.07 3.73 
3.90 4.64 4.05 4.04 3.49 3.91 4.52 4.52 3.05 4.59 4.01 3.34 4.06 
3.63 4.27 4.92 4.64 3.76 4.10 4.40 4.17 3.67 5.07 3.83 3.63 3.74 
3.16 3.55 4.08 4.73 3.61 3.66 4.39 3.84 4.26 4.36 3.79 4.09 3.72 
3.18 3.50 4.23 4.39 3.28 3.56 4.94 4.06 4.32 4.86 3.96 3.74 4.33 
3.42 3.35 4.07 4.66 3.72 3.84 4.44 3.40 4.07 4.93 3.93 3.04 3.72 
3.97 3.61 4.67 4.49 3.75 4.11 4.64 2.99 4.37 5.02 3.56 3.59 4.05 
WEST 3.40 3.71 4.27 4.42 4.13 4.20 4.66 3.61 3.99 4.44 3.86 3.99 3.37 
3.39 3.64 3.84 4.51 4.01 4.21 4.77 3.95 4.17 4.39 4.17 4.17 4.09 
4.43 3.70 3.82 4.45 3.59 4.37 4.45 4.08 3.72 4.56 4.10 3.07 3.99 
4.52 3.79 4.41 4.57 3.94 4.47 4.42 3.92 3.86 4.77 4.99 3.91 4.09 
4.46 4.09 4.39 4.31 4.29 4.47 4.37 3.44 3.82 4.63 4.36 3.79 3.56 
3.46 4.42 4.29 4.08 3.96 3.96 3.89 4.11 3.73 4.03 4.09 3.82 3.57 
5.13 3.89 4.26 4.32 3.78 3.54 4.27 4.12 4.13 4.47 3.41 3.55 3.16 
4.23 3.87 4.23 4.58 3.19 3.49 3.91 4.41 4.21 4.61 4.27 4.06 3.75 
4.38 4.12 4.39 3.92 4.84 3.94 4.38 4.24 3.96 4.29 4.52 4.19 4.49 
3.85 4.28 4.69 5.16 4.46 4.41 4.68 4.37 4.15 4.91 4.68 5.13 4.19 
3.61 4.22 4.42 5.09 3.66 4.22 4.06 3.97 3.89 4.46 4.44 4.52 3.70 
SOUTH 
Figure la. Mercer—and—Hall (1911) wheat data (grain in lbs). 
Columns 1 to 13 
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NORTH 
3.92 3.64 3.66 3.57 3.51 4.27 3.72 3.36 3.17 2.97 4.23 4.53 
3.97 3.61 3.82 3.44 3.92 4.26 4.36 3.69 3.53 3.14 4.09 3.94 
4.58 3.64 4.07 3.44 3.53 4.20 4.31 4.33 3.66 3.59 3.97 4.38 
3.19 3.75 4.54 3.97 3.77 4.30 4.10 3.81 3.89 3.32 3.46 3.64 
4.14 3.70 3.92 3.79 4.29 4.22 3.74 3.55 3.67 3.57 3.96 4.31 
3.76 3.37 4.01 3.87 4.35 4.24 3.58 4.20 3.94 4.24 3.75 4.29 
3.77 3.71 4.59 3.97 4.38 3.81 4.06 3.42 3.05 3.44 2.78 3.44 
3.93 3.71 4.76 3.83 3.71 3.54 3.66 3.95 3.84 3.76 3.47 4.24 
3.96 3.75 4.73 4.24 4.21 3.85 4.41 4.21 3.63 4.17 3.44 4.55 
3.47 3.09 4.20 4.09 4.07 4.09 3.95 4.08 4.03 3.97 2.84 3.91 
3.29 3.37 3.74 3.41 3.86 4.36 4.54 4.24 4.08 3.89 3.47 3.29 
3.14 4.86 4.36 3.51 3.47 3.94 4.47 4.11 3.97 4.07 3.56 3.83 
3.05 3.39 3.60 4.13 3.89 3.67 4.54 4.11 4.58 4.02 3.93 4.33 
3.29 3.64 3.60 3.19 3.80 3.72 3.91 3.35 4.11 4.39 3.47 3.93 
3.43 3.73 3.39 3.08 3.48 3.05 3.65 3.71 3.25 3.69 3.43 3.38 
3.47 3.30 3.39 2.92 3.23 3.25 3.86 3.22 3.69 3.80 3.79 3.63 
3.91 3.51 3.45 3.05 3.68 3.52 3.91 3.87 3.87 4,21 3.68 4.05 
3.82 3.60 3.14 2.73 3.09 3.66 3.77 3.48 3.76 3.69 3.84 3.67 
4.41 3.54 3.01 2.85 3.36 3.85 4.15 3.93 3.91 4.33 4.21 4.19 
4.28 3.24 3.29 3.48 3.49 3.68 3.36 3.71 3.54 3.59 3.76 3.36 
SOUTH 
Figure lb. Mercer—and—Hall (1911) wheat data (grain in lbs). 
Columns 14 to 25 
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Figure 2a. Plot of the median—polish column effects; 
Mercer—and—Hall wheat yields 
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Figure 2b. Plot of the median—polish row effects; 
Mercer—and—Hall wheat yields 
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Figure 3. Cressie—Hawkins semivariogram estimator and 
weighted—least—squares fit; Mercer—and—Hall 
wheat yields 
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1 2 3 4 1 2 3 4 1 2 3 4 
1 3 5 7 9 11 13 15 17 19 21 23 
15 6 5 9 2 17 5 14 18 10 8 16 
18 10 19 17 4 2 4 16 11 6 18 7 
14 5 15 10 8 1 11 12 16 2 14 8 
2 8 1 16 11 12 12 15 5 11 12 5 
19 17 10 15 3 6 13 3 7 15 11 11 
11 13 14 8 10 5 9 4 6 5 17 12 
8 11 3 20 12 11 20 17 15 18 15 19 
4 16 6 3 19 8 3 7 2 9 1 1 
1 19 13 6 13 14 18 18 1 13 7 14 
17 18 2 7 20 20 19 19 17 16 4 18 
16 7 20 18 6 18 2 2 12 1 19 3 
20 1 4 13 1 19 6 20 9 12 2 9 
6 14 16 12 17 10 10 13 3 17 9 4 
12 12 8 11 15 3 14 8 13 4 20 20 
10 2 17 4 14 7 15 9 14 8 3 6 
5 9 12 19 9 16 17 10 20 19 5 13 
13 4 18 1 5 13 16 5 10 7 6 15 
3 15 11 14 18 4 1 11 8 14 10 17 
9 3 7 2 7 9 7 6 19 20 16 2 
7 20 9 5 16 15 8 1 4 3 13 10 
SOUTH 
Figure 4a. Spatial configuration of treatments in artificial experiments 1 to 3 
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1 2 3 4 1 2 3 4 1 2 3 4 
2 4 6 8 10 12 14 16 18 20 22 24 
7 1 17 17 13 4 1 1 12 4 5 12 
20 15 9 13 2 11 7 5 19 9 15 4 
1 11 5 4 18 1 15 2 13 7 11 10 
12 13 7 5 12 5 •18 3 6 13 12 11 
9 19 19 11 8 16 9 19 15 19 16 2 
19 18 14 20 1 3 8 18 1 14 1 8 
4 3 13 6 3 19 10 13 11 20 13 20 
8 14 8 10 9 2 20 8 16 5 8 9 
13 10 2 9 15 9 19 7 18 2 10 1 
3 4 1 3 10 18 16 20 9 15 3 13 
14 9 16 7 20 12 3 16 14 3 18 19 
15 6 11 14 17 13 11 17 2 1 19 15 
16 8 15 19 5 10 12 15 8 6 6 18 
11 20 4 16 4 7 14 12 4 10 2 3 
18 5 6 15 19 6 5 9 10 11 9 16 
10 12 18 2 11 17 17 14 5 16 7 5 
5 2 10 1 16 8 2 4 3 18 14 17 
2 17 20 8 7 20 6 11 20 8 17 14 
6 16 3 18 14 14 13 6 14 14 4 7 
17 7 12 12 6 15 4 10 7 12 20 6 
SOUTH 
Figure 4b. Spatial configuration of treatments in artificial experiments 4 to 6 
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Figure 5. Combined Cressie—Hawkins semivariogram estimator 
from the six artificial experiments 
132 
t = 7 
7 1 6 2 5 3 4 
1 2 7 3 6 4 5 
6 7 5 1 4 2 3 
2 3 1 4 7 5 6 
5 6 4 7 3 1 2 
3 4 2 5 1 6 7 
4 5 3 6 2 7 1 
t = 10 
8 2 9 1 0 
9 3 0 2 1 
7 1 8 0 9 
0 4 1 3 2 
6 0 7 9 8 
1 5 2 4 3 
5 9 6 8 7 
2 6 3 5 4 
4 8 5 7 6 
3 7 4 6 5 
Figure 6. Examples of first—order NN balanced complete block designs 
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A B C D E A B C D E 
D E A B C E A B C D 
B C D E A D E A B C 
E A B C D C D E A B 
C D E A B 6 C D E A 
Figure 7. Knut Vik and diagonal 5x5 LS designs 
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PART III. 
EFFICIENCY OF BLOCK DESIGNS UNDER STATIONARY 
SECOND-ORDER AUTOREGRESSIVE ERRORS 
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Efficiency of block designs under stationary 
second—order autoregressive errors 
Martin 0. Grondona 
Noel Cressie 
Department of Statistics 




This article presents sufficient conditions for the universal optimality of 
block designs when observations within blocks follow a second—order 
autoregressive (AR(2)) process. When Type I and Type II orthogonal arrays of 
strength 2 exist, the construction of universally optimal designs is easily 
obtained. First—order nearest—neighbor (NN) balanced designs are shown to be 
very efficient in terms of the A—optimality and D—optimality criteria. 
Furthermore, they are more efficient in terms of average variance of treatment 
differences than completely randomized block designs. The robustness of 
first—order NN balanced designs against a misspecified AR(1) error model is also 
discussed. 
KEY WORDS ; Autoregressive models; Block design; Efficiency; 
Nearest-neighbor balance; Universal optimality. 
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1. INTRODUCTION 
Classical experimental design is based on three concepts : randomization 
blocking and replication. Randomization neutralizes the effect of spatial 
correlation and yields a "valid" analysis of variance (Yates, 1938). Blocking 
helps to reduce the error variation, and replication allows precise parameter 
estimation. Given the blocking and replication, the efficiencies of the treatment 
contrast estimators depend solely on the error variation. However, in this 
classical approach the spatial position of the treatment in the designs has been 
ignored; by modeling the spatial correlation, more efficient contrast estimators 
can be obtained (e.g., Kiefer and Wynn, 1981; Wilkinson et al., 1983; Gill and 
Shukla, 1985a, 1985b; Kunert 1985a, 1985b, 1987; Martin, 1986; Besag and 
Kempton, 1986; Green et al., 1985; Zimmerman and Harville, 1988; Grondona and 
Cressie, 1989). In a spatial setting, the efficiency will typically depend not only 
on the error variation but also on the position of the treatments in the design. 
Recently, there has been much interest in the design of experiments that 
take into account spatial correlation between observations. Under a first—order 
moving average or nearest—neighbor (NN) correlation structure; i.e., only 
adjacent experimental units are correlated, Kiefer and Wynn (1981) derive 
sufficient conditions for weak universal optimality of block and 
row—and—column designs for estimation of treatment contrasts via ordinary 
least squares (OLS). Morgan and Chakravarti (1988) extend these conditions to 
block designs with a second—order NN correlation structure. 
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If the spatial correlation structure is known (or has been modeled), the 
analysis based on generalized least squares (GLS) is clearly more appropriate 
than the analysis based on ordinary least squares (OLS). Under a first—order 
stationary autoregressive (AR(1)) error structure within blocks, Gill and Shukla 
(1985a) and Kunert (1987) address the problem of universal optimality of block 
designs for the estimation of treatment contrasts via generalized least squares 
(GLS). Under an AR(1) error process, first—order NN balanced incomplete block 
designs are very efficient in terms of A—optimality and D—optimality. Here in 
the context of block designs, "first—order NN balanced" means that the number 
of times that two treatments appear adjacent in a block is constant for every 
possible pair of treatments. Optimality results regarding different covariance 
structures, experimental arrays and models can be found in inter alia Gill and 
Shukla (1985b), Kunert (1985a, 1985b), Martin (1986) and Becher (1988). 
This article provides an extension to Gill and Shukla's (1985a) results, and 
is analogous to Morgan and Chakravarti's (1988) results regarding weak universal 
optimality for OLS estimation under a second—order NN correlation structure. 
Under a stationary second—order autoregressive (AR(2)) error process, sufficient 
conditions are presented for the universal optimality of block designs for 
estimation of treatment contrasts via GLS. In Section 2, the model describing 
the mean and the correlation structure is presented. Section 3 provides a brief 
review of various optimality criteria. In Section 4, sufficient conditions for 
universal optimality are derived, and the construction of designs satisfying 
these conditions is addressed. Section 5 compares the efficiency of first—order 
NN balanced complete block designs with universally optimal block designs, and 
with randomized complete block designs. In Section 6, the robustness of 
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first—order NN balanced designs against misspecified covariance structure is 
studied . Conclusions are presented in Section 7. 
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2. THE SPATIAL MODEL 
Let y denote the class of incomplete block designs with t 
equireplicated treatments and b blocks of size k such that each treatment 
appears at most once in each of r blocks, where r = Consider the following 
model : 
y  = / ^ i 4 - X a a - j - W »  ( 2 . 1 )  
where, 
(i) Y'"'(Yj2,Yj2f-» is the data vector of dimension 
n = b k and Yy is the response of the i—th unit in the j—th block, 
(ii) /U represents the overall mean, 
(iii)a represents the t unknown fixed treatment effects, 
(iv)/3 represents the b unknown fixed block effects, 
(v) w is a random vector with zero mean and dependence structure 
described in (2.2) below, 
(vi) l n  is a vector of dimension n with all elements equal to 1, is the 
treatment incidence matrix of dimension nxt, and Xy = ly® is the 
block incidence matrix of dimension nxb (ly is the identity 
matrix of order b and (g) denotes the Kronecker product); 
X=(l,Xa,Xy) is defined to be the design matrix. 
We assume that the observations from different blocks are uncorrelated 
and that within each block j the error process {ki) is a partial realization 
from a second—order autoregressive process defined as follows: 
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j ~^l'«'i_l J ""^2j ' i=0» ±l»ib2,... ±0° « (2.2) 
where the e^j's are independently and identically distributed (i.i.d.) zero mean 
2 
random variables with constant variance c r  .  The covariance function of a 
second—order autoregressive process satisfies the difference equation (Fuller, 
1976, p. 53): 
o^w(h) — 0icr(^;(h—1) — =0 ; h>0 
where 
o ^ O j C h )  — — 1 )  — 2 )  = c r ^  ;  h  = 0  ,  (2.3) 
<T(^(h) ^covCWj for all i =1,2, (2.4) 
Let V = var(Wj) where Wj is the error vector from the j—th block. Then 




^4 ®3 0 0 0 0 
®4 ®5 ®2 ®3 0 0 0 
®3 ®2 ®1 ®2 ®3 0 0 
0 «3 ®2 «1 a2 . 0 0 
0 0 ®3 ®2 ai 0 0 
0 0 0 «3 «2 • 0 0 
0 0 0 0 0 ®5 «4 
0 0 0 0 0 ®4 1 
— 
1 -02^' ®3 -02 » ~ — a n d  ®5 
(2.5) 
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The reduced generalized least squares normal equations for the vector of 
treatments effects a are: 
X ^ W X a a =  X ^ W Y  ,  ( 2 . 6 )  
where 
W-Iy®V- l - ( Iy (2 )V- l )Xy(  ®  V"^ )  X , ,  ®  )  
=  I b < 8 ) ( V " ^ - ( l ' V " l i r W " h l ' V ^ )  .  ( 2 . 7 )  
11' Define the estimable treatment contrast T =(I —=^)g; i.e., 
Tj =aj — ^(aj+a2+•••+a^), the i—th centered treatment effect, and let 
(XaWXg)"*" be the Moore—Penrose inverse of (XgWXa) (Rao, 1973, p. 26). Then, 
T = ( I - ^ ) ( X & W X a ) +  X ^ W Y = ( X ^ W X a ) +  X ^ W Y  ,  ( 2 . 8 )  
since 
( X& W Xa )+= ( W Xa )+( X& W W X» )+ 
= (X^WXa)((X^WXa)+)'(X^WXa)+, 
and 
r ( X & W X a ) = 0  .  
Furthermore, 
var(T)=(X&WXa)+  .  (2.9) 
The quantity 
C ( t , X , V ) = X ^ W X a  ( 2 . 1 0 )  
is called the information matrix for the treatment contrast estimator f. We use 
the notation C(f,X,V) to emphasize the dependence on the estimator, the design 
matrix and the covariance function. 
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3. OPTIMALITY CRITERIA 
Optimal designs are expected to provide the maximum amount of 
information about T. The criterion of optimality is usually formulated in terms 
of the variance matrix of f or in terms of the information matrix of f. Three 
common optimality criteria that have been studied extensively in the literature, 
in particular for uncorrected data, are: 
1 1 (i) A—criterion : minimize 5-^ > (3.1) 
t-1 —1— 
(ii) D—criterion: minimize [ (3.2) 
1=1 I 
(iii) E-criterion: minimize maxC^^: Î = 1,2,...,t-1}, (3.3) 
where { / /^ : i  = l,2 ,...,t —1} are the t — 1  positive eigenvalues of C(T,X,V). The 
minimization is usually carried out over a certain class of designs 3E, e.g., block 
designs, Latin square designs, etc. The A—optimality criterion corresponds to 
minimizing (one half) the average variance of pairwise treatment contrasts. The 
D—optimality criterion is equivalent to the minimization of the determinant of 
any (t—l)x(t —1) submatrix of var(f). The E—optimality criterion 
corresponds to the minimization of the normalized contrast with largest 
var( c' T ) 
variability; i.e., it minimizes max{ ~ :c'l =0}. These three optimality Ç c 
criteria belong to a large family of criteria defined by the minimization of the 
functional 
0 ; (C( t ,x ,v) )  =  ( ^  ; o^p  ^00,  (3 .4)  
Z-1 
where for p=0 and p=oo the functional is defined in the limit. The 
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D—optimality, the A—optimality and E —optimality criteria correspond to p=0, 
p = 1, and p = oo respectively . 
These and other criteria can be brought together into one universal 
optimality criterion presented by Kiefer (1975). Let 58^ q be the class of 
nonegative—definite matrices with zero column sum and zero row sum. Let ^ be 
the class of all nonincreasing convex functions —OO,OO], that are 
invariant under identical permutations of rows and columns. A design X* G ï is 
universally optimal over the class X if, 
l i ) ( C ( f , X * , V ) ) = m i n i l i > ( C ( f , X , V ) ) : X e X } ,  for all E  
A design that is universally optimal within the class of designs 3E is 
automatically ^p—optimal for all O^p^oo. Sufficient conditions for universal 
optimality are the following: 
(i) C( t,X*,V) is completely symmetric; i.e., it is of the form Cjl - f -c - )  J ,  
where J = 11' is a txt matrix all of whose elements are one. 
(ii) The trace of C(T,X*,V) is maximum over the class of designs I .  
Notice that the information matrix C ( f , X , V )  = X ^ W X q defined in (2.10), 
has the property of zero row and column sums as will every information matrix 
considered in this paper. 
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4. UNIVERSAL OPTIMALITY UNDER AR(2) ERROR PROCESSES 
Write ,X^ )' where j is the submatrix of Xa with 
dimension kxt corresponding to the j—th block; let j ^  denote the (—th 
column of X. Then, 






«^^Z5a,j,l ^"^î?a,j,i +^i +<^2^r +<l>2)ej . (4.2) -l 
?ïâ.j.i V"'ïa.J,n, J=1 
-0j(l -^2)4!m ~^2 ~^1 ^ 2?/^SÎm^®j.i^j,m + ®j,m^j,î^ i I , (4.3) 
J-1 
where 
1 if treatments I and m are adjacent in block j, 
N^Vt 
' 0 otherwise, 
m =1 
1 if treatment I is applied to an edge plot in block j, 
® j r  
' ' 0 otherwise, 





' ' " otherwise; 
Nj^ is the number of blocks in which treatments I and m occur as h —th (,m 
neighbors (i.e., separated by h —1 plots). 
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is the number of blocks in which treatment I is applied to an edge plot, 
f^ is the number of blocks in which treatment I is applied to a next—to — 
edge plot. 
Also, 
^^-a,j,i V ^1 =(1 — 
where 
nj^j is the number of times (0 or 1) that the treatment I is applied to the 
j—th block; 
and, provided k ^ 4, 
d = 1'V ^1=(1 — — #2){2(2 — 0j)+(k — 4)(1 — <f)^ — #2)} • (4.5) 
The last two expressions needed are, 
j^l 




= (1 — — <(>'^^{{1 — ^2 — 2(1 't>\ —  ^ 2 ^ ^ 2 ^ ( ^ m ( 1  ~  ~  ^ 2 ^ ® * r a  
+ *2 ^ ^j,l^j,m + ^ 2(^1+^2)Z(®j,î^j,m + ®j,m^j,i) + (0i + 9^2Gj.m>: 
J=1 J=1 j=l 
Î ^ m, (4.7) 
where 
Xj is the number of times that treatment I and m occur together, 
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e*j^ is the number of times that treatment I and m occur together and I or 
m are applied to an edge plot, and 
f*nj is the number of times that treatment Z and m occur together and I or 
m are applied to a next—to—edge plot. 
By combining the previous results, the elements (c^ of the information 
matrix C(f,X,V) are given by; 
— {( 1 ^2 + ^ 2^ — d ^( 1 — ^2 — — (9^2 ^ ^^ — 'P\ — ^ 2^ ^^1 — ^2^^2^ 
— ^(1 — 't>\ — (4.8) 
and, 
-  - ^ l ( l  
J-1 
—  d  ^ (  1  —  0 J  —  ^ 2 "  ^ 2 ^ ( , i n  ^  ~ ~ 9 ^ 2 ^ ^ 2 ^ * r a  
+ (1 _ 0J _ ^ 2 )( fl>i + fl>2)®Cni + <^^2 S ^j,m + <f>2^<t>i +<(>2^11^ ®j.i ^ j,m + ®j,m ^ 
J=1 J=l  
9 b 
"t"(^J "t"02) 2®jj,®j,m} ;(?^M==1,2,,..,t. (4.9) 
j-1 ' ' 
t t 
Since T^e, = 7]f, = 2b, the trace of the information matrix for f is: 
1=1 K 
tr(<T^C(t ,X,V)) = {(1+02+02^ — d ^(1 — —</>2)^}rt — 2[(+ 202) 
+ d ^(1 — çJj —— 9^2^^^1 —9^1 #2}]^ ' (4.10) 
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which is constant for every design in the class 3Ej. y . 
Since C(f,X,V) has zero row and column sums and tr(C(f,X,V)) is 
constant for every design in y then a sufficient condition for a design X to 
be universally optimal over 3E^ y is to have a completely symmetric information 
matrix. 
The following relationships, which are stated without proof (but can be 
found in Kief er and Wynn, 1981; Kunert, 1987), will prove useful in deriving 
sufficient conditions for universal optimality: In a balanced complete block 
design, 
(i) X, the number of times two treatment appear in the same block is 
' (4.11) 
t /I \ 
(ii) 2 jj, =2r —ejn ; m = 1,2,..,t, (4.12) 
Z—1 
l ^ n  
(iii) i: Np2-2r-en,-fni ; ni = 1.2,...t. (4.13) 
l- l  ' 
I ^m 
(iv) 23 = (k—2)em4-2r ; m=l,2,...t, (4.14) 
Z"»l 
(v) 2 ff =(k-2)fn,-f-2r ; m-l,2,...t. (4.15) 
1-1 ' 
Using relations (4.11) to (4.15), it is seen that the following sufficient 
conditions guarantee a completely symmetric information matrix. Assume k ^4, 
and i 7^ m — 1,2, • *., t s 






Conditions (4.16), (4.17) and (4.18) are easily interpreted; they imply a balanced 
incomplete block design with first—order and second—order nearest—neighbor 
balance. The set of pairs of edge plots and the set of pairs of next—to—edge 
plots, can be viewed as incomplete block designs with blocks of size 2; then 
conditions (4.19) and (4.20) imply equal ocurrence of treatment pairs in the 
incomplete block designs with blocks of size 2. Condition (4.21) shows a similar 
balance property in the incomplete block designs whose blocks of size 2 consists 
of pairs of next—to—edge and edge plots. 
When k=3, simpler sufficient conditions can be derived since the following 
relationships hold (Kiefer and Wynn, 1981): 
<" M.22) 




Then for k =3, a sufficient condition for a balanced incomplete block design to 
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be universally optimal under an AR(2) error structure is that it be first—order 
NN balanced; i.e., constant for every pair of treatments. The 
construction of designs this property (and k=3) is described in Kiefer and 
Wynn (1981) and Cheng (1983). 
An example of a universally optimal complete block design for five 
treatments (t = k = 5) is presented in Table 1. 
Table 1 here 
Designs satisfying conditions (4.16) to (4.21) may be impracticable since 
they require a large number of blocks. For example, when the class of designs 
is restricted to balanced complete block designs, since 2b/t(t —1) has to be an 
integer, the minimum number of blocks required to satisfy conditions (4.16) to 
(4.21) is t(t —l)/2 (as is shown in Table 1). 
When Type I orthogonal arrays of strength 2 or Type II orthogonal arrays 
of strength 2 exist (Rao, 1961; Mukhopadhyay, 1973; Morgan and Chakravarti, 
1988), then balanced incomplete block designs satisfying conditions (4.16) to (4.21) 
can be easily constructed, as we shall now show. A kxN array of symbols is 
called an orthogonal array of Type I and strength d and represented by 
OAI(N,k,t,d) if in every d rows, the N columns contain each of the ^' (  t  — u  )  !  
ordered combinations of t elements taken d at a time, N / .. ^ , times. An ( t —d ) ! 
orthogonal array of Type II and strength d, represented by OAII(N,k,t,d), is a 
kxN array of t symbols such that for every d rows, the N columns contain each 
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of the Q] combinations of t elements taken d at time, N / [^j times (Rao, 1961). 
The existence of a Type I orthogonal array of strength 2 or a Type II 
orthogonal array of strength 2, clearly implies the existence of an incomplete 
block design in which the blocks are obtained from the columns of the array. 
This incomplete block design is universally optimal since the number of times 
every pair of treatments appear in any pairs of rows is constant, implying that 
conditions (4.16) to (4.21) are automatically satisfied. 
An 0AII(^^-^y^M,k,t,2), where M is an integer, yields a universally 
optimal incomplete block design with b = blocks. A similar result is 
presented by Morgan and Chakravarti (1988) regarding the existence and 
construction of weakly universally optimal incomplete block designs under 
second—order nearest—neighbor covariance structure. 
When t is an odd prime or an odd prime power, then an OAII(,t,t,2) 
exists and ths construction is presented in Rao (1961). Also, the existence of 
(k—1) mutually orthogonal Latin squares implies the existence of an 
OAI(t(t—1 ),t,t,2) (Rao, 1961), and Mukhopadhyay (1973) proves the existence 
of an OAII{^^-^y^,ko,t,2) design when t is any odd number larger than three 
and ko is the minimum term of the prime power decomposition of t. 
When the correlation structure is known and designs satisfying the 
conditions (4.16) to (4.21) are not available, it is often possible to use 
computational algorithms to construct "nearly" optimal designs (Russell, 1986; 
Russell and Eccleston, 1987). 
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5. EFFICIENCY OF FIRST-ORDER NN BALANCED DESIGNS 
Universally optimal block designs for an AR(2) error process demand a large 
number of blocks. First—order NN balanced block designs require in general a 
smaller number of blocks, and they are competitively efficient with respect to 
the universally optimal designs for an AR(1) error process (Gill and Shukla, 
1985a). The construction of first—order NN balanced block designs is presented 
in Kiefer and Wynn (1981) and Cheng (1983). 
Here for an AR(2) error process, we compare the efficiency of first—order 
NN balanced designs with respect to "hypothetical universally optimal" designs, 
and with respect to complete randomized block designs ; Gill and Shukla (1985a) 
give a similar comparison for AR( 1 ) process. Given an incomplete block design 
XG^tbk information matrix C(f,X,V) whose trace does not depend on X, 
the design X*€3E^ ^ ^  with all positive eigenvalues equal to; 
/ /  =  ^ t r (C(T,X,V) )  , (5.1) 
will have a completely symmetric information matrix, so the design X* will be 
universally optimal. Since such a design X* may not exist, we refer to it as the 
hypothetical universally optimal design. 
Table 2 presents two first—order NN balanced complete block designs, for 
t =5, and t = 10 treatments. These designs are constructed using a result from 
Kiefer and Wynn (1981) for the construction of txt first—order NN balanced 
Latin squares; for t=5 take the whole 5x5 design and for t = 10 take half the 
rows of the 10x10 design. 
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Table 2 here 
We can measure the efficiency of these designs by comparing the 
A—criterion, the D—criterion and the E—criterion (or any other criterion), 
with respect to the hypothetical optimal design. Relative efficiency criteria 
(Cheng and Wu, 1981; Gill and Sliukla, 1985a) are defined as follows: 
The covariance function of the AR(2) process, needed in the computation 
of the above criteria, is obtained by solving the difference equation (2.3) and is 
computed for <j>^, ^2 combinations for which the AR(2) process is stationary. 
Table 3 shows the three relative efficiency criteria of the two first—order 
NN balanced designs. When = 0, the results in Table 3 regarding 
A—efficiency and D—efficiency, agree with those of Gill and Shukla (1985a) 
(derived for an AR(1) error process). Clearly, the first—order NN balanced 
complete block designs considered here are very efficient. Table 3 indicates 
that the first—order NN balanced designs are also very A—efficient and 
D—efficient for an AR(2) error model that exhibits small and moderate 
(1) A—efficiency: 
(2) D—efficiency; (5.3) 
(5.2) 
(3) E—efficiency: :— 
max{//T :i = 1,2,...,t-l ) 
(5.4) 
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departures from the AR(1) model (i.e., for small and moderate values of 1^2 1^-
E—efficiency is the most sensitive criterion to small departures from the AR(1) 
error model. This indicates that although for small—to—moderate values of 
first—order NN balanced designs give pairwise average variances that are 
comparable to the hypothetical universally optimal design, the variances of 
individual contrasts can be very different. 
Table 3 here 
To compare the efficiency of first—order NN balanced designs with respect 
to randomized complete block designs, which can be thought as the "control" or 
"placebo" block designs, we use the average variance of treatment differences 
which is twice the A—criterion defined in (3.1). 
The expectation (taken over the distribution generated by the 
randomization and the distribution of the stochastic process of errors) of the 
residual mean squared error of a randomized complete block design is (Williams, 
1952; Gill and Shukla, 1985a): 
E(RMS) = cr2(l -p) , (5.5) 
where p is the average correlation within each block, namely 
t 
, 0  Z ( t - h ) / ) ( h )  ,  ( 5 . 6 )  
t i t  -  l ^ h = l  
and /o(h) is the correlation between observations within a block that are h plots 
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apart. The variance of the treatment contrast — fm = — ô-m is given by : 
Vj =2cr2(l ) . (5.7) 
For generalized least squares estimation and a block design defined by the design 
matrix X, the average variance of pairwise contrasts is (Kempthorne, 1956; 
Martin, 1986; Grondona and Cressie, 1989): 
V2=^tr(C(f,X,V)+) . (5.8) 
We define the relative efficiency criterion (Gill and Shukla, 1985a) as: 
which is an A—relative efficiency criterion. Table 4 presents the Ap —relative 
efficiency index for the two first—order NN balanced complete block designs 
given in Table 2. 
Table 4 here 
Table 4 clearly indicates that unless the error corresponds to an 
independent stochastic process, the efficiency of the first—order NN balanced 
complete block design is always larger (and sometimes very much larger) than 
randomized complete block designs. That is, the average variance of pairwise 
contrasts is smaller under the first—order NN balanced design considered here 
than under the randomized design. The A^ —relative efficiency can be 
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interpreted as the relative number of replications needed by a randomized 
complete block design to achieve the same precision (in terms of average 
pairwise variance) as a first—order NN balanced block design. For example, if 
=1.50 (which occurs when, e.g., =0.50, ^2 = —0.25, and t-10), a complete 
block design with r = b = 7 or 8 will yield a similar precision as a first—order 
NN balanced block design with r=b==5. This interpretation suggests that for 
this example of r = b =5, an —relative efficiency of less than 1.1 can be 
considered acceptable since it implies less than half an extra replication. 
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6. ROBUSTNESS OF FIRST-ORDER NN BALANCED DESIGNS 
So far we have considered the efficiency of first—order NN balanced 
designs assuming a known AR(2) stationary error process. AR(1) processes have 
been satisfactorily used as error models in the analysis of field experiments with 
a block design structure (e.g., Patterson and Hunter, 1983; Gleeson and Cullis, 
1987; Grondona and Cressie, 1989). It is natural to think that AR(1) models, 
although providing a good approximation to the error process, may not provide 
the correct representation. Thus one might ask wether the first—order NN 
balanced block designs are robust to misspecification of the AR(1) error 
structure. In this section we study a particular type of departure from the 
AR(1) error model with parameter namely we assume that an AR(2) process 
with parameters and actually the correct model for the error structure. 
The generalized least squares estimator of the treatment contrasts r under 
the AR(1) error process is: 
T*=(X^W*Xa)+ X^W*Y , (6.1) 
where 
w* = ly ® - ( r 1 )-^ V*-^ 1 r ) , (6.2) 
and V*=var(u> j )  is the exponential covariance matrix generated by an AR(1) 
process, i.e., cov(Wjj,) = cr^ ; i,i = l,2,..., k. The true variance of 
this estimator is: 
var(T*|V)=(X^W*Xa)+ X^ W* V W* X^ ( X^ W* X» )+, (6.3) 
where V is defined in (2.3) and the notation var( • |V) is used to emphasize the 
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true covariance matrix V. 
Under the model Y =Xaa 4-W, where X q , a ,  and w are defined in Section 
2, and for general covariance matrices V and V* such that V =V*-|-A, Martin 
(1986) shows that as A—>0 
var(a*|V)-var(g|V)=0( A 2 )  , (6.4) 
where &* = (X&V*-^Xa)-^ and a = (X^V-^Xar^ X^V^Y (he assumes 
existence of V*~^ and V"^). 
This indicates that if V* is close to V, the design implications from 
assuming V* will be approximately correct. Martin's result, which is specific to 
a model with no large—scale spatial variation, can be easily extended to the 
general model (2.1). 
Proposition : 
Assume model (2.1), let V ==V* + A ,  and assume V"^ and V*"^ exist. Then 
as A—*0, 
var(T*|V)-var(r |V)=0( A ^ )  . (6.5) 
Proof ; 
Consider a full—rank transformation of model (2.1) such that, 
Y = A0 -|- w ; (6.6) 
i.e., consider a matrix F of dimension (t 4-b + l)x(t -{-b — 1) such that A = XF 
is a full column rank matrix, and 0'= (//,a',/3')(FF')~'^F. Then expression 
(6.3) holds for the vector 0, and result (6.4) follows by considering the treatment 
1 r 
contrast r = A0, where A — (0,1 — ,^)F; 0 is a (1+t+b)x 1 vector and ^ is a 
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( t  +  b  +  I ) x b  m a t r i x  a l l  o f  w h o s e  e l e m e n t s  a r e  z e r o .  • 
When the true covariance defined by the AR(2) model is close to the 
specified AR(1) covariance structure, the proposition implies that the results of 
Section 5 regarding the efficiency of first—order NN balanced designs, will 
continue to hold approximately. We can measure the efficiency of the 
first—order NN balanced block designs under missspecied covariance structure 
by evaluating the A—optimality, D—optimality and E—optimality criteria using 
var(f*|V) (expression (6.3)) and comparing them with respect to the same 
criteria using var(TlV) defined in (2.9). Let I = 1,2,...t —1 ) be the t —1 
p o s i t i v e  e i g e n v a l u e s  o f  t h e  m a t r i x  ( 6 . 3 )  a n d  r e c a l l  t h a t  { u ' ^ x  l ! = l , 2 , . . . , t — 1 }  
are the t —1 positive eigenvalues of (2.9). Then the three indices of relative 
efficiency are defined as follows: 
Table 5 presents the values of these criteria for the NN balanced design of 
Table 2 when t-10; similar results were obtained for t=5. 
relative efficiency: 
(ii) —relative efficiency: 
(iii) E^—relative efficiency: 
max{fj: Z=l,2,...t—1} 
max{ ^ : Z=l,2,...t—1} 
The relative efficiencies presented in Table 5 are very close to one, 
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indicating that first—order NN complete block designs are robust to small 
departures in the direction of an AR(2) error process. Thus the efficiency 
advantages of achieving first—order NN balance hold for a rather broad class of 
models. 
Table 5 here 
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7. CONCLUSIONS 
When the error process follows an AR(2) model, block designs satisfying 
conditions (4.16) to (4.21) are universally optimal for estimation of treatment 
effects via generalized least squares. When Types 1 and II orthogonal arrays of 
strength 2 exist, then universally optimal designs can be constructed by taking 
the columns of the array as blocks. 
In general, first—order NN balanced block designs require a smaller number 
of replications for their existence than the universally optimal designs. These 
first—order NN balanced block designs are very efficient with respect to the 
A—criterion and D—criterion (but not with respect to the E—criterion when 
there is departure from an AR(1) error process to an AR(2) error process with 
Also, first-order NN balanced designs are more efficient, in terms of 
average variance of pairwise treatment contrasts, than randomized complete 
block designs. 
Randomized complete block designs have the important property of 
providing "valid" analyses under any covariance structure. Here "valid" is used 
in the sense that in the classical analysis of variance and assuming equal 
treatment effects, the expected treatment mean square is equal to the expected 
residual mean square. Thus, the classical analysis of randomized complete block 
designs is robust against departures from the assumption of uncorrected 
observations. 
By modeling the covariance structure and by using optimal designs, we are 
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able to improve the efficiency of the contrast estimators (Table 4). Since by 
giving up randomization we give up the property of correlation robustness, it is 
important to study the efficiency of the optimal and proposed designs against 
misspecified covariance structures. Section 6 shows that designs efficient for a 
misspecified AR(1) error process will be almost as efficient for small departures 
in the direction of an AR(2) model. 
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Table 1. A universally optimal complete block design of size 5 
Block 12345678910 
5 2 3 1 4 5 3 4 2 1  
4 5 2 3 1 1 5 3 4 2  
1 4 5 2 3 2 1 5 3 4  
3 1 4 5 2 4 2 1 5 3  
2 3 1 4 5 3 4 2 1 5  
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Table 2. Two first—order NN balanced complete block designs 
a. t-=5 b. t=10 
1 2 3 4 5 1 2 3 4 5 
1 2 5 3 4 1 2 0 3 9 
2 3 1 4 5 2 3 1 4 0 
5 1 4 2 3 0 1 9 2 8 
3 4 2 5 1 3 4 2 5 1 
4 5 3 1 2 9 0 8 1 7 
4 5 3 6 2 
8 9 7 0 6 
5 6 4 7 3 
7 8 6 9 5 
6 7 5 8 4 
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Table 3a. A—efficiency, D—efficiency and E—efficiency of first—order NN 



























































0.80 0.92 0.98 
0.89 0.96 0.99 
0.55 0.72 0.85 
0.71 0.89 0.97 1.00 
0.84 0.95 0.99 1.00 
0.46 0.67 0.84 0.97 
0.65 0.87 0.97 1.00 0.99 
0.80 0.87 0.99 1.00 0.99 
0.41 0.64 0.83 0.99 0.89 
0.63 0.86 0.97 1.00 0.98 0.94 
0.79 0.92 0.98 1.00 0.99 0.97 
0.39 0.62 0.82 1.00 0.86 0.75 
0.65 0.86 0.97 1.00 0.98 0.92 0.86 
0.81 0.93 0.98 1.00 0.99 0.96 0.93 
0.41 0.62 0.82 1.00 0.85 0.72 0.62 
0.70 0.87 0.97 1.00 0.99 0.91 
0.84 0.93 0.98 1.00 0.99 0.96 
0.45 0.64 0.82 1.00 0.84 0.70 
0.75 0.89 0.97 1.00 0.98 
0.87 0.94 0.98 1.00 0.99 
0.50 0.66 0.83 0.99 0.85 
0.80 0.90 0.97 1.00 
0.89 0.95 0.99 1.00 
0.55 0.69 0.84 0.99 
0.83 0.92 0.98 
0.91 0.96 0.99 








Table 3b. A—efficiency, D—efficiency and E—efficiency of first—order NN 
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0,87 0.94 0.98 
0.86 0.93 0.98 
0.55 0.68 0.85 
0.78 0.89 0.97 1.00 
0.76 0.88 0.97 1.00 
0.40 0.57 0.78 0.99 
0.65 0.82 0.95 1.00 0.96 
0.64 0.81 0.95 1.00 0-96 
0.26 0.45 0.72 0.99 0.73 
0.51 0.76 0.94 1.00 0.95 0.82 
0.52 0.74 0.93 1.00 0.94 0.81 
0.15 0.36 0.66 1.00 0.68 0.45 
0.45 0.73 0.93 1.00 0.94 0.78 0.61 
0.47 0.72 0.92 1.00 0.93 0.78 0.62 
0.12 0.33 0.64 1.00 0.66 0.41 0.25 
0.51 0.76 0.94 1.00 0.94 0.79 
0.52 0.74 0.93 1.00 0.93 0.78 
0.15 0.36 0.66 1.00 0.67 0.41 
0.63 0.81 0.95 1.00 0.95 
0.62 0.80 0.94 1.00 0.94 
0.24 0.43 0.70 1.00 0.70 
0.73 0.86 0.96 1.00 
0.71 0.85 0.96 1.00 
0.33 0.51 0.74 1.00 
0,80 0.90 0.97 
0.79 0.89 0.97 








Table 4. Aj^—efficiency of first order NN balanced complete block designs 




-0.75 -0.50 -0.25 0.00 0.25 0.50 
-1.50 10.60 
-1.25 4.45 5.12 
-1.00 2.48 2.32 3.44 
-0.75 1.63 1.47 1.70 2.71 
-0.50 1.28 1.14 1.19 1.42 2.29 
-0.25 1.25 1.06 1.02 1.08 1.28 2.02 
0.00 1.48 1.14 1.04 1.00 1.05 1.21 
0.25 1.98 1.36 1.17 1.05 1.02 1.04 
0.50 2.75 1.77 1.43 1.23 1.14 
0.75 3.92 2.35 1.81 1.55 
1.00 5.51 3.16 2.39 




h -0.75 -0.50 -0.25 0.00 0.25 0.50 
-1.50 22.24 
-1.25 9.45 8.83 
-1.00 5.28 3.79 4.56 
-0.75 3.27 2.20 2.19 2.98 
-0.50 2.14 1.48 1.38 1.50 2.22 
-0.25 1.49 1.15 1.08 1.09 1.24 1.78 
0.00 1.31 1.10 1.02 1.00 1.05 1.18 
0.25 1.69 1.28 1.15 1.15 1.14 1.19 
0.50 2.58 1.74 1.50 1.59 1.84 
0.75 4.02 2.58 2.22 2.81 
1.00 6.44 4.19 4.80 
1.25 11.21 7.71 
1.50 22.54 
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Table 5. A^—efficiency, —efficiency and —efficiency of first—order NN 










-0.40 -0.30 -0.20 -0.10 0.00 0.10 0.20 0.30 0.40 
ar 1.15 1.08 1.03 1.01 1.00 












1.00 1.01 1.04 1.14 








































dr 1.06 1.03 1.01 1,00 1.00 1.00 1.01 1.03 1.06 
er 1.03 1.02 1.01 1.00 1.00 1.00 1.01 1.03 1.07 
a*r 1.06 1.03 1.01 1,00 1.00 1.00 1.01 1.02 1.04 



















dg 1.07 1.04 1.02 1.00 1.00 1.00 1.01 1.03 
eg 1.05 1.02 1.01 1.00 1.00 1.00 1.00 1.00 
a^ 1.10 1.05 1.02 1.00 1.00 
dr 1.09 1.05 1.00 1.00 1.00 
1.04 1.03 1.01 1.00 1.00 
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GENERAL SUMMARY 
This dissertation adresses several problems related to estimation, analysis 
and design with temporally and spatially correlated observations. 
In Part I, assuming a time series with polynomial trend and additive 
stationary error, the estimation of the covariance function and variogram using 
OLS—residuals—based estimators is addressed. Theorem 1 provides an 
asymptotic expression, with remainder that is o( i ) ,  for the bias of the O L S  
residuals—based estimator of the covariance function, and shows that each 
1 go 
polynomial term contributes approximately —A{cr(0) + 2 Scr(î)} to the bias. 
The order of the remainder is shown to be 0( I ), for every >0, under 
n 
the assumption of an ARMA(p,q) error process. A new estimator of the 
covariance function based on recursive residuals is introduced. This estimator 
i s  a l s o  b i a s e d  a n d  i t s  b i a s  c o n v e r g e s  t o  z e r o  a t  l e a s t  a s  f a s t  a s  — a s  
n—>+oo (Theorem 2). Empirical results indicate that for small and moderate 
sample sizes, the recursive residuals—based estimator of the covariance 
function of a moving average process has less overall bias than the OLS 
r e s i d u a l s — b a s e d  e s t i m a t o r .  T h e  b i a s  o f  t h e  O L S  r e s i d u a l s — b a s e d  e s t i m a t o r  f o r  
the variogram is also studied, and Theorem 3 shows that it has no O(^) bias 
term. This result stresses the use of the variogram as the appropriate measure 
of dependence since it is more general than the covariance function, it can be 
estimated more accurately, and it can be used directly in forecasting equations. 
In Part II, the analysis and design of experiments using spatial 
considerations is discussed. It is shown how the spatial approach to the analysis 
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of a uniformity trial, where no treatment effects are present, can be extended 
to analyze a series of experiments in which treatment effects are present. A 
very general spatial model is introduced and it is used to illustrate the 
relationship between the spatial and the classical approach (based on 
randomization and blocking). Under a randomized complete block design, a 
relationship between the expected residual mean square and the variogram of the 
errors is stablished. A series of artificial experiments serves to illustrate the 
spatial approach and allows comparison with the classical approach based on 
uncorrelated observations. Accurate identification and modeling of the spatial 
dependence is problematic, however the analyses based on these fitted 
covariance (or variogram) models are more efficient, in terms of average 
variance of the best linear unbiased estimator of treatment differences, than the 
analysis based on uncorrelated observations. It is also shown how spatial 
dependence can be used to find efficient designs. Empirical results indicate that 
under the isotropic exponential covariance model fitted in Section 3, the set of 
quasi—complete 5x5 Latin squares (LS) designs is very A—efficient and 
D—efficient compared with the Knut Vik LS design and the diagonal LS design. 
The set of 5x5 quasi—complete LS designs constitute a valid randomization set 
with the property that no extreme spatial configurations are present. 
In Part III, under the assumption of an AR(2) error process within blocks 
and no correlation between blocks, sufficient conditions for universal optimality 
of balanced incomplete block designs are derived. These universally optimal 
designs can be constructed whenever an orthogonal array of Type I and strength 
2 or the Type II and strength 2 exist, although such designs require a large 
number of blocks. The first—order nearest—neighbor balanced block designs, 
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which usually require a smaller number of blocks and whose construction is well 
studied, are compared with the universally optimal designs. It is shown that the 
f i r s t — o r d e r  N N  b a l a n c e d  c o m p l e t e  b l o c k  d e s i g n s  a r e  v e r y  e f f i c i e n t  ( A  a n d  D ) .  
Moreover, they yield a smaller average variance of pairwise treatment contrasts 
than the randomized complete block designs with an OLS—based analysis. It is 
also shown that first—order NN balanced complete block designs are robust 
against small misspecifications of an AR(1) error process in the direction of an 
AR(2) error process. 
In conclusion, it is shown in this dissertation that the identification and 
modeling of spatial dependence can yield more efficient analyses and designs than 
under an assumption of uncorrelated errors. In the identification and modeling 
of the spatial dependence, good nonparametric estimators are important, and it is 
shown that the OLS residuals—based estimator of the variogram is more 
advantageous, in terms of bias, than the equivalent covariance estimator. 
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