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Résumé. Nous montrons qu’une structure de Poisson à 1-jet nul est holomorphiquement
conjuguée vers une forme normale au sens de Dufour–Wade, au voisinage de son point
singulier 0 ∈ Cn , si sont vérifiées d’une part une condition diophantienne sur une algèbre de
Lie associée à la partie quadratique, d’autre part certaines conditions sur la forme normale
formelle.
Abstract. We show that a Poisson structure whose linear part vanishes can be
holomorphically normalized in a neighbourhood of its singular point 0 ∈ Cn if, on the one
hand, a Diophantine condition on a Lie algebra associated to the quadratic part is satisfied
and, on the other hand, the normal form satisfies some formal conditions.
1. Introduction
Soient M une variété analytique de dimension n, p ∈ M et Cω l’anneau des germes en p
de fonctions holomorphes sur M . Une structure de Poisson en p est la donnée d’une loi
de composition interne, {·, ·} : Cω × Cω→ Cω, appelée crochet de Poisson. Cette loi est
bilinéaire, antisymétrique et telle que pour tout f, g, h ∈ Cω :
(i) les applications { f, ·} et {·, f } soient des dérivations de l’anneau Cω ;
(ii) on ait la relation { f, {g, h}} + {g, {h, f }} + {h, { f, g}} = 0 (identité de Jacobi).
De manière équivalente, on peut, au voisinage de p, se donner un champ de bivecteurs 5,
de la forme 5(x)=∑i< j 5i j (x)∂i ∧ ∂ j , ∂i ≡ ∂/∂xi , en coordonnées locales. Le crochet
associé est alors défini par {xi , x j } :=5i j , i.e. { f, g} =∑i< j 5i j (∂i f ∂ j g − ∂i g∂ j f ), et
l’identité de Jacobi équivaut à ce que pour tout i, j, k on ait
n∑
l=1
5il∂l5 jk +5 jl∂l5ki +5kl∂l5i j = 0.
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Soit f ∈ Cω. On note X5( f ) le champ de vecteurs hamiltonien de f relativement à5, tel
que pour tout g ∈ Cω, on ait LX5( f )(g)= { f, g}, soit
X5( f )=
∑
i< j
5i j (∂i f ∂ j − ∂ j f ∂i )
en coordonnées locales. On dit que f ∈ Cω est une fonction de Casimir si on a { f, g} = 0
pour tout g ∈ Cω. S. Lie a montré qu’au voisinage d’un point p ∈ M où le rang de 5
reste constant, on peut décomposer M en un produit direct M = S ⊗N d’une variété
symplectique S et d’une variété complémentaire N sur laquelle tous les crochets sont
nuls [10].
Dans la catégorie holomorphe, l’étude locale des structures de Poisson se limite aux
points singuliers, c’est-à-dire des point où elles s’annulent. A. Weinstein [10] a en
effet montré au début des années 80 le résultat suivant: soit 5 une structure de Poisson
sur une variété holomorphe M , et soit p ∈ M tel que 5(p) 6= 0. Il existe alors en
p des coordonnées locales holomorphes (p1, . . . , pr , q1, . . . , qr , x1, . . . , xs), r, s ∈ N,
n = 2r + s, telles que
5=
∑
1≤i< j≤r
∂/∂pi ∧ ∂/∂qi +
∑
1≤i< j≤s
pii j (x) ∂/∂xi ∧ ∂/∂x j , x = (x1, . . . , xs),
avec pii j (0)= 0. Sous l’impulsion de Weinstein, on s’est d’abord intéressé au problème
de la linéarisation, c’est-à-dire la conjuguaison d’une structure de Poisson à sa partie
linéaire par le moyen d’une transformation biholomorphe au voisinage de 0 ∈ Cn . Pour
ce problème, le résultat de J. Conn (voir [3]) est primordial: si l’algèbre de Lie associée
sur le cotangent est semi-simple, alors la structure de Poisson est holomorphiquement
linéarisable. On a aussi un résultat analogue dans la catégorie C∞ (voir [4]). Stolovitch,
dans [9], a établi l’existence d’une conjuguaison holomorphe vers une forme normale pour
certaines classes de structures de Poisson singulières admettant une partie linéaire, mais
pas nécessairement formellement linéarisables.
Ensuite on s’est intéressé au cas où la partie linéaire s’annule, mais où la partie
quadratique est non-nulle. L’intérêt pour ce problème vient d’une part du fait que ce
cas de figure est structurellement stable (voir section 2). D’autre part, les structures de
Poisson quadratiques jouent, via les r-matrices, un rôle très important dans les systèmes
intégrables—pour plus de détails et la Bibliographie on revoie le lecteur au livre récent [7].
Les premiers résultats ont été obtenus par V. I. Arnol’d, qui a étudié les structures de
Poisson quadratiques en dimension 2 [1]. Dufour et Wade ont défini, dans [6] une forme
normale formelle pour les structures de Poisson à 1-jet nul qui est assez semblable de celle
de Poincaré–Dulac pour les champs de vecteurs nuls en un point. Ils ont donné un résultat
de quadratisation dans la catégorie C∞, c’est-à-dire la conjuguaison au 2-jet par le biais
d’un germe de transformation C∞. Pour plus d’informations sur les structures de Poisson
le lecteur pourra consulter les livres [1, 7].
Dans cet article est établi pour les structures de Poisson analytiques à 1-jet nul en un
point, (admettant une forme normale formelle de Dufour–Wade), un théorème à la Bruno–
Stolovitch, c’est-à-dire de mise sous forme normale par le biais d’une transformation
holomorphe sous deux conditions :
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(i) une condition algébrique sur la forme normale formelle ;
(ii) une condition de petits diviseurs diophantiens : on sait associer à la partie
quadratique une suite de nombres réels, appelés petits diviseurs. On demande que
ces nombres ne s’accumulent pas trop vite sur 0.
On obtient comme corollaire, qu’une structure de Poisson formellement quadratisable l’est
holomorphiquement sous une condition diophantienne. Cette condition diophantienne est
très naturelle, et beaucoup plus faible que celle utilisée dans le résultat de quadratisation
holomorphe de Dufour et Zung dans [7].
La condition algébrique sur la forme normale formelle qu’on utilise est intrinsèque : elle
ne dépend pas de la forme normale (qui n’est pas unique). Sa propriété la plus importante
est l’identité de l’ensemble des fonctions de Casimir relatives à la partie quadratique d’une
part, et relatives à la forme normale d’autre part. Il suit une remarquable interprétation
géométrique portant sur les variétés symplectiques passant par les points voisin du point
singulier (cf. le résultat de Lie rappelé plus haut).
On utilisera une méthode de type Newton qui est devenue classsique et qui a été
introduite par Kolmogorov et Arnol’d. La démonstration s’inspire des méthodes que
Stolovitch, dans [8], a développé pour montrer son résultat sur la normalisation simultanée
d’une famille abélienne de champs de vecteurs. Ce travail s’est fait dans le cadre d’une
thèse sous la direction de L. Stolovitch, et l’auteur le remercie chalereusement pour son
aide. L’auteur remercie également H. Eliasson, J.-P. Françoise et B. Malgrange, pour leurs
suggestions qui ont permis d’améliorer la rédaction de cet article.
2. Rappels et notations
Dans cette section on rassemble des résultats sur les structures de Poisson et la forme
normale de Dufour–Wade qui sont utilisés dans la suite. Le lecteur est invité à la consulter
au fur et à mesure des besoins.
De´finition 2.1. (Champ de bivecteurs quadratique diagonal) Un champ de bivecteurs
quadratique 5 de la forme 5= (1/2)∑i 6= j qi j xi x j ∂i ∧ ∂ j , qi j =−q j i , est dit diagonal.
Remarque. (i) D’apre`s [6], proposition 1, l’expression diagonale est unique, modulo
permutation des lignes de la matrice (qi j ).
(ii) Tout champ de bivecteurs quadratique diagonal de´finit une structure de Poisson.
Notation. Pour tout 1≤ i ≤ n, on pose Yi := xi∂i .
Généricité de structures de Poisson à 1-jet nul et à partie quadratique diagonalisable.
Dufour et Wade [6], et Wade [11] ont obtenus les propriétés suivantes: soit 50 =
(1/4)
∑
i, j,k,l 5
kl
i j xk xl ∂i ∧ ∂ j une structure de Poisson quadratique. On sait associer à
50 un champ de vecteurs X , appelé le rotationnnel, en posant X :=∑i, j,k 5k ji j xk∂i .
Si les valeurs propres de X ne vérifient pas de relation du type λi + λ j = λr + λs , où
(i, j) 6= (r, s), alors 50 est diagonalisable. De plus, si aucune relation λi + λ j = 0,
λi + λ j = λk n’est satisfaite, une structure de Poisson5, C2-proche50, possède son 1-jet
nul, en un point p proche de 0.
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Crochet de Schouten. Désignons par χ1 l’espace des germes de champs de vecteurs
en 0 (respectivement champs de vecteurs formels), et par χp :=∧p χ1, l’espace des
germes de champs de p-vecteurs. On définit (voir [7]) le crochet de Schouten–Nijenhuis
[·, ·] : χp × χq → χp+q−1, C-bilinéaire et extension de la dérivée de Lie, tel que
[P, Q] = −(−1)(p−1)(q−1)[Q, P], (2.1)
[P, Q ∧ R] = [P, Q] ∧ R + (−1)(p−1)q Q ∧ [P, R], (2.2)
(−1)(p−1)(r−1)[P, [Q, R]] + (−1)(q−1)(p−1)[Q, [R, P]]
+ (−1)(r−1)(q−1)[R, [P, Q]] = 0. (2.3)
Un champ de 2-vecteurs 5 définit une structure de Poisson, si et seulement si [5, 5] = 0.
Le champ hamiltonien X5( f ) d’une fonction f relativement à une structure de Poisson5
est donné par
X5( f )= [ f, 5]. (2.4)
Soit X un champ de vecteurs formel sur M nul à l’ordre deux. On a alors la formule bien
connue
exp(X)∗(B)=
∑
i≥0
adiX B
i ! , (2.5)
où on a noté adX l’application linéaire [X, ·], et exp(X) le temps 1 du flot formel du champ
formel X . Pour plus d’informations sur le crochet de Schouten on renvoie le lecteur à [7].
Champs hamiltoniens. La notion de champ hamiltonien relativement à une structure de
Poisson s’étend aux champ de bivecteurs.
De´finition 2.2. Le champ hamiltonien X P ( f ) d’une fonction holomorphe f relativement
a` un champ de bivecteurs P est de´fini comme la contraction du 2-tenseur contravariant P
avec le 1-tenseur covariant d f .
Pour tous champs de bivecteurs P et toute fonction holomorphe f on a
LX P ( f )( f )= 0. (2.6)
En effet, LX P ( f )( f ) est la contraction de P avec d f ∧ d f = 0.
Pour un multi-indice I = (I1, . . . , In) et une structure de Poisson 5 := (1/2)∑
i 6= j ai j Yi ∧ Y j on a
X5(x
I )=−x I
n∑
i=1
LAi (x I )Yi , avec Ai :=
n∑
j=1
ai j Y j . (2.7)
Soient 5, 5′ des structures de Poissons quadratiques diagonales, Z un champ de vecteurs
linéaire diagonal et J, K ∈ Zn des multi-indices. Par (2.1)–(2.4),
[5, x J ] = −X5(x J ), (2.8)
[5, x J Z ] = Z ∧ X5(x J ), (2.9)
[x J5, x K5′] = 2(X5′(x J ) ∧5+ X5(x K ) ∧5′). (2.10)
De (2.7)–(2.10) on déduit le lemme suivant.
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LEMME 2.1.
(i) Soient I, J ∈ Zn des multi-indices, Z un champ de vecteurs line´aire diagonal,5 une
structure de Poisson quadratique diagonale. On a alors
[x I Z , x J5] = x I+J5′,
ou` 5′ est une structure de Poisson quadratique diagonale.
(ii) Soient 5I et 5J deux structures de Poisson quadratiques diagonaux. Alors
[x I5I , x J5J ] s’e´crit sous la forme
x I+J
∑
1≤i< j<k≤n
ci jkYi ∧ Y j ∧ Yk, ci jk ∈ C.
De´finition 2.3. Soit 5 une structure de Poisson. Une fonction f est une fonction de
Casimir si X5( f )= 0, i.e. si { f, ·} = 0.
Normes sur les polydisques. Soit f :=∑|I |>0 cI x I holomorphe sur le polydisque |x | ≤ r .
Posons ‖ f ‖r :=∑|I |>0 |cI |r |I |. Pour un champ de vecteurs F := ( f1, . . . , fn),
holomorphe sur le polydisque |x | ≤ r , on pose ‖F‖r :=max1≤i≤n ‖ fi‖r . Si
5 := 1
2
∑
i 6= j
ai j (x) ∂i ∧ ∂ j , ai j (x)=−a j i (x),
est un champ de bivecteurs holomorphe sur le polydisque |x | ≤ r , on définit ‖5‖r :=
maxi 6= j ‖ai j (x)‖r . Finalement, pour un champ d’endomorphismes A de Cn , holomorphe
sur le polydisque |x | ≤ r , c’est-à-dire un champ de matrices (ai j (x))1≤i, j≤n , notons
‖A‖r :=max1≤i, j≤n ‖ai j (x)‖r .
Forme normale de Dufour–Wade. Dorénavant on considère les structures de Poisson à 1-jet
nul à l’origine, admettant une partie quadratique 50 diagonale. On note
50 = 1
2
∑
i 6= j
ai j Yi ∧ Y j , ai j =−a j i , (2.11)
l’écriture diagonale de 50. Dufour et Wade ont donné une notion de forme normale
formelle pour les structures de Poisson à 1-jet nul qui est assez proche de celle des
champs de vecteurs nuls en un point : la matrice A := (ai j ) jouant le rôle du spectre de la
partie linéaire du champ de vecteurs. La lettre I désigne des multi-indices appartenant
à (N ∪ {−1})n . L’hypothèse (H) est une hypothèse générique portant sur la partie
quadratique qui est précisé plus bas.
THE´ORE`ME–DE´FINITION. (Dufour–Wade) Toute structure de Poisson a` 1-jet nul a`
l’origine et dont la partie quadratique, de forme (2.11), satisfait l’hypothe`se (H) est
formellement conjugue´e a` une structure de Poisson du type
5=
∑
i< j
∑
x I a Ii j Yi ∧ Y j , (2.12)
la seconde somme e´tant prise sur les multi-indices I ∈ (N ∩ {−1})n pour lesquels x I est
une fonction de Casimir relativement a` la partie quadratique50. Une structure de Poisson
formelle a` 1-jet nul de forme (2.12) est dite sous forme normale au sens de Dufour–Wade.
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Remarque. Notons Si le champ de vecteurs diagonal
∑n
j=1 ai j Y j . Le monoˆme x I est une
fonction de Casimir relativement a` la partie quadratique 50 e´quivaut a` ce que pour tout
1≤ i ≤ n, on a LSi x I = 0.
De´finition 2.4. (Terme re´sonnant) On appelle terme re´sonnant, un terme de la forme du
second membre de (2.12), c’est-a`-dire un champ de bivecteurs polynomial s’e´crivant sous
la forme x I5I , ou` le n-uplet I appartient a` (N ∪ {−1})n est tel que x I est une fonction
de Casimir pour la partie quadratique 50, et le champ de bivecteurs 5I est quadratique
diagonal.
Remarque. En ge´ne´ral, une meˆme classe de conjuguaison comporte plusieurs structures
de Poisson distinctes sous forme normale au sens de Dufour–Wade. Si 5 est sous forme
normale, alors on a [50, 5] = 0.
La preuve du théorème de Dufour et Wade repose sur le lemme suivant.
LEMME 2.2. Soit x I B un champ de bivecteurs holomorphe non-re´sonnant, avec I ∈
(N ∪ {−1})n , et B champ de bivecteurs quadratique diagonal. Supposons [50, x I B] = 0
ainsi que I contient au plus une composante ne´gative. Alors il existe un champ de vecteurs
line´aire diagonal Z, tel que x I Z est holomorphe, et tel que
[50, x I Z ] = x I B. (2.13)
Ce lemme est la traduction de Dufour–Wade [6, proposition 3], dans les notations
adoptées ici. Dans les notations adoptées ici l’hypothèse (H) se formule de la manière
suivante.
De´finition 2.5. (Hypothe`se (H) sur la partie quadratique 50) Pour tout
I = (I1, . . . , Ii−1,−1, Ii+1, . . . , I j−1,−1, I j+1, . . . , In)
avec Il ∈ N pour tout l 6= i, j , tel que
1
x I
X50(x
I )) ∧ Yi ∧ Y j = 0,
le monoˆme x I est une fonction de Casimir pour la partie quadratique 50.
L’hypothèse (H) signifie que tout champ de bivecteurs x I B, avec I ∈ (N ∪ {−1})n
admettant deux composantes négatives égales à−1, satisfaisant la relation [50, x I B] = 0,
est résonnant.
3. Le résultat principal
3.1. Algèbres de Lie associées et petits diviseurs. Soit 5 une structure de Poisson
holomorphe de 1-jet nul en 0 ∈ Cn . La présente section est consacrée à l’introduction
de plusieurs objets associés à sa partie quadratique 50 := (1/2)∑i 6= j ai j Yi ∧ Y j , ai j =
−a j i , supposée diagonale.
(i) Associons à 50 les champs de vecteurs linéaires diagonaux
Si :=
n∑
j=1
ai j Y j ,
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ainsi que l’algèbre de Lie abélienne S engendrée par les champs Si (pour le crochet
de Lie).
(ii) NotonsS l’espace vectoriel des champs de bivecteurs quadratiques surCn s’écrivant
n∑
i=1
Bi ∧ Yi avec Bi :=
n∑
j=1
bi j Y j ∈ S, bi j =−b j i .
(iii) Introduisons l’anneau des intégrales premières formelles ÔS (respectivement
holomorphes OS) de S.
Remarque. Une fonction holomorphe f appartient a` ÔS , si pour tout 1≤ i ≤ n on a
LSi ( f )= 0. L’ensemble des fonctions de Casimir formelles de 50 est e´gal a` ÔS .
(iv) Un terme de la forme x J Y j (avec éventuellement J j =−1) est appellé résonnant,
s’il commute avec les champs Si , c’est-à-dire si [Si , x J Y j ] = 0 pour tout 1≤ i ≤ n.
(v) On note Pm,2m l’espace vectoriel des champs de vecteurs polynomiaux s’écrivant∑
m+1≤|I |≤2m x I L I , avec L champ de vecteurs linéaire diagonal, I multi-
indice (avec éventuellement une composante égale à −1 pourvu que x I L I
reste holomorphe). De même, notons P˜m,2m l’espace vectoriel des champs
de bivecteurs holomorphes s’écrivant
∑
m+1≤|I |≤2m x I B I , avec B I champ de
bivecteurs quadratique diagonal, I un multi-indice (avec éventuellement une ou deux
composantes égales à −1 pourvu que le terme x I B I reste holomorphe).
Remarque. Les e´le´ments de Pm,2m sont d’ordre ≥ m + 2 et de degre´ ≤ 2m + 1. Les
e´le´ments de P˜m,2m sont d’ordre ≥ m + 3 et de degre´ ≤ 2m + 2.
(vi) Les applications Si 7−→ [Si , .] définissent des représentations semi-simples ρm
(respectivement ρ˜m) de l’algèbre de Lie S dans Pm,2m (respectivement P˜m,2m).
(vii) Une forme linéaire α sur S est un poids pour la représentation ρm s’il existe
X ∈ Pm,2m 6= 0 tel que α(Si )X = [Si , X ], 1≤ i ≤ l. L’ensemble de ces champs X
forme l’espace de poids associé Pm,2mα .
De´finition 3.1. Soit α un poids non nul pour la repre´sentation ρm . Posons |α| :=
max1≤ j≤n |α(S j )|. Pour k ≥ 1, de´finissons le nombre de Bruno ωk associe´ a` 50 :
ωk := inf{|α| : α poids non nul pour ρ(2 j ), 2≤ j ≤ k}.
De´finition 3.2. (Condition diophantienne (D)) On dit que 50 ve´rifie la condition (D) si on
a ∑
k≥0
−ln(ωk)
2k
<+∞.
Remarque. La condition diophantienne (D) ne de´pend pas du choix de la norme dont on
muni l’espace des formes line´aires sur S pour de´finir les nombres de Bruno.
3.2. La condition algébrique sur la forme normale. Soit 5 une structure de Poisson à
1-jet nul. Supposons que sa partie quadratique 50 satisfait l’hypothèse (H), garantissant
l’existence d’une forme normale formelle. Soient S, S et ÔS telles que définies en
section 3.1.
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De´finition 3.3. (Condition (C)) On dit qu’une forme normale formelle (au sens de Dufour–
Wade) de 5 satisfait la condition (C) si elle appartient a` ÔS ⊗S, c’est-a`-dire s’e´crit∑
I x
I5I , ou` x I ∈ ÔS et 5I ∈S.
Remarque. Si x I5I , avec 5I quadratique diagonal, est un terme d’une forme normale de
Dufour–Wade ge´ne´rale, alors il se peut que deux coordonne´es de I soient e´gales a` −1.
Montrons que ceci n’est pas le cas sous la condition (C) : si x I5I ∈ ÔS ⊗S, alors I
appartient a` Nn . En effet, soit x I5I ∈ Ô ⊗S, et posons
x I5I := x I 1
2
∑
i 6= j
bi j Yi ∧ Y j ,
avec bi j =−b j i . Raisonnons par l’absurde, et supposons que la i0-e`me coordonne´e
de I soit e´gale a` −1. Puisque les monoˆmes x I ai j Yi ∧ Y j et −x I a j i Y j ∧ Yi doivent eˆtre
holomorphes, tous les coefficients de la matrice (ai j ) sont nuls s’ils n’appartiennent pas
a` la i0-e`me ligne ou colonne. Comme la matrice (ai j ) est antisyme´trique et non nulle, il
existe un indice j0 6= i0 avec ai0 j0 6= 0. Dans la j0-e`me ligne de la matrice (ai j ), seul a j0i0
est alors non nul. De plus, le monoˆme x I est alors inte´grale premie`re du champ de vecteurs
a j0i0 Yi0 , mais ceci est absurde, puisque la i0-e`me composante de I est e´gale a` −1.
Remarque. Si dim S= n, alors la forme normale de Dufour–Wade se re´duit a` la partie
quadratique. En effet, l’anneau ÔS des inte´grales premie`res formelles de S est alors re´duit
aux constantes.
PROPOSITION 3.1. Si une forme normale formelle de 5 satisfait a` la condition (C), alors
toutes les autres formes normales formelles de 5 satisfont e´galement a` (C).
Pour la preuve de la proposition 3.1, on a besoin des deux lemmes suivants.
LEMME 3.1. Soit Z un champ de vecteurs, 5′ ∈S et I ∈ Zn un multi-indice. Posons
5′ :=∑ni=1 A′i ∧ Yi et A′i :=∑nk=1 a′ikYk . Alors,
[Z , x I5′] = 2x I
n∑
i=1
[Z , A′i ] ∧ Yi + LZ (x I )
n∑
i=1
A′i ∧ Yi .
Preuve du lemme 3.1. On a, d’après (2.2),
[Z , x I5′] =
n∑
i=1
[Z , x I A′i ] ∧ Yi − x I
n∑
i=1
[Z , Yi ] ∧ A′i .
En remplaçant pour tout 1≤ i ≤ n, A′i par
∑n
k=1 a′ikYk et en faisant entrer les
coefficients a′ik dans le crochet, on obtient
x I
n∑
i=1
[Z , Yi ] ∧ A′i = x I
∑
1≤k,i≤n
[Z , a′ikYi ] ∧ Yk .
Par antisymétrie de la matrice (a′ik), ceci devient −x I
∑n
k=1[Z , A′k] ∧ Yk . Au total on
obtient
[Z , x I5′] = 2x I
n∑
i=1
[Z , A′i ] ∧ Yi +
n∑
i=1
LZ x I A′i ∧ Yi . 2
at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0143385709000480
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 11:05:14, subject to the Cambridge Core terms of use, available
Normalisation holomorphe de structures de Poisson 1173
LEMME 3.2. Soit x J Y j holomorphe et re´sonnant tel qu’en section 3.1 (iv), et soit x I5I ∈
ÔS ⊗S, c’est-a`-dire x I ∈ ÔS et 5I ∈S. Alors [x J Y j , x I5I ] ∈ ÔS ⊗S.
Preuve du lemme 3.2. Rappelons que 5I ∈S signifie que 5I =∑ni=1 AIi ∧ Yi avec
AIi :=
∑n
j=1 a Ii j Y j , avec a Ii j =−a Ij i et AIi ∈ S pour tout 1≤ i ≤ n. D’après le lemme 3.1,
[x J Y j , x I5I ] = 2x I
n∑
i=1
([x J Y j , AIi ] ∧ Yi )+ (Lx J Y j x I )5I .
La première expression du second membre est nulle, car AIi ∈ S et x J Y j est résonnant,
tandis que la deuxième expression du second membre appartient à ÔS ⊗S : en effet,
L(x J Y j )x I = I j x I+J , où I j désigne la j-ème coordonnée de I . Il suit LSi (x I+J )= 0
pour tout 1≤ i ≤ n. Reste à montrer : si I j 6= 0, alors le multi-indice I + J n’a pas de
composante strictement négative. Ceci suit du fait que I + J a une composante strictement
négative (la j-ème) si et seulement si la j-ème coordonnée de J est égale à −1 ainsi que
I j = 0. 2
Preuve de la proposition 3.1. Supposons 5 ∈ ÔS ⊗S, c’est-à-dire
5=
∑
J
x J5J , (3.1)
avec x J ∈ ÔS et 5J ∈S et soit 9∗(5) une autre forme normale formelle (au sens de
Dufour–Wade) de 5. Montrons que 9∗(5) ∈ ÔS ⊗S.
Soit (9n)n≥1,9n ≡ exp Xn , la suite de transformations formelles définie récursivement
par
91 :=9, 9n+1 := exp(−Zn+1) ◦9n pour n > 1,
où Zn+1 est la somme des termes de degré n + 1 du champ de vecteurs (formel) Xn qui
sont résonnants (dans le sens de la section 3.1 (iv)).
Il suit alors de (2.5) que par construction, le champ de vecteurs Xn n’a pas de terme
résonnant de degré inférieur où égal à n. A la limite, on obtient une transformation
formelle9∞ = exp(X∞), où le champ de vecteurs formel X∞ est composé exclusivement
de termes non-résonnants, telle que
9 = (exp(−Z2)−1 ◦ exp(−Z3)−1 ◦ · · · ) ◦9∞,
avec Zn résonnant homogène de degré n. Par le Lemme 3.3, prouvé un peu plus loin, on a
9∗∞(5)=5. Il suit
9∗(5)= (exp(−Z2)−1 ◦ exp(−Z3)−1 ◦ · · · )∗(5). (3.2)
Or, de (2.5) et du lemme 3.2 on déduit que pour chaque transformation exp(Zn)−1 on a
B ∈ ÔS ⊗S⇒ (exp(−Zn)−1)∗(B)= exp(Zn)∗(B) ∈ ÔS ⊗S.
Comme par hypothèse, 5 ∈ ÔS ⊗S, il suit avec (3.2) qu’on a bien 9∗(5) ∈ ÔS ⊗S. 2
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LEMME 3.3. 9∗∞(5)=5.
Preuve. Etablissons d’abord que 9∗∞(5) est une forme normale au sens de Dufour–
Wade. Pour cela, constatons que pour tout n ≥ 1, la structure de Poisson 9∗n (5) est
sous forme normale : en effet, 9∗1 (5) (=9∗(5)) est une forme normale, et, puisque
Zn est résonnant, (2.5) et le lemme 2.1 impliquent que l’image d’une forme normale par
exp (−Zn) est une forme normale.
Passons maintenant à la démonstration de 9∗∞(5)=5. Rappelons 9∞ = exp(X∞) et
posons
X∞ :=
∑
|I |>0
x I X I , (3.3)
avec X I champ de vecteurs linéaire diagonal, et I multi-indice (avec éventuellement une
composante égale à −1). Rappelons que chaque terme apparaissant effectivement dans
la somme est non-résonnant. Soit x K5K un monôme de plus petit degré du champ de
bivecteurs 9∗∞(5)−5. Montrons qu’il est nul. Par 9∞ = exp(X∞) et (2.5), x K5K est
une somme de termes de la forme
[x I X I , x J5J ], (3.4)
avec I + J = K , où x J5J est un terme provenant de5, c’est-à-dire du deuxième membre
de (3.1), et x I X I est un terme (non-résonnant) du second membre de (3.3). D’après le
lemme 2.1, le terme (3.4) est non-résonnant. On en déduit que si x K5K est non nul, alors
x K5K est non-résonnant. Mais ceci contredit le fait, établi plus haut, que 9∗∞(5) est une
forme normale au sens de Dufour–Wade de 5. Donc x K5K est nul. 2
Remarque. Le fait que l’hypothe`se sur la forme normale soit intrinse`que permettra, dans
la de´monstration du the´ore`me de normalisation qui suit, de normaliser vers une forme
normale qui peut diffe´rer de la forme normale initialement donne´e.
3.3. Un the´ore`me de normalisation et son cas particulier quadratique.
THE´ORE`ME 3.1. (De normalisation) Soit5 une structure de Poisson a` 1-jet nul en 0 ∈ Cn .
On suppose que sa partie quadratique 50 est diagonale et satisfait l’hypothe`se (H). On
suppose e´galement que les formes normales formelles de 5 satisfont l’hypothe`se (C), et
que 50 satisfait l’hypothe`se (D). Alors 5 est holomorphiquement conjugue´e a` une forme
normale (i.e. il existe un biholomorphisme8 : (Cn, 0)→ (Cn, 0) tel que8∗5 ∈OS ⊗S).
COROLLAIRE 3.1. (De quadratisation) Soit 5 une structure de Poisson formellement
quadratisable. Supposons que la partie quadratique 50 de 5 est diagonale et satisfait
l’hypothe`se (H), ainsi que la condition diophantienne (D). Alors5 est holomorphiquement
quadratisable.
En effet, on peut montrer que si une forme normale de 5 est quadratique, alors toutes
les formes normales de 5 sont quadratiques. Par le théorème 3.1, on peut alors conjuguer
5 à 50 par un biholomorphisme.
Rapport avec le résultat de Dufour–Zung [7, the´ore`me 5.7.5] On peut déduire de la
démonstration du résultat cité, qu’une structure de Poisson 5 à 1-jet nul est formellement
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quadratisable si la partie linéaire diagonale S du rotationnel de 5 n’admet de résonances
autres que celles qui sont engendrées par le monôme x1 · · · xn .
D’après le résultat cité, une structure de Poisson 5 à 1-jet nul est holomorphiquement
quadratisable si S satisfait en plus la condition (ω) de Bruno, c’est-à-dire
−∑k>0(ln ω′k/2k) <∞, où on a posé ω′k :=min{|S.I | : S.I 6= 0, 1≤ |I | ≤ 2k}, avec
S.I := (1/x I )LS(x I ). Soient S1, . . . , Sn les champs de vecteurs linéaires diagonaux
associés à partie quadratique 50 de 5 (cf. section 3.1). On a S = S1 + · · · + Sn . Le
champ S appartient donc à l’algèbre S. Puisque la la conditon diophantienne (D) du
corollaire 3.1 porte sur l’algèbre S tout entière, elle est plus faible que la condition
diophantienne (ω) de Bruno sur le seul champ S (cf. Stolovitch [8]). Donnons un exemple
en dimension 2 : soit λ :=∑n≥0(cn/µn!) où µ est un entier > 1 et cn un entier compris
entre 0 et 9 non constament nul à partir d’un certain indice n. Soit 50 la structure de
Poisson quadratique de matrice  0 1 0−1 0 −λ
0 λ 0
 .
Le rotationnel S =−Y1 + (1+ λ)Y2 − λY3 ne vérifie pas la condition diophantienne de
Bruno. Mais la condition diophantienne (C) du corollaire 3.1 est satisfaite.
3.4. Interprétation géométrique. Soit 5 une structure de Poisson à 1-jet nul en 0 ∈ Cn
dont la partie quadratique 50 est diagonale.
Stolovitch, dans [8, les sections 2.2, 5.3, 5.4] a établi la proposition suivante.
PROPOSITION 3.2.
(i) Si l’anneau ÔS n’est pas re´duit a` C, alors ÔS est une C-alge`bre de type fini, et il
existe des monoˆmes u1, . . . , u p tel que ÔS = C[[u1, . . . , u p]].
(ii) Les relations entre les ui de´finissent une varie´te´ alge´brique CS dans Cp, de
dimension s, ou` s est le nombre maximal de ui alge´briquement inde´pendants.
L’application pi : Cn→ Cp de´finie par pi(x)= (u1(x), . . . , u p(x)) est une fibration
singulie`re au-dessus de CS . De plus chaque Si est tangent aux fibres de pi .
COROLLAIRE 3.2. Sous les hypothe`ses du the´ore`me 3.1, il existe au voisinage de 0 un
syste`me de coordonne´es holomorphes tel que 5 appartient a` OS ⊗S. Soit, dans ces
coordonne´es, 5|F la restriction de 5 a` une fibre F de pi . On a alors
5|F =5F|F ,
ou` 5F est une structure de Poisson quadratique diagonale appartenant a` S (cf.
section 3.1) qui de´pend uniquement de la fibre F . De plus, sur chaque fibre F , pour
toute fonction holomorphe f , le champ hamiltonien de f relativement a` 5 est tangent
a` F .
On en déduit que les feuillets symplectiques de 5 (cf. introduction) sont, au voisinage
de 0, inclus dans les fibres de pi . Ces feuillets symplectiques ont la dimension de
l’algèbre S. Si la dimension de S est égale à n − s, alors aux points réguliers de pi , les
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feuillets symplectiques de 5 coïncident avec les fibres. L’hypothèse (C) sur la forme
normale formelle implique que l’ensemble des fonctions de Casimir formelles de la forme
normale coïncide avec celui de la partie quadratique. Dans certains cas, ceci admet une
réciproque : Soit5 un structure de Poisson à 1-jet nul en 0 ∈ Cn , dont la partie quadratique
est diagonale et satisfait l’hypothèse (H). Rappelons que l’on note s le nombre maximal de
générateurs de ÔS qui sont algébriquement indépendants. La structure de Poisson 5 est
holomorphiquement normalisable sous les hypothèses suivantes.
COROLLAIRE 3.3. Supposons l’alge`bre S de dimension n − s, et supposons qu’il existe
un syste`me de coordonne´es formelles dans lequel l’ensemble des fonctions de Casimir
de 5 est e´gal a` ÔS (l’ensemble des fonctions de Casimir de 50). Supposons en
outre que la partie quadratique 50 ve´rifie la condition diophantienne (D). Alors 5 est
holomorphiquement normalisable.
Esquissons rapidement, à travers les deux lemmes suivants, comment on peut se
ramener au théorème 3.1, c’est-à-dire pourquoi il existe un changement de variable formel
8̂ tel que l’on ait 8̂∗(5) ∈ ÔS ⊗S.
LEMME 3.4. Dans un syste`me de coordonne´es formelles dans lequel l’ensemble des
fonctions de Casimir de5 est e´gal a` ÔS ,5 s’e´crit sous la forme∑|I |>0 x I5I ou`5I ∈S.
Esquisse de preuve. Situons nous dans un système de coordonnées formelles dans lequel
l’ensemble des fonctions de Casimir de 5 est égal à ÔS . Choisissons une famille
(u1, . . . , u p) de monômes générateurs de S et notons Fy les fibres (de dimension n − s)
de l’application pi : Cn→ Cp, x→ (u1(x), . . . , u p(x))= y(x). Posons
5 :=50 +
∑
|I |>0
x I5I , 5I :=
∑
i
B Ii ∧ Yi et B Ii =
∑
j
bIi j Y j , b
I
i j =−bIj i .
On a alors
X5(xi )= xi
∑
|I |>0
x I B Ii , 1≤ i ≤ n.
Or, comme les u j sont des fonctions de Casimir, on doit avoir LX5(xi )(u j )= 0 pour tout
1≤ j ≤ p et 1≤ i ≤ n. Ceci signifie que B Ii est tangent à Fy pour tout I et tout y.
L’appartenance de B Ii à S suit alors du fait que la dimension de Fy soit n − s si y est
une valeur réguière de pi . D’où 5I ∈S. 2
COROLLAIRE 3.4. Si 5 s’e´crit
∑
|I |>0 x I5I , ou` 5I ∈S, il existe une transformation
normalisante formelle 8̂ qui pre´serve les fonctions de Casimir.
Esquisse de preuve. Soit x I05I0 un terme non-résonnant de plus petit degré. De
l’identité de Jacobi [5, 5] = 0 et du lemme 2.2 suit l’existence d’un champ de vecteurs
linéaire diagonal Z D tel que [50, X I0 Z D] = x I05I0 . Pour montrer l’existence d’une
transformation normalisante préservant les fonctions de Casimir il suffit de montrer que Z D
appartient à l’algèbre S : en effet, il suit de Z D ∈ S que exp(Z) préserve le fonctions de
Casimir, et d’après le lemme 3.4, (exp(Z))∗(5) s’écrit encore sous forme
∑
I ′ x
I ′5I
′
,
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où 5I
′ ∈S. Montrons que Z D appartient à S. Par (2.9),
5I0 = Z D ∧ 1x I0 X50(x
I0), (3.5)
où X50(x
I0) désigne le champ hamiltonien de x I0 relativement à 50. Or par hypothèse,
5I0 ∈S, donc tout champ hamiltonien relativement à 5I0 est parallèle à un élément de S.
Comme X50(x
I0) ∈ S, il suit avec (3.5) que Z D ∈ S. 2
Remarque. On de´finit une enveloppe diophantienne S˜ de S comme une alge`bre de Lie de
champs de vecteurs line´aires diagonaux contenant S telle que :
(i) l’ensemble des inte´grales premie`res formelles communes des e´le´ments de S˜ coı¨ncide
avec avec ÔS ;
(ii) il existe une constante c tel que pour tout champ de vecteurs formel P d’ordre
2 on ait maxS∈S˜(|α(S)|)≤maxS∈S(|α(S)|), ou` α(S) est un nombre re´el tel que
α(S)P = [S, P] (voir Stolovitch [8]).
Le the´ore`me 3.1 reste vrai si on remplace l’alge`bre S par une enveloppe diophantienne S˜
de celle ci.
3.5. Esquisse de la démonstration du théorème de normalisation.
L’équation cohomologique et la majoration de ses solutions. La démonstration repose sur
une méthode de Newton inventée par Kolmogorov et Arnol’d : supposons 5 normalisé au
degré m. On note alors
5=5m + Bm∗ + Bm0 + Rm,
où 5m désigne la partie de 5 qui est déja sous forme normale, c’est-à-dire la somme
des termes de degré inférieur à m + 3 de 5. On désigne par Bm∗ (respectivement Bm0 )
la somme des termes non-résonnants (respectivement résonnants) de degré compris entre
m + 3 et 2m + 2. Par Rm on entend la somme des termes de degré supérieur à 2m + 2.
La transformation exp(Zm), avec Zm champ de vecteurs polynomial d’ordre m + 1 et
de degré 2m + 1, normalise 5 au degré 2m + 2 si et seulement si Zm est solution de
l’équation cohomologique
J 2m+2([5m, Zm])= Bm∗ . (3.6)
Il reste à choisir Zm de manière que la limite (formelle) de la suite de transformations
exp(Z2
k
) ◦ exp(Z2k−1) ◦ · · · ◦ exp Z1 soit convergente. Le point clef est l’assertion
suivante.
LEMME 3.5. Il existe des constantes positives η et e, de´termine´es par 50, telles que,
pour :
(i) tout entier m > 0 ;
(ii) toute forme normale de Dufour–Wade 5m , de partie quadratique 50, polynomiale
de degre´ infe´rieur a` m + 3, satisfaisant a` la condition (C) ; et
(iii) toute Bm∗ ∈ P˜m,2m somme de monoˆmes non-re´sonnants telle que la relation de
compatibilite´ J 2m+4([5m + Bm∗ , 5m + Bm∗ ])= 0 soit satisfaite ;
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il existe une solution Zm ∈ Pm,2m de l’e´quation cohomologique (3.6) telle que, pour tout
r ∈ ]1/2, 1],
‖5m −50‖r < η et ‖D(5m −50)‖r < η H⇒ ‖Zm‖r ≤ me
ω3m
‖Bm∗ ‖r ,
ou` on a pose´ ωm = inf{|α| : α poids non nul pour la repre´sentation ρk, 1≤ k ≤ m}.
Pour démontrer le théorème précédent on décompose d’abord l’équation coho-
mologique (3.6) selon les poids non nuls β des représentations semi-simples ρm et ρ˜m .
Il s’agit alors de majorer les solutions Zmβ des équations
J 2m+2([5m, Zmβ ])= Bm∗β , (3.7)
où Bm∗β est la projection sur l’espace de poids P˜m,2mβ .
Deux cas distincts. Le lemme 2.2 regroupe deux situations entièrement distinctes :
si I n’admet pas de composantes strictement négatives, alors la solution x I Z de (2.13)
est définie modulo l’addition d’un multiple de X50(x
I ) (le champ hamiltonien de x I
relativement à 50).
Si I admet une composante égale à −1, par exemple la i0-ème, alors 5I est le produit
exterieur de Yi0 avec un champ de vecteurs linéaire diagonal. Le champ de vecteurs
analytique x I Z qui satisfait (2.13) est unique de la forme cx I Yi0 , c ∈ C.
Démarche adopté pour majorer les solutions de (3.7). On établit d’abord (en section 4.2)
l’existence d’une transformation exp(Zmβ−) permettant de ramener le problème de la
majoration des solution de (3.7) au cas où Bm∗β est une somme de monômes x I5I , avec5I
quadratique diagonal, et I ∈ Nn (ne comportant pas de composantes strictement négatives).
Deuxième partie (section 4.3) : soit 1≤ im ≤ n un indice tel que max1≤i≤n |βi | := |β| =
|βim |. Notons Kim := (0, . . . , 0, 1, 0, . . . 0) le multi-indice dont toutes les composantes
sont nulles, à l’exception de la im-ème, qui est égale à 1. L’holomorphie du champ
de vecteurs (1/x Kim )X Bm∗β (x
K im ) est assurée par le fait que Bm∗β ne comporte pas de
terme x I B I avec une composante de I strictement négative. On montre qu’une solution
Zmβ+ de l’équation
J 2m+1
([
1
x Kim
X5m (x
Kim ), Zmβ+
])
= 1
x Kim
X Bm∗β (x
Kim ) (3.8)
est aussi une solution de (3.7). Une méthode utilisée par Bruno [2] et Stolovitch [8] dans
des problèmes analogues, permets de majorer les solutions de (3.8).
4. Démonstration du lemme 3.5
Soit donc5m une forme normale de Dufour–Wade, de partie quadratique50, polynomiale
de degré inférieur à m + 3, satisfaisant à la condition (C), et soit Bm∗ ∈ P˜m,2m une
somme de monômes non résonnants telle que la relation de compatibilité J 2m+4([5m +
Bm∗ , 5m + Bm∗ ])= 0 soit satisfaite. L’existence de solutions polynomiales Zm ∈ Pm,2m
de l’équation cohomologique J 2m+m([5m, Zm])= Bm∗ est conséquence du lemme 2.2 et
a été montré par Dufour et Wade dans [6]. Insistons sur le fait que Zm n’est en général pas
unique.
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4.1. Décomposition. Soit β un poids non nul pour la représentation semi-simple ρm
de l’algèbre de Lie (abélienne) S dans l’espace vectoriel de champs de vecteurs formels
Pm,2m (cf. section 3.1). On note Pm,2mβ l’espace de poids associé, c’est-à-dire X ∈ Pm,2m
appartient à Pm,2mβ si [Si , X ] = βi X , pour tout 1≤ i ≤ n.
De´finition 4.1. On note P˜m,2mβ l’espace de poids pour la repre´sentation semi-simple ρ˜m
(cf. section 3.1) : c’est l’espace des champs de bivecteurs B =∑m+1≤|I |≤2m x I5I (5I
quadratique diagonal) appartenant a` P̂m,2m , tel que LSi (x I )= βi , 1≤ i ≤ n, pour tout
multi-indice I apparaissant effectivement dans la somme.
LEMME 4.1. Soit β un poids non nul pour la repre´sentation ρm . Alors la restriction
a` Pm,2mβ de l’application Pm,2m→ P˜m,2m , X→ J 2m+2([5m, X ]), est a` valeurs
dans P˜m,2mβ .
Preuve. Du lemme 3.1 suit d’une part que si X ∈ Pm,2m , alors J 2m+2([5m, X ]) ∈ P˜m,2m .
Soit x K5K ∈ ÔS ⊗S un terme de la forme normale tronqué 5m , et soit x I Z I ∈
Pm,2mβ . Le fait que l’application du lemme 4.1 est à valeurs dans P˜m,2mβ suit de
[x I Z I , x K5K ] ∈ P˜m,2mβ . En effet, pour tout 1≤ i ≤ n, on a LSi (x I )= βi x I ainsi que
LSi (x K )= 0. Posons [x I Z I , x K5K ] := x J5J . Du lemme 3.1 suit x J = x I+K , et donc,
pour tout 1≤ i ≤ n, la relation LSi (x J )= βi x J . 2
Pour tout poids β de la représentation ρ˜m , notons Bm∗β la projection de Bm∗ sur P˜m,2mβ .
On cherche les solutions Zm de l’équation cohomologique (3.6) sans termes résonnants,
c’est-à-dire tel que la projection de Zm sur Pm,2m0 (l’espace de poids associé au poids
nul) s’annule. On déduit du lemme précédent, que l’équation cohomologique (3.6) se
décompose selon les différents poids β 6= 0 (pour les représentations ρm et ρ˜m) en des
équations
J 2m+2([5m, Zmβ ])= Bm∗β , (4.1)
où Zmβ appartient à Pm,2mβ . Pour montrer le théorème 3.5, il suffit donc de montrer la
proposition suivante.
PROPOSITION 4.1. Soit β un poids non nul pour les repre´sentations ρm et ρ˜m . Il existe
des constantes η > 0, h > 0, de´termine´es par 50, telles que, pour tout entier m > 0, il
existe Zmβ ∈ Pm,2mβ solution de l’e´quation (4.1), telle que pour tout r ∈ ]1/2, 1],
‖5m −50‖r < η et ‖D(5m −50)‖r < η H⇒ ‖Zmβ ‖r ≤
(
1+ m
2h
|β|3
)
‖Bm∗β‖r . (4.2)
4.2. Suppression des exposants négatifs. Cette section a pour objet de ramener la preuve
de la proposition 4.1 au cas où Bm∗β est une somme de monômes de la forme x I5I , avec
5I champ de bivecteurs quadratique diagonal, et I multi-indice ne comportant pas de
composantes strictement négatives.
Soit P˜ l’espace vectoriel des champs de bivecteurs formels à 1-jet nul, et désignons
par P˜+ (respectivement P˜−) le sous-espace engendré par les monômes x I P , avec P
champ de bivecteurs quadratique diagonal, et I ∈ Nn (respectivement I ∈ (N ∪ {−1})n
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avec au moins une composante égale à −1). Clairement on a P˜ = P˜+ ⊕ P˜−. On note Pr+
(respectivement Pr−) la projection sur P˜+ (respectivement P˜−).
De même, soit P l’espace vectoriel des champs de vecteurs formels nuls à l’origine,
et désignons par P+ (respectivement P−) le sous espace engendré par les monômes x I L ,
avec L champ de vecteurs linéaire diagonal, et I ∈ Nn (respectivement I ∈ (N ∪ {−1})n
avec exactement une composante égale à −1). On a encore P = P+ ⊕ P−.
PROPOSITION 4.2. Soit Bm∗β tel qu’en (4.1).
(i) Il existe un unique champ de vecteurs Zmβ− ∈ P− ∩ Pm,2mβ tel que
Pr−(J 2m+1[5m, Zmβ−])= Bm∗β−, (4.3)
ou` Bm∗β− := Pr−(Bm∗β−).
(ii) Il existe des constantes positives η1 et k, de´termine´es par 50, telles que pour tout
r ∈ ]1/2, 1] on ait
‖5m −50‖r < η1 H⇒ ‖Zmβ−‖r ≤
mk
|β| ‖B
m∗β‖r .
Preuve de proposition 4.2(i). Désignons par Prm,2mβ la projection sur P˜m,2mβ . On a
Bm∗β− = Pr− ◦ Prm,2mβ (5). Il suit donc de (2.5) et du lemme 4.1 qu’il suffit de montrer
qu’il existe Zm− ∈ P− ∩ Pm,2mβ unique avec
Pr− ◦ Prm,2mβ (exp(Zm−)∗(5))= 0.
On procède par réccurence sur le degré m + 1< d ≤ 2m + 2. Supposons J d+1(Pr− ◦
Prm,2mβ (5))= 0 et montrons qu’il existe X ∈ Pm,2mβ homogène de degré d + 1 unique
tel que J d+2(Pr− ◦ Prm,2mβ (exp(X)∗(5)))= 0. Pour ceci, considérons le champ de
bivecteurs B et les champs de bivecteurs linéaires diagonaux 5I , |I | = d − 1, tels que
B :=
∑
|I |=d−1
x I5I := J d+2(Pr− ◦ Prm,2mβ (5))− J d+1(Pr− ◦ Prm,2mβ (5)). (4.4)
Il suffit de montrer que pour tout x I5I tel que dans (4.4), il existe un unique champ de
vecteurs linéaire diagonal L I avec x I L I ∈ P− ∩ Pm,2mβ et tel que x I L I est solution de
l’équation
[50, x I L I ] = x I5I . (4.5)
Or, du fait qu’on a Pr−(5m)= 0 (cf. la remarque après la définition 3.3), de l’identité
de Jacobi [5, 5] = 0, du lemme 2.1 et du lemme 4.1 on déduit que pour tout champ de
bivecteurs x I5I tel que dans (4.4) on a
[50, x I5I ] = 0.
Par le lemme 2.2 on en déduit alors l’existence d’un champs de vecteurs linéaires
diagonal L I tel que x I L est une solution holomorphe de (4.5). Comme I contient
exactement une composante strictement négative égale à −1, l’unicité de L I suit de
l’holomorphie de x I L I . L’appartenance x I L I ∈ P− ∩ Pm,2mβ suit de x I5I ∈ P˜− ∩
P˜m,2mβ . 2
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Avant de montrer la proposition 4.2(ii) introduisons quelques notations. Notons P˜−i ,
1≤ i ≤ n, le sous-espace de P˜− engendré par les monômes de la forme x I5I , avec 5
quadratique diagonal, et I = (I1, . . . , In) ∈ (N ∪ {−1})n tel que Ii =−1 et I j ≥ 0 pour
j 6= i . De même, désignons par P−i le sous-espace de P− engendré par les monômes de
la forme x I Yi , avec I = (I1, . . . , In) ∈ (N ∪ {−1})n tel que Ii =−1 et I j ≥ 0 pour j 6= i .
Désignons par P˜+i le sous-espace P˜+ engendré par les monômes de la forme x I P I , où P I
quadratique diagonal, et I = (I1, . . . , In) ∈ Nn tel que Ii = 0. On note Pr−i la projection B
sur P˜−i , Pr0i la projection sur P˜+i et pr−i la projection sur P−i .
Posons Bm∗βi := Pr−i (Bm∗β−) (= Pr−i (Bm∗β)).
De Pr−(5m)= 0 il suit que la restriction à P−i de l’application X→ Pr−([5m, X ])
est à valeurs dans P˜−i . Par la conclusion de la proposition 4.2(i) et le lemme (2.1), on
en déduit que l’équation (4.3) se décompose selon la composante des multi-indices qui
vaut −1. Plus précisément, on a Zmβ− =
∑n
i=1 Zmi , où pour tout 1≤ i ≤ n le champ de
vecteurs Zmi := pr−i (Zmβ−) est l’unique solution appartenant à P−i ∩ Pm,2mβ de l’équation
J 2m+2([5mi , Zmi ])= Bm∗βi , (4.6)
avec 5mi := Pr0i (5m). Par suite, la proposition 4.2(ii) est conséquence de la proposition
suivante.
PROPOSITION. (4.2 bis) Soit 1≤ i0 ≤ n fixe´, et soit Zmi0 ∈ P−i0 ∩ P
m,2m
β l’unique solution
de (4.6) pour i = i0. Il existe deux constantes positives η1 et c, de´termine´es par 50, telles
que pour tout r ∈ ]1/2, 1]
‖5mi0 −50‖r < η1 H⇒ ‖Zmi0 ‖r ≤
mc
|β| ‖B
m
∗βi0‖r .
SoitN := {J = (J1, . . . , Jn) ∈ Nn : 0≤ |J | ≤ m, Ji0 = 0, x J résonnant}. Posons alors
5mi0 :=
∑
J∈N
x J5J , 5J := 1
2
∑
i 6= j
a Ji j Y j ∧ Yi (4.7)
avec a Ji j =−a Jji (on a ainsi 5(0,...,0) =50). Par hypothèse (C), S Ji :=
∑n
j=1 a Ji j Y j ∈ S.
Soient donc β Ji , 1≤ i ≤ n, J ∈N définies par
[S J , X ] = β Ji X pour tout X ∈ Pm,2mβ . (4.8)
Comme Zmi0 ∈ P−i0 on peut poser (pour xi0 6= 0)
Zmi0 := g(x)Yi0 . (4.9)
En développant le premier membre de (4.6) avec (2.1)–(2.4), et en utilisant que pour J ∈N
on a LYi0 (x J )= 0, on obtient le lemme suivant.
LEMME 4.2. SoientB1(x), . . . ,Bn(x) de´finies (pour xi0 6= 0) par
Bi (x) := J 2m
(
g(x)
∑
J∈N
x Jβ Ji
)
, 1≤ i ≤ n.
Alors on a Bm∗βi =
∑n
i=1 Bi (x)Yi ∧ Yi0 .
La preuve du lemme 4.2 est donnée dans l’appendice.
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LEMME 4.3. Soit P une structure de Poisson quadratique diagonale. Supposons P ∈S,
c’est-a`-dire P = (1/2)∑i 6= j bi j Yi ∧ Y j , avec bi j =−b j i tel que Ti :=∑nj=1 bi j Y j ∈ S.
Fixons 1≤ i0 ≤ n. Soit I = (I1, . . . , In) ∈ (N ∪ {−1})n tel que |I | ≥ 1 et tel que Ii0 =−1,
Ii ≥ 0 pour i 6= i0. Soient αi ∈ C, 1≤ i ≤ n, tels que LTi (x I )= αi x I et posons |α| :=
max1≤i≤n |αi |. Alors
n max
j 6=i0
|αi | ≥ 1|I | |α|.
Preuve. Si max1≤ j≤n |α j | = |αl | avec l 6= i0 il n’y a rien à démontrer. Supposons
max1≤ j≤n |α j | = |αi0 |. Quitte à réordonner les coordonnées, on peut supposer i0 = 1 et
|In| =max1≤i≤n |Ii |. Il s’agit de montrer n max j 6=i0 |Ti .I | ≥ (1/|I |)|T1.I |. Exprimons,
pour 2≤ j ≤ n − 1, les coefficients b jn en fonction des α j et des coefficients b j i pour
i < n :
α j := T j .I =−1b j1 + I2b j2 + · · · + Inb jn
⇔ Inb jn = α j + b j1 − I2b j2 − · · · − In−1b jn−1
⇔ b jn = 1In α j +
1
In
b j1 − I2In b j2 − · · · −
In−1
In
b jn−1.
Exprimons alors αn := Tn .I = (−1)(−b1n)+ I2(−b2n)+ · · · + In−1(−bn−1n).
αn = b1n
− I2
In
b21 + I2In
(n−1∑
j=2
I j b j2
)
− I2
In
α2
...
− In−1
In
bn−1,1 + In−1In
(n−1∑
j=2
I j b j,n−1
)
− In−1
In
αn−1.
Par bi j =−b j i les termes écrits entre parenthèses disparaissent et on obtient
αn =
(
b1n + 1In
n−1∑
j=2
I j b1 j
)
−
n−1∑
j=2
I j
In
α j = 1In α1 −
n−1∑
j=2
I j
In
α j .
Avec |In| =max1≤i≤n |Ii | on en déduit α1/|I | ≤∑i 6=1 |αi |, i.e. α1/|I | ≤ n maxi 6=1 |αi |.2
COROLLAIRE 4.1. (Du lemme 4.3) Pour tout i ≤ i ≤ n on a
‖Bi‖r ≤ 2mn
3
r2
‖Bm∗βi0 ‖r .
Preuve du corollaire 4.1. Soit B := {I = (I1, . . . , In) : x I Yi0 ∈ P−i0 ∩ P
m,2m
β }. Posons
Zmi0 := g(x)Yi0 :=
∑
L∈B cL x L Yi0 ainsi que
Bm∗βi0 :=
∑
K∈B
BK et BK := 1
2
∑
i 6= j
x K bKi j Yi ∧ Y j ,
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avec bKi j =−bKji (comme la i0-ème coordonnée de K est égale−1 on a bKi j 6= 0 uniquement
si i = i0 ou si j = i0). Par le lemme 4.2,
bKii0 =
∑
L+J=K
J∈N ,L∈B
cLβ Ji := βK ,i , 1≤ i ≤ n et i 6= i0.
Pour majorer ‖Bi0‖r en fonction de ‖Bm∗βi0 ‖r la difficulté provient du fait que le lemme 4.2
fournit pas de lien entre (bKi j )i 6= j et βK ,i0 :=
∑
L+J=K
J∈N ,L∈B
cLβ Ji0 . En appliquant le lemme 4.3
à la structure de Poisson quadratique diagonale
∑
L+J=K
J∈N ,L∈B
cL5J (qui appartient à S),
pour I = K et αi = βK ,i on obtient la majoration max1≤i≤n |βK ,i | ≤ 2mn maxi 6=i0 |βK ,i |.
On en déduit
max
1≤i≤n
|βK ,i | ≤ 2mn max
i 6=i0
|bKii0 | = 2mn maxi 6= j |b
K
i j |.
Par le lemme 4.2,
‖Bi‖r =
∥∥∥∥∑
K∈B
x KβK ,i
∥∥∥∥
r
≤ 2mn
∥∥∥∥∑
K∈B
x K max
i 6= j |b
K
i j |
∥∥∥∥
r
.
Par définition de la norme ‖.‖r (dans section 4), ‖Bm∗βi0 ‖r = r
2 maxi 6= j ‖∑K∈Bx K bKi j ‖r .
D’où ∥∥∥∥∑
K∈B
x K max
i 6= j |b
K
i j |
∥∥∥∥
r
≤
∑
i 6= j
∥∥∥∥∑
K∈B
x K bKi j
∥∥∥∥
r
≤ n
2
r2
‖Bm∗βi0 ‖r . 2
Soit 1≤ im ≤ n tel que |β| = |βim |, c’est-à-dire tel que max1≤i≤n |βi | = |βim |.
LEMME 4.4. Il existe des constantes positives η1 et c′, de´termine´es par 50, telles que
pour tout r ∈ ]1/2, 1] on ait
‖5mi0 −50‖< η1 H⇒ ‖g(x)‖r ≤
mc′
βim
‖Bim‖r .
La preuve de ce lemme est donnée en appendice.
Preuve de proposition 4.2 bis. La proposition 4.2 bis suit du corollaire 4.1 et du
lemme 4.4. 2
4.3. Majoration dans le cas sans exposants négatifs. Soit Zmβ− le champ de vecteurs
fourni par la proposition 4.2 et considérons l’équation
J 2m+2([5m, Zmβ+])= B˜m∗β (4.10)
avec B˜m∗β := Bm∗β + J 2m+2([5m, Zmβ−]). Par la proposition 4.2 on a B˜m∗β ∈ P˜+. Signalons
qu’on a pas l’unicité des solutions de (4.10) dans l’espace Pm,2mβ .
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PROPOSITION 4.3. Il existe des constantes positives η2 et l > 0, de´termine´es par 50,
telles qu’il existe une solution Zmβ+ ∈ Pm,2mβ de (4.10) telle que pour tout r ∈ ]1/2, 1],
‖5m −50‖r < η2 et ‖D(5m −50)‖r < η2 H⇒ ‖Zmβ+‖r ≤
(
1+ ml|β|2
)
‖B˜m∗β‖r .
Posons
N := {J ∈ Nn : 1≤ |J | ≤ m, LSi (x J )= 0, 1≤ i ≤ n},
B := {I ∈ Nn : m + 1≤ |I | ≤ 2m, LSi (x I )= βi x I , 1≤ i ≤ n}
ainsi que
5m :=50 +
∑
J∈N
x J5J et B˜m∗β :=
∑
I∈B
x I B I . (4.11)
Pour J ∈N et I ∈B écrivons
5J = 1
2
∑
i 6= j
a Ji j Yi ∧ Y j , S Ji :=
n∑
j=1
ai j Y j
et B I = 1
2
∑
i 6= j
bIi j Yi ∧ Y j , B Ii :=
n∑
j=1
bi j Y j . (4.12)
Notons. Ki = (0, . . . , 0, 1, 0, . . . , 0) le multi-indice dont la i-ème composante est égale
à 1, et les autres égales à 0. De (2.7) suit la relaion Xx I5I (x
Ki )= x I xi S Ii , d’où
− 1
x Ki
X5m (x
Ki )= Si +
∑
J∈N
x J S Ji et −
1
x Ki
X B˜m∗β
(x Ki )=
∑
I∈B
x I B Ii . (4.13)
Remarque. L’holomorphie des champs de vecteurs (4.13) est garantie par l’absence
d’exposants ne´gatifs.
LEMME 4.5. Soit 1≤ i ≤ n tel que βi 6= 0.
(i) Il existe un unique champ de vecteurs Zi appartenant a` Pm,2mβ solution de
J 2m+1
([
1
x Ki
X5m (x
Ki ), Zi
])
= 1
x Ki
X B˜m∗β
(x Ki ). (4.14)
(ii) Zi est e´galement solution de (4.10).
Preuve du lemme 4.5. Par (4.13) le champ de vecteurs
X := 1
x Ki
X5m+B˜m∗β (x
Ki )= 1
x Ki
X5m (x
Ki )+ 1
x Ki
X B˜m∗β
(x Ki )
est sous forme normale au degré m + 1 au sens de Poincaré–Dulac. On peut alors
normaliser X au degré 2m + 1 par une transformation de la forme Id+ Z , où Z est un
champ de vecteurs polynomial d’ordre m + 2 et degré 2m + 1 qui est solution de (4.14),
i.e. solution de
J 2m+1
([
Si +
∑
J∈N
x J S Ji , Z
])
=
∑
I∈B
x I B Ii (4.15)
at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S0143385709000480
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 11:05:14, subject to the Cambridge Core terms of use, available
Normalisation holomorphe de structures de Poisson 1185
(cf. (4.13)). En effet, pour I ∈B on a LSi x I = x Iβi 6= 0 – il est alors facile de voir que
(4.15) admet une unique solution Zi dans l’espace Pm,2mβ . Reste à montrer que Zi est une
solution de (4.10), ou de manière équivalente,
Prm,2mβ (exp(Zi )
∗(5m + B˜mβ ))= 0, (4.16)
où on note Prm,2mβ la projection sur P˜m,2mβ . Par (2.6) on a L[(1/x Ki )X B˜m∗β (x Ki )]
(x Ki )
= 0, i.e. LB Ii (x
Ki )= 0, ainsi que L[(1/x Ki )X5m (x Ki )](x Ki )= 0. Via (2.3) on en déduit
LZi (x Ki )= 0, i.e.
exp(Zi )∗(X)= 1x Ki Xexp(Zi )∗(5m+B˜m∗β )(x
Ki ). (4.17)
Or, puisque exp(Zi ) normalise X au degré 2m + 1 on a prm,2mβ (X)= 0 (on note prm,2mβ
la projection sur Pm,2mβ ). D’après (4.17), ceci signifie que la relation (4.16) suit de
l’implication
Prm,2mβ (exp(Zi )
∗(5m + B˜mβ )) 6= 0 H⇒ prm,2mβ (X) 6= 0. (4.18)
Montrons donc (4.18). Supposons que Prm,2mβ (exp(Zi )
∗(5m + B˜mβ )) est non nul et admet
un terme de plus petit degré x I05I0 . Il s’agit de montrer (1/x Ki )Xx I05I0 (x
Ki ) 6= 0. De
l’identité de Jacobi [5, 5] = 0 suit la relation [50, x I05I0 ] = 0. D’après le lemme 2.2, il
existe un champ de vecteurs linéaire diagonal D tel que [50, x I0 D] = x I05I0 . Avec (2.9),
x I05I0 = D ∧ X50(x I0). (4.19)
D’après (2.7), X50(x
I0)=−x I0 ∑nj=1 β j Y j , d’où c := LX
50 (x
I0 )(x
Ki )=−x I0 xiβi 6= 0,
puisque par hypothèse, βi 6= 0. D’après (4.19) et (2.2),
Xx I05I0 (x
Ki )= cD − LD(x Ki )X50(x I0). (4.20)
Comme x I05I0 6= 0, (4.19) implique que les champs de vecteurs Xx I5I (x J ) et D ne sont
pas colinéaires. Il suit, avec c 6= 0, qu’on a bien Xx I05I0 (x Ki ) 6= 0. 2
PROPOSITION 4.4. Soit 1≤ im ≤ n tel que |β| = |βim |. Il existe deux constantes
positives η3 et c, determine´es par50, telles que l’unique solution Zim de l’e´quation (4.14)
pour i = im satisfait pour tout r ∈ ]1/2, 1],∥∥∥∥ 1x Kim [X5m (x Kim )− X50(x Kim )]
∥∥∥∥
r
< η3 et∥∥∥∥D( 1x Kim [X5m (x Kim )− X50(x Kim )]
)∥∥∥∥
r
< η3
H⇒ ‖Zim‖r ≤
(
1+ c|β|2
)∥∥∥∥ 1x Kim X B˜m∗β (x Kim )
∥∥∥∥
r
.
La proposition 4.4 est démontré dans la section suivante.
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Preuve de la proposition 4.3. Soit 1≤ im ≤ n tel que |β| = |βim |. Par le lemme 4.5,
l’unique solution Zim de l’équation (4.14) appartenant à l’espace Pm,2mβ est aussi une
solution de (4.10). Or,∥∥∥∥ 1x Ki X5m (x Ki )− 1x Ki X50(x Ki )
∥∥∥∥
r
≤ 1
r
‖5m −50‖r
et
∥∥∥∥ 1x Ki X B˜m∗β (x Ki )
∥∥∥∥
r
≤ 1
r
‖B˜m∗β‖r . (4.21)
Avec Zmβ+ := Zim , la proposition 4.3 suit de la proposition 4.4 via les majorations (4.21).2
Preuve de la proposition 4.1. Par la proposition 4.2, il existe η1 > 0 et k > 0,
determinées par 50, telles que pour tout r ∈ ]1/2, 1], ‖5m −50‖r < η1⇒‖Zmβ−‖r ≤
(mk/|β|)‖Bm∗β‖r . Comme 5m est de degré ≤ m + 2 et Zmβ− de degré ≤ 2m + 1, il existe
une constante k′ > 0 telle que ‖[5m, Zmβ−]‖r ≤ mk′. Si ‖5m −50‖r < η1 on a alors
‖B˜m∗β‖r ≤ ‖Bm∗β‖r‖ + J 2m+2([5m, Zmβ−])‖r ≤ ‖Bm∗β‖r +
m2kk′
|β| ‖B
m∗β‖r
≤
(
1+ m
2kk′
|β|
)
‖Bm∗β‖r , (4.22)
car on avait posé B˜m∗β = Bm∗β + J 2m+2([5m, Zmβ−]). Le champ de vecteurs Zmβ := Zmβ+ +
Zmβ− satisfait (4.1). D’après (4.22) et la proposition 4.3, avec η :=min(η1, η2), il existe
h > 0, determinée par 50, telle qu’on a (4.2) pour tout r ∈ ]1/2, 1]. 2
4.4. Preuve de la proposition 4.4. On adapte les preuves données par Bruno et
Stolovitch dans [2, 8]. Soit β un poids non nul pour la représentation ρm et soit Pm,2mβ
l’espace de poids associé. Pour alléger les écritures, posons
Nim := −
1
x Ki
X5m (x
Ki ) et Bim := −
1
x Ki
X B˜m∗β
(x Ki ). (4.23)
On peut supposer que S1, . . . , Sl , avec l ≤ n constitue une base de l’algèbre de Lie S, et
on peut également supposer que l’on a im ≤ l. On peut donc poser
Nim = Sim +
∑
J∈N
x J S Jim :=
l∑
j=1
h j (x)S j . (4.24)
Remarquons que les fonctions h j (x) appartiennent à l’ensemble θˆ S des intégrales
premières formelles de l’algèbre S. De plus, him (0)= 1, et si j 6= im , alors on a h j (0)= 0.
Avec ces notations, l’équation (4.14) devient J 2m+1([Nim , Zim ])= Bim , où encore
J 2m+1
( l∑
j=1
h j (x)[S j , Zim ] +
l∑
j=1
LZim h j (x)S j
)
= Bim . (4.25)
Comme Zim appartient à l’espace de poids Pm,2mβ , [S j , Zim ] = β j Zim pour 1≤ j ≤ l. La
relation (4.25) peut alors s’écrire
J 2m+1
(
βim
(
him (x)+
∑
1≤ j≤l
j 6=im
h j (x)
β j
βim
)
Zim +
l∑
j=1
LZim h j (x)S j
)
= Bim . (4.26)
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Rappelons que im est un indice tel que |β| :=max1≤i≤n |βi | = |βim |. Les β j/βi0 sont donc
bien définies et de valeur absolue majorée par un. Posons
M(x) :=
(
him (x)+
∑
1≤ j≤l
j 6=im
h j (x)
β j
βim
)
.
La relation (4.26) devient M(x)Zim +
∑l
j=1 LZim h j (x)S j = Bim , et si M(x) 6= 0,
Zim +P(Zim )= B˜im (4.27)
où P est l’opérateur
Pm,2mβ → Pm,2mβ , X→ J 2m+1
(
1
M(x)βim
∑
1≤ j≤l
LX h j (x)S j
)
,
et B˜im := J 2m+1
(
1
M(x)βim
Bim
)
.
L’operateur P est nilpotent : on a P ◦P= 0. En effet, l’opérateur P est à valeurs dans
le C-espace vectoriel 6 engendré par les champs de vecteurs de la forme f (x)Si pour 1≤
i ≤ l, où f (x) désigne une fonction formelle. Or, rappelons que les fonctions h j (x)
appartiennent à θˆ S , les intégrales premières formelles de l’algèbre S. Pour X ∈6 on a
donc P(X)= 0.
En appliquant l’opérateur Id−P, la relation (4.27) devient
Zim = B˜im −P(B˜im ). (4.28)
LEMME 4.6. Il existe une constante positive η3, determine´e par 50, telle que, pour tout
1/2< r ≤ 1,
‖Nim − Si0‖r ≤ η3 H⇒ ‖1/M(x)‖r ≤ 2.
La preuve du lemme 4.6 est donnée dans l’appendice. Avec |βim | = |β| et le lemme 4.6
il existe alors η′3 > 0 tel que pour 1/2< r ≤ 1,
‖Nim − Sim‖r < η3 H⇒ B˜im ≤
2
|β| ‖Bim‖r . (4.29)
LEMME 4.7. Soit η3 la constante du lemme 4.6. Il existe une constante positive c′,
determine´e par 50, telle que pour tout r ∈ ]1/2, 1] et tout X ∈ Pm,2mβ ,
‖Nim − Sim‖r ≤ η3 et ‖D(Nim − Sim )‖r ≤ η3 H⇒ ‖P(X)‖r ≤
c′
|β| ‖X‖r .
Le lemme 4.7 est prouvé dans l’appendice. Si on a ‖Nim − Sim‖r ≤ η3 et ‖D(Nim −
Sim )‖r ≤ η3, on a d’après (4.28), (4.29) et le lemme 4.7,
‖Zim‖r ≤ ‖B˜im‖r + ‖P(B˜im )‖r ≤
2
|β| ‖Bim‖r +
2c′
|β|2 ‖Bim‖r
≤
(
1+ c|β|2
)
‖Bim‖r , (4.30)
pour tout r ∈ ]1/2, 1] et une constante c > 0 adéquate. Puisque Sim = (1/x Kim )X50(x K im )
on retrouve la proposition 4.4.
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5. Preuve du théorème de normalisation
Champs de vecteurs, bivecteurs et transformations. Supposons la structure de Poisson
holomorphe 5 du théorème 3.1, normalisée au degré 2k0+1 par une transformation 8k0
(holomorphe). Supposons qu’on ait une suite (8k)k≥k0 := (Id+Uk)−1 de bi-
holomorphismes normalisant 5 du degré 2k à celui de 2k+1, avec Uk ∈ P2k ,2k+1 . En
particulier la transformation
9k :=8k−1 ◦ · · · ◦8k0
normalise 5 au degré 2k + 2, c’est-à-dire on a
9∗k (5) :=5k + Bk∗ + Bk0 + Rk,
où :
5k := J (2k+2)(9∗k (5)) désigne la forme normale tronquée au degré 2k + 2 de 5 (on
change de notation par rapport à la section précédente) ;
Bk∗ désigne la somme des termes non-résonnants de degré d, avec 2k + 3≤ d ≤ 2k+1 + 2 ;
Bk0 désigne la somme des termes résonnants de degré d , avec 2
k + 3≤ d ≤ 2k+1 + 2 ;
Rk désigne la série (convergente) constituée des termes de degrés strictement supérieurs à
2k+1 + 2.
Le champ de vecteurs Uk est alors solution de
J 2
k+1+2([5k,Uk])= Bk∗ . (5.1)
Suite de rayons. Posons γk = (me/ω3k )−1/2
k
. La condition diophantienne
−∑(ln ωk/2k) <+∞ du théorème 3.1 implique la convergence du produit ∏∞k=1 γk . En
effet,
|ln (γk)| =
∣∣∣∣ln(me
ω3k
)−1/2k ∣∣∣∣= ∣∣∣∣ 12k ln
(
me
ω3k
)∣∣∣∣≤ ∣∣∣∣ 12k ln(me)
∣∣∣∣+ 3∣∣∣∣ 12k ln ωk
∣∣∣∣.
Définissons alors une suite de nombres réels positifs (rk)k∈N par récurrence sur k en posant
rk+1 := γk(2k)−2/2k rk ; la convergence du produit des nombres réels (2k)−2/2k rk , avec
k ≥ 1, permet de choisir r0 de manière à ce 1/2< rk ≤ 1 pour k assez grand. La suite
(rk)k∈N est strictement décroissante.
On a défini cette suite de rayons pour avoir la propriété suivante, utilisé dans la suite.
Soit η > 0 le nombre réel fourni par le lemme 3.5. Si on a
‖5k −50‖r < η et ‖D(5k −50)‖r < η,
alors,
‖Bk∗‖rk ≤ 1 H⇒ ‖U k‖rk ≤ γ−2
k
k . (5.2)
Soient maintenant η > 0 et e > 0 les constantes fournis par le lemme 3.5 et supposons
qu’on ait pour tout k ≥ k0, ‖5k −50‖rk < η et ‖D(5k −50)‖rk < η. D’après le
lemme 3.5 on peut alors supposer que pour tout r ∈ ]1/2, rk] on ait
‖Uk‖r ≤ me
ω3m
‖Bk∗‖r
(on rappelle ωm = inf{min1≤i≤n(|α|) : α poids non nul pour la représentation ρm}).
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Notation: Pour tout r > 0, on note Dr le polydisque (ouvert) de rayon r de Cn .
PROPOSITION 5.1. (De re´currence) Si k0 est assez grand, alors on a les proprie´te´s
suivantes.
(i) Supposons qu’on a
(a) ‖5k −50‖rk ≤ η −
4
2k
, (b)‖D(5k −50)‖rk ≤ η −
4
2k
,
et (c) ‖Bk∗ + Bk0 + Rk‖rk ≤ 1,
alors on a
(a’) ‖5k+1 −50‖ ≤ η − 4
2k+1
, (b’)‖D(5k+1 −50)‖rk+1 ≤ η −
4
2k+1
,
et (c’) ‖Bk+1∗ + Bk+10 + Rk+1‖rk+1 ≤ 1.
(ii) Sous l’hypothe`se de (i)(a), (b) et (c), on a ‖Uk‖rk+1 ≤ 1/(2k)2. De plus, la
transformation (8k)−1 := Id+Uk ve´rifie
(8k)
−1(Drk+1)⊆ D(2k )−1/(2k )rk ⊆ Drk .
ou` Dr de´signe le polydisque (ouvert) de rayon r.
La preuve de la proposition 5.1 est donnée dans l’appendice. Elle admet comme
conséquence l’existence d’une transformation convergente normalisant 5.
En effet, quitte à effectuer préalablement une transformation de la forme t Id, t > 0, on
peut supposer sans perte de généralité, que la série définissant la structure de Poisson 5
converge sur le polydisque ouvert de rayon 1. Soit k0 l’entier fourni par la proposition 5.1.
On choisi d’abord une transformation 8k0 de la forme a80, avec 80 polynomiale
normalisant 5 au degré 2k0 . On prend a > 0 tel que 8∗k0(5) satisfait les hypothèses de
récurence (i) (a), (b) et (c) de la proposition 5.1. Pour cela il suffit qu’on ait
a <min
[
(‖8∗05‖rk0 )−1,
((
η − 4
2k0
)
‖5k0 −50‖rk0
)−1/d
,((
η − 4
2k0
)
‖D(5k0 −50)‖rk0
)−1/(d−1)]
,
où on note d le degré minimal des termes non-quadratiques de 5k0 .
La proposition 5.1 implique alors qu’il est effectivement possible de choisir une suite de
transformations (8k)k>k0 normalisant5 du degré 2
k + 2 à celui de 2k+1 + 2, de la manière
décrite plus haut (i.e. 8k = (Id+Uk)−1, où Uk ∈ P2k ,2k+1 est une solution de (5.1) fourni
par le lemme 3.5). On pose
9 := · · · ◦8k0+1 ◦8k0 = limk→∞9k,
de la manière décrite plus haut.
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Pour établir le théorème 3.1, nous allons montrer l’holomorphie de9 = limk→∞ 9k sur le
polydisque D1/2 de rayon 1/2. Plus précisément, on montrera que la suite d’applications
f m : x→ (9k)−1(x)= (Id+U k0) ◦ · · · ◦ (Id+U m)(x)
converge uniformément sur le polydisque D1/2. Il en résulte l’holomorphie de
limk→∞(9k)−1, et en conséquence, l’holomorphie de 9 = limk→∞ 9k sur un voisinage
de zéro.
Pour x = (x1, . . . , xn) ∈ Cn , notons |x | :=max1≤i≤n |xi |. Posons, pour l ≤ m,
f m,l(x) := (Id+U l) ◦ · · · ◦ (Id+U m)(x).
Rappelons que pour tout entier k, on a 1/2< rk < rk+1 < 1, et donc D1/2 ⊂ Drk ⊂ Drk+1 .
En itérant le point (ii) de la proposition 5.1 on obtient, pour k0 ≤ l ≤ m, la relation
x ∈ Drm+1 H⇒ f m,l(x) ∈ Drl . (5.3)
Soit l0 ≥ k0 un entier. Montrons par récurrence sur m qu’on a, pour tout m ≥ l0, la relation
x ∈ Drm+1 H⇒ | f m,l0(x)− x | ≤
m∑
k=l
‖U m+l0−k‖rm+l0−k+1 . (5.4)
Montrons (5.4) pour m = l0 : si x ∈ Drl0+1 , on a
| f l0,l0(x)− x | = |U l0(x)| ≤ ‖U l0‖rl0+1 .
Supposons qu’on a (5.4) pour l’entier m, et montrons (5.4) pour m + 1. Soit x ∈ Drm+2 .
On a, par (5.3), que (Id+U m+1)(x) ∈ Drm+1 . D’où par (5.4),
| f m,l(Id+U m+1)(x)− (Id+U m+1)(x)| ≤
m∑
k=l
‖U m+l−k‖rm+l−k+1 .
Comme f m+1,l = f m,l ◦ (Id+U m+1) on a
| f m+1,l(x)− x | ≤
m+1∑
k=l
‖U m+L−k‖rm+l−k+2
par l’inégalité triangulaire.
Comme D 1
2
⊂ Drk pour tout k ≥ 1, la relation (5.4) implique en particulier | f m(x)−
x | ≤∑mk=k0 ‖U k‖rk+1 pour tout x ∈ D 12 . En itérant la proposition 5.1, on obtient, pour
k ≥ k0, ‖U k‖rk+1 ≤ 1/2k . La somme
∑m
k=k0 ‖U k‖rk+1 converge donc pour m→∞. Il
en résulte la convergence uniforme des l’applications f m sur le polydisque D1/2, ce qui
termine la preuve d’holomorphie de 9. 2
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A. Appendice
Preuve du Lemme 4.2. Avec (2.1)–(2.4) l’égalité (4.6) devient
Bm∗βi0 = J 2m+2([5mi0 , Zmi0 ]) = J 2m+2([5mi0 , g(x)Yi0 ])
= −J 2m+2(X5mi0 (g(x)) ∧ Yi0 − [5
m
i0 , Yi0 ])
= −J 2m+2
(∑
J∈N
x J X5J (g(x)) ∧ Yi0 −
[∑
J∈N
x J5J , Yi0
])
.
De [5J , Yi0 ] = 0 il suit [
∑
J∈N x J5J , Yi0 ] =
∑
J∈N LYi0 (x J )5J = 0. D’autre part
−X5J (g(x))=
∑n
i=1 LS Ji (g(x))Yi =
∑n
i=1 β Ji g(x)Yi , puisque Z
m
i0
= g(x)Yi0 ∈ Pm,2mβ .
D’où
Bm∗βi0 =−J 2m+2
(∑
J∈N
x J X5J (g(x)) ∧ Yi0
)
= J 2m+2
( n∑
i=1
g(x)
∑
J∈N
x Jβ Ji Yi ∧ Yi0
)
.2
Preuve du lemme 4.4. Sans perte de généralité on peut supposer que S1, . . . , Sl est une
base de S tel que 1≤ im ≤ l ≤ n. Posons∑
J∈N
x J S Ji :=
l∑
j=1
hi j (x)S j . (A.1)
Comme S0i = Si pour 1≤ i ≤ n, on a hi i (0)= 1 pour 1≤ i ≤ n. Alors
J 2m
(
g(x)
l∑
j=1
him j (x)β j
)
=Bim .
Comme max1≤i≤l |βi | = |βim |> 0, on peut écrire
J 2m
(
g(x)βim
[
him im (x)+
∑
1≤ j≤l
j 6=i0
him l(x)
β j
βim
])
=Bim .
Soit M(x) := [him im (x)+
∑
1≤ j≤l
j 6=i0
him j (x)(β j/βim )]. Puisque g est un polynôme de degré
≤ 2m on a, si M(x) 6= 0,
g(x)= J 2m
(
1
βim M(x)
Bim
)
. (A.2)
D’après le lemme A.1 (plus bas) il existe η1 > 0, indépendant de m, tel que pour tout
r ∈ ]1/2, 1], ‖5mim −50‖r ≤ η1 H⇒ ‖1/M(x)‖r ≤ 2. 2
LEMME A.1. Soit M(x) tel que dans la preuve du lemme 4.4. Il existe une constante
positive η1 > 0, de´termine´e par 50, telle que pour tout r ∈ ]1/2, 1], ‖5mi0 −50‖r ≤
η1 H⇒ ‖1/M(x)‖r ≤ 2.
Preuve du lemme A.1. On emprunte la preuve de Stolovitch [8, p. 185]. Ecrivons∑
J∈N
x J S J =
l∑
j=1
hi j (x)S j :=
n∑
k=1
gik(x), (A.3)
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où on on a posé gik(x) :=∑lj=1 hi j (x)a jk . La définition des gik(x) peut s’écrire sous
forme matricielle gi1(x)...
gin(x)
=
a11 · · · al1... ...
a1l · · · aln

hi1(x)...
hil(x)
 .
Remarquons que les coefficients de la matrice L := (ai j )1≤i≤n,1≤ j≤l proviennent de la
partie quadratique 50. Comme par hypothèse, les S j , 1≤ j ≤ l, sont linéairement
indépendants, la matrice L est de rang l. On peut supposer, sans perte de généralité,
que L := (ai j )1≤i≤n,1≤ j≤l est inversible d’inverse L−1 := (a˜i j )1≤i≤n
1≤ j≤l
. On peut donc écrire
pour 1≤ j ≤ n,
hi j (x)− hi j (0)=
n∑
k=1
a˜ jk(gik(x)− gik(0)). (A.4)
Par la définition des S Ji et (4.7),∥∥∥∥∑
J∈N
x J S J
∥∥∥∥
r
≤ 1/r‖5mi0‖r ,
∥∥∥∥(∑
J∈N
x J S J
)
− Si
∥∥∥∥
r
≤ 1/r‖5mi0‖r .
(On divise par r parce qu’il manque les Yi := xi (∂/∂xi ) du deuxième facteur du produit
exterieur.) La relation (A.3) implique
‖gik(x)− gik(0)‖ ≤ 1/r
∥∥∥∥(∑
J∈N
x J S J
)
− Si
∥∥∥∥
r
.
D’où ‖gik(x)− gik(0)‖ ≤ 1/r2‖5mi0‖r . Avec (A.4) on en déduit
‖hi j (x)− hi j (0)‖r ≤ n
r2
‖L−1‖‖5mi0 −50‖r , (A.5)
où on a posé ‖L−1‖ :=max j,k |a˜ jk |. Comme |β| =max1≤i≤n |βi | = |βim | on a
|β j/βim | ≤ 1 pour 1≤ j ≤ l. (A.6)
Or, him im (0)= 1 et him j = 0 si j 6= im . On peut donc poser M(x)= 1+ H(x), où H(x) :=∑n
j=1(him j (x)− him j (0))(β j/βim ) est une fonction polynomiale sans partie constante.
Puisque 1/M = 1/(1+ H)= 1+∑m≥1(−1)m Hm on a ‖1/M‖r ≤ 1+∑m≥1(‖H‖r )m .
De plus, par (A.6),
‖H(x)‖r ≤
∥∥∥∥ n∑
i= j
him j (x)− him j (0)
∥∥∥∥
r
. (A.7)
Donc pour avoir ‖1/M(x)‖r ≤ 2 il suffit qu’on a ‖H(x)‖r ≤ 1/2, et ceci est assuré si∥∥∥∥ n∑
i= j
him j (x)− him j (0)
∥∥∥∥
r
≤ 1/2.
D’après (A.5), ceci est assuré si on a la relation ‖5mi0 −50‖r ≤ 1/(2r2n2‖L−1‖), où
‖L−1‖ =maxi, j |a˜i j |. Le nombre réel η1 := 1/(2r2n2‖L−1‖) satisfait donc les demandes
du lemme A.1. 2
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Preuve du lemme 4.6. On emprunte la preuve de Stolovitch [8, p. 185]. On a
Nim =
∑
1≤ j≤l
1≤k≤n
h j (x)a jkYk :=
n∑
k=1
gk(x)Yk, (A.8)
où on a posé gk(x) :=∑lj=1 h j (x)a jk . Matriciellement ceci s’écritg1...
gn
=
a11 · · · al1... ...
a1n · · · aln

h1(x)...
hl(x)

avec l ≤ n (les ai j proviennent de la partie quadratique 50). Comme les champs de
vecteurs linéaires diagonaux S1, . . . , Sl sont linéairement indépendants sur C, la matrice
L := (a jk)1≤ j≤l,1≤k≤n est de rang l. Sans perte de généralité, on peut supposer que
la matrice L est inversible d’inverse L−1 := (a˜ jk)1≤i≤n,1≤ j≤n . On peut donc écrire
pour 1≤ j ≤ n,
h j (x)− h j (0)=
n∑
k=1
a˜ jk(gk(x)− gk(0)). (A.9)
Or, comme Sim est partie linéaire du champ de vecteurs Nim , on a, d’après (A.8),
Nim (x)− Sim =
∑n
k=1(gk(x)− gk(0))Yk . Cette dernière relation implique
‖gk(x)− gk(0)‖r ≤ 1/r‖Nim − Sim‖r
(on divise par r puisque Yi := xi (∂/∂xi )). Avec (A.9), on en déduit
‖h j (x)− h j (0)‖r ≤ n/r‖L−1‖‖Nim − Sim‖r , (A.10)
où on a posé ‖L−1‖ :=max j,k |a˜ jk |. Posons M(x)= 1+ H(x), où H(x) :=∑n
j=1(h j (x)− h j (0))(β j/βim ) est une fonction polynomiale sans partie constante.
Comme 1/M = 1+∑m≥1(−1)m Hm, ‖1/M(x)‖r ≤ 2 est assuré si ‖H(x)‖r ≤ 1/2. Or,
par |β j/βi0 |< 1,
‖H(x)‖r ≤
∥∥∥∥ n∑
j=1
h j (x)− h j (0)
∥∥∥∥
r
.
Pour avoir ‖1/M(x)‖r ≤ 2, il suffit donc ‖∑ni= j h j (x)− h j (0)‖r ≤ 1/2. Pour cela,
d’après (A.10), il suffit qu’on a ‖Nim − Sim‖r ≤ r/(2n‖L−1‖). 2
Preuve du lemme 4.7. Soit f =∑I∈Nn f I x I une série formelle. Posons f¯ :=∑
I∈Nn | f I |x I . Si f et g sont deux séries formelles on note f ≺ g si on a | f I |< |gI |
pour tout I ∈ Nn . Pour tout 1≤ k ≤ n on peut écrire
∂xk(gk(x)− gk(0))
∂x p
= δkp(gk(x)− gk(0))+ xk ∂(gk(x)− gk(0))
∂x p
,
ou bien
xk
∂(gk(x)− gk(0))
∂x p
= ∂xk(gk(x)− gk(0))
∂x p
− δkp(gk(x)− gk(0)).
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Mais, comme xk(∂(gk(x)− gk(0))/∂x p), ∂xk(gk(x)− gk(0))/∂x p et (gk(x)− gk(0))
sont des séries formelles à coefficients non négatives, on a
x p
∂(gk(x)− gk(0))
∂xk
≺ ∂xk(gk(x)− gk(0))
∂x p
.
Comme 12 < r , ∥∥∥∥∂(gk(x)− gk(0))∂x p
∥∥∥∥
r
≤ 2r
∥∥∥∥∂(gk(x)− gk(0))∂x p
∥∥∥∥
r
≤ 2
∥∥∥∥xk ∂(gk(x)− gk(0))∂x p
∥∥∥∥
r
≤ 2
∥∥∥∥∂xk(gk(x)− gk(0))∂x p
∥∥∥∥
r
.
Il suit que, pour tout 1≤ j ≤ n,∥∥∥∥∂(h j (x)− h j (0))∂x p
∥∥∥∥
r
≤
n∑
k=1
|a˜ jk |
∥∥∥∥∂(gk(x)− gk(0))∂x p
∥∥∥∥
r
≤ 2
n∑
k=1
|a˜ jk |
∥∥∥∥∂xk(gk(x)− gk(0))∂x p
∥∥∥∥
r
≤ 2n‖L−1‖ ‖D(Nim − Sim )‖r .
Avec ‖∂(h j (x)− h j (0))/∂x p‖r = ‖∂h j (x)/∂x p‖r on a pour tout X ∈ Pm,2mβ ,
‖LX h j (x)S j‖r ≤ ‖X‖r‖D(Nim − Sim )‖r (2n2‖L−1‖‖S j‖r ).
Rappelons P(X)= (1/M(x))∑nj=1 LX h j (x)S j . Soit η3 le nombre réel fournit par le
lemme 4.6. Si r ∈ ]1/2, 1] et si ‖(Nim − Sim )‖r ≤ η3, le lemme 4.6 affirme ‖1/M(x)‖r
≤ 2. D’où
‖P(X)‖r ≤ ‖X‖r 1|βim |
‖D(Nim − Sim )‖r 4n3‖L−1‖
(
max
1≤ j≤n
‖S j‖r
)
.
Rappelons encore ‖βim‖ = ‖β‖. Le lemme 4.7 s’obtient avec
c′ = η34n3‖L−1‖
(
max
1≤ j≤n
‖S j‖r
)
. 2
Démonstration de la proposition 5.1.
Lemmes préliminaires. La démonstration de la proposition 5.1 repose sur le lemme suivant.
LEMME A.2.
(i) Soit P une fonction holomorphe (respectivement un champ de vecteurs holomorphe,
un champ de bivecteurs holomorphe) nul a` l’origine et d’ordre 2k(c’est-a`-dire que
le terme de plus petit degre´ est de degre´ 2k). Soient a, r > 0 des nombres re´els, et
supposons a < 1. Alors on a
‖P‖ar ≤ a(2k )‖P‖r .
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En particulier,
(1) ‖P‖rk ≤ 1⇒‖P‖rk+1 ≤ 1/(2k)2‖P‖rk ,
et (2) ‖P‖
(2k )−1/(2k )rk ≤ 1/2
k‖P‖rk .
(ii) Soit 0< r < 1 fixe´. Soit P un champ de vecteurs, et supposons ‖P‖
(2k )−1/(2k )r ≤
1/(2k)2. Alors pour k assez grand,
(Id+ P)(D
(2k )−1/(2k )r )⊆ Dr .
Preuve du lemme A.2. Preuve de (i) : pour (1) a = γk(2k)−1/(2k ) ≤ (2k)−1/(2k ) convient ;
pour (2) a = (2k)−1/(2k ) convient. Pour (ii) il suffit de montrer (2k)−1/(2k )r + 1/(2k)2 < r ,
c’est-à-dire, 1/(2k)2 < (1− (2k)−1/(2k ))r . Or, si k est assez grand, on a |(2k)−1/2k |>
1− (1/2k) ln(2k). Donc il suffit que pour k assez grand 1/(2k)2 < (1/2k) ln(2k), ce qui
est vrai. 2
La suite (γk)k≥1, a été choisie, pour obtenir, à partir du lemme A.2, les deux lemmes
suivants sur lesquels repose la démonstration de la proposition 5.1.
LEMME A.3. Soit P un champ de vecteurs holomorphe. Supposons ‖P‖rk+1 ≤ 1/(2k)2.
Pour k assez grand, le diffe´omorphisme Id+ P verifie la relation
(Id+ P)(Drk+1)⊆ D((2k )−1/2k )rk .
Preuve du lemme A.3. Puisqu’on a |γk | ≤ 1, ce lemme est un corollaire de la partie (ii) du
lemme A.2. 2
LEMME A.4.
(i) Soit P un champ de vecteurs polynomial de degre´ infe´rieur ou e´gal a` 2k+1 + 1. On
a la relation
‖D(P)‖rk+1 ≤
2k+1 + 1
rk+1
‖P‖rk+1 ;
(ii) si, de plus, P est d’ordre supe´rieur ou e´gal a` 2k + 2, on a
‖P‖rk ≤ γ−2
k
k H⇒ ‖P‖rk+1 ≤
1
(2k)2
; (A.11)
(iii) et, de plus,
‖P‖rk ≤ γ−2
k
k H⇒ ‖D P‖rk+1 ≤
1
2k−3
.
Preuve du lemme A.4. Pour (i) voir [8, p. 149]. Montrons (ii). Puisque le champ de
vecteurs P est d’ordre 2k + 2, et comme rk+1 ≤ rk , on a
‖P‖rk+1 ≤
(
rk+1
rk
)2k+2
‖P‖rk ≤
(
rk+1
rk
)2k
‖P‖rk .
Or, par définition de la suite (rk)k≥1, on a rk+1/rk = γk(2k)−(2/2k ). De plus, on a
|γk | ≤ 1. D’où ‖P‖rk+1 ≤ (2k)−2. On obtient (iii) à partir de (A.11) via rk+1 > 1/2, et
‖D P‖rk+1 ≤ ((2k+1 + 1)/rk+1)‖P‖rk+1 . 2
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Les majorations suivantes sont conséquence directe de la définition de la norme ‖.‖r .
Soient M un champ d’applications linéaires holomorphe, r > 0 et X un champ de vecteurs
holomorphe. On a
‖M(X)‖r ≤ n‖M‖r‖X‖r . (A.12)
Soient A et B deux champs de vecteurs holomorphes. On a
‖A ∧ B‖r ≤ 2‖A‖r‖B‖r . (A.13)
Preuve de la proposition 5.1(i). Soit 8 est un germe d’application de Cn dans un espace
normé, on note, pour y ∈ Cn , D(8)(y) la différentielle de 9 au point y. Soit X un champ
de vecteurs. On note D(8)(y)X (y) la différentielle de9 en y, appliquée au vecteur X (y).
Pour8 germe de difféomorphisme de (Cn, 0) dans lui même on a D(8−1)(y)8∗(X)(y)=
X (8−1(y)). Pour un bivecteur de la forme A ∧ B, cette relation devient
(A ∧ B)(9−1(y))= D(9−1)(y)9∗(A)(y) ∧ D(9−1)(y)9∗(B)(y). (A.14)
Rappelons (cf. section 5) que la transformation 8k , normalisant 5 du degré 2k + 1
à celui de 2k+1, admet Id+Uk comme inverse. En appliquant (A.14), on obtient, avec
(8)∗(A)= A′ et (8)∗(B)= B ′, que
(A ∧ B)(8−1k (y)) = D(8−1k )(y)(8k)∗(A)(y) ∧ D(8−1k )(y)(8k)∗(B)(y)
= (Id+ DU k)(y)A′(y) ∧ (Id+ DU k)(y)B ′(y). (A.15)
Comme 5k+1 =5k + Bk0 on peut poser
5k + Bk∗ + Bk0 + Rk := 5k + R′k :=
n∑
i=1
∂i ∧ (5ki + R
′k
i ) (A.16)
5k+1 + R ′k+1 := 5k + Bk0 + R
′k+1 (A.17)
:=
n∑
i=1
∂i ∧ (5ki + Bk0i + R
′k+1
i ). (A.18)
Majoration de ‖Bk+1∗ + Bk+10 + Rk+1‖rk+1 . Montrons d’abord que pour k assez grand, (i)
(a), (b) et (c) impliquent (i) (c’) de la proposition 5.1, c’est-à-dire
‖Bk+1∗ + Bk+10 + Rk+1‖rk+1
(A.16)= ‖R′k+1‖rk+1 ≤ 1. (A.19)
Pour cela, d’après (A.17) et (A.18), il suffit de montrer que pour tout 1≤ i ≤ n on a
‖R′k+1i ‖rk+1 ≤ 1/n. Le fait que 8k normalise 5 du degré 2k + 1 à celui de 2k+1, s’écrit,
avec les notations (A.16)–(A.18),
(8k)
∗(5k + R′k)=5k+1 + R′k+1 =5k + Bk0 + R′k+1. (A.20)
Alors
(5k + R ′k)(8k)−1(y)=
∑
i
∂i ∧ (5ki (8k)−1(y)+ R
′k
i (8
k)−1(y)). (A.21)
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Par (A.20), (5k + R ′k)(8k)−1(y)= (Id+ DU k)(5k + Bk0 + R′k+1)(y). En substituant
le premier membre de cette relation avec (A.21), et en développant le second membre avec
(A.20), (A.17) et (A.15) (en posant A′ = ∂i et B ′ =5ki + Bk0i + R′k+1i ),∑
i
∂i ∧5ki (8k)−1(y)+ R
′k
i (8
k)−1(y)
=
∑
i
∂i ∧ (5ki (y)+ Bk0i (y)+ R
′k+1
i (y))
+
∑
i
∂i ∧ (DU k(y)(5ki + Bk0i + R
′k+1
i )(y))
+
∑
i
[DU k(y)(∂i )] ∧ (5ki + Bk0i + R
′k+1
i )(y)
+
∑
i
[DU k(y)(∂i )] ∧ (DU k(y)(5ki + Bk0i + R
′k+1
i )(y)). (A.22)
Par hypothèse (cf. proposition 5.1(i)(c)) ‖Bk∗‖rk ≤ ‖Bk∗ + Bk0 + Rk‖rk ≤ 1, et (cf. propo-
sition 5.1(i)(a) et (i)(b) et (5.2)) ‖Uk‖rk ≤ γ 2kk . D’après le lemme A.4(iii), ‖DUk‖rk+1 ≤
1/2k−3. Avec (A.12) on a alors ‖D(Uk)(y)R′k+1i ‖rk+1 ≤ (8n/2k)‖R′k+1i ‖rk+1 , d’où∥∥∥∥∑
i
∂i ∧ R ′k+1i (y)+
∑
i
∂i ∧ DU k(y)R ′k+1i (y)
∥∥∥∥
rk+1
≥
(
1− 8n
2k
)
‖R′k+1i ‖rk+1 . (A.23)
D’après le lemme A.3, ‖D5ki (y + tU k(y))‖rk+1 ≤ ‖D5ki (y)‖(2k )−1/(2k )rk pour k assez
grand. Alors avec le lemme A.4 et (2k)−1/2k < 1,
‖D5ki (y + tU k(y))‖rk+1 ≤
2k+1 + 2
((2k)−1/(2k ))rk
‖5ki ‖rk .
Comme ‖U k(y)‖rk ≤ γ−2
k
k , on a ‖U k(y)‖rk+1 ≤ 1/(2k)2, d’après le lemme A.4(ii). Avec
(A.12) on en déduit∥∥∥∥∫ 1
0
D5ki (y + tU k(y)).U k(y) dt
∥∥∥∥
rk+1
≤ n 2
k+1 + 2
((2k)−1/(2k ))rk
‖5ki ‖rk
1
(2k)2
,
c’est-à-dire (|(2k)−1/(2k )rk |< 1)∥∥∥∥∫ 1
0
D5ki (y + tU k(y)).U k(y) dt
∥∥∥∥
rk+1
≤ 4n
2k
‖5ki ‖rk .
Avec
‖5ki (8k)−1(y)−5ki (y)‖rk+1 =
∥∥∥∥∫ 1
0
D5ki (y + tU k(y)).U k(y) dt
∥∥∥∥
rk+1
il suit
‖5ki (8k)−1(y)−5ki (y)‖rk+1 ≤
4n
2k
‖5ki ‖rk .
Or, par (A.13), ‖5ki (y)‖rk ≤ 2‖5k(y)‖rk et ‖5k(y)−52(y)‖rk ≤ η, avec η tel que dans
le théorème 3.5. Donc il existe M > 0, indépendant de k, tel que ‖5k(y)‖rk ≤ M . Pour k
assez grand on a donc
‖5ki ((8k)−1(y))−5ki (y)‖rk+1 ≤
4nM
2k
. (A.24)
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Comme ‖Bk0i‖rk ≤ ‖R
′k
i ‖rk < 1, le lemme A.2 implique ‖Bk0i‖rk+1 ≤ 1/(2k)2. Comme rk ≥
rk+1, ‖5ki ‖rk+1 ≤ M . Comme rk+1 > 1/2, ‖DU k‖rk+1 ≤ 2k+3‖U k‖rk+1 par le lemme A.4,
et avec ‖U k‖rk ≤ γ−2k , ‖DU k‖rk+1 ≤ 8/2k . Au total, avec (A.12), on en déduit
‖DU k(y)(5ki + Bk0i )(y)‖rk+1 ≤
8n
2k
(
M + 1
(2k)2
)
. (A.25)
Pour k assez grand on a ‖R ′ki (8k)−1(y)‖rk+1 ≤ ‖R
′k
i (y)‖(2k )−1/(2k )rk par le lemme A.3.
Grâce au lemme A.2 et à ‖R′ki (y)‖rk ≤ 1 il suit
‖R ′ki (8k)−1(y)‖rk+1 ≤
1
2k
(A.26)
pour k assez grand. Avec (A.24), ‖Bk0i‖rk+1 ≤ 1/(2k)2, (A.25) et (A.26), on a (pour k assez
grand) ∥∥∥∥∑
i
∂i ∧ [(5ki (8k)−1(y)−5ki (y))+ Bk0i (y)
+DU k(y)(5ki + Bk0i )(y)+ Rki (8k)−1(y)]
∥∥∥∥
rk+1
≤ 4nM
2k
+ 1
(2k)2
+ 8n
2k
(
M + 1
(2k)2
)
+ 1
2k
. (A.27)
Avec ‖DUk‖rk+1 ≤ 1/2k−3, ‖5ki ‖rk+1 ≤ M et ‖Bk0i‖rk+1 ≤ 1/(2k)2 on obtient pour k assez
grand (avec(A.12), (A.13))∥∥∥∥∑
i
[DU k(y)(∂i )] ∧ (5ki + Bk0i + R
′k+1
i )(y)
∥∥∥∥
rk+1
≤ 16n
2k
(
M + 1
(2k)2
+ ‖R′k+1i ‖rk+1
)
.
Pour les mêmes raisons,∥∥∥∥∑
i
[DU k(y)(∂i )] ∧ (DU k(y)(5ki + Bk0i + R
′k+1
i )(y))
∥∥∥∥
rk+1
≤ 16n
2k
4n
2k
(
M + 1
(2k)2
+ ‖ R′k+1i ‖rk+1
)
. (A.28)
D’où (pour k assez grand),∥∥∥∥∑
i
[DU k(y)(∂i )] ∧ [(5ki + Bk0i + R
′k+1
i )(y)+ (DU k(y)(5ki + Bk0i + R
′k+1
i )(y))]
∥∥∥∥
rk+1
≤ 17n
2k
(
M + 1
(2k)2
+ ‖R′k+1i ‖rk+1
)
. (A.29)
De (A.22), (A.23), (A.27) et (A.29) on déduit pour k assez grand(
1− 8n
2k
− 17n
2k
)
‖R′k+1i ‖rk+1
≤ 4nM
2k
+ 1
(2k)2
+ 8n
2k
(
M + 1
(2k)2
)
+ 1
2k
+ 17n
2k
(
M + 1
(2k)2
)
,
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d’où (A.19). Reste à montrer (i)(a’) et (b’), soit ‖5k+1 −50‖rk+1 ≤ η − 1/2k+1 et
‖D(5k −50)‖rk+1 ≤ η − 4/2k+1 pour k assez grand. Avec 5k+1 =5k + Bk0 on a
‖5k+1 −50‖rk+1 ≤ η −
4
2k
+ 1
(2k)2
‖Bk0‖rk
par le lemme A.2 et ‖5k −50‖rk ≤ η − 1/2k . Avec ‖Bk0‖rk ≤ 1,
‖5k+1 −50‖rk+1 ≤ η −
4
2k+1
pour k assez grand. De même,
‖D(5k+1 −50)‖rk+1 ≤ η −
4
2k
+ ‖DBk0‖rk+1 ≤ η −
4
2k
+ 1
2k−3
≤ η − 4
2k+1
. 2
Preuve de la proposition 5.1(ii): Par la proposition 5.1(i), ‖Bk∗‖rk ≤ 1, d’où ‖U k‖rk ≤
γ
−1/2k
k et donc ‖U k‖rk+1 ≤ 1/(2k)2. Par le lemme A.3 il suit (Id+U k)(Drk+1)⊆
D
(2k )−1/(2k )rk . 2
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