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Sample average approximation (SAA) is one of the most popular methods for solving
stochastic optimization and equilibrium problems. Research on SAA has been mostly fo-
cused on the case when sampling is independent and identically distributed (iid) with
exceptions (Dai et al. (2000) [9], Homem-de-Mello (2008) [16]). In this paper we study
SAA with general sampling (including iid sampling and non-iid sampling) for solving
nonsmooth stochastic optimization problems, stochastic Nash equilibrium problems and
stochastic generalized equations. To this end, we ﬁrst derive the uniform exponential con-
vergence of the sample average of a class of lower semicontinuous random functions
and then apply it to a nonsmooth stochastic minimization problem. Exponential con-
vergence of estimators of both optimal solutions and M-stationary points (characterized
by Mordukhovich limiting subgradients (Mordukhovich (2006) [23], Rockafellar and Wets
(1998) [32])) are established under mild conditions. We also use the unform convergence
result to establish the exponential rate of convergence of statistical estimators of a stochas-
tic Nash equilibrium problem and estimators of the solutions to a stochastic generalized
equation problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Sample average approximation (SAA) is one of the most popular methods for solving stochastic optimization and equilib-
rium problems. The basic idea of SAA is to approximate the expected value of a random function with its sample average.
The main beneﬁt of doing this is that one may avoid computation of the expected values which are often multiple integra-
tions.
Analysis of SAA in the literature mainly concerns convergence of the statistical estimators of optimal values and optimal
solutions as sample size increases, see [2,17,18,30,33,35,40,38] and a comprehensive review by Shapiro [39]. Most of these
analysis is carried out under iid sampling and utilizes the classical law of large numbers which ensures the sample average
converging to the expected value under mild conditions. More recently, convergence analysis of SAA has been extended to
stationary points [5,42,45,47]. This is partly driven by the application of SAA methods to a new class of stochastic optimiza-
tion problems such as stochastic mathematical programs with equilibrium constraints (SMPEC) (see e.g. [28,19,41]) which
are intrinsically nonconvex due to the combinatorial nature of the constraints. In solving sample average approximation
of SMPECs, one is more likely to obtain a stationary point than an optimal solution and consequently there is a need to
analyze the convergence of statistical estimators of stationary points as sample size increases. See for instances [5,42,47] for
one stage problems and [22,45] for two stage problems.
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some kind of uniform convergence of the sample average random functions which deﬁne the true problem [35,38,39].
In convergence analysis of stationary points, one needs to deal with ﬁrst order optimality conditions which deﬁne the
stationary points. Moreover, when the problem is nonsmooth, stationary points are often characterized by subgradients
rather than usual gradients whereas a subgradient of a random function is a random set-valued mapping. Consequently one
needs to look into some kind of uniform convergence of sample average random set-valued mappings and this is achieved
in the recent development [42,45] by virtue of Artstein and Vitale’s strong law of large numbers for random set-valued
mappings [1].
One of the most important issues concerning the convergence analysis is how to predetermine the sample size in order to
estimate an approximate solution within the prescribed precision and conﬁdence. The issue is essentially about complexity
analysis and is important from computational perspective because obtaining an iid sample is not numerically cheap and it
is often undesirable to have a large sample size. This motivates one to consider the so-called exponential convergence, that
is, with probability approaching one exponentially fast, a statistical estimator converges to its true value. It is a remarkable
breakthrough that the classical Cramér’s large deviation theorem [10] is found to deliver this. See [33,40,39,42] and the
references therein.
Cramér’s large deviation theorem requires iid sampling. In some practical instances, however, it is diﬃcult or compu-
tationally expensive to obtain an iid sample particularly when sample size is large. Indeed, the well-known quasi-Monte
Carlo method does not require iid sampling and yet it works remarkably well. See an extensive discussion on the beneﬁts
of non-iid sampling by Homem-de-Mello [16]. This motivates one to study SAA under non-iid sampling. As far as we are
concerned, Dai, Chen and Birge [9] seemed to be the ﬁrst to investigate the convergence of SAA estimators under general
sampling (including iid and non-iid). They used the well-known Gärther–Ellis theorem [10] to establish the exponential con-
vergence. More recently Homem-de-Mello [16] presented a comprehensive study of this issue and derived the exponential
convergence of statistical estimators of optimal solutions in stochastic programming under non-iid sampling. Homem-de-
Mello’s main exponential convergence result is obtained in two steps: ﬁrst, establish the uniform exponential convergence
of sample average random function under the assumption of pointwise exponential convergence of sample average of the
objective function; then use Rubinstein and Shapiro’s sensitivity theorem [35] to translate the uniform exponential conver-
gence into the exponential convergence of optimal solutions. The underlying functions in Homem-de-Mello’s analysis are
assumed to be Lipschitz continuous. On the other hand, Shapiro and Xu [42] developed a unform exponential convergence
result under iid sampling for a broad class of random functions which are uniformly Hölder continuous and applied the
result to analyzing SAA method for SMPECs.
Inspired by the development in [16,9,42], here we extend and/or complement the existing exponential convergence
analysis particularly those performed in [16,42,47] on the following aspects:
• We derive the uniform exponential convergence of sample average random functions (Theorem 3.1(iii)) by weakening
the assumptions on the underlying functions, namely, from Lipschitz continuous functions in [16, Lemma 2.4] to a class
of H-calm functions. H-calmness is an extension of local Hölder continuity. This extends [16, Lemma 2.4] to a broader
class of random functions and [42, Theorem 5.1] to general sampling. Moreover, we derive exponential convergence
of a class of lower semicontinuous random functions which are respectively H-calm from above and H-calm from
below (Theorem 3.1 (i) and (ii)). This effectively extends the uniform exponential convergence ([42, Theorem 5.1] and
[16, Lemma 2.4]) to random function which may be discontinuous at some points and [47, Proposition 4.1] to general
sampling.
• We apply the established uniform exponential convergence results to convergence analysis of stationary points char-
acterized by the Mordukhovich limiting subgradients (also known as general subgradient) [8,23,32] and obtain almost
sure convergence of stationary points when the underlying functions are Lipschitz continuous and their generalized
derivatives are H-calm from above (Theorem 4.4), exponential convergence of optimal solutions when the underlying
functions are continuous (Theorem 4.1). This complements/strengthens the previous research which focuses on almost
sure convergence of Clarke stationary points [7] in nonsmooth stochastic optimization [42,5,45,47].
• We derive the exponential convergence of stochastic Nash equilibrium and stochastic generalized equation. Our results
signiﬁcantly extend the existing research in that: Theorem 5.1 extends [47, Theorem 2.4] from iid to non-iid sampling
and complements the latter by obtaining an exponential rate for the ﬁrst time; Theorem 6.1 extends the results in
[39, Section 7] and complements them with an exponential convergence.
The rest of the paper are organized as follows. In Section 2, we introduce H-calm random functions and limiting subgra-
dients of lower semicontinuous random functions. In Section 3, we present a uniform exponential convergence theorem for
sample average random functions which are H-calm from below, above and H-calm under general sampling. In Section 4,
we apply the established results in Section 3 to nonsmooth stochastic minimization problems and investigate exponen-
tial convergence of optimal solutions and stationary points. In Section 5, we discuss the exponential convergence of Nash
equilibrium under general sampling. Finally in Section 6, we discuss the exponential convergence of stochastic generalized
equation under general sampling.
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denotes the Euclidean norm of a vector and a compact set of vectors. If D is a compact set of vectors, then ‖D‖ :=
maxx∈D ‖x‖. d(x, D) := infx′∈D ‖x− x′‖ denotes the distance from point x to set D . For two sets D1 and D2,
D(D1, D2) := sup
x∈D1
d(x, D2)
denotes the deviation from set D1 to set D2 (in some references [14] it is also called excess of D1 over D2), and H(D1, D2)
denotes the Hausdorff distance between the two sets, that is,
H(D1, D2) := max
(
D(D1, D2),D(D2, D1)
)
.
We use D1 + D2 to denote the Minkowski addition of D1 and D2, that is, D1 + D2 = {x+ y: x ∈ D1, y ∈ D2}. We use B(x, δ)
to denote the closed ball with radius δ and center x, that is B(x, δ) := {x′: ‖x′ − x‖ δ}. When δ is dropped, B(x) represents
a neighborhood of point x. Finally we use B to denote the unit ball in a ﬁnite dimensional space.
2. H-calm random functions
In this section, we consider a class of lower semicontinuous random functions which are calm, a property required to
derive the uniform exponential convergence of sample average random functions, and investigate the Aumann’s integral [4]
of the limiting subdifferentials of such functions. Let us start by recalling the deﬁnition of the lower semicontinuous random
functions.
Deﬁnition 2.1 (Random lower semicontinuous function). A function φ : Rn ×Ξ → R is a random lower semicontinuous (lsc for
short) function if its epigraphical mapping {ξ → epiφ(·, ξ) = {(x,α): φ(x, ξ) α}} is a random closed-valued mapping.
It is well known that ﬁnite sum of positively weighted random lsc functions is again a random lsc function [32, Proposi-
tion 14.44].
Deﬁnition 2.2 (Limiting subdifferentials of random functions). Consider a proper lsc random function φ : X×Ξ → R¯ and a point
x¯ ∈ X at which φ(x¯, ξ) is ﬁnite. Let ξ be ﬁxed.
(a) The proximal subgradient of φ at x¯ is the set
∂πx φ(x¯, ξ) :=
{
η ∈ Rn: ∃σ > 0, δ > 0 such that φ(x, ξ) φ(x¯, ξ)+ ηT (x− x¯)− σ‖x− x¯‖2, ∀x ∈ B(x¯, δ)}.
(b) The Mordukhovich limiting subdifferential of φ at x¯ is the set
∂xφ(x¯, ξ) := limsup
x
φ→x¯
∂πx φ(x, ξ),
where x
φ→ x¯ denotes that x and φ(x, ξ) converge to x¯ and φ(x¯, ξ) respectively for every ﬁxed ξ .
It is well known [23, Theorem 3.57] that when φ(x, ξ) is locally Lipschitz continuous at x¯, the closed convex hull of the
limiting subdifferential coincides with the Clarke generalized gradient [7], denoted by ∂cxφ(x¯, ξ), that is,
∂cxφ(x¯, ξ) = cl conv ∂xφ(x¯, ξ).
In general
∂πx φ(x¯, ξ) ⊂ ∂xφ(x¯, ξ) ⊂ ∂cxφ(x¯, ξ). (2.1)
The relationship above shows that the Clarke generalized gradient is generally larger than the limiting subdifferential and
this is the main reason that we use the latter to characterize the optimality conditions in nonsmooth stochastic optimization
in Section 4.
In the case when φ is convex in x, all of the three subdifferentials coincide with the usual convex subdifferentials [31]
and when φ is continuously differentiable at x¯, they all reduces to the usual gradient. See [21] and the references therein.
Deﬁnition 2.3 (H-calmness). Let φ : Rn ×Ξ → R be a real valued function and ξ : Ω → Ξ ⊂ Rk a random vector deﬁned on
probability space (Ω,F , P ), let X ⊂ Rn be a closed subset of Rn and x ∈ X be ﬁxed. φ is said to be
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κ : Ξ → R+ , positive numbers γ and δ such that
φ
(
x′, ξ
)− φ(x, ξ) κ(ξ)∥∥x′ − x∥∥γ (2.2)
for all x′ ∈ X with ‖x′ − x‖ δ and ξ ∈ Ξ ;
(b) H-calm at x from below with modulus κ(ξ) and order γ if φ(x, ξ) is ﬁnite and there exists a (measurable) function
κ : Ξ → R+ , positive numbers γ and δ such that
φ
(
x′, ξ
)− φ(x, ξ)−κ(ξ)∥∥x′ − x∥∥γ (2.3)
for all x′ ∈ X with ‖x′ − x‖ δ and ξ ∈ Ξ ;
(c) H-calm at x with modulus κ(ξ) and order γ if φ(x, ξ) is ﬁnite and there exists a (measurable) function κ : Ξ → R+ ,
positive numbers γ and δ such that∣∣φ(x′, ξ)− φ(x, ξ)∣∣ κ(ξ)∥∥x′ − x∥∥γ (2.4)
for all x′ ∈ X with ‖x′ − x‖ δ and ξ ∈ Ξ .
φ is said to be H-calm from above, H-calm from below, H-calm on set X if the respective properties stated above hold at every
point of X .1 When γ = 1, φ is said to be calm from above, calm from below and calm respectively.
Calmness of a deterministic real valued function is well known, see for instance [32, p. 322]. The property is a gener-
alization of Lipschitz continuity. That is, a locally Lipschitz continuous function is calm but conversely it is not necessarily
true, see discussions in [32, pp. 520–522]. H-calmness is introduced in [29,47] and the letter H is used to indicate that
the property is a generalization of Hölder continuity. Note that γ in the deﬁnition above is not restricted to positive value
between 0 and 1, instead, it may take any positive value.
Example 2.1. Consider function
φ(x, ξ) =
{
xγ sin( ξx ), x ∈ [−1,0)∪ (0,1],
0, x = 0,
where ξ is a random variable with support set [1,2] and γ > 0 is a constant. φ(x, ξ) is H-calm in x on interval [−1,1]. To
see this, let us consider the derivative of φ(x, ξ). For x 
= 0,
φ′x(x, ξ) = xγ−1
[
γ sin
(
ξ
x
)
− ξx−1 cos
(
ξ
x
)]
.
Therefore |φ′x(x, ξ)| xγ−1(γ +ξx−1), which is bounded for any ﬁxed nonzero x. Indeed, the continuous differentiability of φ
at these points implies the local Lipschitz continuity and hence H-calmness (with modulus xγ−1(γ + ξx−1) and order 1). At
point x = 0, since
∣∣φ(x, ξ)− φ(0, ξ)∣∣= ∣∣∣∣xγ sin
(
ξ
x
)∣∣∣∣ ∣∣xγ ∣∣,
the function is H-calm with modulus 1 and order γ . Note that for γ  1, the function is not Lipschitz continuous near
point 0 because the derivative φ′(x, ξ) is unbounded in a neighborhood of 0.
In what follows, we will study the integration (the expected value) of the limiting subdifferential ∂xφ(x, ξ(ω)). To this
end, we need to review some basics about random set-valued mappings.
Let (Ω,F , P ) be a probability space. For ﬁxed x, let A(x,ω) : Ω → 2Rn be a set-valued mapping which takes values of
closed subsets in Rn . Let B(Rn) or simply B denote the space of closed bounded subsets of Rn endowed with topology
τH generated by the Hausdorff distance H. We consider the Borel σ -ﬁeld G(B, τH) generated by the τH-open subsets
of B. A set-valued mapping A(x,ω) : Ω → 2Rn is said to be F -measurable if, for every member W of G(B, τH), one has
A−1(W) ∈ F .
By a measurable selection of A(x,ω), we refer to a vector A(x,ω) ∈ A(x,ω), which is measurable. Note that such mea-
surable selections exist if A(x,ω) is measurable, see [1] and references therein.
For a general set-valued mapping which is not necessarily measurable, the expectation of A(x,ω), denoted by E[A(x,ω)],
is deﬁned as the collection of E[A(x,ω)] where A(x,ω) is an integrable selection, and the integrability is in the sense
of Aumann [4]. E[A(x,ω)] is regarded as well deﬁned if E[A(x,ω)] ∈B is nonempty. A suﬃcient condition of the well
deﬁnedness of the expectation is that A(x,ω) is measurable and E[‖A(x,ω)‖] := E[H(0,A(x,ω))] < ∞, see [4, Theorem 2].
In such a case, A is called integrably bounded in [4,14].
1 The constants κ(ξ), γ and δ may depend on point x.
696 H. Xu / J. Math. Anal. Appl. 368 (2010) 692–710Lemma 2.1. Let φ : Rn × Ξ → R be a real valued function and ξ : Ω → Ξ ⊂ Rk a random vector deﬁned on probability space
(Ω,F , P ), let X ⊂ Rn be a closed subset of Rn and x ∈ X . Then
(i) ∂xφ(x, ξ(ω)) is measurable;
(ii) if φ(x, ξ) is calm from below and regular [32]2 at x¯ ∈ X with modulus κ(ξ), where E[κ(ξ(ω))] < ∞, then E[∂xφ(x, ξ(ω))] is
well deﬁned;
(iii) if φ(x, ξ) is calm at x¯ ∈ X with modulus κ(ξ) where E[κ(ξ(ω))] < ∞, then ‖E[∂xφ(x, ξ(ω))]‖ < E[κ(ξ(ω))] < ∞.
Proof. Part (i). Let u ∈ Rn be ﬁxed. The subderivative [32] of φ(x, ξ) with respect to x at a point x in direction d is deﬁned
as
φx (x, ξ ;u) := lim inf
u′→u
t→0
[
φ
(
x+ tu′, ξ)− φ(x, ξ)]/t.
By [3, Lemma 8.2.12], φx (x, ξ ;u) is measurable. Let
∂ˆxφ(x, ξ) :=
{
η: ηT u  φx (x, ξ ;u)
}
.
φx (x, ξ ;u) is the support function of set-valued mapping ∂ˆxφ(x, ξ) (see e.g., [32, Exercise 8.4]). By [3, Theorem 8.2.14],
∂ˆxφ(x, ξ(·)) is measurable. Since ∂xφ(x, ξ(·)) is the outer limit of ∂ˆxφ(x, ξ(·)) by deﬁnition, the measurability of the former
follows from that of the latter by [3, Theorem 8.2.5].
Part (ii). From [32, Proposition 8.32] and its proof, −κ(ξ) = d(0, ∂xφ(x, ξ)) and there exists η ∈ ∂xφ(x, ξ) such that
‖η‖ = κ(ξ). By [3, Theorem 8.2.11], η is measurable. Thus E[η(ω)] is well deﬁned and so is E[∂xφ(x, ξ(ω))].
Part (iii). When φ is calm, it is easy to verify that ‖∂xφ(x, ξ)‖  κ(ξ). This and the measurability of ∂xφ(x, ξ) implies
that E[∂xφ(x, ξ(ω))] is well deﬁned and ‖E[∂xφ(x, ξ(ω))]‖ E[‖∂xφ(x, ξ(ω))‖] E[κ(ξ(ω))] < ∞. 
We are now ready to state one of the main results in this section.
Theorem 2.1. Let φ(x, ξ) : Rn × Ξ → R be a random lsc function, where ξ : (Ω,F , P ) → Ξ is a random vector with support set
Ξ ⊂ Rm. Suppose: (a) φ is H-calm w.r.t. x on a neighborhood of x¯ for every ξ with modulus κ(ξ) and order γ , where E[κ(ξ(ω))] < ∞,
(b) E[φ(x¯, ξ(ω))] < ∞. Let ψ(x) := E[φ(x, ξ(ω))]. Then
(i) ψ(x) is well deﬁned in a neighborhood of x¯ and it is H-calm at x¯ with modulus E[κ(ξ(ω))] and order γ ;
(ii) if, in addition, φ(x, ξ) is locally Lipschitz, then
∂xE
[
φ
(
x¯, ξ(ω)
)]⊂ E[∂xφ(x¯, ξ(ω))]; (2.5)
(iii) if φ(x, ξ) is Clarke regular (see [7, Deﬁnition 2.3.4]) in x¯, then E[φ(x, ξ(ω))] is also Clarke regular and the equality holds in the
above equation.
Part (i) is straightforward, parts (ii)–(iii) are proved by Xu and Ye in [46, Theorem 2.9]. Inclusion (2.5) was observed
by Mordukhovich when the probability space of ξ is nonatomic, see Eq. (6.39) in [24, Lemma 6.18]. It is an open question
whether part (ii) of the theorem can be established under the condition that φ(x, ξ) is calm in x.
3. Uniform exponential convergence
Uniform exponential convergence of sample average functions and mappings play an important role in estimating the
rate of convergence of statistical estimators in stochastic optimization and equilibrium problems [17,41,29,45]. In this sec-
tion, we discuss the uniform exponential convergence of sample average random function φ(x, ξ) under general sampling
and H-calmness.
Let ξ1, . . . , ξN be a sample of the random vector ξ(ω). We consider the sample average function
ψN(x) := 1
N
N∑
k=1
φ
(
x, ξk
)
.
For the simplicity of notation, let ψ(x) = E[φ(x, ξ(ω))]. Our focus here is on the uniform convergence of ψN (x) to ψ(x)
over a compact set as sample size N increases. When the sample is iid and φ is Hölder continuous in x, Shapiro and
Xu [41] used the classical large deviation theorem to derive a kind of uniform exponential convergence. More recently,
2 For ﬁxed ξ , the regularity of φ(x, ξ) is deﬁned through the normal cone of the epigraph of the function, that is, φ(x, ξ) is regular at a point x if the
regular normal cone to the epigraph coincides with the normal cone at point (x, φ(x, ξ)) where φ(x, ξ) < ∞.
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Homem-de-Mello’s approach to derive the uniform exponential convergence of ψN (x) with the following characteristics:
• the sampling is general,
• φ(x, ξ) is H-calm from below, H-calm from above or H-calm.
Let
MNx (t) := E
{
et[ψN (x)−ψ(x)]
}
.
Assumption 3.1. For every x ∈ X and t ∈ R , the limit
Mx(t) := lim
N→∞M
N
x (t)
exists as an extended real number and Mx(t) < ∞ for t close to 0.
In the case when ξ1, . . . , ξN is an iid sampling, Assumption 3.1 holds as long as Mx(t) < ∞ for t close to zero, see
[10, Section 2.3]. The implication of Assumption 3.1 is that when the sampling is not necessarily iid, one may use Gärtner–
Ellis theorem [10, Theorem 2.3.6] instead of Cramér’s large deviation theorem to establish the exponential convergence of
the sample averages. The following result is well known, see for instances [9,10].
Lemma 3.1 (Pointwise exponential convergence). Let φ : Rn × Ξ → R be a real valued function and ξ : Ω → Ξ ⊂ Rk a random
vector deﬁned on probability space (Ω,F , P ), let X ⊂ Rn be a subset of Rn and x ∈ X . Let Assumption 3.1 hold. Then for every x ∈ X
and small positive number  > 0
Prob
{
ψN(x)−ψ(x)−
}
 e−NIx(−), (3.6)
and
Prob
{
ψN(x)−ψ(x) 
}
 e−NIx(), (3.7)
for N suﬃciently large, where
Ix(z) := sup
t∈R
{
zt − logMx(t)
}
and both I() and I(−) are positive.
Remark 3.1. If there exists a positive constant  > 0 such that
Mx(t) e
2t2/2 (3.8)
for all t ∈ R, then it is easy to verify that Ix(z) z222 for all z ∈ R, which implies
min
(
Ix(), Ix(−)
)
 
2
22
.
Equality in (3.8) holds if the random variable φ(x, ξ)−ψ(x) satisﬁes normal distribution with variance 2 and the sampling
is iid, see a discussion in [41, p. 410].
To establish the uniform exponential convergence, we also need an assumption on asymptotic behavior of the sam-
ple average of the modulus of an H-calm function φ. A similar assumption is made in [41] for the uniform exponential
convergence of sample average random functions under iid sampling.
Assumption 3.2. Let φ : Rn ×Ξ → R be a real valued function and ξ : Ω → Ξ ⊂ Rk a random vector deﬁned on probability
space (Ω,F , P ), let X ⊂ Rn be a subset of Rn and x ∈ X . φ is H-calm from above and/or below with modulus κ(ξ). Let
κN := 1N
∑N
k=1 κ(ξk). There exists a positive constant λ such that
Prob
{
κN  L′
}
 e−Nλ (3.9)
for any L′  E[κ(ξ(ω))].
We are now ready to state one of the main results in this section.
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be a compact subset of Rn and Assumptions 3.1–3.2 hold. Suppose that ψ(x) is continuous on X . Then the following statements hold.
(i) If φ(·, ξ) is H-calm from above on X with modulus κ(ξ) and order γ and the moment generating function E[eκ(ξ)t] is ﬁnite
valued for t close to 0, then for every  > 0, there exist positive constants c() and β(), independent of N, such that
Prob
{
sup
x∈X
(
ψN(x)−ψ(x)
)
 
}
 c()e−Nβ(). (3.10)
(ii) If φ(·, ξ) is H-calm from below on X with modulus κ(ξ) and order γ and the moment generating function E[eκ(ξ)t] is ﬁnite
valued for t close to 0, then for every  > 0, there exist positive constants c() and β(), independent of N, such that
Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 c()e−Nβ(). (3.11)
(iii) If φ(·, ξ) is H-calm on X with modulus κ(ξ) and order γ and the moment generating function E[eκ(ξ)t] is ﬁnite valued for t close
to 0, then for every  > 0, there exist positive constants c() and β(), independent of N, such that
Prob
{
sup
x∈X
∣∣ψN(x)−ψ(x)∣∣ } c()e−Nβ(). (3.12)
Proof. We only prove part (ii) as part (i) can be proved in a similar way while part (iii) is a combination of part (i) and
part (ii). The proof is similar to [41, Theorem 5.1] where the underlying functions are assumed to be Hölder continuous. For
the simplicity of notation and presentation, we assume that the calmness is “uniform” on X in the sense that κ(ξ), γ and
δ are independent of x in the statement (b) of Deﬁnition 2.3. By Lemma 3.1, we have that for any x ∈ X and small positive
number  > 0, there exists N0 > 0 such that for N > N0
Prob
{
ψN(x)−ψ(x)−
}
 e−NIx(−). (3.13)
By Lemma 3.1, Ix(−) is positive for every x ∈ X . For the given  > 0, by the ﬁnite covering theorem, there exist ν > 0 and
a set of points x¯1, . . . , x¯M ∈ X such that for every x ∈ X , there exists x¯i , i ∈ {1, . . . ,M}, ‖x− x¯i‖ ν, i.e., {x¯1, . . . , x¯M} forms
a ν-net in X ,
φ(x, ξ)− φ(x¯i, ξ)−κ(ξ)‖x− x¯i‖γ (3.14)
and ∣∣ψ(x)−ψ(x¯i)∣∣ /4. (3.15)
Note that we can choose this net in such a way that M  [O (1)D/ν]n , where D := supx′,x∈X ‖x′ − x‖ is the diameter of X
and O (1) is a generic constant. By (3.14), we have that
ψN(x)−ψN(x¯i)−κNνγ , (3.16)
for ‖x− x¯i‖ ν , where κN := N−1∑Nk=1 κ(ξk). Because the moment generating function E[eκ(ξ)t] is ﬁnite valued for t close
to 0, by Assumption 3.2, for any L′ > E[κ(ξ(ω))], there exists a positive constant λ such that
Prob
{
κN  L′
}
 e−Nλ. (3.17)
Let Zi := ψN (x¯i) − ψ(x¯i), i = 1, . . . ,M . The event {min1iM Zi  −} is equal to the union of the events {Zi  −}, i =
1, . . . ,M , and hence
Prob
{
min
1iM
Zi −
}

M∑
i=1
Prob{Zi −}.
Together with (3.13), this implies that
Prob
(
min
1iM
(
ψN(x¯i)−ψ(x¯i)
)
−
)

M∑
i=1
e−NIx¯i (−).
For x ∈ X , let i(x) ∈ argmin1iM ‖x− x¯i‖. By construction of the ν-net, we have that ‖x− x¯i(x)‖ ν for every x ∈ X . Then
ψN(x)−ψ(x) = ψN(x)−ψN(x¯i(x))+ψN(x¯i(x))−ψ(x¯i(x))+ψ(x¯i(x))−ψ(x)
−κNνγ +ψN(x¯i(x))−ψ(x¯i(x))− /4.
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Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 Prob
{
−κNνγ + min
1iM
(
ψN(x¯i)−ψ(x¯i)
)
−3/4
}
.
Moreover, by (3.17) we have that
Prob
{−κNνγ −/2} e−Nλ
for some λ > 0 (by setting /(2νγ ) > E[κ(ξ(ω))]), and hence
Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 e−Nλ + Prob
{
min
1iM
(
ψN(x¯i)−ψ(x¯i)
)
−/4
}
 e−Nλ +
M∑
i=1
e−NIx¯i (−/4), (3.18)
which implies (3.11) as the above choice of the ν-net does not depend on the sample (although it depends on ), and
I x¯i (−/4) is positive, i = 1, . . . ,M . The proof is complete. 
Theorem 3.1 is a generalization of [41, Theorem 5.1] in the following sense: (a) The sampling in [41, Theorem 5.1] is iid
while here we consider a general sampling and our conclusion holds for iid sampling. (b) [41, Theorem 5.1] is established
under the condition that φ(x, ξ) is uniformly Hölder continuous in x while in Theorem 3.1(iii) we have weakened the con-
dition to H-calmness. Moreover, the results in parts (i) and (ii) of Theorem 3.1 extend the uniform exponential convergence
to a class of random functions which may be discontinuous at some points. The results also extend Homem-de-Mello’s
recent result on the uniform exponential convergence under general sampling [16, Lemma 2.4] in that the underlying func-
tion there is assumed to be Lipschitz continuous. Our intention here is to apply the extended result to analyze uniform
exponential convergence of subdifferentials in the next section.
It is important to note that conditions we have imposed in Theorem 3.1 are only suﬃcient conditions. Consider a simple
example φ(x, ξ) = ξ g(x) where g(x) can be any bounded valued function. Then the sample average of φ(x, ξ) converges uni-
formly on any compact of Rn while the function does not necessarily satisfy the conditions in Theorem 3.1. This motivates
us to extend the theorem by considering a composition of φ(x, ξ) with some other functions.
Corollary 3.1. Let w(t, x) : R × Rn → R be a function which is Lipschitz continuous w.r.t. t and w(t, x) is bounded on any compact
set of R × Rn. Then the uniform (lower, upper) exponential convergence of the sample average of φ(x, ξ) implies the uniform (upper,
lower) exponential convergence of the sample average of w(φ(x, ξ), x).
Remark 3.2. Analogous to a discussion in [41, p. 410], it is possible to estimate the sample size based on the exponential
convergence results in Theorem 3.1. Let α ∈ (0,1) and condition (3.8) hold. Following Remark 3.1, we obtain through (3.18)
that
Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 e−Nλ + Me−N2/322 .
Let  be suﬃciently small such that λ 2/322 (note that λ is a ﬁxed constant). It is easy to verify that if
N  32
2
2
[
ln(M + 1)+ ln
(
1
α
)]
, (3.19)
then
Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 α. (3.20)
In what follows, we estimate M . From the proof of Theorem 3.1, M  ( O (1)Dν )n , where ν is determined through inequali-
ties (3.14) and (3.15). If there exists a monotonically increasing function θ : R+ → R+ such that the two inequalities hold
for ‖x− x¯i‖ θ−1(/4), then M  (θ−1(/4))n . In a particular case when θ(τ ) = E[κ(ξ)]τγ ,
M 
(
O (1)D
(
4E[κ(ξ)]

) 1
γ
)n
(3.21)
and consequently (3.20) holds for
N  O (1)
2
2
[
n ln
(
O (1)D
(
E[κ(ξ)]

) 1
γ
)
+ ln
(
1
α
)]
. (3.22)
Note that the estimate of sample size above is based on the proof of Theorem 3.1(ii). It is not diﬃcult to see that the same
estimate also applies to parts (i) and (iii) of the theorem.
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In this section, we apply the uniform exponential convergence results to analysis of sample average approximation of
stochastic minimization problems. Consider the following one stage stochastic minimization problem:
min
x∈X E
[
φ
(
x, ξ(ω)
)]
, (4.23)
where φ : Rn × Rk → R is continuous but not necessarily differentiable, X is a closed subset of Rn and ξ : Ω → Rk is a
random vector deﬁned on a nonatomic probability space (Ω,F , P ) with support set Ξ ⊂ Rk , and E[φ(x, ξ(ω))] denotes the
expected value of φ with respect to the distribution of ξ . For the convenience of discussion, we make a blanket assumption
that E[φ(x, ξ(ω))] < ∞ for every x ∈ X and the set of global optimal solutions to (4.23) is nonempty. When φ(x, ξ(ω))
is not differentiable at some points for some realizations of ξ , problem (4.23) is known as a nonsmooth stochastic mini-
mization problem [42,5]. The nonsmooth stochastic programming model has found many applications in engineering and
management science, see a list of examples by Ermoliev and Norkin in [13] and by Wets in [44]. In particular, by allow-
ing φ(x, ξ(ω)) to be nonsmooth, we can reformulate two stage stochastic programming problems as (4.23) with φ(x, ξ(ω))
representing the optimal value function of the second stage problem.
Let ξ1, . . . , ξN be a general sample of ξ . The sample average approximation of the stochastic minimization problem (4.23)
is deﬁned as follows
min
x∈X ψN(x) :=
1
N
N∑
i=1
φ
(
x, ξ i
)
. (4.24)
Over the past few decades, there have been extensive discussions on the convergence of sample average approximation
problem (4.24) as sample size increases. The focus are mainly on the asymptotic convergence of optimal values and optimal
solutions with iid sampling, see [39] for a comprehensive review. More recently, Shapiro and Xu [42] developed a uniform
law of large numbers for sample average random set-valued mappings and used it to study almost sure convergence of
Clarke stationary points of sample average approximation problem (4.24) when φ is Lipschitz continuous w.r.t. x. Further
research in this regard can also be found in [47,5].
Dai, Chen and Birge [9] seemed to be the ﬁrst to study the convergence of sample average approximation in stochastic
programming with non-iid sampling. They used the Gärtner–Ellis theorem [10] to demonstrate the uniform exponential
convergence of sample average random functions. More recently, Homem-de-Mello [16] presented a comprehensive research
on SAA with non-iid sampling in stochastic programming including the derivation of exponential convergence of optimal
solutions of SAA problems and application of the results in quasi-Monte Carlo methods.
In this section, we investigate the convergence of both global optimal solutions and stationary points of sample average
approximation problem (4.24) with non-iid sampling. We derive the almost sure convergence and exponential convergence
of the statistical estimators under H-calmness. Note that in general (4.24) does not necessarily have a global optimal solution
even though the true problem (4.23) does. For the simplicity of discussion, we assume (4.24) has a global optimal solution
for every sampling.
4.1. Global optimal solutions
We start by considering the exponential convergence of global optimal solutions.
Lemma 4.1. Consider a general constrained minimization problem
min p(x)
s.t. x ∈ X, (4.25)
where p : Rn → R and X is a subset of Rn, and a perturbed program
min p˜(x)
s.t. x ∈ X, (4.26)
where p˜ : Rn → R is a perturbation of p. Let U ∗ denote the set of global optimal solutions of (4.25) and V ∗ be the set of global optimal
solutions of (4.26). Then for any  > 0, there exists a δ > 0 (depending on ) such that if∣∣p˜(x)− p(x)∣∣ δ, ∀x ∈ X,
then D(V ∗,U∗)  .
The result was proved by Dai, Chen and Birge in [9, Lemma 3.2] when U ∗ is a singleton. It is not diﬃcult to see from
their proof that the conclusion holds when U∗ contains multiple solutions.
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subset of X , denoted by X , such that w.p.1 xN ∈ X for N suﬃciently large and the true problem (4.23) has at least one global optimal
solution in X ; (b) φ(x, ξ) is H-calm with modulus κ(ξ) and order γ , that is, (2.4) holds; (c) for every x ∈ X and small positive number
 > 0, there exists a positive constant cx such that
Prob
{∣∣ψN(x)−ψ(x)∣∣ } cxe−NIx(−)
for N suﬃciently large, where Ix(z) := supt∈R{zt − logMx(t)}, and
Mx(t) := lim
N→∞E
[
e(φN (x)−E[φ(x,ξ(ω))])t
]
exists as an extended real number with Mx(t) < ∞ for t close to 0; (d) Assumption 3.2 holds. Then for every  > 0, there exist positive
constants c() and β(), independent of N, such that for N suﬃciently large
Prob
{
d
(
xN , X∗
)
 
}
 c()e−Nβ(),
where X∗ denotes the set of global optimal solutions to the true problem (4.23).
Proof. The conclusion follows from Theorem 3.1(iii) and Lemma 4.1. 
Following Remark 3.2, we may estimate the sample size N0 such that when N  N0,
Prob
{
inf
x∈X
(
ψN(x)−ψ(x)
)
−
}
 α
for a given positive number α ∈ (0,1). If we can obtain an explicit relationship between ψN (x) − ψ(x) and d(xN , X∗), e.g.,
there exist positive constants C and s such that
d
(
xN , X∗
)
 C
(
sup
x∈X
∣∣ψN(x)−ψ(x)∣∣)s,
then we can estimate the sample size N1, through Remark 3.2, such that Prob{d(xN , X∗) } α for N  N1. We omit the
details.
4.2. Stationary points
Stationary point is a very important concept in optimization. When an optimization problem does not have a convex
structure, a global or even local optimal solution might be diﬃcult to obtain and consequently one may consider a stationary
point which provides a candidate for optimality. Stationarity is extensively studied in deterministic optimization and over the
past few years there are increasing discussions on the concept in the context of stochastic programming, see for instances
[36,42,5,45,47].
Different from the previous work in the literature, here we consider optimality conditions and stationary points char-
acterized by both Mordukhovich limiting subdifferentials and Clarke generalized gradient. This is because the former is
smaller than the latter in general (see (2.1)) and hence the optimality conditions characterized by the limiting subdifferen-
tials are generally tighter than those described by the Clarke generalized gradient. Throughout this subsection, we assume
that φ(x, ξ) is locally Lipschitz continuous w.r.t. x for every given ξ ∈ Ξ and it is integrably bounded.
By Theorem 2.1(ii), E[φ(x, ξ(ω))] is Lipschitz continuous and hence the limiting subdifferential of E[φ(x, ξ(ω))], denoted
by ∂xE[φ(x, ξ(ω))], is well deﬁned. Consequently we can characterize the ﬁrst order optimality condition of (4.23) at an
optimal solution in terms of Mordukhovich limiting subdifferentials as follows (see [32, Theorem 10.1]):
0 ∈ ∂E[φ(x, ξ(ω))]+ NX (x), (4.27)
where NX (x) denotes the limiting normal cone of X at point x, that is,
NX (x) := limsup
x′∈X, x′→x
NπX
(
x′
)
where
NπX (x) :=
{
η ∈ Rn: ∃c > 0, such that ηT (x′ − x) c∥∥x′ − x∥∥2, ∀x′ ∈ X}
is the proximal cone of X at x. Note that the addition of sets in (4.27) is in the sense of Minkowski. We call a point x∗
satisfying (4.27) a stationary point. Obviously if x∗ is an optimal solution, then it must satisfy (4.27) and hence it is a
stationary point, but not vice versa. However, if φ(x, ξ) is convex w.r.t. x, then a stationary point is an optimal solution.
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∂xE
[
φ
(
x, ξ(ω)
)]⊂ E[∂xφ(x, ξ(ω))].
The equality holds when φ is Clarke regular [7] in x. Consequently, we may consider a weaker condition than (4.27)
0 ∈ E[∂xφ(x, ξ(ω))]+ NX (x). (4.28)
We call (4.28) the weak ﬁrst order necessary condition of (4.23) and a point satisfying (4.28) a weak-M-stationary point.
Here “weak” is in the sense that a stationary point is a weak stochastic stationary point but not vice versa. Note that if we
replace the limiting subdifferential with Clarke subdifferential ∂cxφ(x, ξ(ω)), then we get optimality condition
0 ∈ E[∂cxφ(x, ξ(ω))]+ NX (x). (4.29)
We call a stationary point satisfying (4.29) weak-C-stationary point. Since
∂xφ(x, ξ) ⊂ ∂cxφ(x, ξ),
the KKT condition (4.29) is generally sharper than (4.28). When φ is Lipschitz continuous w.r.t. x for a ﬁxed ξ , ∂cxφ(x, ξ) =
conv ∂xφ(x, ξ(ω)), see [23, Theorem 3.57]. This implies that a weak-M-stationary point is also a weak-C-stationary point but
not vice versa. Note also that when the probability space of ξ is nonatomic or the atoms are convex, then the well-known
Aumann’s identity ensures
E
[
∂xφ
(
x, ξ(ω)
)]= E[conv ∂xφ(x, ξ(ω))]= E[∂cxφ(x, ξ(ω))]
which implies that weak-C-stationarity is equivalent to weak-M-stationarity. When φ is convex or continuously differentiable
w.r.t. x for almost every ω, all these stationary points coincide with optimal solutions. We summarize our discussions above
in the following proposition.
Proposition 4.1. The set of weak-M-stationary points coincides with the set of weak-C-stationary points under one of the following
conditions:
(a) φ(x, ξ(ω)) is Lipschitz continuous in x and the probability space of ξ is nonatomic or atoms are convex;
(b) φ(x, ξ(ω)) is continuously differentiable in x almost surely and its Lipschitz modulus is integrably bounded;
(c) φ(x, ξ(ω)) is convex in x almost surely and its Lipschitz modulus is integrably bounded.
Using the limiting subdifferential, we can also characterize the ﬁrst order necessary condition of the sample average
approximation (4.24) as follows
0 ∈ 1
N
N∑
k=1
∂xφ
(
x, ξk
)+ NX (x). (4.30)
We call a point xN satisfying (4.30) an SAA stationary point.
Theorem 4.2 (Almost sure convergence of SAA stationary points). Let xN be a solution of (4.30). Assume that: (a) φ(x, ξ) is H-calm
on X with modulus κ(ξ) and order γ , where E[κ(ξ(ω))] < ∞, (b) w.p.1 the sequence {xN } is contained in a compact subset X of X.
Then w.p.1, an accumulation point of {xN} satisﬁes (4.29).
Proof. Under condition (a), ∂xφ(·, ξ) is closed valued and locally bounded, hence it is upper semicontinuous on X . Moreover∥∥∂φ(x, ξ)∥∥ κ(ξ),
where E[κ(ξ(ω))] < ∞. Let x∗ be an accumulation point of {xN }. By applying [42, Theorem 2] and [47, Theorem 4.3] on the
compact set X , we know that w.p.1 x∗ satisﬁes (4.29). 
It is important to note that the accumulation point is a weak-C-stationary point as the uniform convergence results
[42, Theorem 2] and [47, Theorem 4.3] depend fundamentally on Artstein and Vitale’s law of large numbers for random
set-valued mapping [1] which only guarantees that 1N
∑N
k=1 ∂xφ(x, ξk) converges to conv[∂xφ(x, ξ(ω))] for ﬁxed x. The
convergence is a little weaker than we expected, but there are a number of cases (outlined in Proposition 4.1) when the
weak-C-stationarity coincides weak-M-stationarity.
In what follows, we investigate the rate of convergence of sequence {xN } as N increases. Our general idea here is to
look into the rate of convergence of the sample average subdifferential mapping 1N
∑N
k=1 ∂xφ(x, ξk) to E[∂xφ(x, ξ(ω))]. To
this end, we use the well-known Hömander’s formula [6, Theorem II-18] which describes the distance of two sets through
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∑N
k=1 ∂xφ(x, ξk) to be
contained in E[∂xφ(x, ξ(ω))] and we measure this by looking into the quantity
D
(
1
N
N∑
k=1
∂xφ
(
x, ξk
)
,E
[
∂xφ
(
x, ξ(ω)
)])
,
converging to 0 as N increases. Let σ(u, S) := sups∈S uT s denote the support function of a set S . It is well known that
σ(u, S) = σ(u, conv S) and for nonempty sets S, S ′ , σ(u, S + S ′) = σ(u, S) + σ(u, S ′), see e.g. [14, p. 621]. Moreover, Hör-
mander’s formula [6, Theorem II-18] states that for any two nonempty convex and compact subsets A, B of Rn
D(A, B) = max
‖u‖1
(
σ(u, A)− σ(u, B)).
Using this formula, we have
D
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
, convE
[
∂xφ
(
x, ξ(ω)
)])
D
(
conv
1
N
N∑
k=1
∂xφx
(
x, ξk
)
, convE
[
∂xφ
(
x, ξ(ω)
)])
= max
‖u‖1
σ
(
1
N
N∑
k=1
∂xφ
(
x, ξk
)
,u
)
− σ (E[∂xφ(x, ξ(ω))],u)
= max
‖u‖1
[
1
N
N∑
k=1
σ
(
∂xφ
(
x, ξk
)
,u
)− σ (E[∂xφ(x, ξ(ω))],u)
]
. (4.31)
To simplify the notation, let f (x, ξ,u) = σ(∂xφ(x, ξ),u) where u ∈ Rn and ‖u‖  1. We use Theorem 3.1 to establish the
exponential convergence of 1N
∑N
k=1 f (x, ξk,u) to E[ f (x, ξ,u)]. The following assumption is parallel to Lemma 3.1.
Assumption 4.1 (Pointwise exponential convergence of limiting subdifferentials). For every ﬁxed x ∈ X , u ∈ Rn and small positive
number  > 0, there exists N0 > 0 such that for N > N0
Prob
{
1
N
N∑
k=1
f
(
x, ξk,u
)−E[ f (x, ξ,u)] 
}
 e−NIx(−), (4.32)
where
Ix(z) := sup
t∈R
{
zt − logMx(t)
}
,
where Mx(t) = limN→∞ E[e( 1N
∑N
k=1 f (x,ξk,u)−E[ f (x,ξ,u)])t] exists as an extended real number and Mx(t) is ﬁnite for t close
to 0.
Theorem 4.3 (Uniform exponential convergence of sample average subdifferentials). Let X be a nonempty compact subset of X . As-
sume: (a) φ(x, ξ) is H-calm on X with modulus κ(ξ) and order γ , where E[κ(ξ(ω))] < ∞, (b) for ﬁxed u, E[ f (x, ξ,u)] is continuous
on X , (c) for ﬁxed u, f (x, ξ,u) is H-calm from above on X with modulus a(ξ) and order γ , (d) for p(ξ) ≡ κ(ξ) + a(ξ), the moment
generating function E[etp(ξ)] of p(ξ), is ﬁnite valued for t close to 0. Then for any small positive number  > 0, there exist cˆ() > 0
and βˆ() > 0, independent of N, such that for N suﬃciently large
Prob
{
sup
x∈X
D
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
, convE
[
∂xφ
(
x, ξ(ω)
)])
 
}
 cˆ()e−βˆ()N . (4.33)
Under one of the conditions in Proposition 4.1,E[conv∂xφ(x, ξ(ω))] = E[∂xφ(x, ξ(ω))]. In particular when φ(x, ξ(ω)) is continuously
differentiable almost surely over set X , E[∂xφ(x, ξ(ω))] in the above inequality can be written as E[∇xφ(x, ξ(ω))] or equivalently
∇E[φ(x, ξ(ω))].
Proof. Observe that σ(E[∂xφ(x, ξ(ω))],u) = E[σ(∂xφ(x, ξ(ω)),u)] = E[ f (x, ξ,u)], see for instance [27, Proposition 3.4].
By (4.31)
D
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
, convE
[
∂xφ
(
x, ξ(ω)
)])
 max
‖u‖1
[
1
N
N∑
k=1
f
(
x, ξk,u
)− E[ f (x, ξ,u)]
]
.
Therefore
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{
sup
x∈X
D
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
,E
[
∂xφ
(
x, ξ(ω)
)])
 
}
 Prob
{
sup
x∈X
max
‖u‖1
[
1
N
N∑
k=1
f
(
x, ξk,u
)− E[ f (x, ξ,u)]
]
 
}
 Prob
{
sup
x∈X‖u‖1
[
1
N
N∑
k=1
f
(
x, ξk,u
)− E[ f (x, ξ,u)]
]
 
}
. (4.34)
On the other hand, since f (x, ξk, ·) is Lipschitz with modulus ‖∂xψ(x, ξ)‖ κ(ξ), and f (·, ξk,u) is calm from above, then
f (·, ξk, ·) is calm from above with modulus p(ξ) = κ(ξ) + a(ξ) and order 1. Applying Theorem 3.1(i) to the sample average
of function f (x, ξ,u) with variable (x,u) over the compact set X ×{u: ‖u‖ 1}, we have that for any small positive number
 > 0, there exist cˆ() > 0 and βˆ() > 0, independent of N , such that for N suﬃciently large
Prob
{
sup
x∈X‖u‖1
D
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
, convE
[
∂xφ
(
x, ξ(ω)
)])
 
}
 cˆ()e−βˆ()N .
This gives rise to (4.33) through (4.34). The rest is straightforward. 
We make a few comments on the main conditions of the theorem, that is, f (x, ξ,u) is H-calm from above and
E[ f (x, ξ,u)] is continuous. In many practical instances, φ is piecewise smooth, that is, it can be expressed as a ﬁnite
number of smooth functions, see [37] for a detailed discussion of piecewise smooth functions. When φ is piecewise twice
continuously differentiable, f (x, ξ,u) is H-calm from above w.r.t. x. This is because f (·, ξ,u) is upper semicontinuous and
each smooth piece calm from above. To see how strong the continuity assumption is, we refer to Shapiro’s earlier result
[38, Proposition 4.1] which states that if a random function is continuously differentiable w.p.1 and is Lipschitz continuous
with an integrable Lipschitz modulus, then the expected value of the function is continuously differentiable. This gives us
a rough scope that Theorem 4.3 may cover: φ is piecewise suﬃciently smooth and there are not many points where φ is
nondifferentiable.
Note also that by [15, Theorem 1.5]
convE
[
∂xφ
(
x, ξ(ω)
)]= E[conv ∂xφ(x, ξ(ω))]= E[∂cxφ(x, ξ(ω))]. (4.35)
Therefore (4.33) gives the uniform exponential convergence of sample average limiting subdifferentials to the expected value
of Clarke generalized subdifferential over a compact set.
Theorem 4.3 states that under some conditions, with probability approaching one exponential fast, the sample average
set-valued mapping 1N
∑N
k=1 ∂xφx(x, ξk) is contained in E[∂xφ(x, ξ(ω))] as sample size N increases. In what follows, we
translate this kind of uniform exponential convergence into the convergence of stationary sequence {xN } deﬁned by (4.30).
To this end, we need an intermediate perturbation result of generalized equation.
Consider the following generalized equation
0 ∈ G(x)+ NC(x), (4.36)
where G(x) : C → 2Rm is a closed set-valued mapping, C is a closed convex subset of Rm . Let G˜(x) be a perturbation of G(x)
and we consider the perturbed equation
0 ∈ G˜(x)+ NC(x). (4.37)
Recall that a set-valued mapping F is said to be outer semicontinuous (osc for brevity) at x¯ ∈ Rn if limsupx→x¯ F (x) ⊆ F (x¯) or
equivalently limx→x¯ D(F (x), F (x¯)) = 0, where
limsup
x→x¯
F (x) := {v ∈ Rm: ∃ sequences xk → x¯, vk → v with vk ∈ F (xk)}.
The following lemma states that when D(G˜(x),G(x)) is suﬃciently small uniformly w.r.t. x, then the solution set of (4.37)
is close to the solution set of (4.36).
Lemma 4.2. Let W be a compact subset of C . Let X∗ denote the set of solutions to (4.36) in W and Y ∗ denote the set of solutions
to (4.37) in W . Assume that X∗ and Y ∗ are nonempty. Then
(i) if G is outer semicontinuous in W , for any  > 0 there exists a δ > 0 such that if supx∈C D(G˜(x),G(x)) < δ and G is outer
semicontinuous in W , then D(Y ∗, X∗) < ;
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H(Y ∗, X∗) <  .
Proof. Part (i). Let
R() := inf
{x∈W: d(x,X∗)}
d
(
0,G(x)+ NC(x)
)
.
We claim that R() > 0. Assume for a contradiction that R() = 0. Then there exist a sequence {xk} ⊂ W with d(xk, X∗) 
and uk ∈ G(xk) + NC(xk) such that ‖uk‖ = d(0,uk) = d(0,G(xk) + NC(xk)) → 0. Since W is a compact set, we may assume
without loss of generality that xk → xˆ for some xˆ ∈ W as k → ∞ and uk → 0. The outer semicontinuity of G(x) and NC(x)
imply that
0 = lim
k→∞
uk ∈ G(xˆ)+ NC(xˆ)
which implies xˆ ∈ X∗ . This contradicts the fact that d(xˆ, X∗)  .
Let δ = R()/2 and supx∈C D(G˜(x),G(x)) < δ. Then for any point x ∈ W with d(x, X∗) >  ,
d
(
0, G˜(x)+ NC(x)
)
 d
(
0,G(x)+ NC(x)
)− D(G˜(x)+ NC(x),G(x) + NC(x))
 d
(
0,G(x)+ NC(x)
)− D(G˜(x),G(x))
> d
(
0,G(x)+ NC(x)
)− δ  2δ − δ > 0.
(Here we use the following properties of the excess function D: for sets A, B,C , D(A, B)  D(A,C) + D(C, B) and
D(A + C, B + C)  D(A, B). This is evident from the fact that D(A, B) = inft>0{t: A ⊂ B + tB} where B denotes the unit
ball and A ⊂ B + tB implies A + C ⊂ B + C + tB. Note also that when A reduces to a singleton {a}, D(A, B) = d(a, B).) This
shows that x /∈ Y ∗ . Hence for any y∗ ∈ Y ∗ , d(y∗, X∗)  , which implies D(Y ∗, X∗) <  .
Part (ii). It follows from part (i) because G˜ and G are in a symmetric position under Hausdorff distance. 
Let xN be a solution of (4.30). Assume that: (a) φ(x, ξ) is H-calm on X with modulus κ(ξ) and order γ , where
E[κ(ξ(ω))] < ∞, (b) w.p.1 the sequence {xN } is contained in a compact subset X of X . Then w.p.1, an accumulation point
of {xN } satisﬁes (4.29).
Theorem 4.4 (Exponential convergence of stationary points). Let xN be a solution of (4.30) and w.p.1 the sequence {xN } is contained
in a compact subset X of X. Assume the settings and conditions of Theorem 4.3, and then for every  > 0, there exist positive constants
c() and β(), independent of N, such that
Prob
{
d
(
xN , X∗
)
 
}
 c()e−Nβ(),
where X∗ denotes the set of weak Clarke stationary points characterized by (4.29). That is, with probability approaching one exponen-
tially fast with the increase of sample size xN converges a weak stationary point of the true problem.
Proof. The conclusion follows from Theorem 4.3, Lemma 4.2 and (4.35). 
It is important to note that the constants c() and β() in Theorem 4.4 may be signiﬁcantly different from their coun-
terparts in Theorem 4.3. To establish a precise relationship of these constants, we will need more information about the
sensitivity of the true problem at the stationary points. One possibility is to look into the metric regularity type condition
for set-valued mapping G(x) := E[∂xφ(x, ξ(ω))] + NX (x). If there exists a constant C such that
d
(
x, X∗
)
 Cd
(
0,G(x)
)
for x close to X∗ , then we can establish
d
(
xN , X∗
)
 CD
(
1
N
N∑
k=1
∂xφx
(
x, ξk
)
,E
[
∂xφ
(
x, ξ(ω)
)])
.
We refer interested readers to [12,23,32] for recent discussions on metric regularity. Under this circumstance, the constants
c() and β() in Theorem 4.4 can be easily expressed in terms of their counterparts in Theorem 4.3. Moreover, following
Remark 3.2, we can obtain an estimation of the sample size through (4.34), that is, for α ∈ (0,1), Prob{d(xN , X∗) } α
when
N  O (1)
2
2
[
n ln
(
O (1)DE[p(ξ)]

)
+ ln
(
1
α
)]
. (4.38)
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In this section, we investigate the convergence of estimators of sample average approximate Nash equilibrium problem.
When the samples are iid and the underlying functions are Lipschitz continuous, Xu and Zhang [48] studied the issue
and established almost sure convergence and exponential convergence. Here we focus on the case when the sampling are
non-iid and the underlying functions are H-calm.
Let Xi ⊂ Rni , i = 1, . . . , iˆ, be a closed convex subset of Rni , where iˆ and ni are positive integers. Let X−i = X1 × · · · ×
Xi−1 × Xi+1 × · · · × Xiˆ . We consider the following stochastic Nash equilibrium problem: ﬁnd (x∗1, . . . , x∗iˆ ) ∈ X1 × · · · × Xiˆ such
that
ϑi
(
x∗i , x
∗
−i
)= min
xi∈Xi
E
[
vi
(
xi, x
∗
−i, ξ(ω)
)]
, for i = 1, . . . , iˆ, (5.39)
where x−i = (x1, . . . , xi−1, xi+1, . . . , xiˆ) ∈ X−i , vi(·, x−i, ξ) : Rni → R is Lipschitz continuous, ξ : Ω → Ξ ⊂ Rk is a random
vector deﬁned on probability space (Ω,F , P ), E denotes the mathematical expectation. We make a blanket assump-
tion that E[vi(xi, x−i, ξ(ω))] is well deﬁned for all xi ∈ Xi and x−i ∈ X−i , i = 1, . . . , iˆ and an equilibrium of (5.39) ex-
ists.
The Nash equilibrium model is studied by Xu and Zhang [48]. It has two speciﬁc features: one is that the underlying
functions involve some random variables, the other is that these functions are not necessarily continuously differentiable
with respect to the decision variables. The model reﬂects the stochastic nature and/or possible nonsmoothness in some
practical Nash equilibrium problems such as multiple leader stochastic Stackelberg Nash–Cournot models for future market
competition [11], Nash equilibrium model in transportation [43] and signal transmission in wireless networks [25].
Let ξ1, . . . , ξN be a general sample of ξ . We consider the following sample average approximate Nash equilibrium prob-
lem: ﬁnd xN := (xN1 , . . . , xNiˆ ) ∈ X1 × · · · × Xiˆ such that
ϑNi
(
xN
)= min
xi∈Xi
ϑNi
(
xi, x
N
−i
) := 1
N
N∑
k=1
vi
(
xi, x−i, ξk
)
, for i = 1, . . . , iˆ. (5.40)
We refer to (5.39) as true problem and (5.40) as Sample Average Approximation (SAA) problem. Let X∗ denote the set of Nash
equilibria of the true problem and {xN } be a sequence of Nash equilibrium of the SAA problem (5.40). We investigate the
following two issues:
• If {xN } converges to x∗ , is x∗ a Nash equilibrium of the true problem (5.39)?
• What is the rate of convergence of {xN} to x∗?
The ﬁrst issue is investigated by Xu and Zhang [47] when the sampling is iid and the underlying functions are Lipschitz
continuous. Here we re-visit this issue under general sampling and H-calmness. The second issue is ﬁrst raised as far as we
are concerned and it is the focus of this section.
Assumption 5.1 (Pointwise exponential convergence). For every x ∈ X and small positive number  > 0, there exists a positive
constant cx such that for i = 1, . . . , iˆ
Prob
{∣∣ϑN(x)− ϑi(x)∣∣ } cxe−NIx(−), (5.41)
where
I ix(z) := sup
t∈R
{
zt − logMix(t)
}
and for i = 1, . . . , iˆ the limit
Mix(t) = lim
N→∞E
[
e(ϑ
N
i (xi ,x
N−i)−E[vi(xi ,x−i ,ξ(ω))])t]
exists as an extended real number and Mix(t) is ﬁnite for t close to 0.
Assumption 5.2. For i = 1, . . . , iˆ,
(a) vi(xi, x−i, ξ) is H-calm w.r.t. xi on Xi with modulus κi(ξ) and order γ > 0, and there is a positive constant λ such that
Prob
{
κNi  L′i
}
 e−Nλ, (5.42)
for any L′  E[κ(ξ(ω))], where κˆN = 1 ∑Nk=1 κi(ξk);i i N
H. Xu / J. Math. Anal. Appl. 368 (2010) 692–710 707(b) vi(xi, x−i, ξ) is H-calm w.r.t. x−i on X−i with modulus κ−i(ξ) and order γ > 0 and there is a positive constant λ such
that
Prob
{
κN−i  L′−i
}
 e−Nλ, (5.43)
for any L′−i  E[κ−i(ξ(ω))], where κˆN−i = 1N
∑N
k=1 κ−i(ξk).
Theorem 5.1 (Exponential convergence of SAA Nash equilibrium). Let {xN } be a sequence of Nash equilibrium of the sample average
approximation problem (5.40). Assume that {xN } converges to x∗ w.p.1, and Assumptions 5.1–5.2 hold. Then x∗ is a Nash equilibrium
of the true problem (5.39). Moreover, for every  > 0, there exist positive constants c() and β(), independent of N such that
Prob
{
d
(
xN , X∗
)
 
}
 c()e−Nβ(), (5.44)
where X∗ denotes the set of Nash equilibria of the true problem (5.39).
Proof. Let
ρ(y, x) :=
iˆ∑
i=1
ϑi(yi, x−i)
and
ρˆN(y, x) :=
iˆ∑
i=1
ϑˆNi (yi, x−i).
It is well known (see e.g. [34]) that x∗ ∈ X is a Nash equilibrium of the true problem (5.39) if and only if x∗ solves the
following minimization problem
min
y∈X ρ
(
y, x∗
)
. (5.45)
Similarly xN ∈ X is a Nash equilibrium of the SAA problem (5.40) if and only if xN solves the following minimization problem
min
y∈X ρˆ
N(y, xN). (5.46)
Assume without loss of generality (by taking a subsequence if necessary) that {xN } converges to x∗ w.p.1. In what follows,
we show that w.p.1 ρˆN (y, xN) converges to ρ(y, x∗) uniformly w.r.t. y. Let us consider
ρˆN
(
y, xN
)− ρ(y, x∗)= ρˆN(y, xN)− ρˆN(y, x∗)+ ρˆN(y, x∗)− ρ(y, x∗).
Since vi(xi, x−i, ξ) is Lipschitz w.r.t. x−i with modulus κ−i(ξ), we have
∣∣ρˆN(y, xN)− ρˆN(y, x∗)∣∣ iˆ∑
i=1
1
N
N∑
k=1
∣∣vi(yi, xN−i, ξk)− vi(yi, x∗−i, ξ j)∣∣

iˆ∑
i=1
1
N
N∑
k=1
κ−i
(
ξk
)∥∥xN − x∗∥∥γ .
The last term tends to 0 uniformly w.r.t. y when N → ∞ because 1N
∑N
k=1 κ−i(ξk) → E[κ−i(ξ)] < ∞. In the same manner,
we can show that ρˆN (y, x∗) − ρ(y, x∗) → 0 uniformly w.r.t. y w.p.1 as N → ∞. This shows w.p.1 ρˆN (y, xN ) converges to
ρ(y, x∗) uniformly w.r.t. y. It is well known that the uniform convergence implies that the limit of the global minimizer of
ρˆN (y, xN) over compact set X is a global minimizer of ρ(y, x∗) over X (hence a Nash equilibrium of the true problem), see
for instance [35, Theorem A1]. This shows that x∗ is a solution of optimization problem (5.45) hence a Nash equilibrium of
the true problem.
In what follows, we estimate the rate of the convergence. Since {xN } converges to x∗ w.p.1, for any positive number
α < 1, there exists N0 > 0 such that for N > N0
Prob
(∥∥xN − x∗∥∥ α)= 1.
Therefore
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(∣∣ρˆN(y, xN)− ρˆN(y, x∗)∣∣ /2) Prob
{
iˆ∑
i=1
1
N
N∑
k=1
κ−i
(
ξk
)∥∥xN − x∗∥∥γ
}
 Prob
{
iˆ∑
i=1
1
N
N∑
k=1
κ−i
(
ξk
)
αγ  /2
}
. (5.47)
Let α < (/(2
∑iˆ
i=1 E[κ−i(ξ)]))−γ . Under Assumption 5.2(b),
Prob
{
iˆ∑
i=1
1
N
N∑
k=1
κ−i
(
ξk
)
αγ  /2
}
 c()e−Nβ() (5.48)
for N suﬃciently large. Similarly under Assumptions 5.1 and 5.2(a), it follows from Theorem 3.1(iii) that there exist positive
constants c1() and β1() such that
Prob
{∣∣ρˆN(y, x∗)− ρ(y, x∗)∣∣ /2} c1()e−Nβ1(). (5.49)
Combining (5.47)–(5.49), we obtain the uniform exponential convergence of ρˆN (y, x) to ρ(y, x). Subsequently, we obtain
(5.44) by applying Lemma 4.1 to minimization problems (5.45) and (5.46). 
Before concluding this section, we note that over the past few years, there have been increasing interest in so-called
generalized Nash equilibrium (GNE) problems/games where an individual player’s strategy space may depend on the other
player’s decision. We make some comments on how a stochastic generalized Nash equilibrium (SGNE) may be possibly inte-
grated to the SGE (5.39). As far as we are concerned, there are essentially two types of SGNEs: (a) one stage SGNE where
all decisions are made at present before the realization of uncertainty and the strategy space of player i may be presented
by a system of equations or inequalities, or even a variational inequality; (b) two (or multiple) stage SGNE where decisions
are made at stages and vi(xi, x−i, ξ) represents player i’s optimal value function at the second stage. We sketch the ideas
of how these types of SGNE can be possibly studied through model (5.39). For one stage SGNE, one may use the classical
exact penalization method to move the constraints to the objective function; for two stage SGNE, we simply consider the
optimal value function vi of the second stage if a global optimal solution of the second stage problem can be computed,
the situation might be slightly more complicated if the second stage problem has multiple local or global optimal solutions
and in such a case we may consider KKT conditions developed by Outrata and Römisch [26], Ralph and Xu [29] and Xu and
Ye [46]. In either case (one stage or two stage), the nonsmoothness in model (5.39) may accommodate the nonsmoothness
resulting from a reformulation of an SGNE as an SNE. We skip the details as they are not the focus of this paper.
6. Stochastic generalized equations
In this section, we consider the following stochastic generalized equation: Finding x ∈ Rn satisfying
0 ∈ E[F (x, ξ(ω))]+ NX (x), (6.50)
where X ⊂ Rn is a nonempty closed convex set, ξ : Ω → Ξ ⊂ Rk is a random vector deﬁned on a probability space
(Ω,F , P ), E denotes the mathematical expectation, F (·, ξ(ω)) : Rn → Rn is a continuous random vector valued function
and NX (x) is the normal cone of X at point x.
The stochastic generalized equation model (6.50) provides a uniﬁed framework for studying smooth stochastic optimiza-
tion and equilibrium problems. King and Rockafellar [17] used (6.50) as a framework for asymptotic analysis of solutions
in statistical estimation and stochastic programming. DeMiguel and Xu [11] used the framework to study the convergence
of statistical estimator of an equilibrium in a two stage stochastic multiple leaders Stackelberg game. Here we consider
the sample average approximation of problem (6.50). Let {ξ1, . . . , ξN } be a general sample of ξ(ω). The Sample Average
Approximation problem of (6.50) is deﬁned as: to ﬁnd x ∈ Rn such that
0 ∈ FN(x)+ NX (x), (6.51)
where
Fˆ N(x) := 1
N
N∑
k=1
F
(
x, ξN
)
.
When the sampling is iid, Shapiro [39, Section 7] established a number of useful results such as the existence of a solu-
tion to the sample average generalized Eq. (6.51) and the asymptotic almost sure convergence of such solution to its true
counterpart as N increases. Our focus here is on the case when the sampling is not necessarily iid.
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holds for each component of F (x, ξ) and the modulus of the each component function satisﬁes Assumption 3.2, (b) for every x ∈ X and
small positive number  > 0, there exists a positive constant cx such that
Prob
{∥∥FN(x)−E[F (x, ξ)]∥∥ } cxe−NIx(−),
where
Ix(z) := sup
t∈R
{
zt − logMx(t)
}
and limit
Mx(t) := lim
N→∞E
[
e‖FN (x)−E[F (x,ξ(ω))]‖t
]
exists as an extended real number with Mx(t) < ∞ for t close to 0. Then for every  > 0, there exist positive constants c() and β(),
independent of N, such that
Prob
{
d
(
xN , X∗
)
 
}
 c()e−Nβ(),
where X∗ denote the set of the solutions to the true problem (6.50).
Proof. Under the conditions of this theorem, we can use Theorem 3.1 to obtain the uniform exponential convergence of
Fˆ N (x) to E[F (x, ξ(ω))] over any compact set. The rest follows from Lemma 4.1. 
7. Concluding remarks
In this paper, we study the uniform exponential convergence of SAA for a class of random functions under general
sampling and apply the established convergence results to nonsmooth stochastic optimization, stochastic Nash equilibrium
problems and stochastic generalized equations. The convergence results strengthen and/or complement some existing results
in the literature [9,16,39,47]. In order to bridge the gap between the theoretical results and the applications extensive
numerical experiments are needed. Let us make a few comments on the development in this regard. Dai, Chen and Birge [9]
performed intensive numerical tests for a news vendor problem with both iid sampling and correlated sampling, their
numerical results show the exponential convergence of optimal values. Linderoth, Shapiro and Wright [20] carried out
perhaps most extensive numerical tests up to date on SAA for stochastic optimization problems under both iid and non-iid
sampling and demonstrated strong performance of SAA for a range of practical problems. Homem-de-Mello [16] presented a
comprehensive analysis of SAA under Monte Carlo sampling (iid), quasi-Monte Carlo sampling and Latin Hypercube sampling
(non-iid). He carried out extensive numerical tests on stochastic optimization models for electric power capacity expansion
on a transportation network and an electrical investment planning problem, and presented a detailed comparative analysis
on the performance of SAA in terms of standard deviation and sample size under different sampling schemes.
As for stochastic Nash equilibrium model (5.39), DeMiguel and Xu presented a detailed numerical analysis of SAA for a
two stage stochastic multiple leaders Stackelberg equilibrium problem in telecommunication industry; Xu and Zhang [48]
carried out a number of numerical tests on SAA method for the stochastic Nash model (5.39) in electricity wholesale
markets. While the underlying random functions in practical optimization and/or equilibrium problems are mostly Lips-
chitz/Hölder continuous, the results in this paper may provide some theoretical background for potential problems involving
H-calm functions.
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