For local Calabi-Yau manifolds which are total spaces of vector bundle over balloon manifolds, we propose a formal definition of reduced Genus one Gromov-Witten invariants, by assigning contributions from the refined decorated rooted trees. We show that this definition satisfies a localized version of the standard versus reduced formula, whose global version in the compact cases is due to A. Zinger. As an application we prove the conjecture in a previous article on the genus one Gromov-Witten invariants of local Calabi-Yau manifolds which are total spaces of concave splitting vector bundles over projective spaces. In particular, we prove the mirror formulae for genus one Gromov-Witten invariants of K P 2 and K P 3 , conjectured by Klemm, Zaslow and Pandharipande. In the appendix we derive the modularity of genus one Gromov-Witten invariants for the local P 2 as a consequence of the results on Ramanujan's cubic transformation. Inspired by the localized standard versus reduced formula, we show that the ordinary genus one Gromov-Witten invariants of Calabi-Yau hypersurfaces in projective spaces can be computed by virtual localization after the contribution of a genus one vertex is replaced by a modified one.
Introduction
The computations of the Gromov-Witten invariants of Calabi-Yau manifolds play an important role in enumerative geometry and mirror symmetry. In genus zero, for Calabi-Yau complete intersections in projective spaces, we can use the hyperplane property to write the integration of the virtual fundamental class as a twisted Gromov-Witten invariants of the ambient projective spaces, see [12] , [14] , [23] and the references therein.
In genus one, this approach does not work in a straightforward way, since the hyperplane property does not hold. In [33] , [35] , A. Zinger defined the reduced genus one Gromov-Witten invariants for symplectic manifolds and found a relation between the reduced and the ordinary Gromov-Witten invariants (standard versus reduced formulae, see theorem 1A and theorem 1B of [35] ). Furthermore, J. Li and A. Zinger showed that the reduced genus one Gromov-Witten invariants satisfy the hyperplane property for complete intersections in projective spaces ( [24] ). So by the standard versus reduced formula, we can reduced the computation of the genus one Gromov-Witten invariants of a complete intersection X in P n−1 to the computation of genus zero Gromov-Witten invariants of X, and integrations of some classes on M 0 1,k (P n−1 , d), the main component of M 1,k (P n−1 , d). The latter integrations can be computed by equivariant localizations on a natural desingularization of M 0 1,k (P n−1 , d) ( [30] ). Zinger completed the computations for the genus on Gromov-Witten invariants of Calabi-Yau hypersurfaces in P n−1 by a clever use of properties of symmetric functions and the residue theorem on S 2 ( [36] ). Following this approach, A. Popa computed the genus one Gromov-Witten invariants of Calabi-Yau complete intersections in P n−1 ([28] ). To generalize this method to complete intersections in more general spaces (such as toric varieties, flag varieties, ...), there are at least two obstacles:
1. The desingularizations in [30] or [18] can be extended to products of projective spaces in a straightforward way, and may also be extended to toric varieties with some efforts. For Grassmannians and more general flag varieties we need some new ideas.
2. The combinatorial computations in [36] and [28] rely heavily on the S n -symmetry of the toric geometry of P n−1 . For more general spaces we have less symmetries so we can not directly make use of the properties of the symmetric rational functions.
The above discussions concern the so called compact cases. For a local Calabi-Yau manifold, which (in a narrow sense) means the total space of an equivariant concave vector bundle E over a toric varietie Y , one can use virtual localization to compute the genus one Gromov-Witten invariants to any degree; the computations reduce to a purely combinatorial issue. However it is not easy to obtain a closed formula (even via the mirror map). A natural idea is to follow Zinger's approach in the compact cases. For example, for E = K P n−1 , one can try to prove a result similar to [24] , to extend the standard versus reduced formula (SvR for short) to the local case, and to make the localization computations over the desigularization of M 0 1,0 (P n−1 , d). We may call this approach a geometric appraoch. This is just the approach proposed in [19] . But when we proceed we find that this geometric approach can be realized in a purely combinatorial way 1 . More precisely, let X be a local Calabi-Yau manifold, for every decorated one loop graph and every decorated rooted tree Γ, we associate formally a contribution Cont Γ (N 
where
∅ represent the set of decorated one loop graphs and the set of decorated rooted trees respectively, whose precise definitions will be given in the main text. More generally, one can define formal reduced genus one Gromov-Witten invariants with insertions. The first main theorem of this article is .
We refer the reader to section 3 for the precise meaning of this theorem. We call (2) the localized standard versus reduced formula (LSvR for short). As a corollary of (1) and (2), we have 
Note that Zinger's SvR has two (equivalent) versions, one involves the η p -classes, the other thẽ η p -classes. Zinger's computation for the genus one GW invariants of CY hypersurfaces does not involve theη p -classes. But our computation for local invariants does need the LSvR forη p -classes, because our definition of reduced genus one local Gromov-Witten invariants is formal, from which we cannot prove the divisor equation directly; but we can deduce the divisor equation for reduced invariants from corollary 1 and the divisor equation for the ordinary local Gromov-Witten invariants and for the invariants involveη p -classes (lemma 3.4 and 3.5).
We prove the LSvR for arbitrary equivariant concave vector bundles over balloon manifolds. This combinatorial realization of the geometric approach proposed above is more powerful than the latter itself; for local Calabi-Yau manifolds it bypass the first obstacle discussed above on the desingularization of the moduli spaces of stable maps of genus one.
The corollary 1 enables us to compute genus one Gromov-Witten invariants of
with a k > 0 for 1 ≤ k ≤ l and l k=1 a k = n; the crucial point is that while the computation of the lefthand side of (3) via the virtual localization does not directly lead to a mirror formula, we can compute the righthand side of (3) to obtain a mirror formula of the lefthand side, via Zinger's method in [36] . The genus one mirror formulae for K P 2 and K P 3 have been conjectured in [21] (see also [1] ) and [20] respectively. In [19] , based on some observations on Zinger's formulae in compact cases, the author made a conjecture (generalizing the conjecture for K P 2 and K P 3 ) on the genus one mirror formulae for X of the form (4), which is now the second main theorem of this article. Let R(w, t) = e 
and for q ≥ p ≥ 0, let .
Denote I p (t) = I p,p (t) for p ≥ 0. Let T = I 0,1 (t). log I p (e t ), if 2 ∤ (n + l).
Since I p (e t ) = 0 for 0 ≤ p ≤ l − 1, this theorem is equivalent to the conjecture 1 in [19] .
For general concave equivariant vector bundles over balloon manifolds, the corollary 1 enables us to obtain analogs to proposition 5.2 and proposition 5.4. To obtain a mirror formula, however, one needs additional techniques to overcome the second obstacle discussed above.
For X = K P 2 , the genus one Gromov-Witten potential can be written as a modular form in suitable modular coordinate on the the modular curve for Γ(3). The derivation of this result in [1] is a mixture of rigorous mathematics and mirror-symmetry-arguments. To make things clear, we derive this fact from the results on the Ramanujan's cubic transformation, which should have been well-known to experts.
It is interesting to note the interplay between the computations of Gromov-Witten invariants of global (=compact) and of local Calabi-Yau manifolds. In principle, the latter should be easier, and the compuation for the local CYs helps us to understand the global CYs. For example, in section 6 of [20] , they made use of the localization computation for K P 3 to fix the universal behavior at the conifold and thus obtain the genus one Gromov-Witten potential for the CY hypersurface in P 5 via the B-model. Conversely, the author used the result on the genus one Gromov-Witten potential for the compact CY complete intersections of [36] and [28] to fix the universal behavior at the conifolds, and further observed that formulation of the group of terms such as
log I p (e t ) in (157) should be ubiquitous, thus made the conjecture in [19] . Now we have known that the standard versus reduced formula in the local case holds in a refined way, what does it feedback to the global theory? We investigate this topic in section 3.6 and make some interesting observations and a conjecture (see conjecture 1 and the remark following it).
This article is organized as follows. In section 2 we first fix the terminology for localization computations. We recall the ordinary virtual localization in genus one, and give the localization data for equivariant integrations over M (m,J) (Y, d). Then we define the formal reduced genus one local Gromov-Witten invariants. In section 3 we prove the LSvR, from simple cases to the general cases. In section 3.6 we discuss the modified virtual localization for compact Calabi-Yau manifolds. In section 4 we use Givental's result on genus zero mirror symmetry to compute the difference between the standard and the formal reduced Gromov-Witten invariants of (4). In section 5 we compute the formal formal reduced Gromov-Witten invariants of (4), following Zinger's method and using results from [28] and [29] . In the appendix we see how to deduce the modularity of F 1 for K P 2 from Ramanujan's cubic transformation theory.
Notations:
1. For a vector bundle E, let e(E) be its Euler class, and for an equivariant vector bundle E, let e(E) be its equivariant Euler class. Similarly, we denote by c p (E) the p-th Chern class of E, and c p (E) the p-th equivariant Chern class of E.
2. Denote the set of positive integers (resp., nonnegative integers ) by Z >0 (resp., Z ≥0 ).
Fixed Loci and localization contributions
Let X be the total space of a vector bundle π : E → Y where Y is a smooth projective variety over C. We assume that the vector bundle E is concave, which means that for every non-constant map from a curve 2 f : C → Y we have H 0 (C, f * E) = 0. The total Chern class of X is understood as
When c 1 (E) + c 1 (T Y ) = 0, we call X a local Calabi-Yau manifold. Since E is concave, every nonconstant map from a curve to X actually map the curve into Y , and when we compute various Gromov-Witten-type invariants of X, we are actually working on the moduli spaces related to Y , so it is convenient to take c(T X) as a cohomology class (or equivariant cohomology class when we are in an equivariant world) over Y , by an abuse of notation. In the explicit computations in section 4 and section 5, we consider the cases X of the form (4). Now suppose Y is a balloon manifold of dimension n − 1, which means the following data (see [16] , [23] ):
• There is a T = (C * ) k -action on Y such that there are N isolated fixed points, named P 1 , · · · , P N .
• There are finitely many invariant line ( ∼ = P 1 ) connecting the fixed points. For each fixed point P i , where 1 ≤ i ≤ N , there are n − 1 invariant lines ( ∼ = P 1 ) connecting P i to other fixed points. We demand that the weights of these n invariant lines at P i are pairwisely independent. For every pair of distinct fixed points there is at most one invariant line connecting them 3 ; if there exists one for P i and P j , we denote it by P i P j (= P j P i ), and say that P i and P j are neighboring to each other. Let Nb(P i ) be the set of fixed points that are neighboring to P i , and for P j ∈ Nb(P i ), we denote the weights of P i P j at P i by α i,j ; we have α i,j = −α j,i .
Denote the equivariant cohomology ring of Y by H * T (Y ). The equivariant cohomology ring of a point is denoted by Q[α 1 , · · · , α k ], and its quotient field by Q α . Thus α i,j are linear combinations of α 1 , · · · , α k for 1 ≤ i ≤ N , 1 ≤ j ≤ n. For every P i , there is an associated restriction map
Suppose E is a equivariant concave vector bundle of rank l over Y , with a T-linearization such that the weights of E at P i are ε i,1 , · · · , ε i,l .
Following [6] , let
and for k ≥ 1 let
which are both vector bundles over
The genus g Gromov-Witten invariants for X of the form (4) with (primary) insertions µ 1 , · · · , µ k ∈ H * (Y ) are given by
In particular, when g = 1 and k = 0, the genus one Gromov-Witten invariants of X are given by
The T-action on Y naturally induces a T-action on the moduli stack of stable maps M g,k (Y, d) and some other related moduli spaces. The linearization of E naturally induces linearizations of U g and U ′ g . The equivariant genus g Gromov-Witten invariants of X = Tot(E → Y ) with (primary) insertions µ 1 , · · · , µ k ∈ H * T (Y ) are given by
vir T is the equivariant virtual fundamental class.
The T-action on Y also induces a T-action on some other related moduli spaces as we will see. By [2] and [17] , the equivariant integration (against the fundamental cycle when the moduli space is smooth or the virtual moduli cycle when we have a perfect obstruction theory) of the equivariant cohomologogy classes on these spaces can be computed by (virtual) localization, i.e., every fixed locus contributes to the integration, and summing the contributions we obtain the integration. When the integration we are computing is understood, we call the contribution coming from a fixed locus the localization contribution of this fixed locus (or of the graph which indexes this fixed locus).
In the following part of this section, we describe the fixed loci of three types of moduli spaces
, the formal fixed loci as an analogy to the truly existing fixed loci of
, and the corresponding (formal in section 2.3) localization contributions of several Gromov-Witten-type invariants. For convenience, we prefer to use J to represent the set of marked points.
Fixed loci on M 1,J (Y, d) and localization contributions
The fixed loci on M g,J (Y, d) and their localization contributions to the equivariant Gromov-Witten invariants of X are well-known, and the reader may refer to, e.g., [17] , [22] . In this subsection we recall the results which are necessary for us and fix the notations.
The fixed loci on M g,J (Y, d) are indexed by decorated graphs. We recall the terminology for decorated graphs in [36] . A decorated graph (for Y ) is a tuple Γ = (Ver, Edg; g, m, d, e), where
• (Ver, Edg) is a graph. More precisely, Ver is a finite set, Edg is a finite set of maps, from a finite set Dom(Edg) to the set of two-element subsets of Ver. For a vertex v ∈ Ver and an edge e ∈ Edg, if v lies in the image of e, we call v ∈ e by an abuse of notation. Also, if the image of an edge e ∈ Edg is {v 1 , v 2 }, we call e = {v 1 , v 2 } by an abuse of notation; we should keep in mind that in general there may be more than one edges with the same image. However in this article we mainly discuss the trees, so no confusions arises. The edges containing the vertex v is denoted by Edg(v), i.e., Edg(v) = {e ∈ Edg : v ∈ e}. In addition, we demand that the graph (Ver, Edg) is connected in the usual sense. Thus the genus of (Ver, Edg) is g(Ver, Edg) = 1 − |Ver| + |Edg|. We use Edg Γ (v) instead of Edg(v) when we want to emphasize the underlying graph Γ.
• The map
indicates the genus of the contracted component of the domain curve that a vertex represents.
indicates the fixed point which the contracted component maps to. We demand that if
• Denote the free semigroup (Z ≥0 · P i P j ) by B(Y ), where the sum runns over the invariant lines of Y . The map
for an edge e = {v 1 , v 2 } ∈ Edg takes values in Z >0 · P m(v1) P m(v2) , indicating the degree of the invariant line that an edge represents. For convenience in later use, let d(e) ∈ Z >0 such that d(e) = d(e) · P m(v1) P m(v2) when e = {v 1 , v 2 }.
• The label map e : J → Ver indicates on which contracted component a marked point lie.
• The genus of a decorated graph Γ is
• Let
There is a canonical map d :
• The valence of a vertex v ∈ Ver is
• There is a natural projection map π from the set of decorated graphs to the set of graphs, mapping Γ to (Ver, Edg). The automorphism group of (Ver, Edg) acts naturally on the set π −1 (Ver, Edg) , and the stable subgroup associated to Γ is called the automorphism group of Γ, denoted by Aut(Γ).
For M 1,J (Y, d) there are two types of decorated graphs, the decorated one-loop graphs and the decorated rooted trees. On a decorated one-loop graph every vertex has genus zero. On a decorated rooted tree every vertex except the root has genus zero, and the root has genus one. So we drop the map g in the presentations of decorated one-loop graphs and decorated rooted trees. We denote the set of decorated one-loop graphs (resp., decorated rooted trees ) of degree d and with the set of marked points J by DOL (18) can be written as a product of contributions from edges and from vertices together with a factor coming from the automorphism group Aut(Γ), i.e.,
where the contribution of an vertex v ∈ Ver with m(v) = i is
where α (v,e) = α i,j if e = {v, v ′ } with m(v ′ ) = j, and ψ (v,e) is the ψ-class associated to the marked point on M 0,val(v) corresponding to the edge e. The explicit form of Cont Γ;e µ 1 , · · · , µ |J|
can be computed by the holomorphic Lefschetz formula ( [3] ), see e.g., [32] ; we will not spell out the general formula for this since we don't need it. For X of the form (4), the explicit form for
Note that we always adopt the convention that, the formal integrals over M 0,1 and M 0,2 are understood as extending the range of n in the following identity to r ≥ 1:
Next we consider the contributions from decorated rooted trees. For a decorated rooted tree Γ ∈ DRT d J the root v 0 represents a genus one subcurve which is contracted by the stable map. The localization contribution of Γ to (18) can also be written as a product
where for an edge e and a vertex v ∈ Ver\{v 0 }, the contribution is the same as those in (19) respectively, while the contribution of v 0 with m(v 0 ) = i is
Summing the contributions, we have
2. Let Y be a smooth projective variety.
Define 
and
There are natural projection maps
for 1 ≤ s ≤ m. Let ψ 0s be the Euler class of the cotangent line bundle on M 0,0s⊔Js (Y, d s ) associated to the marked point 0 s . We define
Varying
For every j ∈ J there is an evaluation map ev j : M (m,J) (Y, d) → Y in an obvious way. There is also an evaluation map ev 0 :
where E is a concave vector bundle over Y , to define invariants for X similar to (31), we need only to replace Y by X in the above definitions, and note that
vir . More concretely, we have
Now let Y be a balloon manifold and X = Tot(E → Y ) is the total space of a concave equivariant vector bundle E. To describe the fixed loci on M (m,J) (Y, d), we need to introduce some notions. For a set S, let P(S) be its power set. The set of m-colored partitions of a finite set S is defined to be
For an edge e and a vertex v ∈ Ver\{v 0 }, the contribution is still the same as (19) 
We briefly explain (34).
• The marked point 0 s for 1 ≤ s ≤ m comes from the common node represented by the root v 0 , which becomes a marked point when we split the domain curve with respect to the m colors.
• The operator [x q ] extracts the equivariant q-th Chern class of X restricted to the fixed point P i . The operator [x p ] extracts all the p-th monomials of ψ 0s for 1 ≤ s ≤ m, and the sum is η p restricted to this fixed locus, by the definition of η p .
• By the argument parallel to the proof of the cutting edge axiom in [4] , it is easy to show that there is a natural perfect obstruction theory on M (m,J ′ ) (Y, d), and the corresponding virtual fundamental cycle is the same as (28) . The localization contribution is easily read out from this perfect obstruction theory. In particular, when Y is a flag variety, by remark 2.1 it is straightforward to obtain (34) . Note that the deformation of the domain curves should be color-preserved, so the node-smoothing contribution in the usual virtual localization
should be replaced by a color-preserved version, which is of the form in (34) .
For later use, we need to write the invariant η p c q (T X);
. In this way, we get an injective map
Then we have
Note that the automorphism factor in (36) 
Formal fixed loci, formal localization contributions and reduced genus one Gromov-Witten invariants
For P n−1 , the fixed loci on M 1,J (P n−1 , d) are described in [30] . There are two types of fixed loci. The first type is indexed by the decorated one-loop graphs. The fixed locus indexed by a one-loop graph is exactly the same as that in section 2.1, and for a hypersurface X in P n−1 , its localization contribution to µ 1 , · · · , µ |J| 0;X 1,J,d is the same as the localization contributions to the usual genus one Gromov-Witten invariants. The other type of fixed loci and their localization contributions are described in [30] (see also [36] in the cases |J| = 0 or 1).
For a balloon manifold Y , a finite set J and d ∈ H To define the formal fixed loci of the second type, we need to recall the definition of refined decorated rooted trees ( [30] , [36] ) 4 . A refined decorated rooted tree is a tuple
where (Ver, Edg, v 0 ) is a rooted tree and
(iii) There are three maps
The map
Remark 2.2. In the definition of the refined decorated rooted trees in this article we do not include the condition e∈Edg + d(e) ≥ 2. However, as the proof of lemma 3.2 shows, the localization contribution of a refined decorated rooted tree which does not satisfies this condition is zero. So one can make the choice to include this condition or not; without this condition the summing over graphs becomes slightly easier.
We denote the set of refined decorated rooted trees for (Y,
As before, when we are discussing a fixed Y which is clear from the context, we drop the notation Y .
For every e ∈ Edg(v 0 ), there is an associated strand Z Γe , which is a decorated tree; we refer the reader to section 1.4 of [36] for the definition. We need also the stacks M 1,(I,J) for finite sets I and J, which are blow-ups of M 1,I⊔J ; we refer the reader to [35] for the definition of these spaces, the line bundle L, the cohomology classesψ = c 1 (L) and ψ j , j ∈ J, and their integrations over M 1,(I,J) . The integration that we need is
The formal fixed locus associated to Γ is defined to be
For a refined decorated rooted tree Γ = (Ver, Edg, v 0 ; Ver + , Ver 0 ; m, d, e), we can naturally associate a decorated rooted tree Γ = (
is the the restriction the map m to Ver − Ver 0 .
•
• e Γ : J → Ver Γ is a map with e Γ (j) = e(j) for j ∈ e −1 (Ver − Ver 0 ) and e Γ (j) = v 0 for j ∈ e −1 (Ver 0 ).
By the assumptions in the definition of refined decorated rooted trees, especially (v), we see that
is a decorated rooted tree, which we call the underlying decorated rooted tree of Γ. There is a canonical projection map π RDRT : RDRT RDRT (Γ) in a natural way, and the stable subgroup of Γ is called the automorphism group of Γ. Two refined decorated rooted trees Γ 1 and Γ 2 index the same fixed locus if and only if they have the same underlying decorated rooted tree Γ and Γ 1 = g. Γ 2 for some g ∈ Aut(Γ), and when this happens we say Γ 1 ∼ Γ 2 . Now we define the formal localization contribution of Γ. Let π e : Z Γ → Z Γe be the natural projection map for e ∈ Edg(v 0 ). On Z Γ there is a universal tangent line bundle associated to the attachment at v 0 , and we denote it by L e . Let L Γ = π * e L e for e ∈ Edg + ; by (38) π * e L e as an equivariant line bundle is independent of the choice of e ∈ Edg + . Also, let
Let γ be the tautological line bundle on P |Ver+|−1 , and c 1 (γ) = −H. We use the same symbol for the pullbacks of γ and L to Z Γ via the natural projection maps.
For each e ∈ Edg(v 0 ), Z Γe is a fixed locus in an appropriate moduli space of genus zero stable maps into Y , thus the virtual normal bundle N Z Γe and the vector bundle U ′ 0 corresponding to X = Tot(E → Y ) are well-defined.
After these preparation, we define e(N Z Γ ) via
and define
We define the formal localization contribution of Γ = Ver, Edg, v 0 ; Ver + , Ver 0 ; m, d, e to
Definition 2.2. Let Y be a balloon manifold and E a concave equivariant vector bundle over Y . For the local space X = Tot(E → Y ) and
In particular, when X is a local Calabi-Yau space, the reduced genus one degree d Gromov-Witten invariants of X is defined by
By this definition, when X is a local Calabi-Yau space, N 0;X 1,d is a priori an element of Q α . We will see that as a corollary of the LSvR, we have in fact N 0;X 1,d ∈ Q. Now we write (44) as a product of contributions of edges and vertices. Since we will finally write the summing
into a summing over DRT d J , we need to gather the contributions from the vertices in Edg 0 and put it into the contribution of the root v 0 . For this, let us introduce some notations.
For e = {v 0 , v} ∈ Edg 0 , let I e = Edg(v)\{e}, and for
d(e) for any e = {v 0 , v} ∈ Edg + , which is well-defined because α m(v) and d(e) are independent of the choice of e ∈ Edg + ; thus ω + is the equivariant Euler class of L Γ . Let
Equivalently, |Edg(v 0 )| is equal to |Edg
Then we define
For edges in Edg\Edg 0 and vertices in Ver\({v 0 } ∪ Ver 0 ) , the contributions is defined as the same as those in (19) respectively. Then by (42), (43), and (44), it is not hard to see that, for
Remark 2.3. When Y = P n−1 , our formal fixed locus associated to a refined decorated rooted tree may be different from that in [30] , but the factor e(N Z Γ ) in the localization contribution is the same, as remarked in the footnote 16 in [36] .
3 Localized standard versus reduced formula
3.1
Let Y be a balloon manifold of dimension n − 1, E a concave equivariant vector bundle of rank l over Y , and X = Tot(E → Y ). Now we state the first main theorem of this article.
In particular, when X is a local Calabi-Yau space, for every Γ ∈ DRT d ∅ we have
Note that by definition, for Γ ∈ DOL d J we have
thus by (52) and (24), (35), (46) we have Corollary 3.1.
In particular, when X is a local Calabi-Yau space,
Note that when X is a local Calabi-Yau space, in our definition of N 0;X 1,d we have fixed a choice of the linearization of E. A consequence of corollary 3.1 is that N 0;X 1,d is independent of the choice of linearization of E.
The proof of theorem 3.1 will occupy sections 3.1-3.4. First note that, in (22) , (36) 
Then to show (57) it suffices to show for every Γ ∈ DS
Let ω = (ω 1 , · · · , ω r ), and we use Γ i; ω;J to represent this decorated star. When J = ∅, we denote Γ i; ω = Γ i; ω;J for short. When d s = 1 for 1 ≤ s ≤ r and j s are pairwisely distinct for 1 ≤ s ≤ r, we call Γ i; ω;J a simply decorated star.
In section 3.2, we prove (61) for simply decorated stars with J = ∅. In section 3.3, we prove (61) for all decorated stars with J = ∅. In section 3.4 we prove for J = ∅. In section 3.5 we state another form of LSvR and sketch a proof for it.
Simply decorated stars
∅ be a simply decorated star with J = ∅. Lemma 3.1.
Proof : This follows straightforwardly from the proposition 3.1 of [15] and (21), or from the λ gconjecture for g = 1. 
Proof : Since Γ i; ω is simply decorated, by the definition of refined decorated rooted trees, for every Γ ∈ π −1 RDRT (Γ i; ω ) we have |Edg + | = 1 and ω + = α i,j for some P j ∈ Nb(P i ). Thus in the righthand-side (59), the integrand in the second row has a factor H, but P |Edg + |−1 is a point, so the conclusion follows.
By (62), we have
On the other hand,
Some attention should be paid to the equality ( * ). For a fixed I ∈ A m ([r]), without loss of generality we may assume I (s) = {j s } for 1 ≤ s ≤ r 1 and |I (s) | ≥ 2 for r 1 + 1 ≤ s ≤ r. Thus
By the assumption that α i, k for 1 ≤ k ≤ r are pairwisely distinct, the factor r1 s=1 (1 + α i,j k x) in the denominator divides the product Pj ∈Nb(Pi) (1 + α i,j x) in the numerator. Thus the righthand-side of (66) as a rational function of x has only poles at x = 0 and x = ∞, so the equality ( * ) follows. For the general decorated stars, the corresponding expression to the righthand-side of (66) has other poles, from which the contributions of refined decorated stars arise. Now from the following proposition and by lemma 3.2 we see that (61) holds for simply decorated stars with J = ∅. Proposition 3.1. Let w 1 , · · · , w r be independent variables. Then we have
The proposition follows immediately from the following lemma.
Lemma 3.3. We have
and for 2 ≤ p ≤ r,
Proof of the lemma: Let
Consider the Taylor expansion of H r (w 1 , · · · , w r ) at w 1 = · · · = w r = 0, and for p ∈ Z
≥0
let H r,p (w 1 , · · · , w r ) be the degree p part of this expansion, which is a symmetric polynomial in w 1 , · · · , w r of degree p. Then what we need to prove is
and for r ∈ Z >0 , and 0 ≤ p ≤ r − 2
We prove these identities by induction on r. The r = 1 case is trivial. For r > 1, by the definition of H r , it is not hard to see that for a fixed I ∈ A m ([r − 1]) the coefficient of
Note that a symmetric polynomial f (w 1 , · · · , w r ) of degree less than r is uniquely determined by f (w 1 , · · · , w r−1 , 0), so by induction we obtain (74) and (72). For (73), note that by the string equation, (75) holds for F r , i.e., we have
Note also that a symmetric polynomial f (w 1 , · · · , w r ) of degree r is determined by f (w 1 , · · · , w r−1 , 0) up to the coefficient of w 1 · · · w r . So by induction, to show that (73) holds for r, it suffices to show that the coefficients of w 1 · · · w r in H r,r (w 1 , · · · , w r ) and in F r (w 1 , · · · , w r ) are equal. But by the definition of H r , it is easy to see that the coefficient of w 1 · · · w r in it (this monomial appears only when m = r and |I (s) | = 1 for 1 ≤ s ≤ r) is
which is equal to M1,r ψ 1 · · · ψ r , by the dilaton equation.
Remark 3.1. Although the simply decorated stars are the most simple cases, they provide a prototype of the LSvR. As we will see, the contribution from the reduced invariants are correction terms when the assumption of simply decorated stars is not satisfied. The formula (69) can be viewed as a combinatorial solution to the n-point function of [25] in genus one. It is interesting to find a higher genera analog of this formula, which may shed light on the computation of Gromov-Witten invariants in higher genera.
General decorated stars
Let Let Γ i; ω ∈ DRT d ∅ be a decorated star where ω = (ω 1 , · · · , ω r ). Similar to (64), we have (ii) U ∩ V = ∅; (iii) |I (s) | = 1 for s ∈ U ∪ V , and |I (s) | ≥ 2 for s ∈ U ∪ V ; (iv) ω s are equal to each other for s ∈ U , and ω i = ω s for s ∈ U and i ∈ V .
For (I, U, V ) ∈ A m ([r]; ω), denote the common weight ω s for s ∈ U by ω U and suppose I (s) = {i s } for s ∈ U ∪ V , I U = s∈U I (s) .
By the definition of refined decorated rooted trees, it is not hard to see that there is a natural 1-1 correspondence between A m ([r]; ω) and π 
Note that there is a canonical projection
defined by π(I, U, V ) = I. We are going to write We denote I U k = s∈U k I (s) for k ∈ K, and I W = k∈K I U k = s∈W I (s) . Then we have 
Comparing the last expressions of (78) and (82), we see
Summing over I ∈ A m ([r]) and m ≥ 1, by proposition 3.1, we obtain (61).
Localized standard versus reduced formula for primary insertions
Let Γ i; ω;J ∈ DS d J . From the string equation it is easily seen that
(v) ω s are equal to each other for s ∈ U , and ω i = ω s for s ∈ U and i ∈ V .
For (I, K, U, V ) ∈ A m ([r], J; ω), denote the common weight ω s for s ∈ U by ω U and suppose I (s) = {i s } for s ∈ U ∪ V , I U = s∈U I (s) . There is a natural 1-1 correspondence between
RDRT (Γ i; ω;J ); in this correspondence, the subset J ′ corresponds to e −1 (v 0 ) in a refined decorated rooted tree. By (59) and (39) 
where for J ′ ⊂ J and (I,
There is a canonical projection We denote I U k = s∈U k I (s) for k ∈ K, and I W = k∈K I U k = s∈W I (s) . Similar to (80)- (82), we have
Comparing with (84), by proposition 3.1, we obtain (61).
An alternative form of LSvR
In this section, we give another form of LSvR, which corresponds to the theorem 1B of [35] . For this, we need to define the classesη p over M (m,J) (P n−1 , d). Let us first recall the definition ofψ-classes
) be the cohomology class defined by pulling back the ψ-class on M g,1 (Y, d) via the forgetting map which drops the marked points except the j-th one and then contracting the unstable components. Let
The invariants of this type has the advantage that the divisor equation takes a simple form.
Proof: The proof is similar to the usual one, see for example page 264 of [26] ; sinceψ j are defined by pulling back from the moduli spaces with less marked points, there is no additional terms with insertions of the form
Let
From (92) it is straightforward to deduce
For X = Tot(E → Y ) where E is a concave vector bundle over Y , let
The divisor equation (95) still holds.
For finite sets I and J with I ∩ J = ∅ and |I| ≥ 3, let
be the map which drops the marked points labelled by elements of J. By the proof the usual string equation, we have
In the localization contribution, we formally extend this identity to |I| ≥ 1.
Now let Y be a balloon manifold and X = Tot(E → Y ) is the total space of a concave equivariant vector bundle E.
For an edge e and a vertex v ∈ Ver\{v 0 }, the contribution is still the same as (19) respectively. Suppose m(v 0 ) = i, then the contribution of v 0 is
Now we write the invariant η p c q (T X);
Now we state another form of the LSvR.
Sketch of the proof : By theorem 3.1, it suffices to show
As before, we need only to show (105) for decorated stars. Let Γ = Γ i; ω;J . Define
By eliminating the common factors as in section 3.1, it suffices to show
But by (98) and
it is easy to deduce (107).
Corollary 3.2.
Modifying the virtual localization in genus one for Calabi-Yau complete intersections
Let E be an equivariant convex splitting vector bundle over a balloon manifold Y . The weights of E at the fixed point P i are still denoted by ε i,1 , · · · , ε i,l . We assume that for every 1 ≤ k ≤ l, and every P j ∈ Nb(P i ), ε i,k is linear independent to α i,j . For X = Tot(E → Y ), it is natural to define the invariants
where W is a generic smooth section of E. For (Γ, I, K) ∈ mCDRT d J (Y ), the localization contribution of an edge or of a vertex other than the root is as the usual genus zero Gromov-Witten of complete intersections. The contribution of the root v 0 is replacing (34) by
We define the localization contribution of Γ ∈ DRT
To define the formal reduced genus one Gromov-Witten invariants of X, it is natural to replace (43) by
Thus when E = l k=1 O(a k ) → P n−1 , where a k > 0 and l k=1 a k = n, the formal reduced genus one Gromov-Witten invariants of X is no other than the reduced genus one Gromov-Witten invariants of W , where W is a complete intersection of P n−1 with multiple degree (a 1 , · · · , a l ), by the localization contributions given in [36] and [28] .
On the other hand, we cannot compute the genus one Gromov-Witten invariants of W by the virtual localization, so it does not make sense to say whether the LSvR holds for W (or for X). But since the global SvR holds ( [35] ), it is reasonable to formally write the genus one Gromov-Witten invariants of W as summing over DOL and DRT, such that the LSvR holds. For simplicity, we consider the case E = O P n−1 (n). Then α i,j = α i − α j , and we can linearize E such that the weight of E at P i is nα i . The localization contribution of Γ ∈ DOL to N W 1,d is as in the usual virtual localization. For Γ ∈ DRT, the problem arise only at the root v 0 . As in the concave cases, we can put aside the common factors, and focus on Cont W Γ , where Γ is a decorated star. Let Γ i; ω be a simply decorated star, where ω s = α i − α js for 1 ≤ s ≤ r. When Γ is a simply decorated star, we have Cont 0;X Γ i; ω = 0, so we define
In contrast to the concave cases, the rational function of x in the big brackets has a pole at − 1 nαi . It is not hard to see
By the lemma 3.3 we have
Thus we have
where the function H r is defined by (71). For general decorated stars Γ i; ω , taking into account the contribution Cont 0;W Γ i; ω as in the preceding sections, we naturally define Cont Γ i; ω still by (118). For a finite set of variables S = {w 1 , · · · , w r }, let
and Cont Γ;v (N 
We call (121) the modified contribution of the genus one vertex v 0 . With the third row of (121) dropped, we call the resulted contribution the naive contribution. Then we can summarize the above as It is routine to deduce parallel results for the complete intersections in P n−1 . It is reasonable to make the following conjecture.
Conjecture 1. Theorem 3.3 holds for complete intersections in balloon manifolds.
We leave the precise formulation of this conjecture to the reader. Remark 3.2. It would be fascinating if one could find a direct geometric interpretation for (116). Note that by the properties of H(S) shown in the proof of lemma 3.3, it is straightforward to see the sum of the terms in the square bracket of (116) has no factors nα i in the denominator. In higher genera, we conjecture that there are also some natural correction terms which cancel the negative powers of the weight E| Pi , such that the corresponding modified virtual localization gives the correct Gromov-Witten invariants. 4 The difference between standard and formal reduced genus one GromovWitten invariants of X = Tot
4.1
We follow the description on the equivariant cohomology of P n−1 in the section 1.1 of [36] . We recollect the facts and terminology of [36] that we need in the following.
• The equivariant cohomology ring of P n−1 is
• The restriction map on the equivariant cohomology induced by P i ֒→ P n−1 is given by
and the localized equivariant cohomology ring is
• The tautological line bundle γ n−1 ∼ = O P n−1 (−1) is linearized such that the equivariant Euler class restricted to the fixed points are
for 1 ≤ i ≤ n.
• The equivariant Poincaré dual of P i is
The tangent bundle T P n−1 is linearized such that the equivariant Euler class restricted to the fixed points are
This (C * ) n -action can be lifted to the vector bundle E = l k=1 O(−a k ), and there are many choices of liftings. In this article we fix the lifting 6 , such that as an equivariant vector bundle we have E ∼ = l k=1 γ ⊗a k n−1 . Thus the equivariant Euler class of E restricted to the fixed points are
The localization contributions have been described as in section 2, except that the contribution of an edge e = {v 1 , v 2 } with m(v 1 ) = i and m(v 2 ) = j is
.
(130)
4.2
As in [36] , let
we have
is of degree p and symmetric in α 1 , · · · , α n . By the divisor equation and a degree counting we have
To determine F(α, x, Q) (and thus F 0 (Q)), it suffices to compute F(α, α i , Q). By the Atiyah-Bott localization theorem ([2]) on P n−1 ,
By corollary 3.2,
The same reasoning shows that there exist C(α,
where C p (α, Q) is of degree p and symmetric in α 1 , · · · , α n , and
By the divisor equation (95), we have
By (132), (134), (135), (137) and (138), there exist
where F 0 p (α, Q) is of degree p and symmetric in α 1 , · · · , α n , and
By (133), (139) and the LSvR for N X 1,d , we deduce the divisor equation for the reduced genus one Gromov-Witten invarians of X:
In subsection 4.1, we use the known result on the generating function of one-point genus zero Gromov-Witten invariants for X to obtain a formula for
In section 5, we compute the righthand-side of (142). By theorem 4.3 and theorem 5.1, we have Theorem 4.1.
4.3
for 0 ≤ r ≤ n + l − 3. We would like to formally write
Givental gave a mirror formula for the generating function of Z r (Q) .
Theorem 4.2. (A. Givental)
Proof : Let
where ev * is the push-forward map in the equivariant cohomology and
7 In the definition of J( , α, Q) in [15] the e T (U ′ 0 ) is replaced by e T (U 0 ), while the equivariant Poincaré pairing is a twisted one. One can also consult theorem 4.7 of [29] .
The genus zero mirror theorem (theorem 4.2 in [15] ) says
Since x is not a zero divisor in H * T (P n−1 ), from (150) we have
The lefthand-side of (151) lies in ∈ H * T (P n−1 ); when l = 1 this is obvious, and when l = 2, f (q) = 0. Taking the nonequivariant limit, it is easy to deduce (147) from (151).
In the following we use (147) to compute (143).
Proof : The proof is parallel to the proof of lemma 2.2 in [35] .
By the normalization sequence,
By the decomposition of the diagonal in P n−1 m ,
By (153), (154), (155) and (147), noting that −T w + ln R(w, t) ≡ 0 mod (w l ), we obtain (152).
5 Formal reduced genus one Gromov-Witten invariants of
Let A i ,Ã ij , B i ,B ij be the four types of decorated one loop graph and refined decorated rooted trees defined in [36] . We write φ i 0;X 1,1,d as the sum of localization contributions of these graphs.
Sn−1 and K i be defined as in [28] . We will frequently make use of the lemma 5.1 and lemma 5.2 of [28] . We adopt the notation ≡ i of [28] ; F ≡ i G means F − G ∈ K i . We call A i (Q) + n j=1Ã ij (Q) the type A contributions, and B i (Q) + n j=1B ij (Q) the type B contributions. In the following of this section, after some preparation on some properties of hypergeometric series, we will compute the two types of contributions modulo K i separately.
In the computation of the type A contributions we can make use of Popa's results in [28] in a dual way to simplify our proof. Although Popa's computation is for l k=1 O(a k ) where l k=1 a k = n and a k ≥ 2 for 1 ≤ k ≤ l, the last assumption a k ≥ 2 occurs only because of the factors of the form a k α i + in the denominators of some rational functions. In the local cases, we don't have factors of this form in the denominators, so we are able to apply, e.g., lemma 5.4 of [28] to our space X.
By proposition 5.3 and 5.5, we obtain Theorem 5.1.
Some properties of certain hypergeometric series
Following [34] , we denote by
the subgroup of power series in q with constant term 1 whose coefficients are rational functions in w which are regular at w = 0, and define a map M : P → P by
Note that for F (w, q) ∈ P, we have a well-defined series log F (w, q) ∈ Q(w) [[q] ]. Let P 1 be the subset of P such that F (w, q) ∈ P 1 if and only if every coefficient of the power series log F (w, q) is O(w) as w → ∞. We recall the following lemma from [34] Lemma 5.1. If F ∈ P and
The proof of this lemma in [34] shows also Lemma 5.2. If F ∈ P, then MF ∈ P 1 if and only if If F ∈ P 1 . Now following [28] , we define
and for p > −1,
We have
and by lemma 4.1 of [28] , we have
Thus by lemma 5.1 and lemma 5.2 we have F p ∈ P 1 for p ≥ −l. By the definition of P 1 , as w → ∞, F p (w, q) has an asymptotic expansion of the form
Proposition 5.1. The power series µ −l (q) and Φ −l,0 (q) defined in (160) are given by
Proof : Since F p (0, q) = 0 for −l ≤ p ≤ −1, we have
for −l ≤ p ≤ 0. Thus let 1 + q w ∂ ∂q operates on both sides of (160), we obtain
for −l ≤ p ≤ −1. By the proposition 4.3 of [28] we have
from which (162) follows.
From now on, we denote µ(q) = µ −l (p) = · · · = µ 0 (q). For convenience to consult results from [28] , we defineĨ
Thus
for 0 ≤ p ≤ n − 1.
Some properties of genus zero generating functions
Let 
Proof : The proof is the same as the proof of lemma 2.3 in [36] . The only change is to replace e(V 
In any case the mirror map is 
Proof : This follows from the theorem 4.7 of [28] ; the argument is almost the same as in the proof of the first part of the lemma 5.3 of [29] , so we omit it.
Lemma 5.5. 
Moreover, in the proof of lemma 4.5 of [28] we see that F n−l (w, q)
I n−l,n−l (q) = F −l (w, q).
Furthermore by (4.7) of [28] we seeĨ p,p (q) = 1 for n − l + 1 ≤ p ≤ n − 1, therefore by (182) we have F −p (w, q) = F n−p (w, q) = F n−p (w, q)
I n−p,n−p (q)
for 1 ≤ p ≤ l − 1. Substituting (182) and (183) into (181) we obtain (179).
By (160) and (177) we have Corollary 5.1. Res =0 −1 e −µ(q)
Proof : The p = −l case of (163) gives (186).
For later use, we record the lemma 5.4 of [28] as follows.
Lemma 5.7.
Res 1=0 Res 2=0 e −µ(q)αi 
By Chap. 11, entry 26 and example 2 of entry 27 in [7] , we obtain q = exp − 2π √ 3 2 F 1 (1/3, 2/3; 1; 1 + 27q) 2 F 1 (1/3, 2/3; 1; −27q)
The equivalence of the two ways is insured by the following lemma (by abuse of notation we write j as a function of q).
Lemma A.1.
2 F 1 (1/3, 2/3; 1; 1 + 27q) 2 F 1 (1/3, 2/3; 1; −27q)
Proof : This is (2.8) of [8] .
The modularity of F 1 in the coordinate q is a consequence of Ramanujan's cubic transformation. First we write F 1 as 
where ∆(q) = q (1 − q n ), together with (2.7) of [11] , we obtain 1 + 27q 27q = − 27η 12 (q)
So by (215), (219) and (220) we have Theorem A.1. Up to a constant,
