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Abstract. Nowadays, real-time systems are intensively involved in many applications
on which our life is dependent, like embedded software in cars and planes. For these sys-
tems unexpected errors are not acceptable. Real-time systems represent a large spectrum
of automated systems of which correctness depends on the timing of events (timeliness)
and not only on their functional properties. Each event must be produced on time. Real-
time systems can be concurrent and embedded where different interactive modules and
components are assembled together. Despite advances in model checking techniques,
the verification and analysis of real-time systems still represent a strong challenge for
researchers and practitioners.
To study the behavior of real-time systems, different formalisms have been consid-
ered like timed automata, time Petri nets and timed algebra, and several challenges con-
cerning refinement, composition and verification have emerged. These points represent
an intensive field of research.
This thesis describes our effort to explore and extend real-time formalisms. We have
revisited real-time language semantics, focusing on composition and refinement. We
have addressed high level concepts like shared variables, communication, priorities, dy-
namicity, etc.
The main contribution consists of a theoretical study of timed systems where we
establish a framework for reasoning on composition, refinement and semantics. We in-
stantiate this framework for timed automata and the Fiacre language.
Keywords: Timed systems, semantics, composition, refinement, Uppaal, timed au-
tomata, Fiacre language.
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Résumé. Les systèmes temps-réel sont massivement impliqués dans de nombreuses
applications, dont notre vie dépend comme les logiciels embarqués dans les voitures et
les avions. Pour ces systèmes des erreurs inattendues ne sont pas acceptables. De ce fait,
assurer la correction de ces systèmes est une tâche primordiale.
Les systèmes temps-réel représentent un large spectre de systèmes automatisés dont
la correction dépend de la ponctualité des événements (timeliness) et pas seulement
de leurs propriétés fonctionnelles. Chaque événement doit être produit selon la date
indiquée par la spécification du système.
Les systèmes temps-réel sont concurrents et embarqués, et conçus comme un assem-
blage de composants en interaction. Malgré les progrès réalisés dans les techniques de
model checking, la vérification et l’analyse des systèmes temps-réel représentent tou-
jours un défi autant pour les chercheurs que les praticiens.
Pour étudier le comportement des systèmes temps-réel, différents formalismes ont
été considérés comme les automates temporisés, les réseaux de Petri temporisés et les
algèbres de processus. Cela donne lieu à plusieurs points délicats concernant le raffine-
ment, la composition et la vérification. Ces points représentent un champ de recherche
intensif.
Ma thèse présente une étude des systèmes temps-réel focalisée sur les notions de
sémantique, de composition et de raffinement. Elle décrit nos efforts pour explorer et
étendre les formalismes temps-réel. Nous avons abordé les concepts de base de la mod-
élisation des systèmes temps réel tels que les variables partagées, la communication, les
priorités, la dynamicité, etc.
La contribution de cette thèse porte sur la définition d’un cadre formel pour raison-
ner sur la sémantique, la composition et le raffinement des systèmes temporisés. Nous
avons instancié ce cadre pour le formalisme des automates temporisés et le langage
Fiacre.
Mots clés: Systèmes temporisés, sémantique, composition, raffinement, Uppaal, auto-
mates temporisés, langage Fiacre.
0.1 Résumé de la thèse en français
Cette thèse décrit nos efforts pour explorer et étendre les formalismes temps-réel, en tant
qu’une technologie moderne pour le développement et l’analyse de systèmes temps-réel
et embarqués. En fait, la thèse se focalise sur l’étude de la sémantique, de la composition
et du raffinement, en considérant différents concepts de haut niveau tels que les variables
partagées, les priorités, la dynamicité et l’atomicité.
En respectant l’approche de design "top-down", la relation de raffinement permet
le passage de la spécification à l’implémentation, d’une manière formelle. De même, la
composition permet l’assemblage des composants afin de construire le système en entier
à partir des différents fragments, de manière rigoureuse.
En raison de l’aspect temps-réel et de l’interaction des composants, la relation de
raffinement de systèmes temps-réel n’est pas triviale à établir, car elle doit assurer la
correspondance des occurrences d’événements (comportement) à la date attendue. De
la même façon, la composition permet de structurer les systèmes où les composants
peuvent être conçus séparément et indépendant.
Pour étudier le comportement des systèmes, nous nous référons à leur sémantique.
En fait, la sémantique d’un système consiste à calculer le comportement (séquences
d’exécution) de ce système.
Chapitre 2 : Une définition alternative pour la composition de systèmes temporisés.
La vérification formelle de systèmes réactifs est un sujet délicat à cause du caractère non
borné des aspects temps et de la définition par interaction de tels systèmes. Les véri-
fications par abstraction et compositionnelle ont été introduites pour aborder l’analuse
de tels systèmes. Par suite, la définition d’un opérateur de composition parallèle des
systèmes temporisés ayant de bonnes propriétés de composition et de raffinement nous
semble un sujet d’importance. Dans cette thèse, nous proposons une définition alterna-
tive du produit de systèmes temporisés; nous étudions la relation de raffinement tout
en prenant en compte les aspects classiques de tels systèmes tels que les invariants mais
aussi les aspects propres aux systèmes temps réel tel que la priorité. Par la suite, une
instanciation dans le cadre bien connu des automates temporisés (TA) [23] est établie. A
partir de leur sémantique, donnée en terme de systèmes de transitions temporisés (TTS),
nous établissons la propriété de compositionnalité du produit de TA. A cet effet, à partir
de systèmes de transitions temporisés de base, nous introduisons un opérateur de com-
position parallèle ayant de bonnes propriétés (associativité, raffinement,..) et supportant
la communication à travers des variables partagées et la synchronisation d’actions. Nous
montrons ainsi comment associer un tel TTS avec une priorité statique à un TA.
0.1.1 Introduction.
La vérification compositionnelle réduit le problème de vérifier si un système composite
S = S1 ‖ . . . ‖ Sn satisfait une propriété P à la satisfaction d’une propriété Pi par chaque
composant Si telle que P est la composition de ces propriétés sans qu’il soit nécessaire de
construire S. De plus, pour des systèmes plus complexes, particulièrement non bornés,
la vérification par abstraction a été largement développée où un composant Si satisfait
une propriété Pi si son abstraction Ai à travers une relation de raffinement satisfait Pi.
Si on considère la propriété de raffinement, cette approche peut être reformulée comme
suit : S raffine un autre système A = A1 ‖ . . . ‖ An si chaque composant Si raffine Ai.
Définir la composition parallèle avec une telle relation de raffinement pour des modèles
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s1 s2
true/c!/e:=e+1 e>0/c?/e:=e-1
Figure 1 – Schéma de synchronisation
très complexes tels que systèmes de transitions avec committedness, communication et
variables partagées est difficile.
Le point de départ de notre étude est [23, 30]. Les auteurs de [23] définissent un
cadre sémantique (non compositionnel) pour les automates temporisés de Uppaal. Dans
[30] est introduite une composition parallèle des TA dont la sémantique est composi-
tionnelle. Cependant, ces bonnes propriétés sont obtenues en restreignant la structure
des automates temporisés: les gardes des transitions de réception ainsi que les invari-
ants ne dépendent pas de variables partagées; de plus chaque place dotée de l’attribut
“committed” doit avoir au moins une transition sortante. Dans cette thèse, nous présen-
tons un cadre formel pour raisonner sur les systèmes temporisés. En fait, à partir de
systèmes de transitions de base on définit un modèle de systèmes de transitions tempo-
risés étendus (ETTS)[44], avec une relation de raffinement, dont le produit est associatif
et les restrictions imposées par [30] sont levées. Comme application, ce modèle va être
instancié pour représenter la sémantique des TA ainsi que celle des réseaux d’automates
temporisés (NTA) avec une propriété de compositionnalité.
0.1.2 Composition des Systèmes Temporisés
Définir le produit de systèmes temporisés n’est pas une tâche facile à cause de
l’interaction des processus communicants sur les variables partagées. Pour illustrer ce
problème, considérons les deux systèmes temporisés de la figure Fig.1. où e est une vari-
able partagée initialisée à zéro. La notation g/l/a désigne une transition gardée par g,
étiquetée par l et ayant une action a. De plus, c! (émission) et c? (réception) correspondent
à une communication envoi/réception sur le canal c.
1. Lorsqu’on analyse ce modèle (Fig.1.) à l’aide de l’outil Uppaal, un blocage est
détecté car Uppaal vérifie que les gardes des deux transitions impliquées dans la
synchronisation sont satisfaites; ceci n’est pas le cas dans s2 dû au fait que e = 0.
Pour résumer, la synchronisation dans Uppaal peut être décrite par : gs/c!/as ‖
gr/c?/ar = gs ∧ gr/τ/as; ar
2. [30] interdit le modèle de la figure Fig.1. parce que la garde (e > 0) de la transition
de réception dépend de la variable partagée e. Si [as]gr ≡1 gr, les couples (garde/ac-
tion) sont composés comme suit : gs/c!/as ‖ gr/c?/ar = gs ∧ [as]gr/τ/as; ar. Sous
cette condition, cette définition est bien identique à celle de Uppaal.
3. Nous proposons une approche alternative qui modifie la sémantique de Up-
paal : la satisfaction de la garde de la transition de réception est vérifiée après
l’exécution de l’action de l’émission, (ici e:=e+1) ce qui va mettre à jour la
valeur de la variable e à 1. Par conséquent, la garde e > 0 de la transition de
1Alors, la garde du récepteur ne dépend pas de l’action de l’émetteur. En fait, [30] est beaucoup plus
restrictif depuis qu’il interdit l’occurrence de variables partagées dans les gardes ainsi que dans les invari-
ants.
réception va être satisfaite. Cette proposition peut être reformulée comme suit :
gs/c!/as ‖ gr/c?/ar = gs ∧ [as]gr/τ/as; ar
En fait, la propriété de compositionnalité [44] que nous établissons ne dépend pas de la
sémantique choisie pour la composition envoi/réception.
0.1.3 Extensions de Systèmes de Transitions
Les systèmes de transitions sont un modèle de référence pour représenter les as-
pects comportementaux des systèmes réactifs. Ils sont essentiellement composés d’états,
représentant les configurations atteintes par le système et de transitions reliant ces états
à travers les actions du système. Dans cette section, nous introduisons les systèmes de
transitions symboliques composables [59] et définissons leur produit. Nous montrons
par la suite qu’un tel produit est associatif.
Systèmes de Transitions Étiquetées (LTS)
Les systèmes de transitions étiquetées [99] sont le modèle de référence utilisé pour
représenter et comparer des comportements.
Definition 0.1 (LTS) un système de transitions étiquetées (LTS) sur un alphabet Σ est un triplet
〈Q, Q0 ⊆ Q,→⊆ Q× Σ×Q〉 où
• Q est l’espace d’états,
• Q0 est l’ensemble des états initiaux,
• → est la relation de transition.
On écrit q l→ q′ pour (q, l, q′) ∈→.
Definition 0.2 (Simulation) Étant donné deux systèmes de transitions Tc = 〈Qc, Q0c ,→c 〉
(concret) et Ta = 〈Qa, Q0a,→a〉 (abstrait), Tc simule Ta à travers la relation R, Tc R Ta, si:
• ∀qc ∈ Q0c , il existe qa ∈ Q0a tel que R(qc, qa),
• ∀qc, q′c, qa, l, si qc l→c q′c et R(qc, qa) il existe q′a ∈ Qa tel que qa l→a q′a et R(q′c, q′a).
Systèmes de Transitions Étiquetées Composables et avec Invariants (CLTSI)
Afin de permettre aux systèmes de communiquer, nous choisissons les protocoles suiv-
ants:
• Communication à travers un espace partagé : on distingue espace d’états locaux et
globaux où on introduit des actions abstraites pour mettre à jour l’espace global.
Ces actions peuvent être non déterministes et bloquantes.
• Communication à la CCS : on introduit des canaux d’envoi/réception où deux
transitions peuvent se synchroniser si leurs actions sont complémentaires. La tran-
sition résultante d’une telle synchronisation correspond a une transition interne
dans la composition.
• Synchronisation à la CSP : on introduit des évènements de synchronisation mul-
tiple. Ce type de synchronisation va être utilisé pour modéliser l’évolution du
temps.
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En outre, le concept de Committedness est un mécanisme de haut niveau permettant de
spécifier que certaines transitions sont statiquement prioritaires par rapport à d’autres.
Un état est dit committed (Comm(q) = >) si au moins l’une de ses transitions sortantes
est committed. De plus, afin de restreindre l’espace d’états, on affecte à chaque place un
invariant portant sur les variables globales.
Definition 0.3 (CLTSI) Un LTS composable avec invariants (CLTSI) sur un espace global (en-
semble de variables partagées) G, un langage d’actions A, un ensemble de canaux C et un en-
semble d’évènements de synchronisation S est un tuple 〈Q, q0, G0 ⊆ G, I,→〉 où
• Q est l’ensemble de places dont q0 est la place initiale,
• G0 est l’ensemble d’états globaux initiaux,
• I : Q→ 2G associe un invariant à chaque place.
• →⊆ Q × L × A × B× Q est la relation de transition où L = C? ∪ C! ∪ S ∪ {τ} est
l’ensemble d’étiquettes, C!, respectivement C?, est l’ensemble d’événements d’envoi, respec-
tivement réception, sur les canaux de C. L’indice booléen spécifie la committedness de la
transition.
On écrit q l/a−→b q′ pour (q, l, a, b, q′) ∈→. De plus, les transitions de synchronisation
multiple (avec étiquette dans S) sont supposées être non committed. Le predicat Comm
est défini comme suit : Comm(q) =
{
> i f ∃ l, a, q′ | q l/a−→> q′
⊥ Otherwise
Definition 0.4 (Sémantique d’un CLTSI) Étant donné un espace global G et la sémantique du
langage d’actions [[.]] : A → 2G×G , la sémantique du CLTSI 〈Q, q0, G0, I,→〉 est le LTS 〈 Q×
G, {q0} × (G0 ∩ I(q0)), {((q, g), l, (q′, g′)) | ∃ a ∈ A, ∃ b, q l/a→b q′ et (g, g′) ∈ [[a]] et g |=
I(q), g′ |= I(q′) et ¬b⇒ q _/_9>} 〉 où q _/_9> signifie l’absence de transitions committed partant
de q.
La présence de l’indicateur de committedness complique la sémantique de CLT-
SIs. Afin d’éviter à gérer les priorités pendant les preuves de simulation, nous consid-
érons une condition suffisante exprimée par la simulation des LTSs correspondants où
l’indicateur de committedness fait partie de l’étiquette. La condition négative apparue
dans la sémantique de CLTSIs est remplacée par une condition sur les états committed.
Definition 0.5 (Simulation de CLTSIs) Étant donné deux CLTSIs Tc (concret) et Ta (abstrait) et
les relations de raffinement Rl ⊆ Qc ×Qa, Rg ⊆ Gc × Ga. On écrit Tc Rg,Rl Ta si
• leurs LTSs associés vérifient la condition suffisante de la simulation, i.e:
– Rl(q0c , q0a) et ∀x ∈ G0c , ∃y ∈ G0a | Rg(x, y),
– ∀qc, q′c, qa, l, a1 ∈ A, b, x, x′, y, si qc l/a1−−−→ cb q′c et (x, x
′) ∈
[[a1]], Rl(qc, qa), Rg(x, y)
il existe q′a ∈ Qa, a2 ∈ A, y′ tel que qa l/a2−−−→ ab q′a, (y, y′) ∈ [[a2]] ∧ Rl(q′c, q′a) ∧
Rg(x′, y′),
• ∀qc qa, Rl(qc, qa) ∧ Comm(qa) ⇒ Comm(qc).
• ∀qc qa, Rl(qc, qa)⇒ I(qc) ⊆ I(qa).
Theorem 0.1 Si Tc Rg,Rl Ta alors le LTS correspondant au Tc simule celui correspondant au
Ta.
Restriction d’un CLTSI Dans la sémantique d’un réseau d’automates temporisés, les
transitions comportant des communications non réalisées seront ignorées. Nous définis-
sons la notion de restriction d’un CLTSI permettant de supprimer certaines transitions
de communication. La restriction d’un CLTSI sur un ensemble de canaux est un CLTSI
où les transitions composables sur ces canaux ont été supprimées.
Definition 0.6 (Restriction de CLTSIs) Soit T = 〈Q, q0, G0, I,−→〉 un CLTSI sur l’espace
global G, langage d’actions A et l’ensemble de canaux C. Soit C′ ⊆ C, nous définissons T\C′
par le CLTSI 〈Q, q0, G0, I,−→ \{q l/a→b q′ | l ∈ C′! ∪ C′?}〉 .
Produit de Systèmes de Transitions Étiquetées Composables
Le produit de CLTSIs est paramétré par deux opérations internes définies sur le langage
d’actions.
- a1 . a2 va être utilisée pour composer les actions de communication.
- a1  a2 va être utilisée pour composer les actions associées à la synchronisation multi-
ple. Cette opération est supposée être commutative et associative.
Definition 0.7 (Produit n-aire de CLTSIs) Considérant une famille indexée de CLTSIs Ti =
〈Qi, q0i , G0i , Ii,→i〉i∈I sur le même espace global et le même langage d’actions, leur produit
Πi∈ITi est défini par le CLTSI 〈⊗i Qi, (q01, . . . , q0n),⋂
i G0i , I
∗,→〉 où I∗(q) = ∧i Ii(qi) et la relation→ est définie comme suit:
qi
l/a−→i,b q′i l ∈ C! ∪ C?
q l/a−→b q[i← q′i]
(asynci)
qi
τ/a−−→i,b q′i (
∨
j∈I Comm(qj))⇒ b
q τ/a−−→b q[i← q′i]
(τi)
(∀i ∈ I) qi s/ai−−→i q′i s ∈ S
q
s/
⊙
i ai−−−−→ q′
(sync)
qi
c!/ai−−→i,bi q′i qj
c?/aj−−→j,bj q′j
i 6= j (∨k∈I Comm(qk))⇒ bi ∨ bj
q
τ/ai.aj−−−−→bi∨bj q[i← q′i, j← q′j]
(sri,j)
où I = {1, .., n} est l’ensemble d’indices. De plus,
• La règle asynci permet à un CLTSI Ti de se synchroniser avec un autre CLTSI
Tj (j /∈ I) de l’environnement extérieur, pour une composition future.
• La règle τi déduit une transition interne du produit à partir d’une transition interne
d’un CLTSI Ti. La transition résultante est non committed si toutes les places de
l’état source sont non committed. Autrement dit, τi assure que la transition choisie
n’est pas masquée par une transition prioritaire.
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• La règle sync définit une synchronisation multiple d’un ensemble de transitions
non committed sur le même évènement s.
• La règle sr (pour envoi/réception) indique que Ti et Tj se synchronisent en tant
que émetteur/récepteur sur le même canal c. La transition résultante est non com-
mitted si toutes les places de l’état source sont non committed. Autrement dit, si
une transition prioritaire existe, l’émission / la réception est prioritaire.
Lemma 0.1 (Committedness.) La committedness d’un état du produit de CLTSIs est la dis-
jonction de committedness des places qu’il contient.
Comm(〈q1, . . . , qn〉) = ∨i Comm(qi)
Theorem 0.2 (Associativité du produit de CLTSIs) Le produit de CLTSIs est associatif.
Systèmes de Transitions Temporisés Étendus
Les systèmes de transitions temporisés sont le modèle de référence pour définir la sé-
mantique de formalismes temps-réel. Un TTS est un LTS dont les étiquettes sont des
évènements ou des durées. Dans cette section, on considère l’espace d’états global
comme un ensemble de variables valuées et les actions comme des couples (garde, af-
fectation) pour définir la structure du ETTS [44].
Definition 0.8 (ETTS) Un système de transitions temporisé étendu (ETTS) sur un ensemble de
variables V valuées sur le domaine D et un ensemble de canaux C est un CLTSI sur l’espace
global G = DV où les évènements de synchronisation sont des instants de T = R≥0. Le langage
d’actions du ETTS est défini par l’ensemble de couples (garde, affectation) où la garde est un
prédicat sur les variables de V et l’affectation est une fonction partielle associant à certaines
variables des expressions construites sur V .
0.1.4 Sémantique des Réseaux d’Automates Temporisés
Cette section est une instanciation du cadre sémantique précédemment défini dans
lequel on établit une sémantique compositionnelle pour les réseaux d’automates tempo-
risés [44]. Un automate temporisé (TA) [8] est un modèle abstrait d’un système temporisé
dont toutes les horloges sont initialisées à zéro et s’incrémentent de façon synchrone. De
plus, nous considérons que certaines places du TA sont committed [23], i.e. leurs tran-
sitions sortantes sont toutes prioritaires. Un réseau d’automates temporisés (NTA) est
une collection finie de TA définis sur les mêmes ensembles d’horloges et de canaux. De
plus, un état du NTA est committed si au moins l’une de ses places (état d’un automate
individuel) est committed. Il est important de noter que le produit interne de TA avec
committedness ne peut pas être établi [30].
Sachant que depuis un état committed, la transition immédiatement franchissable
doit partir d’une place committed, la sémantique d’un TA, respectivement d’un NTA,
est donnée par un ETTS dont chaque transition (communication ou τ) de TA, respective-
ment NTA, correspond à une transition du même genre dans le ETTS correspondant. De
plus,
• Pour préserver le marquage de chaque état committed du TA, resp NTA, une
transition committed non franchissable (empty) est ajoutée à un tel état au niveau
du ETTS.
• Une transition du ETTS est committed si son état source dans le TA, resp sa place
source dans le NTA, est committed.
• Au niveau du ETTS, une transition passage de temps (time) est crée depuis chaque
état non committed de TA, resp NTA. Le délai associé à chaque transition time doit
respecter l’invariant de l’état en question.
Theorem 0.3 (Compositionnalité) Le ETTS-sémantique d’un réseau d’automates temporisés est
bisimilaire à la restriction aux transitions exprimant les durée (time) et l’événement interne τ du
produit de ETTSs associés aux automates temporisés individuels.
Corollaire Soient 〈T1, .., Tn〉 et 〈T′1, .., T′n〉 deux réseaux d’automates temporisés sur le
même espace global. (〈T1, .., Tn〉 |= p ∧ (∀i T′i  T′i ))⇒ (〈T′1, .., T′n〉 |= p).
Chapitre 3 : Raffinement et composition de systèmes temporisés avec priorités. Dans
cette partie, nous allons étendre le cadre de travail défini dans le chapitre précédent, par
l’introduction de priorités statiques et dynamiques.
Les priorités ont été introduites en tant que méchanisme pour structurer et contrôler
l’utilisation de ressources partagées, en spécifiant que certaines actions sont favorisées
par rapport à d’autres. Elles offrent un ordonnacement des éxecutions afin de réduire le
non-déterminisme.
Formellement, nous avons défini un système de priorités par P = 〈P,,4〉, où P
est un ensemble de valeurs,  est la relation d’ordre entre les valeurs de P, et 4 définit
le maximum de deux priorités.
Par la suite, nous associons à chaque système temporisé T un système de priorités
statiques Ps, et un système de priorités dynamiques Pd. Cette association se fait par
l’attribution d’une priorité statique s et d’une priorité dynamique d à chacune des tran-
sitions de T.
La différence entre les priorités statiques et dynamiques réside dans le fait que les
priorités dynamiques dépendent de la faisabilité de leurs transitions, i.e. si la garde
de la transition n’est pas satisfaite on ne considère pas la priorité dynamique de cette
transition. Les priorités statiques sont applicables aveuglément, indépendamment de la
faisabilité de leurs transitions.
On a redéfini la composition et le raffinement des systèmes temporisés, en consid-
érant les priorités statiques et dynamique, où on a etabli quelques propriétés importantes
telles que la préservation de la compositionalité (sémantique, raffinement). Egalement,
une instanciation de ce cadre de travail nous a offert une base idéale pour raisonner
sur les automates temporisés d’Uppaal avec la priorité statique "committedness", et les
ordres entres canaux et entre processus.
Chapitre 4 : Composition dynamique de systèmes temporisés. Dans ce chapitre, nous
allons mettre en place un cadre formel pour raisonner sur les systèmes temps réel dy-
namiques, où l’architecture du système peut changer en fonction du nombre de com-
posants, i.e. de nouveaux processus peuvent être créés pendant l’exécution du système.
Pour cela, on va introduire "les automates temporisés appelables" en tant qu’une ex-
tension d’automates temporisés, où les processus peuvent s’appeller. Les événements
d’appel et de retour peuvent être paramétrés.
La sémantique de chaque appel peut être interprétée comme une activation de
l’instance existante de l’automate correspondant (sémantique statique), ou la création
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d’une nouvelle instance concurrente de l’automate appelé (sémantique dynamique).
Cette interprétation dynamique nous permet de modéliser et d’analyser les systèmes
temps réel dynamiques par l’utilisation d’outils traitant les automates temporisés.
Nous avons implémenté une traduction des automates temporisés appelables vers les
automates temporisés d’Uppaal. Une telle traduction permet de réutiliser l’outil Uppaal
pour l’analyse et la vérification des systèmes temporisés dynamiques.
Sémantique du langage Fiacre. Fiacre est un langage de spécification. Il permet de
décrire les aspects temporels et comportementaux des systèmes, en particulier les sys-
tèmes temps-réel et embarqués, à des fins de simulation et de vérification. En fait, nous
avons considéré une structure abstraite du langage Fiacre avec communications, vari-
ables partagées, priorités et modularité.
Pour étudier la sémantique du langage Fiacre et établir la compositionnalité de la
sémantique des composants, nous avons étendu la structure des systèmes de transi-
tions temporisées (TTS) avec des intervalles de temps, des priorités et de la dépendance
entre transitions. On appelle une telle structure "systèmes de transitions temporisées
contraints" (TCTS).
La sémantique des processus et des composants est donnée en terme de TCTS où
la dépendance implicite entre les transitions Fiacre est explicitement donnée au niveau
sémantique. A leur tour, on définit la sémantique des TCTS en terme de TTS. En fait, on
a considéré une hiérarchie de modèles, et lorsqu’on passe d’un niveau à un autre niveau
inferieur on fait disparaître quelques concepts par l’application de leurs sémantiques.
Nous avons également défini un produit interne des processus, dans lequel on a
montré l’interaction entre les différents concepts offerts par le langage Fiacre. Finale-
ment, on a montré la compositionalité du langage Fiacre où la composition parallèle
de la sémantique des composants, et la sémantique associée à leur produit interne sont
bisimilaires.
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Chapter One
Introduction to Real-time Systems
It is known that software is not error-free and the Millennium realization of Windows
is a good example. With more than 64000 errors, the famous expression Bug 2000 has
been well-known. The term bug is used to designate software errors. For some software
systems, usability and low-cost are often more important than safety and correctness.
However for another kind of software for which the life of human being is dependent,
such as embedded systems like the brake system in cars or navigation systems in planes,
the safety and the correctness of behavior have to be ensured. Among these systems,
real-time ones are those in which desirable correctness and performance properties de-
pend on the timing of events (timeliness), each event must be produced at the expected
date. Their correctness does not rely only on their carried value and occurrence order.
Examples include embedded controllers, time triggered systems and timed protocols.
Systems modeling has the key-role in the design phase, it enables to represent sys-
tems as an abstraction which may lead to isolate details and non-influential parts and to
focus on the most crucial aspects of the systems. The models of a system can be manip-
ulated and explored more easily than the implementations. Moreover, if the modeling is
released through the use of a formal framework [78, 131], then it should be more struc-
tured and precise, and both analysis and verification can be applied and in systematic
way.
Real-time systems are intensively involved in many applications having strong safety,
reliability and predictability requirements, which implies the need to establish efficient
methods for systematic and safe design with a powerful and rigorous analysis of time
properties [98]. Inherited from the Latin philosophy through the famous saying Divide
et impera, which means Divide and conquer, real timed systems are often constructed us-
ing the component-based design approach where the system is a set of interconnected
components, may be separately designed by different engineers. These components com-
municate between them through their visible interfaces using channels, events or shared
variables. Components may interact in a synchronous way, in which all involved inter-
acting components evolve together, or asynchronously where the evolution of a compo-
nent is independent to that of the others. Hence, the design of real-time systems can be
viewed as a stepwise-refinement of their model (specification). Obviously, we do not in
general expect to be able to derive the implementation directly from the specification
[98]. In a structured way, we expect to derive the implementation through successive
refinement steps [104].
In the literature, different formalisms have been used to model real-time systems
such as timed automata [90, 5, 8, 124], timed process algebra [56, 138, 68, 32, 57, 15] and
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time Petri nets [127, 37, 117, 54]. Different toolboxes regarding the timing aspects and
the related decidable properties of real-time formalisms have been elaborated: Uppaal
[106], Tina [39], Cadp [77], Red [139] and Kronos [140].
The rest of this chapter is organized as follows: in Section 1, we present the most
well-known real-time formalisms used to model real-time systems. Section 2 cites the
common techniques used to verify real-time system properties and check whether or
not an implementation of such a system meets its specification. After that, in Section
3 we give a set of important properties of reactive systems. Section 4 summarizes the
achievements of the thesis.
1.1 Real-Time Formalisms
Real-time formalisms enable the modelling of timed phenomena where time is the main
explicit ingredient. In fact, such formalisms can be viewed as a set of configurations rep-
resenting the reachable states (positions) of the modeled system. These configurations
are linked through a set of transitions, edges and actions, modelling the way how the
system can progress and transit from a configuration to another. The evolution of time is
quantified through the use of special variables so-called clocks. Such transitions are of-
ten protected by guards which specify the enabledness conditions. In order to ensure the
dynamic and liveness of the system, an invariant can be associated to each state. Namely,
state invariants enable to hold the system control in a given state while the correspond-
ing invariant is held. Otherwise, the system should leave such a state before the invariant
violation. Moreover, to reduce the non-determinism between different transitions when
they are simultaneously enabled, priorities have been considered. In real-time systems,
time constraints are expressed via time intervals on implicit or explicit clocks.
Concurrency. The concurrency theory [111, 112, 55] is an extremely helpful concept
whereby the design of complex systems becomes as far as tractable. It has by now estab-
lished itself as an extensive research field for mastering the order of execution events.
However, concurrency has a real impact on model checking of systems, where conflicts
and non-determinism of executions are greatly diverging together with the number of
concurrent processes, which often leads to combinatorial explosion of the state space.
Moreover, with respect to time systems, since time can be part of the state, such a com-
binatorial explosion can be worsened.
Synchronization. As earlier mentioned, a real-time system can be viewed as a com-
pound one where different concurrent components may run simultaneously. The con-
cept of synchronization [112, 32, 48] has been introduced to specify whether the execu-
tion of each component is either dependent to that of the others or independent. In the
case of the non-dependent execution, we may say that the system evolution is concurrent.
Otherwise, the component execution steps are synchronized.
Priorities. In real-time systems, priorities [43, 65, 80, 91] are often used as a way to
structure and control the usage of shared resources. They specify that some actions or
behavior are more privileged over others. In fact, priorities restrict the system behav-
ior by reducing non-determinism. They rule out certain (lower-priority) behavior which
may lead to serious reductions in the state space of models. In the literature, differ-
ent priority relations have been established. Mainly, we distinguish static and dynamic
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priorities. Static priorities [23, 67] define an order between executions regardless of the
system state. Through such a priority, non-enabled higher-priority behaviors hide en-
abled lower-priority behaviors. Dynamic priorities [80, 46] state that certain behaviors
hide lower-priority behaviors depending on the current system state.
Time constraints. Clocks [7] are the central concept of real-time systems, they enable
the quantification of time. Roughly speaking, clocks are often modeled as non-negative
real variables synchronously increased at the same rate and initialized when the sys-
tem starts. It will be possible to reset some or the totality of these clocks at any time.
Constraints on clock variables are used to restrict the behavior of a real-time system
according to a given timeliness. Such restrictions are set up through timed guards on
transitions (event occurrences) and invariants on states.
During the last two decades, a large amount of work has been devoted to study real-
time formalisms with the analysis of their properties. In what follows, we summarize
different real-time formalisms and give the proper field of applicability of each one.
1.1.1 Timed Algebraic Processes
Process algebras, such as Calculus of Communicating Systems (CCS) [112], Communi-
cating Sequential Processes (CSP) [87], Algebra of Communicating Processes (ACP) [16]
and others, are a well-established class for the modeling and analysis of the behavior
of concurrent discrete event systems. They can be considered as high-level description
languages, which consist of a number of operators for building processes including
constructs for defining recursive behaviors. Each process can be defined through the
composition of a number of elementary processes. In order to give precise meaning
to processes, process algebras are accompanied by semantic theories translating each
process into a mathematical object on which rigorous analysis can be performed. In ad-
dition, they are associated with axiom systems which describe the relations between the
different constructs, and can be used for reasoning about process behavior.
Several proposals [56, 32, 57, 15, 68, 138, 36] embedding time in process algebraic
frameworks have been established. An example of timed process algebra is Timed CSP
[68], RT-Lotos [66] and Fiacre [36]. Moreover, to arbitrate access to resources by com-
peting processes and among synchronizing events, the notion of priority has been intro-
duced. We can observe that different timed process algebras share a number of features,
for example most of the mentioned formalisms share the view that a timed system is the
composition of cooperating sequential processes, which synchronize on shared global
events, and operate in a sequence of alternating steps between time progress and instan-
taneous events. In this thesis, we limit our interest on timed process algebra to Fiacre
language, which is behaviorally similar to CSP and integrates the timed notions of time
Petri nets.
FIACRE Language. Fiacre [36] (Format Intermédiaire pour les Architectures de Com-
posants Répartis Embarqués), for "Intermediate Format for the Architectures of Embed-
ded Distributed Components", is a timed process algebra for reasoning about real-time
and concurrent systems, in an hierarchical and compositional way. The language has
been developed, over the last five years, from a simple modeling language into a more
complete specification language where, in the meantime, new constructs are introduced.
Fiacre enables to represent both the behavioral and timing aspects of real-time systems,
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in particular embedded and distributed systems, for formal verification and simulation
purposes. A Fiacre system is a set of concurrent hierarchical components communicat-
ing either through synchronous messages, by means of ports, or through shared memory
by means of variables. Mainly, we distinguish processes to describe the basic sequential
behavior and components to describe the composition of processes, possibly in a hierar-
chical manner. Moreover, it associates time constraints and priorities to communications.
1.1.2 Labelled Transition Systems
Firstly, to introduce transition system-based real-time formalisms, let us give a brief
recall of classical labelled transition systems. In fact, Labelled Transition Systems (LTS)
[99] are the reference model used to express and compare behavior through simulations.
They offer a strong notion of equivalence that can be checked efficiently for finite sys-
tems. Throughout this thesis, labelled transition systems constitute the basic semantic
level of our studies.
Definition 1.1 (LTS) A labelled transition system (LTS) over an alphabet Σ is a tuple 〈S, s0,→〉
where:
• S is the state space,
• s0 ∈ S is the set of initial states,
• →⊆ S× Σ× S is the transition relation.
Here and elsewhere, we note q σ→ q′ for (q, σ, q′) ∈→. In order to compare LTSs
behaviors and check whether or not a concrete LTS implements an abstract one, we
define the simulation relation of LTSs. In fact, the simulation relation consists in finding,
for any behavior of the simulating system, a matching behavior in the simulated system
captured by the existence of a mapping between their states. A state s simulates another
state s′ if the simulated system shows the same behavior starting from state s as the
simulating system does starting from state s′. In such a comparison, the simulating and
simulated systems could be respectively an implementation and a specification, or a
refined model and its abstraction.
Definition 1.2 (Simulation) Given two LTSs Tc = 〈Sc, s0c ,→c〉 (concrete) and Ta = 〈Sa, s0a,→a
〉 (abstract), Tc simulates Ta through a relation R ⊆ Sc × Sa, denoted by Tc vR Ta, if:
• R(s0c , s0a),
• ∀sc s′c sa σ, if sc σ→c s′c and R(sc, sa) then there exists s′a ∈ Sa such that sa σ→a s′a and
R(s′c, s′a).
Accordingly, two LTSs T and T ′ are bisimilar through a relation R, denoted T ∼R
T ′, if T vR T ′ and T ′ vR−1 T .
1.1.3 Timed Transition Systems
Timed Transition Systems (TTS) [94] represent an elegant model to define the semantics
of real-time formalisms. Basically, a TTS is a labelled transition system where labels can
be events or durations. In the literature, different extensions of timed transition systems
are proposed. In our work [44, 48], we have introduced Extended Timed Transition Sys-
tems (ETTS) as TTS with local variables, global variables, priorities, communication and
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location invariants. The behavioral equivalences [137] of timed transition systems are
often established either through the equivalence of their timed traces or using bisim-
ulation relations or again through testing equivalence. Firstly, we introduce the timed
space.
Definition 1.3 (Timed space) Given the time structure 〈∆, 0,+,≤〉 where:
• ∆ is a set of values (time instants) where 0 is neutral,
• + is associative, commutative and anti-symmetric (a + b = 0 ⇒ a = b = 0). Moreover,
+ satisfies the left cancelation a + b = a + c⇒ b = c,
• we define a ≤ b , ∃c, a + c = b.
A timed space is a set E together with an operator ⊕ : E× ∆→ E defining the advances of time.
⊕ is supposed to be compatible with the time structure:
• Additivity: (x⊕ δ1)⊕ δ2 = x⊕ (δ1 ⊕ δ2).
• Zero-delay: x⊕ 0 = x.
We note ⊕δ the function x 7→ x⊕ δ. Moreover, I∆ a set of intervals on ∆. For a time
interval i, we state by
←−
i the downward closure of interval i. Formally, timed transitions
systems are commonly given by:
Definition 1.4 (Timed transition systems) Given a time structure 〈∆, 0,+,≤〉, a timed transi-
tion system (TTS) over an alphabet Σ, is a LTS 〈S, s0,→〉 over Σ ∪ ∆. The transition relation is
such that→⊆ S× (Σ∪{τ} ∪∆)× S, with τ the silent (discrete) action and ∆ represents the set
of continuous actions (time domain). For the sake of simplicity, we write s l−→ s′ for (s, l, s′) ∈→,
a transition linking state s to state s′ via the occurrence of label (event) l. Moreover, TTS contin-
uous transitions, those labelled by events of ∆, are required to satisfy the following axioms:
• 0-delay: s 0−→ s′ ⇒ s = s′,
• additivity: s δ−→ s′ ∧ s′ δ′−→ s′′ ⇒ s δ+δ′−−→ s′′,
• continuity: s δ+δ′−−→ s′ ⇒ ∃s′′ (s δ−→ s′′ ∧ s′′ δ′−→ s′),
• time-determinism: s δ−→ s′ ∧ s δ−→ s′′ ⇒ s′ = s′′.
Similarly to LTSs, TTSs are comparable via simulation and bisimulation relations.
The simulation relation of TTSs establishes a mapping between their timed traces [44]
where, from a common state, we check whether for each outgoing transition of the sim-
ulating system, a corresponding transition can be triggered in the simulated system.
Formally, given an alphabet Σ, a (abstract) TTS Ta = 〈Sa, s0a,→a〉 simulates another (con-
crete) Tc = 〈Sc, s0c ,→c〉 through a relation R ⊆ Sa × Sc if:
• (s0a, s0c) ∈ R
• ∀sa s′a sc, (sa, sc) ∈ R ∧ sa l−→a s′a ⇒ ∃s′c ∈ Sc | (s′a, s′c) ∈ R ∧ sc l−→c s′c
Accordingly, two TTSs are bisimilar if each one simulates the other.
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1.1.4 Time Petri nets
Petri nets (PN) have been introduced, by Carl Adam Petri [123], as a mathematical
modelling language for the description of communicating distributed systems. They are
also known as place-transition nets, where transitions represent the occurrence of events,
and places correspond to the availability of resources. The directed arcs describe which
places are pre- and/or post-conditions for which transitions (signified by arrows).
In order to enhance the expressiveness of Petri nets [49], different extensions have
been proposed like Stochastic PN [110], PN with priority [107], Colored PN [97, 96]
and Time PN [37, 108, 54, 117]. The well known ones are Colored Petri nets and Time
Petri nets. To model hierarchy and concurrency in a systematic way, and manipulate
more complex data structures through different arithmetic operations, Colored Petri
nets have been introduced. In such an extension, each token has attached a data value
called the token color, and arcs may have Boolean expressions as guards. Moreover,
the hierarchical descriptions, enabled by Colored Petri nets, make the reuse of modules
widely beneficial. In fact, Colored Petri provide a graphical oriented language for design,
specification, simulation and verification of systems. They are in particular well-suited
for systems that consists of a number of communicating and synchronizing processes.
To represent the temporal constraints and analyze the underlying time properties,
Time Petri nets have been introduced. In the literature, we may distinguish between time
and timed Petri nets with a slightly different structures. Mainly, in Timed Petri nets each
token can be equipped with a real-valued clock representing the age of the token. Each
arc, in the net, is provided with a sub-interval of the natural numbers restricting the
age of the token traveling this arc. The marking of the net is therefore a mapping which
assigns a bag of real numbers to each place. This bag represents the numbers and ages
of the tokens in the corresponding place. Similarly, in Time Petri nets the time intervals
are associated to transitions instead of tokens. However, both time and timed Petri nets
suffer with the state explosion, which is a challenge for the verification tools, because to
define the state of the system we have to specify the configuration of all places (marking)
with the information about tokens of each one, and the valuation of the other possible
variables present in the system.
Definition 1.5 (Time Petri net) A time Petri net (TPN) [38], over an alphabet Σ, is a tuple
〈P, T, Pre, Post, m0, L, I〉 where P is a set of places, T is a set of transitions, Pre : T → P→N+
is a function defining the required tokens for the firing of each transition, Post : T → P → N+
is a function defining the tokens generated by the firing of each transition, m0 : P → N+ is the
initial marking, L : T → Σ∪ {τ} is a labeling function and I : T → I∆ is a function associating
to each transition a time interval.
To study the behavior and simulation of time Petri nets [28], we recall their semantics.
Definition 1.6 (Semantics of time Petri nets) Let M the set of markings and Σ the set of events,
the semantics of a Time Petri net is the TTS 〈M×∆, (m0, 0),→〉 where each state is a pair (m, v)
of a marking m ∈ M, and a valuation v ∈ ∆ such that ∀t ∈ T m ≥ Pre(t)⇒ v(t) ∈ ←−I(t), with
v(t) stating the time elapsed since the transition t was last enabled and
←−
I(t) is the downward
closure of time interval I(t). The relation→ of discrete and continuous transitions is given by:
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• discrete transitions: (m, v) L(t)−−→ (m′, v′) iff
m ≥ Pre(t)
m′ = m− Pre(t) + Post(t)
v(t) ∈ I(t)
∀t′ ∈ T v′(t′) =
{
0 if (m < Pre(t′) ∧m′ ≥ Pre(t′)) ∨ t′ = t
v(t′) otherwise
• continuous transitions: (m, v) δ−→ (m, v′) iff{
v′ = v + δ
∀ t ∈ T (m ≥ Pre(t)) ∧ (v(t) ∈ ←−I(t)⇒ v′(t) ∈ ←−I(t)
Roughly speaking, in such a semantics, TTS concrete transitions correspond to the
occurrence of TPNs transitions where a transition t is enabled from state (m, v), if it is
enabled at m and it is still enabled while the corresponding time valuation v(t) does not
reach the upper bound of interval I(t). After firing a transition, the time valuation of
each transition newly enabled at m′ will be reinitialized to 0, otherwise v(t) continues
counting the time elapsed since the last enabledness of t. A continuous transition with
δ is possible, from a state (m, v), if it is not larger than any interval I(t) while t is a
transition enabled at m. Accordingly, simulations of TPNs are often established through
that of their underlying TTS semantics.
1.1.5 Timed Automata
The theory of timed automata [8, 2] has been introduced by Alur and Dill as a modeling
framework, a basic mathematical framework to describe and analyze timed systems. It
has by now established itself as a classical formalism for describing the behavior of real-
time systems. In fact, an automaton is structured as a set of states linked through a
number of transitions, going from state to state, denoting the execution of elementary
actions, i.e. the basic unit of behavior. Moreover, there is an initial state (sometimes,
more than one) and possible final states. The theory of automata is well-used to model
the generation of terms in regular languages where a term (word) corresponds to an
execution of the automaton, i.e. a path from an initial state to a final one. An important
aspect of such formalism is that the equivalence of automata is established through the
equivalence of their accepted language.
Thereafter, the need to provide concepts enabling to specify the timeliness, time con-
straints under which a timed system behaves, has been recognized. Such an issue is the
ultimate goal of timed automata introduction. In fact, a timed automaton is a finite-state
machine extended with clock variables used to measure delays. It uses a dense-time
model where a clock variable can evaluate to a real number. All clocks are initialized to
zero and progress synchronously. Moreover, within such a formalism, transition firing
can be protected by timed constraints specifying on which conditions transitions are en-
abled. To each state is also attached an invariant (clock constraint) whereby, when it is
reached, the automaton is enabled to stay in a state while the corresponding invariant is
satisfied.
To model compound systems, wherein several components are concurrently run,
timed automata are concurrently composed giving rise to networks of timed automata.
Every automaton may fire a transition separately. The state of the system (network) is
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then described by the vector of the states reached in automata. Later on, this model
was found to be lacking in several situations. Basically, what is missing is the notion of
interaction: during the execution from an initial state to a final one, a system component
may interact with other components. Moreover, variables have been introduced together
with high level data types. Priorities [80, 23, 46] have been also considered to reduce the
non-determinism between the firing of transitions (actions), making then the model of
timed automata rich and expressive. Basically, a timed automaton (TA) is given by:
Definition 1.7 (Timed automata) A timed automaton, over a set X of clocks (positive real-
valued variables) and an alphabet Σ, is a tuple 〈Q, q0,→, Inv〉 where Q is a set of locations with
q0 the initial location, →⊆ Q ×P(X) × (Σ ∪ {τ}) × 2X × Q is the transition relation, and
Inv : Q→ P(X) associates an invariant to each location. P(X) represents a set of guards built
on clock variables X. Moreover, for the sake of simplicity, it is often written q
g/a/r−−−→ q′ for a
transition (q, g, a, r, q′) ∈→, from location q to location q′ guarded by g, labelled with action a
and resets clocks r ⊆ X.
Similarly to time Petri nets, the simulation and bisimulation of timed automata are
often given via their semantics. In what follows, we define the semantics of timed au-
tomata in terms of timed transition systems (TTSs).
Definition 1.8 (Semantics of timed automata) Namely, the semantics of a timed automaton is
the TTS 〈Q × (X → ∆), (q0, {X × 0}),→S〉 where ∆ is the time domain and the transition
relation→ is given by:
• discrete transitions: (q, v) a−→ (q′, v′) iff
∃ q g/a/r−−−→ q′ |

v |= Inv(q)
v |= g
v′ = v[r → 0]
v′ |= Inv(q′)
• continuous transitions: (q, v) δ−→ (q, v′) iff
v |= Inv(q)
v′ = v + δ
v′ |= Inv(q)
v[r → 0] states an update of the valuation v where clocks of r are reinitialized to 0.
Similarly to TPN semantics, TTS concrete transitions correspond to the occurrence
of TA transitions, whereas continuous transitions consist of adding an amount δ to time
valuations (clocks), such that the new time valuations satisfy the source location invari-
ants. One can remark that continuous transitions do not update the system control, i.e
both source and target locations of each continuous transition are the same.
In order to model concurrency and communication of timed automata, we consider
networks of timed automata (NTA). In fact, a network of timed automata is a set of
interconnected timed automata defined on the same global context (clocks, channels
and eventual shared variables). Every automaton may fire a transition separately. The
state of the system (network) is then described by the vector of the locations reached in
automata together with clock valuations.
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Due to their decidability, timed automata represent the main real-time formalism
we have studied through this thesis. In the literature, different extensible versions of
timed automata have been established, and distinct compositions have been proposed
[44, 23, 30, 48, 69, 95, 46, 56, 26]. We may cite weighted TA, probabilistic TA, stochastic
TA, hybrid TA and timed input output automata (TIOA).
Weighted TA. A weighted timed automaton[52] is an automaton where each state,
respectively transition, has an attached cost. In fact, the cost of a state is the price per
time unit for staying in that state, however the transition cost represents the price for the
transition firing. Therefore, the global cost of an execution is defined by the accumulated
price of both states and transitions involved in the execution. Such a model is suitable
for the modelling of resource consumption.
Probabilistic TA. In order to model timed randomized systems where the occurrence
of events is not absolute and follows a probabilistic distribution over transitions, such as
the IEEE 802.11 wireless local area network protocol [103], probabilistic timed automata
[21, 102] have been introduced. In fact, a probabilistic timed automaton is a TA where
discrete probability distributions are applied on the execution of transitions, i.e. under
a timed constraint a transition is firable according to a given distribution. Moreover, the
target state of such a transition is chosen according to that distribution.
Timed Input Output Automata. A timed input output automaton (TIOA) [42, 98] is
a timed automaton, where the set of actions is partitioned into input actions and out-
put ones. Input actions, which correspond to that performed by the environment, are
uncontrollable however the output actions are those triggerable by the automaton, and
controllable. Such a model of automata is implemented in the modelling language of the
toolbox Uppaal-Tiga.
Hybrid automata. Hybrid automata [6, 83] are a generalization of timed automata
used to model systems having hybrid dynamics of both time-driven and event-driven.
In fact, hybrid automata are automata equipped with variables that evolve continuously,
as a function of time. The values of such variables are described by a set of ordinary
differential equations.
1.2 Verification of Real-Time Systems
Since real-time systems are intensively involved in different critical applications, check-
ing their properties and inspecting their behavior became a crucial task. In fact, formal
verification of real-time systems [4, 37, 60, 85, 67, 34] is a very evolutive and active field
for both theoretical research and practical development, where a considerable amount
of work has been devoted in the last two decades. Accordingly, several techniques have
been proposed to check real-time system properties, we may cite testing and verification.
1.2.1 Testing
The testing approach [33, 86] consists of providing the system inputs, then checks
whether the outputs conform to intended ones or not. Such a conformance serves as
a notion of implementation correctness. The combination of both inputs and condition
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values is made through the use of test scenarios and test cases. As the number of ex-
ecution sequences can be extremely large or unbounded, the ultimate goal of testing
approaches is to cover as much behavior as possible (maximal runs) with a limited set
of cases. Test cases can be generated offline and executed later, or they can be generated
and executed on the fly.
Through the testing approach, the internal structure of the system can be either
visible and explored in different ways to generate test cases (white box testing), or shown
as a black box where only its interface is known via inputs and outputs (black box
testing). In the white box testing [1] an internal perspective of the system is required
and used to design test cases. The tester chooses inputs to exercise paths through the
system structure and determine the appropriate outputs. However, without considering
the internal structure, the black box testing [101] tests the functionality of the system.
It is only aware of what the software is supposed to do, but not how. The test designer
selects valid and invalid inputs and, according to the system specification, it determines
the correct output.
1.2.2 Verification
An alternative approach to check that a system meets a set of properties is the verifica-
tion method. Both model-checking [85, 4] and theorem proving [73, 128] techniques are
nested in the verification method.
Theorem proving. In fact, theorem proving is an interactive approach in which the
theorem prover needs to be guided to prove properties. Theorem provers, like Coq [41],
Hol [79] and Isabelle [120], have been built to provide a formal language to write math-
ematical definitions, executable algorithms and theorems together with an environment
for semi-interactive development. Such formal specification languages are based on ex-
isting functional programming languages, as it is the case of Ocaml for Coq, and extend
them with first order logic.
Model-checking. Unlike theorem proving, model-checking is a fully automatic tech-
nique in which, once the system is specified in a given language and its properties
are formally described in a logic, the model-checker can explore the system reachable
states and check whether it satisfies such properties, without any human intervention.
To perform the verification of reactive and real-time systems, different model-checkers
and analysis tools like SMV [60], Uppaal [106], Tina [39], Cadp [77] and Kronos [140]
have been designed. They enable the specification of system models using different
formalisms such as transition systems, timed automata and time Petri nets, and the ver-
ification of their properties expressed in a logic like LTL (Linear Temporal Logic) [125],
CTL (Computation Tree Logic) [62], TCTL (Timed CTL) [85] and MITL (Metric Interval
Temporal Logic) [10]. These logics [12] are commonly accepted and incorporated into
verification tools due to their decidability property, in particular LTL and CTL.
Roughly speaking, we mean by decidability the ability of stating that some proper-
ties of the system are verifiable, depending on the values of some input parameters.For
the major part of real-time formalisms, not determinable in general, the behavior (trace,
language, etc) inclusion is undecidable [2, 7]. Essentially, the undecidability of the be-
havior inclusion problem is due to the arbitrary clock reset [11]. Another challenge of
real-time systems decidability is the number of clocks [135] and number of processes
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[14], where the state space grows exponentially with that numbers. However, according
to [61], a strong point of these systems is the decidability of their bisimulation.
1.2.3 Challenges of Real-time Systems Verification
The verification of real-time systems suffer from the so-called statespace explosion prob-
lem, the reason for this being that time is considered as part of the state. In fact, the state
space of the system can be widely large, or even infinite, where both memory and time
requirements in the verification process are exponential in the size of the model. Thus,
it is not possible to explore the entire state space.
To deal with the state space explosion of reactive systems, symbolic representations
(compaction and abstraction) of states [121, 3, 104] and associated reduction techniques
[63, 140, 109] have been proposed. Partial order [3, 63] and symmetry reduction [93]
are common techniques to reduce the state space exploration. The common idea for the
most of partial order reduction techniques [81, 3] consists of exploring representative se-
quences of independent transitions, instead of examining all possible sequences. In fact,
the independence of transitions [121, 24] is a sufficient condition for reordering transi-
tions within a trace so that the same states are reachable, however it is not a sufficient
condition for reordering transitions during reachability analysis. Moreover, as reactive
systems are often designed as a set of communicating components, compositional ver-
ification has been introduced [64], in the way, to make the verification process of such
compound systems much more tractable. It reduces the problem of checking whether
a system, S = S1 ‖ . . . ‖ Sn, satisfies a property P to the simpler problem of checking
whether each component Si satisfies a property Pi, where P is a composition of Pi.
For the case of complex systems, in particular unbounded ones, abstraction refine-
ment has been introduced as a shorter way to check properties. In fact, abstraction
refinement [82, 47] plays a key role in the design and verification of real-time sys-
tems. It enables to abstract unbounded data structures, whereby we are able to per-
form model checking on a system S′1 ‖ ... ‖ S′n instead of the original complex system
S = S1 ‖ ... ‖ Sn, where each S′i is an abstraction refinement of Si. With the above fact,
checking that S satisfies a property P becomes more tractable, and simply consists of
checking that each component S′i satisfies a property Pi. That is what happen in the
abstraction-based verification [27]. One may distinguish that components are separately
designed and, accordingly, can be independently checked.
1.3 Reactive System’s Properties
Getting a correct output from a real-time system is not the only goal. Such an output
must also be produced in the intended timeliness manner. Hence, a number of important
properties has been shown decidable, for reactive systems in general, including reacha-
bility, model checking and several behavioral equivalences and preorders. Throughout
this section, we summarize the most important properties of reactive systems.
Reachability. The states reachability of a widely large real-time system is a verification
challenge. In fact, the reachability can be used to characterize safety properties of the
system. It is much more expressive in the way we can use the negation of its properties to
specify both invariant properties and bounded liveness ones. The reachability property
is often decidable for real-time and reactive systems. However, in the case of recursive
12 Chapter 1. Introduction to Real-time Systems
systems which allow unbounded depth of (recursive) procedure calls, the reachability
problem becomes undecidable as soon as two processes are considered [14].
Liveness. The property of liveness is generally expressed through the timelock where
both state control and time progress are considered. We may distinguish between dead-
lock and livelock. In fact, a deadlock is a situation where (at least) two processes (or
transitions) are each waiting for the other to terminate the execution, and thus neither
ever does. Unlike deadlock where no component cannot fire a transition, livelock is a
situation that occurs when two or more processes continually change their state in re-
sponse to changes in the other processes. The result is that none of the processes will
progress. One can see that a deadlock is a livelock which introduces an infinite delay
into the system.
Predictability. Another important property of real-time systems consists to have a pre-
dictable progress. Each execution of the system should run in the same way, and we
should be able to deterministically state when each behavior will be run, i.e. having the
same configuration, we may state that the same behavior will again be run and produces
the same outputs each time it is run.
Compositionality. Compositionality specifies the way how the components of a system
are assembled. It is a property of the system semantics. Thanks to the compositionality
property, the semantics of a system can be established through that of its individual
components. In fact, the compositional semantics facilitates modular reasonning on pro-
cesses.
Simulation. Another important property is the equivalence between reactive systems.
The simulation mechanism offers the ability to check whether or not a system imple-
ments another. In fact, the simulation relation can be used as refinement, which con-
stitutes an easier and safe way to design systems from their specifications. Herein, we
distinguish between forward and backward simulations. Forward simulations are more
commonly used than backward simulations because they are easier to think about, and
are general enough to cover most interesting situations that arise in practice [98].
1.4 The Theme of the Thesis
Real-time and concurrency are two important properties jointly involved in the modern
computer systems, such as embedded software in cars and planes, where different in-
teractive modules and components are assembled, according to the specified timeliness.
This thesis represents an argued study of timed systems. The main contribution con-
sists of (1) a theoretical study of timed systems where their composition, refinement and
semantics have been reviewed, and (2) an instantiation of this framework (semantics,
composition and refinement) for timed automata and the Fiacre language. Actually, we
have considered two real-time formalisms, timed automata and Fiacre, to model timed
systems with a set of high level concepts, like shared variables, communication and pri-
orities. In fact, we have revisited existing related work, focusing on the semantics and
composition of timed systems, and established a new composition for communicating
timed systems (with possible dynamic topologies), in the way to make the reasonning on
these systems as far as possible modular. Moreover, we have studied the corresponding
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Figure 1.1 – Compositional semantics and refinement.
refinement whereby the design of a component, from specification to implementation,
consists of a set of stepwise-refinements. We have also shown that the refinement of the
whole system can be brought to the refinement of each component separately.
To study the behavioral equivalence of timed systems, for example the simulation be-
tween an abstract system and its refinement, we have revisited their semantics in terms
of timed transition systems, where we have considered different extensions (time inter-
vals, static and dynamic priorities, variables, location invariants, etc), and established
a compositionality result. Finally, to enrich Fiacre with modularity and atomicity, we
have introduced subprograms, non-blocking ports and committed states, and study the
interplay of these concepts with that of basic Fiacre.
Outline.
This manuscript is organized as follows: in Chapter 2, where the results are published
in [44, 48], we revisit the composition of timed systems and propose an alternative
definition of their composition, where a compositionality result of the semantics of com-
pound systems is established. Moreover, we have instantiated this framework for UP-
PAAL timed automata. In Chapter 3, where the main results are published in [47], we
establish a compositional refinement result for compound timed systems with priorities,
where an instantiation for UPPAAL timed automata has also been given. In Chapter 4,
where the result is mainly published in [50], we study the composition of timed systems
having dynamic topology. We have introduced Callable Timed Automata as a structural
way for the modelling and verification of dynamic systems in terms of TA, where com-
ponents can be created on the fly. In fact, we extend the action language of classical
automata by particular call and return actions to enable processes each calls the others.
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The semantics of each call can be interpreted by the creation of a new instance of the
callee template, which is concurrently run together with the calling automaton. We have
established a translation of this framework into UPPAAL timed automata and also de-
signed a plugin to make translation automatic. In Chapter 5, we present the syntax of
the Fiacre language and review its semantics, where a compositionality result of the
Fiacre processes composition is established. Chapter 6 concludes the thesis and gives
some perspectives. Finally, Chapter 7 is an Annex, which contains a detailed syntax and
grammar of the Fiacre language, the proofs of some theorems established in the thesis
and mention some extensions we intend to enrich Fiacre with, like modularity, via the
introduction of subprograms, and atomicity via the introduction of committed states
and non-blocking ports.
Figure 1.2 illustrates how each chapter reuses the notions introduced in the other
chapters, so that chapters depend each others.
Chapter Two
Compositional Semantics of Timed
Systems
Compositional verification and abstraction-based verification techniques have been pro-
posed to deal with the complexity and unboundedness of reactive and concurrent sys-
tems. In fact, compositional verification [64] reduces the problem of checking whether
a system S = S1 ‖ . . . ‖ Sn satisfies a property P to a number of simpler problems of
checking whether each component Si satisfies a property Pi where P is a composition
of Pi. It is important to note that the state space of S is not actually constructed. In the
same way, abstraction-based verification enables the verification of systems in terms of
their specifications, established through a set of abstractions (refinement), in order to
bypass the unboundedness and complexity. Hence, composition and refinement consti-
tute the main ingredients in the design and analysis of reactive and concurrent systems.
In this chapter, mainly based on [44, 48], we focus on the composition and semantics of
timed systems together with the refinement and trace inclusion properties. Thereafter,
our framework will be instantiated for UPPAAL timed automata composition.
2.1 Introduction
Concurrent and reactive systems are often designed as the assembly of a set of compo-
nents, where processes sharing resources and/or cooperating for a given task are con-
currently embedded within a component (module). In the same hierarchical way, com-
ponents involved in the same job are merged in an hierarchical component, as shown in
Figure 2.1. Herein, we are interested in the semantics and composition of timed systems
with handshake communications (interaction). In fact, such a communication involves
the synchronization of two compatible components (processes) on a channel: a sender
which activates the communication on a channel, and a receiver waiting for a communi-
cation on that channel. The synchronization is held if both synchronizing transitions of
sender and receiver are enabled. One can distinguish that the synchronization implies
the progress of both send and receive components.
Unlike classical composition approaches [23, 30, 67, 69, 95, 46, 56, 26, 38, 122], where
the synchronization is triggerable if all involved synchronizing transitions are enabled,
checked together as a unique constraint before running any update action of the in-
volved synchronizing transitions, our composition approach defines the enabledness of
the synchronization by checking the enabledness of the sender transition first, then the
enabledness of the receiver transition after taking into account the effect made by the
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sender transition action. In this study, we consider labelled transition systems (LTS) as
the basic semantic model, then we introduce extended timed transition systems (ETTS),
as an extension of the classical timed transition systems (TTS), where local variables,
global variables, communication, priorities and location invariants have been consid-
ered. Afterwards, the ETTS model will be used as a semantics for both UPPAAL timed
automata and their parallel composition as depicted in Figure 2.2. Moreover, we study
the properties of ETTSs product, together with the properties of the semantics of timed
automata composition such as compositionality, refinement and trace inclusion.
System
proc1 proc2 proc3 proc4
component1.2
component1 component2
Figure 2.1 – Hierarchical systems.
In the literature, there has been a large number of studies focusing on the parallel
composition and semantics of real-time systems [44, 23, 30, 25, 67, 69, 95, 46, 56, 26,
38, 122]. The authors of [95] define a notion of timed ready simulation supporting both
abstraction and compositionality of real-time systems. However, according to [29], the
parallel composition operator defined in [95] is not associative. That is the same case of
[69] where a counter-example of the non-associativity is given in [31]. The authors of [46]
define a parallel composition for a class of timed systems where the liveness property
is still preserved (by construction). The guarantee of liveness is based on the use of
structural properties which can be checked locally on each component. In the same
way, the authors of [26] define an n-ary parallel composition operation of components
described in a subset of the BIP language [20]. Such a composition is parameterized by
a set of interactions, and enables to infer the global properties of compound systems
from the properties of their components. In [38], the authors establish a comparison
between two real-time formalisms: timed automata and bounded time Petri nets in term
of expressiveness and bisimilarity. In fact, they study the (compositional) semantics of
both timed automata and bounded time Petri nets composition through an associative
<TA  ,...,TA  >           1             n
       <ETTS> 
TA sem
ETTS prod
Restrict \C 
 <TA>
NTA Sem
  ETTS \C 
              1                  n<ETTS  ||...||ETTS  >
Restrict \C 
TA sem
Internal TA Product      
cannot be defined
        <ETTS> 
Figure 2.2 – Semantics of TA composition.
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parallel product of the underlying timed transition systems. Throughout this chapter,
we are only interested in work focusing on UPPAAL systems [67, 23, 30], in particular
those which consider the notion of the static priority Committedness. Namely, the concept
of committedness is a high level mechanism to express that some transitions are more
privileged over others, regardless of their enabledness. Also, excluding certain behaviors
through the use of committedness may lead to serious reductions in the state space of
the model.
The authors of [67, 23] define a framework with a non compositional semantics for
UPPAAl timed automata product with a naive composition of send/receive actions. On
a synchronization, such a model checks the guards of the involved transitions before
applying any action. Unlike that composition, the authors of [30] describe a framework
for compositional abstraction, and define a parallel composition operator for UPPAAL
timed automata. To establish their results, the authors of [30] restrict the structure of
processes, so that their input transition guards and location invariants do not refer to
shared variables. Furthermore, in TA a committed location should have an outgoing
transition. In our framework, we propose an alternative composition, with a composi-
tional semantics, where the input transition guard is checked after taking into account
the effect of the output transition action, and by that the restrictions imposed by [30]
are solved. Otherwise stated, the output transition action is only simulated, it becomes
effective if the guard evaluates to true.
The rest of the chapter is organized as follow: Section 2 presents the motivation
and benefits of our proposal, and gives a comparison with the existing related work.
In Section 3, we present the formal basis of our work by introducing an extension of
timed transition systems (ETTS), with their associative product and trace properties
together with the corresponding bisimilarity. Section 4 introduces Timed Automata (TA)
and Networks of Timed Automata (NTA), and reviews their semantics according to
UPPAAL. Moreover, we establish a new compositional semantics for UPPAAL timed
automata composition, as depicted in Figure 2.2, and also outline a translation of our
proposal to UPPAAL TA composition. Finally, Section 5 is a conclusion.
2.2 A New Composition Operator for Timed Systems
Through this section, we motivate our proposal and give a comparison with [23, 30].
Then, we present a synchronization pattern implemented thanks to our proposal. Fur-
thermore, in order to reuse the UPPAAL verification engine, we propose a transforma-
tion of our composition mechanism to the one used by UPPAAL.
2.2.1 Motivating Example
Defining the product of concurrent systems is not an easy task because of the interaction
of communicating processes through global variables. We illustrate this problem in Fig-
ure 2.3, which shows the composition of two timed systems where e is a shared variable
initialized to zero. From now on, the notation g/l/a states a transition guarded by g,
labelled by l and updates the system state according to action a. Moreover, c! (output)
and c? (input) correspond to a send/receive handshake communication over a channel
c.
• When submitting the model depicted in Figure 2.3 to the Uppaal tool, it blocks
because, on a synchronization, Uppaal checks that the guards of all involved tran-
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s1 s2
true/c!/e:=e+1 e>0/c?/e:=e-1
Figure 2.3 – Synchronization skeleton
sitions hold, which is not the case in s2 when e = 0. To sum up, UPPAAL synchro-
nization can be described by:
g1/c!/a1 ‖ g2/c?/a2 = g1 ∧ g2/τ/a1; a2
• [30] does not allow the skeleton of Figure 2.3 because the guard of the input tran-
sition (e > 0) depends on the shared variable e. Guards should not depend on
shared variables, which implies that [as]gr = gr. Such a composition is described
by gs/c!/as ‖ gr/c?/ar as well as gs ∧ [as]gr/τ/as; ar.
• We propose an alternative approach which changes the Uppaal semantics: the in-
put transition guard is only checked after simulating the execution of the output
transition action, here e:=e+1 which updates the value of variable e to 1. There-
fore, the guard e > 0 of the input transition becomes satisfied. This proposal can
be written as:
g1/c!/a1 ‖ g2/c?/a2 = g1 ∧ [a1]g2/τ/a1; a2
where the restrictions of [30] are weakened.
Let us remark that the three proposals are the same when the [30] restriction applies.
2.2.2 Benefits of the Proposal
Thanks to this new definition of timed automata composition, which consists in eval-
uating the guard of the receive event only after the assignment of the corresponding
send event has been performed, we establish genuine composition and refinement re-
sults. Moreover, the implementation of a conditional reception through shared variables
becomes easier.
Conditional reception. Currently, UPPAAL offers pure synchronizations only. Herein,
we consider the extension which consists in superposing message exchange to syn-
chronization. Moreover, thanks to the proposed semantics, conditional reception where
reception is enabled only if a condition over the received message is satisfied, can be
implemented easily. The following table, proposes a syntax and a translation for this
construction, where v is a local variable, C(v) is a boolean expression depending on v
syntax translation using our proposal
◦ g/c!e/a−−−−→ ◦ ◦ g/c!/shc :=e;a−−−−−−−→ ◦
◦ g/c?v/a where C(v)−−−−−−−−−−−→ ◦ ◦ g∧C(shc)/c?/v:=shc;a−−−−−−−−−−−−→ ◦
and local variables of the receiver, shc is a fresh shared variable dedicated to the com-
munication over the synchronization channel c, and e is an expression. The semantics
of the conditional reception, as a translation to basic UPPAAL, would be much more
complicated than the one relying on our semantics.
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We remark that such a feature is especially interesting for implementing resource
allocators, where requests are accepted according to the resources currently available.
Actually, this synchronization pattern requires a guard depending on the local state but
also a condition depending on the request. The following transitions illustrate such a
pattern1.
client requests allocator
◦ R!100−−−→ ◦
◦ R!c−→ ◦ ◦
R?g where g≤a/a:=a−g−−−−−−−−−−−−−→ ◦
2.2.3 Transformation To Basic UPPAAL
In order to reuse the UPPAAL model checker, we outline a model transformation con-
verting our proposal to UPPAAL. The basic idea of such a transformation is to move the
“late” reception guards evaluations to the sending point. We consider three steps:
Step 1: local variables occurring in guards of reception transitions become global. This
transformation allows to evaluate guards out of their local initial context.
Step 2: distinguishing receptions. This transformation allows to retrieve the succeeding
receptions. Each reception is distinguished by a dedicated channel.
Step 3: moving reception conditions. The reception condition is moved to the sender side
after calculating the effect of the sender command (action).
We summarize the preceding steps by the following table2.
Step 1
i:




int l;
◦ gr(l)/c?/ar(l)−−−−−−−→ ◦ →
int i_l;
i:



◦ gr(i_l)/c?/ar(i_l)−−−−−−−−−→ ◦
Step 2 Step 3
g/c!/as
gi/c?/ai
→ []ig/ci!/asgi/ci?/ai
g/ci!/a
gi/ci?/ai
→ g ∧ [a]gi/ci!/a>/ci?/ai
Throughout Section 4 of this chapter, the translation steps are formally elaborated and
validated.
2.3 Transition System Extensions
In this section, we review one of the fundamental models for representing behaviors,
which is transition systems, originally introduced in [99] and since extensively studied
by [114, 115, 84] and others. In fact, transition systems are an elegant model for repre-
senting system executions. They are widely used in light of their flexibility and applica-
bility. Structurally, transition systems are essentially composed of states and transitions.
States correspond to the configurations reachable by the modeled system, whereas tran-
sitions link these states through the occurrence of the system actions. Due to their safety
1We use the conventions that an omitted guard defines a > guard and an omitted action defines a skip
(identity) action.
2[] denotes the non deterministic choice operator.
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properties, transition systems have been intensively applied to the modeling of com-
plex systems, as well as for giving semantics to programming languages and real-time
formalisms.
2.3.1 Extended Timed Transition Systems
In what follows, we consider an extension of timed transition systems (TTS), introduced
in Chapter 1, so-called Extended Timed Transition Systems (ETTS), where we introduce
local space, global space, communications and static priority (committedness). Moreover,
the TTS state space is instantiated as a product of a timed space and a set of locations,
where to each location we may associate an invariant, and the alphabet Σ corresponds
to the set of communicating events. In order to make transition systems communicating,
we specialize the state space and the alphabet to allow the following communications:
• via a shared space, where we distinguish local and global state spaces updated via
a set of actions that can be non-deterministic and blocking.
• via CCS-like channels (send-receive), we introduce a set C of send-receive channels,
where two transitions synchronize if their events are compatible (complementary).
The resulting transition of such a synchronization corresponds to an internal tran-
sition in the composition.
• via CSP-like synchronization through a set ∆ of many-to-many synchronization
events. Such a synchronization is used to model a system transition where all pro-
cesses perform a lock-step [88]. Throughout this study, we use this synchronization
to model the evolution of time.
Furthermore, Committedness is a high level mechanism to express that certain behaviors
need to be executed atomically, without interleaving with the others. Moreover, com-
mitted transitions starting from a given location have priority over non-committed ones,
i.e. they hide non committed transitions starting from that location. This notion is rel-
evant when considering composition where certain (lower-priority) behavior are ruled
out, which may lead to serious reductions in the state space of models [43]. Note that
hiding is supposed to be static: a non firable committed transition can hide a firable non
committed transition. A location q is said to be committed (Comm(q) = >) if at least
one of its outgoing transitions is committed. Due to the shared space communication,
complications may arise if one component is willing to update a shared variable in a way
that violates the location invariant of another component. To deal with such an issue,
we require that a transition is only possible if all location invariants hold in the target
state. Firstly, let us recall the timed space structure introduced in Chapter 1.
Definition 2.1 (Timed space) Given the time structure 〈∆, 0,+,≤〉 where:
• ∆ is a set of values (time instants) where 0 is neutral,
• + is associative, commutative and anti-symmetric (a + b = 0 ⇒ a = b = 0). Moreover,
+ satisfies the left cancelation a + b = a + c⇒ b = c,
• we define a ≤ b , ∃c, a + c = b.
A timed space is a set E together with an operator ⊕ : E× ∆ → E defining the advances of
time. ⊕ is supposed to be compatible with the time structure:
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• Additivity: (x⊕ δ1)⊕ δ2 = x⊕ (δ1 ⊕ δ2).
• Zero-delay: x⊕ 0 = x.
We note ⊕δ the function x 7→ x⊕ δ. In fact, the timed space enables to quantify time
and specify its progress (timeliness).
Definition 2.2 (ETTS) An Extended Timed Transition System over a shared timed space G and
a set of channels C is a tuple 〈Q, q0,L, I , Inv,→〉 where:
• 〈Q, q0,→〉 is a TTS, where Q is a set of locations,
• L is the local timed space,
• I ⊆ L× G defines the initial states,
• Inv : Q→ 2L×G associates an invariant to each location,
• →⊆ Q× 2L×G ×Λ× (L×G → L×G)×B×Q is a transition relation, which consists
of a source location, a guard, a label, an action (supposed to be deterministic), a commit-
tedness flag and a target location. Λ = Σ ∪ ∆ ∪ {τ} is the set of labels. Σ = C? ∪ C!
is the alphabet, ∆ is the time domain, and C! and C? correspond respectively to send and
receive events over channels of C. The action associated to a transition labelled by δ ∈ ∆ is
⊕δ ⊗⊕δ 3, which adds δ to both local and global parts of the state.
Furthermore, ETTSs should satisfy TTS properties (0− delay, additivity, continuity, time−
determinism) and also satisfy the following wellformedness condition : time-transitions (labelled
by δ ∈ ∆) are supposed to be non committed.
For the sake of simplicity, we write q G/λ/a−−−→b q′ for (q, G,λ, a, b, q′) ∈→. If absent, b
is considered to be false. Hence, we define the predicate Comm by:
Comm(q) =
{
> If ∃ G λ a q′ | q G/λ/a−−−→> q′
⊥ Otherwise
The semantics of ETTSs is specified by their associated LTSs 4 defined below. It is sub-
stantially simpler because it abstracts from the continuous actions of timed transitions.
Such a semantics allows to compare ETTSs through simulation and bisimulation 5.
Definition 2.3 (Semantics of an ETTS) Given the global timed space G, the semantics of the
ETTS 〈Q, q0,L, I , Inv,→〉 is the LTS 〈Q×L×G, q0× (I ∩ Inv(q0)), {(q, l, g),λ, (q′, l′, g′) |
(l, g) |= Inv(q), (l′, g′) |= Inv(q′), ∃G, ∃ a, ∃ b, q G/λ/a−−−→b q′, (l, g) ∈ G, (l′, g′) =
a(l, g) and ¬b⇒ q 9 >}〉.
The notation q 9 > states the absence of outgoing committed transitions from q.
Herein, one can remark that the ETTS non-committed transitions outgoing from a com-
mitted location are not held, in the corresponding LTS semantics, because they are hid-
den. In fact, only non-hidden enabled ETTS transitions are held.
The presence of the committedness flag makes the semantics of ETTSs rather com-
plex. It would be much more readable if we could get rid of managing priorities during
3The function composition operator ⊗ is defined by: ( f ⊗ g)(x, y) = ( f (x), g(y)).
4In fact, labelled transition systems (LTS) and their simulation relation are given in Chapter 1.
5Simulation and bisimulation relations are defined in Chapter 1.
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bisimulation proofs. To this end, we consider a sufficient condition for ETTSs simulation
expressed as the simulation of the corresponding LTSs, where the committedness flag is
considered as a part of the transition label.
Definition 2.4 (ETTS simulation) Given two ETTSs Tc (concrete) and Ta (abstract) and the
refinement relations Rq ⊆ Qc ×Qa and Rv ⊆ (Lc ×Gc)× (La ×Ga), Ta simulates Tc, denoted
Ta vRq,Rv Tc, if:
1. The associated LTSs satisfy the sufficient condition for simulation, i.e:
• Rl(q0c , q0a),
• ∀(x, y) ∈ Ic, ∃(x′, y′) ∈ Ia | Rv((x, y), (x′, y′)),
• ∀qc, q′c, qa, G, λ, a, b, xc, yc, x′c, y′c, xa, ya, if qc G/λ/a−−−→b q′c and (xc, yc) ∈ G,
((xc, yc), (x′c, y′c)) ∈ [[a]], Rq(qc, qa), Rv((xc, yc), (xa, ya)), there exists q′a ∈ Qa,
G′, a′, x′a, y′a such that qa
G′/λ/a′−−−−→b q′a ∧ (xa, ya) ∈ G′ ∧ ((xa, ya), (x′a, y′a)) ∈
[[a′]] ∧ Rq(q′c, q′a) ∧ Rv((x′c, y′c), (x′a, y′a)),
• ∀qc qa, Rq(qc, qa) ∧ Inva(qa)⇒ Invc(qc),
2. ∀qc qa, Rq(qc, qa)⇒ Comm(qa)⇒ Comm(qc).
Roughly speaking, the simulation (refinement) consists of establishing a mapping
between the transitions of refining and refined ETTSs. In fact, from each location qc of
the concrete ETTS Tc, the presence of a transition tc, with a label λ and committedness
b, states the presence of a transition outgoing from a location qa, corresponding to qc,
labelled by λ and has the same committedness b in the abstract ETTS Ta. Accordingly,
two ETTSs T and T ′ are bisimilar, denoted T ∼ T ′, if each one simulates the other.
Theorem 2.1 (Similarity) Given two ETTSs Ta and Tc, if Ta simulates Tc then the LTS seman-
tics of Ta simulates the LTS semantics of Tc.
Proof (sketch). Given a concrete LTS transition labelled by (λ, b) and a non-hidden
concrete ETTS transition labelled by λ, having the committedness flag b and starting
from the same state (corresponding location in ETTS). The sufficient condition (1) en-
sures the existence of an abstract ETTS transition with the same label, the same com-
mittedness and its action matches with that of the concrete transition. If this (abstract)
transition is not hidden, it is present in the LTS, which establishes the refinement prop-
erty. Otherwise, it is not committed (b = ⊥) and a committed transition hides it. Thus,
the abstract state is committed which implies the committedness of the concrete state
according to condition (2), which means that certain concrete transition outgoing from
that location is committed and would hide the given concrete transition.
Restriction of ETTSs
When composing ETTSs, unmatched synchronizing transitions are ignored. To this end,
we define the corresponding operation so-called restriction [112]. In fact, the restriction
of an ETTS over a set of channels is an ETTS where transitions composable over these
channels have been deleted.
Definition 2.5 (ETTSs restriction) Let T = 〈Q, q0,L, I , Inv,−→〉 be an ETTS over a set of
channels C. Let C′ ⊆ C, we define the restriction of T on C′, denoted T \C′, to be the ETTS
〈Q, q0,L, I , Inv,−→ \{q G/λ/a−−−→b q′ | λ ∈ C′! ∪ C′?}〉.
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The notion of restriction is relevant when studying the compositional semantics of
UPPAAL networks of timed automata, which are built as an internal composition of TA.
Theorem 2.2 (Refinement and restriction) Let Ti, Tj be two ETTSs on the same set of channels
C, and R be a refinement relation. Then ∀C′ ⊆ C Ti vR Tj ⇒ Ti\C′ vR Tj\C′.
Proof. It is straightforward and consists of comparing both Ti and Tj internal and delay
transitions.
Product of ETTSs
By now, we define a binary product of ETTSs where the local space of the composition
is simply obtained by the product of both distinct local spaces. Moreover, on a synchro-
nization, the input transition guard is checked after taking into account the effect of
the output transition action. Thereafter, we show that our product is commutative and
associative.
Definition 2.6 (Binary product of ETTSs) Given two ETTSs T1 and T2 defined over the same
global space G. The product T1 ‖ T2 is defined by the ETTS 〈Q1 × Q2, 〈q01, q02〉,L1 × L2, I1 ∩
I2, 〈q1, q2〉 7→ Inv1(q1) ∩ Inv2(q2),→〉 over G where→ is the smallest relation such that:
q1
G/λ/a−−−→1,b q′1 λ ∈ C! ∪ C?
〈q1, q2〉 G/λ/a−−−→b 〈q′1, q2〉
ASYNC1
q2
G/λ/a−−−→2,b q′2 λ ∈ C! ∪ C?
〈q1, q2〉 G/λ/a−−−→b 〈q1, q′2〉
ASYNC2
q1
G1/δ/⊕δ1⊗⊕δ−−−−−−−−→1 q′1 q2
G2/δ/⊕δ2⊗⊕δ−−−−−−−−→2 q′2 δ ∈ ∆
〈q1, q2〉
G1∧G2/δ/(⊕δ1⊗⊕δ2 )⊗⊕δ−−−−−−−−−−−−−−→ 〈q′1, qj2〉
TIME
q1
G/τ/a−−−→1,b q′1 (Comm(q1) ∨ Comm(q2))⇒ b
〈q1, q2〉 G/τ/a−−−→b 〈q′1, q2〉
TAU1
q2
G/τ/a−−−→2,b q′2 (Comm(q1) ∨ Comm(q2))⇒ b
〈q1, q2〉 G/τ/a−−−→b 〈q1, q′2〉
TAU2
q1
G1/c!/a1−−−−→1,b1 q′1 q2
G2/c?/a2−−−−−→2,b2 q′2
(Comm(q1) ∨ Comm(q2))⇒ (b1 ∨ b2)
〈q1, q2〉 G1∧(G2◦a1)/τ/a2◦a1−−−−−−−−−−−→b1∨b2 〈q′1, q′2〉
SR
The locations, respectively initial locations, of the product are obtained by merg-
ing the locations, respectively initial locations, of individual ETTS. Moreover, the initial
valuations I , respectively invariant Inv, of the composition are defined through the in-
tersection of initial valuations, respectively invariants, of T1 and T2.
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The notation Comm(q) ⇒ b with qi G/λ/a−−−→i b q′i states that the current (selected)
transition should be committed if there exists another outgoing committed transition
from q. Otherwise stated: a transition cannot be hidden by a lower-priority transition.
Rule ASYNC1 represents potential synchronizations t1 that the ETTS T1 may be
willing to engage in with its environment, without checking its committedness flag be-
cause it may be that a compatible committed transition will synchronize with t1 making
then the resulting transition committed. Rule ASYNC2 is similar to ASYNC1 where
T2 evolves instead of T1. Rule TIME states that a delay δ of the composition may oc-
cur when both components perform a delay δ. In fact, through ⊕δ ⊗ ⊕δ we specify
the progress of both local and global clock valuations. Rule TAU1 induces an internal
transition of the composition from an individual transition of component T1. Through
such a rule, the corresponding transition of the composition is non-committed if both
q1 and q2 (source locations) are non-committed. Otherwise, TAU1 provides that the cur-
rent individual transition has priority over the other transitions outgoing from 〈q1, q2〉.
Rule TAU2 is similar to TAU1 where T2 evolves instead of T1. Finally, rule SR (for
send/receive) corresponds to a synchronized communication of components T1 and T2
on compatible events through a channel c ∈ C. The guard G2 of the receiver is checked
after simulating the update made by the sender action a1. The resulting transition of
such a synchronization, labelled by the internal event τ, is committed if either the send
or the receive transition is committed. Otherwise, a non-committed synchronization may
only occur if both components are in non-committed locations.
Lemma 2.1 (Committedness) Given two ETTSs Ti and Tj with qi ∈ Qi and qj ∈ Qj, then:
Comm(〈qi, qj〉)⇔ Comm(qi) ∨ Comm(qj)
Proof.
1. Comm(〈qi, qj〉) ⇒ Comm(qi) ∨ Comm(qj). We have Comm(〈qi, qj〉) ⇒ ∃G λ a q |
〈qi, qj〉 G/λ/a−−−→ 1 〈qi, qj〉′. Using ETTS product rules, we distinguish the following
cases to perform such a transition:
• Rule ASYNC: Comm(〈qi, qj〉)⇒ ∃qi G/λ/a−−−→> q′i, which implies that location qi
is committed, i.e Comm(qi) = >.
• Rule TIME: it is satisfied because both source locations are not committed to
allow outgoing time transitions.
• Rule TAU: it is similar to that of rule ASYNC.
• Rule SR: Comm(〈qi, qj〉) ⇒ ∃
 qi
Gi/c!/ai−−−−→bi q′i
qj
Gj/c?/aj−−−−→bj q′j
 |

bi ∨ bi = >
bi = Comm(qi)
bj = Comm(qj)
,
which implies that either qi or qj is committed, or again both locations are
committed.
2. Comm(qi) ∨ Comm(qj) ⇒ Comm(〈qi, qj〉). We have only handled the le f t-right im-
plication, the case of right-le f t implication is similar.
It is obvious that our product is commutative. Hence, we are only interested in the
associativity property.
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Theorem 2.3 (Commutativity) Given two ETTSs Ti and Tj with Li and Lj supposed to be
disjoint, then:
Ti ‖ Tj ∼ Tj ‖ Ti
Proof. It is straightforward, based on the symmetry of our product rules.
Theorem 2.4 (Associativity) Let T1, T2 and T3 three ETTSs with their local spaces supposed to
be pairwise disjoint, then:
(T1 ‖ T2) ‖ T3 ∼ T1 ‖ (T2 ‖ T3)
Proof. According to Definition 2.4, we have to show that the states and transitions of
both systems match respectively. The matching of states is simpler. We are only inter-
ested in the matching of transitions. Based on the symmetry of ETTS product rules, we
prove only one direction of the bisimulation relation, from (T1‖T2)‖T3 to T1‖(T2‖T3). Let
→12−3 the transition relation of (T1‖T2)‖T3 and →1−23 that of T1‖(T2‖T3). The product
(T1‖T2)‖T3 performs a transition from 〈〈q1, q2〉, q3〉 using rules ASYNC, TIME, TAU and
SR.
• Rule TAU: either T1‖T2 or T3 runs an internal transition, we consider only the case
of T1‖T2, the case of T3 is symmetric:
〈〈q1, q2〉, q3〉 G/τ/a−−−→ 12−3b 〈〈q1, q2〉′, q3〉 ⇒
{
∃(〈q1, q2〉 G/τ/a−−−→ 1−2b 〈q1, q2〉′)
Comm(q3)⇒ b
(01)
From (01) we distinguish 3 cases: either T1 or T2 runs an internal transition or again
both T1 and T2 synchronize.
1. T1 runs an internal transition. Through rule TAU, all of the following hold:
q1
G/τ/a−−−→ 1b q′1
Comm(q2)⇒ b
Comm(q3)⇒ b
⇒
{
q1
G/τ/a−−−→ 1b q′1
Comm(q2) ∨ Comm(q3)⇒ b
⇒
{
q1
G/τ/a−−−→ 1b q′1
Comm(〈q2, q3〉)⇒ b
Therefore, via rule TAU we get the result:
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q′1, 〈q2, q3〉〉
The other proof cases are given in the Annex.
By considering the following definition of the operator . (join6) :
[[a1 . a2]](x, y) = ∃z, [[a1]](x, z) ∧ [[a2]](z, y)
we establish the following theorem:
6The operator join of relational algebra.
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Theorem 2.5 (Refinement and parallel composition) Let T1, T2, T3, T4 be ETTSs and
Rg, R1,2l , R
3,4
l refinement relations where Rg is supposed to be functional from the concrete system
to the abstract one. Then, we have: T1 vRg,R1,2l T2 ∧ T3 vRg,R3,4l T4 ⇒ T1||T3 vRg,R1,2l ⊗R3,4l T2||T4
where R⊗ R′(q1, q3)(q2, q4) = R(q1, q2) ∧ R′(q3, q4).
Proof. Given that T1 refines T2 and T3 refines T4, then the single (non-synchronization)
transitions of T1‖T3 match with the single (non-synchronization) transitions of T2‖T4.
The proof consists of establishing a mapping between synchronizations of T1‖T3 and
T2‖T4. As we have the same composition rules in both sides, respecting committedness,
such a relation is obvious.
2.3.2 Timed Traces
The trace concept [18] is extensively used to study the behavioral equivalences of tran-
sition systems. In fact, a trace represents a sequence of visible events (actions) of an
execution. Moreover, the notion of trace enables to state that two systems are bisimilar
if they have the same traces.
Timed traces are an efficient tool to show whether a TTS implements another one
where, from a common state, we check whether each outgoing transition of the simu-
lated system can be triggered in the simulating one. Although, the simulation relation
of timed systems can be established through an open map of the trace concept, wherein
a simulation is successful if it corresponds to the inclusion of traces. Traces are often
considered as forward simulations, which are more commonly used than backward sim-
ulations because they are easier to think about, and are general enough to cover most
interesting situations that arise in practice [98].
In the literature, different timed trace definitions have been proposed [137, 53, 71].
Mainly, a timed trace is a sequence of visible events. Each event is tagged by a date
ð ∈ ∆. Unlike classical timed traces, in our framework, we consider time-transitions as
visible because they update the global space by modifying the value of clock-variables.
Furthermore, internal τ-transitions stating an update of the ETTS global state are consid-
ered as visible too. In what follows, we establish a new definition of ETTSs (diverging)
timed traces.
Definition 2.7 (ETTS executions) Let T = 〈Q, q0,L, I , Inv,→〉 be an ETTS over the global
timed space G and a set of channels C. An execution is an infinite sequence, outgoing from the
initial location, of tuples (qi,λi, gi) where qi is a location, λi is a label of a transition outgoing
from qi and gi is a valuation of the global space. The set of all executions of T , denoted by
Exec(T ), is formally given by:
Exec(T ) = {(q0,λ0, g0).〈(qi,λi, gi)〉i∈N∗ | ∀i qi Gi/λi/ai−−−−→b qi+1 ∧
∃x y ((x, gi), (y, gi+1)) ∈ [[ai]] ∧
∀G′i λ′i a′i b′ qi
′
qi
G′i /λ
′
i/a
′
i−−−−→b′ qi′ ⇒ (b′ ⇒ b)}
We state by g0 an initial state of the global space G. Moreover, from each location
q, a transition will be held in the corresponding execution if it is not hidden by an-
other transition outgoing from q. An execution e = 〈(q0,λ0, g0).(q1,λ1, g1)..〉 is said time-
diverging if ∑λi∈∆ λi is diverging (not bounded). For an execution sequence e, we denote
by (ei.q, ei.λ, ei.g) the ith element of e, and by ei..∞ the sub-sequence of e starting from the
ith element.
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Definition 2.8 (Diverging timed traces) A timed trace is an infinite sequence of triplets 〈λ,ð, g〉
where λ is a label, ð is a date and g is a state of the global space. Each triplet corresponds to a
transition stating an update of the global space or labelled by an external event. Moreover, a timed
trace e = (〈λ0,ð0, g0)〉.〈λ1,ð1, g1〉...) is time-diverging if values ði diverge (∀ð ∃i | ði > ð).
Note that we do not use the usual limit notion to define divergence, because we have
not supposed its existence when defining the time structure (see definition 1.3).
By now, we adapt the former definition of timed traces for ETTSs, where we associate
a triplet to each transition labelled by either a discrete (communicating) event or a timed
event or again an internal event stating an update of the global state space.
Definition 2.9 (ETTS timed traces) Let T = 〈Q, q0,L, I , Inv,→〉 be an ETTS. A trace of T is
the projection erasing local states and stuttering of a time-diverging execution of T . The function
Tr, associating a trace to a time-diverging execution, is defined by:{
Tr(e) = Tr0(e)
Trð(e) = 〈(ei0 .λ,ð, ei0 .g).Trð+|ei0 .λ|(e(i0+1)..∞)〉
where i0 = min{i | (ei.λ = τ ⇒ ei.g 6= ei+1.g) ∨ ei.λ 6= 0} and |ei.λ| = ei.λ if ei.λ ∈
∆ or 0 otherwise. The set TR of timed traces of T is defined as TR(T ) = {Tr(e)|e ∈ Exec(T )}.
Note that timed traces of T are time-diverging. An example of an execution and its
corresponding trace is illustrated in Figure 2.4 where:
exec:    
           (q0,c1,G0)   (q1, d1,G1)   (q2,tau,G2)    (q3,c2,G3)   (q4,d2,G4)  (q5,tau,G5)  (q6,c3,G5)    
Tr(exec)    
    (c1,0,G0)        (d1,0,G1)      (tau,d1,G2)  (c2,d1,G3/)  (d2,d2,G4)        (c3,d1+d2,G5)       
   
0     t1          t2        t3         t4        t5         t6        t7         
     t1          t2        t3         t4        t5           t7         
0
Figure 2.4 – An execution and its corresponding timed trace.
• Transitions t1, t4 and t7 of exec are held in the timed trace Tr(exec) because they
are labelled by external events.
• Transitions t2, t3 and t5 of exec are held in the timed trace Tr(exec) because they
update the global space states G1, G2 and G4 respectively.
• Transition t6 is not held in Tr(exec) because it is labelled by an internal event and
does not update the global space state G5.
Theorem 2.6 (Refinement and trace properties) Let Ti, Tj be two ETTSs on the same global
space G, Rl be a refinement relation of local spaces and P be a property over timed traces TR,
then ((Ti vId,Rl Tj) ∧ (Tj |= P))⇒ Ti |= P where T |= P , ∀t ∈ TR(T), P(t).
Proof. According to Definition 2.4, the proof is obvious because TR(Ti) ⊆ TR(Tj),
and both abstract and concrete matching transitions have the same decorations (label,
committedness), the valuations of both abstract and concrete guards match and the side
effects of both abstract and concrete actions also match.
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2.4 UPPAAL Networks of Timed Automata
In this section, we consider UPPAAL timed automata (TA) [23, 30] and networks of
timed automata (NTA). In fact, UPPAAL is an integrated tool environment for mod-
eling, validation and model checking of real-time systems represented by networks of
timed automata. The tool has been used successfully and routinely for many indus-
trial case studies. UPPAAL timed automata describe the structure of (basic) sequen-
tial processes, with possible non-deterministic choices and priority between transitions,
whereas networks of timed automata enable to model systems as a composition of au-
tomata. Moreover, the UPPAAL language enables to perform arithmetic operations, and
others, on data variables together with communications on shared variables and syn-
chronization of actions. In what follows, we review UPPAAL timed automata and give
the non-compositional semantics of their composition, as in UPPAAL, in term of ETTSs.
Firstly, let us introduce the following helpful notation.
Notation. Given a set V of variables valued in a domain D.
• E(V) defines the set of expressions built over V.
• P(V) defines the set of predicates built over V.
According to former notations, we introduce the following semantic functions:
• p ∈ P(V), [[p]] ⊆ V → D.
• e ∈ E(V), [[e]] ∈ (V → D)→ D.
• For an action a ∈ V 9 E(V), usually denoted v1 := e1 ‖ . . . ‖ vn := en where
{v1 . . . vn} = dom(a) and ei = a(vi), its semantics [[a]] : (V → D) → (V → D) is
defined by env 7→ (v 7→
{
[[a(v)]]env if v ∈ dom(a)
env(v) otherwise )
• The semantics of a sequence of actions is defined by: [[ai; aj]] , [[aj]] ◦ [[ai]].
• For a predicate P, we outline the following semantics:
[[P(_)]] : D → 2V→D
[[e]] : (V → D)→ D
[[P(e)]] = {u ∈ V → D | u ∈ [[P(_)]]([[e]](u))}
For the sake of simplicity, the restrictions of expressions and predicates construction are
not discussed here. In fact, predicates enable to built both transition guards and loca-
tion invariants of UPPAAL timed automata, whereas expressions specify how transition
actions are structured.
2.4.1 UPPAAL Timed Automata
The theory of Timed Automata (TA) has been first proposed in [8]. It provides a pow-
erful formal framework to model as well as to analyze the behavior of concurrent and
real-time systems, with discrete and continuous changes [141]. Structurally, a timed au-
tomaton is a finite-state machine extended with a finite collection of real-valued clocks
initialized to zero and increased synchronously. In fact, constraints on clock variables
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are used to ensure the timeliness (execution times, response times, tasks period, com-
munication delays, etc) of systems according to their specifications. Moreover, in or-
der to enhance the expressiveness of timed automata as a modeling language, several
high-level concepts have been introduced, like communication, synchronization, dis-
crete variables and other data structures making then the modeling of complex sys-
tems, via timed automata, much more natural. In the same way, to deal with the non-
determinism of timed automata execution, priorities [43, 65, 80] have been considered.
Since, different frameworks focusing on the semantics and composition of timed au-
tomata [23, 30, 67, 95, 141, 25, 44, 48] have been proposed.
In this section, we extend the structure of timed automata, introduced in Chapter 1,
by considering a set of committed locations, a rich action language and a set of variables
split to local and global ones. This distinction has been established to make TA struc-
ture composable according to the UPPAAL NTA definition. Moreover, the alphabet Σ is
instantiated to a set of communicating events C? ∪ C! over a set of channels C.
Definition 2.10 (Timed automaton) A timed automaton, on a set of clocks χ, a set of global
variables V g with its initialization function Initg : V g → D and a set of channels C, is a tuple
〈Q, q0, K,V l , Init, Inv,→〉 7 where:
• Q is a set of locations, q0 ∈ Q is the initial location,
• K ⊆ Q is a set of committed locations,
• V l is a set of local variables,
• Initl : V l → D is the initialization function of local variables,
• Inv : Q→ P(V l ∪ V g ∪ χ) associates an invariant to each location,
• →⊆ Q× Grd×Λ× Act× Q is the transition relation, where Grd = P(V l ∪ V g ∪ χ)
is a set of guards, Λ = C? ∪ C! ∪ {τ} is the set of labels and Act = ((V l ∪ V g ∪ χ) 9
E(V l ∪ V g)) is a set of actions. In fact, each action assigns to a subset of variables of
V l ∪ V g a formula built on variables of V l ∪ V g, and resets some clocks of χ.
Here and elsewhere, we write q G/λ/a−−−→ q′ for (q, G,λ, a, q′) ∈→. In order to study the
bisimulation of timed automata, we define their semantics in terms of ETTSs. Firstly, we
specify the timed space (G,⊕) associated to a timed automaton by the following:
• G = (V g → D)× (χ→ ∆)
• (ug, uχ)⊕ δ = (ug, x 7→ uχ(x) + δ)
In fact, the semantics of a timed automaton is an ETTS having the same locations with
the same invariants. Moreover, except time-transitions, both guards and update func-
tions of an ETTS transition correspond respectively to the semantics of both guards and
actions of the corresponding timed automaton transition.
Definition 2.11 (ETTS of a TA) Given a set of channels C, a set of global variables V g with
its initialization function Initg and a set χ of clocks. The semantics of a timed automaton
〈Q, q0, K,V l , Initl , Inv,→ta〉 is defined by the ETTS 〈Q, q0, (V l → D), I , Inv,→〉 over the
timed space (G,⊕), where I = {(Initl , (Initg,χ× {0}))} and→ is the smallest relation such
that:
7 We assume that χ ∩ V g = V l ∩ V g = V l ∩ χ = ∅.
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q G/λ/a−−−→ta q′
q
[[G]]/λ/[[a]]−−−−−−→q∈K q′
Action
q ∈ K
q
⊥/τ/IdL×G−−−−−−→> q
Empty
(q 6∈ K)
q
[IdL ⊗ ⊕δ]Inv(q)/δ/IdL ⊗ ⊕δ−−−−−−−−−−−−−−−−→⊥ q
Delay
About transitions, rule Action associates to each TA transition an ETTS transition
labelled by the same event, guarded by the semantics of the TA transition guard and
engaging with the semantics of the corresponding TA action. The transition Empty is
not firable, it is especially introduced to hold the committedness flag of a TA location
if that location does not have any outgoing transition. Furthermore, from each non-
committed location of TA, rule Delay specifies the occurrence of a non-committed ETTS
transition outgoing from that location and updating (global) clock variables only. The
action of such a transition adds a value δ to clock variables with respect to the current
location invariant. One can remark that both Empty and Delay-transitions do not update
local states (locations) of the system control. Intuitively, two timed automata are timed
bisimilar if they perform the same action transition at the same date and reach bisimilar
locations. In the following, we express the simulation relation of timed automata through
the simulation of their underlying ETTS semantics.
Simulation. We say that a TA Tc refines another TA Ta if the simulation relation holds
between their associated ETTSs: Tc v Ta , ETTS(Tc) v ETTS(Ta).
2.4.2 Composition of UPPAAL Timed Automata
In order to model concurrency and communication, TA are concurrently composed giv-
ing rise to networks of timed automata (NTA). Every automaton may fire a transition
separately. Moreover, two automata may synchronize if their labels are compatible. The
state of the system (network) is described by the vector of the current locations of each
automaton. The interaction of communicating processes on global variables makes the
definition of TA internal product arduous. Namely, the parallel composition of a set
of automata is the product of these automata. The establishment of such a product is
entirely syntactical and computationally expensive.
Several semantics for timed automata composition have been proposed [23, 30, 67,
69, 95, 141, 44, 48], and different parallel composition operators have been defined, the
well known ones are those of CCS [112] and CSP [88]. The UPPAAL language [106] has
adopted the CCS parallel composition, which allows interleaving of actions as well as
hand-shake synchronization. Moreover, in UPPAAL, the product of timed automata is
computed on-the-fly during verification. The authors of [23] define a framework with a
non compositional semantics for UPPAAL timed automata product with a naive com-
position of send/receive actions where, on a synchronization, such a model checks the
guards of the involved transitions simultaneously.
Without considering the composition issues, the authors of [25] establish a frame-
work for reasoning on timed automata, with a focus on semantic and algorithmic as-
pects of verification tools. In fact, they define the semantics of individual timed automata
based on transition rules, regions and zones and use DBMs to addresses decision prob-
lems relevant to automatic verification. In [95], the composition of TA is not associative
according to [29]. That is the same case of [69] where a counter-example of the non-
associativity is given in [31]. [30] describes a framework for compositional abstraction
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and defines a parallel composition operator for UPPAAL timed automata. To establish
their results, the authors of [30] restrict both TA and TTS structures so that their input
transition guards and location invariants do not refer to shared variables. Furthermore,
in timed automata, each committed location should have an outgoing transition. Ac-
cording to [30], the internal product of TA cannot be defined because it is not clear how
to define the UPPAAL committedness of product states.
Definition 2.12 (Network of timed automata) A network of timed automata, on a set of shared
variables V g, is a finite collection of timed automata defined on the same set of clocks χ and
channels C.
In order to study the properties of timed automata composition, such as composi-
tionality, we review the semantics of UPPAAL NTA according to [23] where, on a syn-
chronization, UPPAAL checks that both involved transition’s guards are simultaneously
satisfied.
Definition 2.13 (NTA semantics) Given a network of timed automata 〈Qi, q0i , Ki,V li , Initli , Invi,
−→i〉i∈{1..n} defined on the same set of channels C, clocks χ and global variables V g with the
initialization function Initg, its semantics is defined by the ETTS 〈×iQi, 〈q01, . . . , q0n〉, (
⊎
i V li )→
D, I , Inv,−→ 〉 over the timed space (G,⊕) where Inv(q) = ∧i Invi(qi), I = {((i, v) 7→
Initli(v), (Init
g,χ× {0}))} and −→ is the smallest relation such that:
qi
G/τ/a−−−→i q′i (
∨
j qj ∈ Kj)⇒ qi ∈ Ki
q
[[G]]/τ/[[a]]−−−−−→qi∈Ki q[i← q′i]
Taui
∧
i qi 6∈ Ki
q
[IdL ⊗ ⊕δ]Inv(q)/δ/IdL ⊗ ⊕δ−−−−−−−−−−−−−−−−→⊥ q
Delay
qi
Gi/c!/ai−−−−→i q′i qj
Gj/c?/aj−−−−→j q′j i 6= j
(
∨
k qk ∈ Kk)⇒ qi ∈ Ki ∨ qj ∈ Kj
q
[[Gi ]]∧[[Gj]]/τ/[[aj]]◦[[ai ]]−−−−−−−−−−−−→qi∈Ki∨qj∈Kj q[i← q′i, j← q′j]
SRi,j
In fact, the guards and actions of the underlying ETTS are defined by the semantics
of TA guards and actions. About transition rules, Delay, earlier presented in the se-
mantics of a TA, consists of inserting a delay transition from each non-committed state,
which adds an amount δ to each clock valuation with a respect to the state invariant.
Moreover, rules Taui and SRi,j are respectively similar to rules TAU and SR of the ETTS
product. One may remark that only non-hidden transitions of NTA are held in the ETTS
semantics.
2.4.3 Compositional UPPAAL
In what follows, similarly to the product of ETTSs, we propose a revised definition
of timed automata composition where the semantics is given in a compositional way.
According to such a composition, for synchronizations, the input transition guard is
only checked after taking into account the effect of the corresponding output transition
action. We also show the translation of this compositional formalism to basic UPPAAL
composition (monolithic way), in order to re-use the UPPAAL model-checker.
Definition 2.14 (NTA semantics) Given a network of timed automata 〈Qi, q0i , Ki,V li , Initi, Invi,−→i
〉i∈{1..n} defined on the same set of channels C, clocks χ and global variables V g, its compositional
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semantics is defined by the ETTS 〈×iQi, 〈q01, . . . , q0n〉, (
⊎
i V li ) → D, Ii, Inv,−→ 〉 given by
Definition 2.13 where the transition relation −→ is redefined by rules Taui, Delay and the
following rules:
qi
Gi/c!/ai−−−−→i q′i qj
Gj/c?/aj−−−−→j q′j i 6= j
(
∨
k qk ∈ Kk)⇒ b
q
[[Gi ]]∧([[Gj]]◦[[ai ]])/τ/[[aj]]◦[[ai ]]−−−−−−−−−−−−−−−−→qi∈Ki∨qj∈Kj q[i← q′i, j← q′j]
SRi,j
qi ∈ Ki
q
⊥/τ/IdL×G−−−−−−→> q
Empty
Rule Empty is earlier presented in the semantics of a TA. Hence, on a synchroniza-
tion SRi,j, the input transition guard Gj is checked after the execution of the output
transition action ai, i.e. [[Gj]] ◦ [[ai]]. One can remark that both UPPAAL semantics and
our compositional one are the same if all input transition guards equal to true. In the
following, the compositionality of such a semantics is established.
Theorem 2.7 (Compositional semantics) The ETTS of a network of timed automata is bisimilar
to the restriction to time and τ-transitions of the product of ETTSs associated to individual TA.
Formally, ETTS(NTA) ∼ ΠiETTS(TAi)\C.
Proof. It is direct because we have the same composition rules in both sides. The dif-
ference resides in the occurrence of unmatched communication transitions in the ETTSs
product, but these transitions will be suppressed when applying the restriction operator.
This result is mainly another formulation of the result that we formally proved with the
Coq theorem prover [44].
2.4.4 Translation of Compositional UPPAAL to Basic UPPAAL
In order to reuse the UPPAAL tool, we outline a model transformation converting a com-
positional network of timed automata into a new network of timed automata to be ana-
lyzed by UPPAAL. The proposed transformation is decomposed into three basic trans-
formations, where each one preserves the semantics of the transformed NTA. The com-
position of these transformations, applied on the original network of timed automata,
generates a NTA such that UPPAAL semantics and our proposed semantics are the
same. It follows that we can check a NTA, through the UPPAAL model checker, accord-
ing to our semantics. In the following, we outline a normal form of networks of timed
automata for which UPPAAL semantics and our proposed one are bisimilar. By now, we
give the basic transformations, establish their correctness and their composition. Firstly,
let us introduce the normal form of NTA. In fact, a network of timed automata is said
to be in normal form if:
• Only global data is used.
• Each channel is used by at most one sender and one receiver. Such channels are
called “one one” channels.
• Reception (communicating) transitions are not guarded, i.e., the expression used
to guard any reception transition is true.
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Property 2.1 Given a normalized network of timed automata, its UPPAAL semantics and its
semantics according to our proposal are the same.
About translation, the basic idea consists of moving the “late” reception guards to the
sending point. It is given by the following 3 translation steps.
Step 1: Globalization of variables. Local variables occurring in guards of receptions
become global. This transformation allows to evaluate guards out of their local initial
context. Formally, given a NTA N = 〈V g, Initg,χ, C, 〈Qi, q0i , Ki,V li , Initli , Invi,→i〉i〉 with
→i⊆ Qi × Grdi × Λ× Acti × Qi, the transformation of N through this step is the NTA
Step1(N) = 〈(⋃i{vi | v ∈ V li }) ∪ V g, Init,χ, C, 〈Qi, q0i , Ki,∅, Initli , Invi,→′i〉i〉 where →′i⊆
Qi × Grd′i ×Λ× Act′i ×Qi and :
Init(〈i, x〉) = Initli(x) if x ∈ V li
Init(y) = Initg(y) if y ∈ Vg
Grd′i = P(
⋃
i{vi | v ∈ V li } ∪ V g ∪ χ)
Act′i = ((V g ∪ χ ∪
⋃
i{vi | v ∈ V li })9 E(V g ∪
⋃
i{vi | v ∈ V li }))
∀q G λ a q′ (q, G,λ, a, q′) ∈→i ⇔ (q, G[v← vi]v∈V li ,λ, a[v← v
i]v∈V li , q
′) ∈→′i
where [v ← vi]v∈V li states the renaming of each component local variables v ∈ V
l
i , oc-
curring in guards and actions, to vi. Accordingly, we establish the following theorem of
semantics preservation.
Theorem 2.8 (Bisimulation) An NTA and its translation through Step1 are bisimilar for both
UPPAAL and compositional semantics.
Proof. It consists of defining a mapping between original variables and their globaliza-
tion, which is a renaming.
Step 2: Unique reception transition. This transformation allows to re-
trieve the succeeding receptions. Each reception is distinguished by a ded-
icated channel. Firstly, let us consider an injective function chan which as-
sociates each channel to a unique transition. Formally, given a NTA N =
〈V g, Initg,χ, C, 〈Qi, q0i , Ki,V li , Initli , Invi,−→i〉i〉, its transformation through this step
is the NTA Step2(N) = 〈V g, Initg,χ, C′, 〈Qi, q0i , Ki,V li , Initli , Invi,−→
′
i〉i〉 where C′
is a new set of channels such as there exists an injective function chan : C′ →
Qi × Grdi × C?× Acti ×Qi, and the transition relation −→′i is given by:
qi
G/τ/a−−−→i q′i
qi
G/τ/a−−−→ ′i q′i
Tau
qi
G/c?/a−−−−→i q′i Chan(c′) = (qi, G, c?, a, q′i)
qi
G/c′?/a−−−−→ ′i q′i
Receive
qi
G/c!/a−−−→i q′i qj G
′/c?/a′−−−−→j q′j Chan(c′) = (qj, G′, c?, a′, q′j)
qi
G/c′ !/a−−−−→ ′i q′i
Send
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In fact, the transition relation consists of a duplication of reception transitions compos-
able over the same channels c ∈ C, as shown in rule Receive. Each new channel c′ is
distinguished then by a unique reception transition, composable over a channel c′. Sim-
ilarly, via rule Send, each output transition is also duplicated according to the number
of reception transitions composable over the same channel. Finally, according to rule
Tau, internal transitions do not change. Therefore, we establish the following theorem
of semantics preservation:
Theorem 2.9 (Bisimulation) The compositional semantics of an NTA and that of its translation
through Step2 are bisimilar.
Proof. When transforming, each input transition is translated with a new channel c′?
for each transition. Similarly, each output transition on a channel c will be translated
with a new label c′! corresponding to the translated compatible input. In fact, the proof
consists of finding a mapping between output and input transitions, where an output
transition synchronizes with an input one over c′ if chan of the reception corresponds to
the label of the output.
Lemma 2.2 (Reception existence) In Step2(N), for each channel c′ ∈ C′, there exists at least
one reception transition on c′.
Lemma 2.3 (Reception uniqueness) In Step2(N), for each channel c′ ∈ C′, there exists a
unique reception transition on c′.
Step 3: Elimination of reception guards. The guard of each reception transition is
moved to the sender side after calculating the effect of the sender action. The cor-
rectness of this transformation relies on the fact that there is no local variables and,
for each channel, there is a unique reception transition. Formally, the transformation
of a NTA 〈V g, Initg,χ, C, 〈Qi, q0i , Ki,∅, Initli , Invi,→i〉i〉 through this step is the NTA
〈V g, Initg,χ, C, 〈Qi, q0i , Ki,∅, Initli , Invi,→
′
i〉i〉 where:
qi
G/τ/a−−−→i q′i
qi
G/τ/a−−−→ ′i q′i
Tau
qi
G/c?/a−−−−→i q′i
qi
true/c?/a−−−−−→ ′i q′i
Receive
qi
G/c!/a−−−→i q′i qj G
′/c?/a′−−−−→j q′j
qi
G∧[a]G′/c′ !/a−−−−−−−→ ′i q′i
Send
In fact, internal transitions (Tau) do not change. Through rule Receive, each reception
transition guard is rewritten to true. Finally, via rule Send we move the guard of each
reception transition to the guard of its compatible output transition, the reception guard
will be then checked after simulating the sender action, i.e [a]G′.
In the same way as translations Step 1 and Step 2, we establish the following theorem
of semantics preservation.
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release?
alloc!
Figure 2.5 – Server Allocator
run
x1<=10
init1
release!
available:=available+req1
req1<=available
alloc?
available:=available-req1,
              x1:=0
Figure 2.6 – Client process Process1
Theorem 2.10 (Bisimulation) The compositional semantics of an NTA and that of its translation
through Step3 are bisimilar.
Proof. It is straightforward.
2.4.5 Translation Correctness Theorem.
Through the composition of the former basic transformations, we conclude that the se-
mantics of a compositional NTA and that corresponding to its translation to an UPPAAL
one are bisimilar.
Theorem 2.11 (Translation Correctness) Given a NTA N, the compositional semantics of N and
the UPPAAL one (non compositional) of the translation Step3 ◦ Step2 ◦ Step1(N) are bisimilar.
Proof. It relies on that of theorems 2.8, 2.9 and 2.10 where the output of each transla-
tion step is the input of its successor translation step.
With the above fact, we are able to apply model-checking on UPPAAL TA by con-
sidering our definition (compositional) of timed automata composition.
Experiments. To illustrate the former translations, let us consider a resource allocation
system, which is composed of 3 processes: the allocator Allocator (Figure 2.5), client
processes Process1 (Figure 2.6) and Process2 (Figure 2.7). The shared variable available
states the resources available for a possible allocation, whereas local variables req1 and
req2 state respectively the resources requested by processes Process1 and Process2.
The allocation of resources is managed by the server process Allocator. After acquir-
ing the requested resources, each client process moves from its location init to location
run where it performs some computations and, according to the invariant of that lo-
cation (x1 <= 10 or x2 <= 8), it releases that resources to ensure the liveness of the
system. Both x1 and x2 are clock variables. In order to ensure the mutual exclusion of
access to the critical section, which is the update of shared variable available, the manip-
ulation of variable available is only allowed on synchronization with the server Allocator
where at most one client process, Process1 or Process2, can update variable available each
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run
x2<=8
init2
release!
available:=available+req2
req2<=available
alloc?
available:=available-req2,
             x2:=0
Figure 2.7 – Client process Process2
alloc2!
release?
alloc1!
Figure 2.8 – Translation Step2 of Allocator
time. The translation Step 1 is straightforward, and consists of moving the declaration
of local variables req1 and req2 to the system global variables. The translation Step 2
distinguishes reception transitions performed on the same channel and rewrites each
one with a newly created channel, and duplicates the corresponding sending transitions
synchronize over the original channel. In fact, we distinguish 2 reception transitions
communicate through channel alloc: the synchronizing transition from location init1 to
run in process Process1, and the synchronizing transition from location init2 to run in
process Process2.
We rewrite the mentioned transition of Process1 with a new channel alloc1, in the
same way we rewrite the transition of Process2, synchronizing on channel alloc, with
a new channel alloc2 and duplicate the corresponding synchronization transitions la-
belled by alloc!, of process Allocator into 2 transitions: the first one is labelled by a send
alloc1! on channel alloc1, whereas the second transition is labelled by the communication
alloc2! on channel alloc2. Both channels alloc1 and alloc2 are new. The new structures of
processes Allocator, Process1 and Process2 are respectively illustrated in Figure 2.8, Fig-
ure 2.9 and Figure 2.10. The translation Step 3 consists of moving the reception guards
req1 <= available and req2 <= available, of processes Process1 and Process2, to the cor-
responding sending transitions of process Allocator, as depicted in figures ??, 2.11 and
2.12 respectively.
We have also proceeded on the verification of safety and liveness properties of both
original model and its translation. In fact, both models satisfy the same properties such
as the absence of deadlock and the value of variable available is always greater or equal
to 0.
run
x1<=10
init1
release!
available:=available+req1
req1<=available
alloc1?
available:=available-req1,
              x1:=0
Figure 2.9 – Translation Step2 of Process1
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run
x2<=8
init2
release!
available:=available+req2
req2<=available
alloc2?
available:=available-req2,
             x2:=0
Figure 2.10 – Translation Step2 of Process2
run
x1<=10
init1
release!
available:=available+req1
alloc1?
available:=available-req1,
              x1:=0
Figure 2.11 – Translation Step3 of Process1
2.5 Conclusion
In this chapter, we have defined an alternative TA composition, and justified it through
the definition of communication patterns and compositionality results. In fact, we have
introduced an extended timed transition systems with static priorities, as a semantic
model, and defined their parallel product. For this parallel composition operator, we
have defined a corresponding refinement relation. Thereafter, our framework has been
instantiated to define a compositional semantics for UPPAAL TA composition. We can
summarize our framework by Figure 2.2, where we distinguish two ways to establish
the TA product semantics, with an important refinement property showing that: if each
individual TA of a NTA refines another individual TA of another NTA, then the seman-
tics of the first NTA refines that of the second NTA. A translation of our compositional
NTA to UPPAAL NTA has been proposed with correctness arguments. In the future, we
intend to fully mechanize the work presented in this chapter, extend our framework to
modal specifications [126] and study its applicability on time Petri nets based systems,
in particular the Fiacre language [35].
run
x2<=8
init2
release!
available:=available+req2
alloc2?
available:=available-req2,
             x2:=0
Figure 2.12 – Translation Step3 of Process2

Chapter Three
Timed Systems with Priorities
High-level requirements of real-time systems like time constraints, communications and
execution schedulability make the verification of real-time models arduous, where a sys-
tem is the interaction of a possibly unbounded set of components. Priorities have been
introduced to resolve execution conflicts, and by that prevent, the combinatorial explo-
sion of state space. In this chapter, we are interested in the composition and refinement of
timed systems by considering static and dynamic priorities. Firstly, we propose a revised
definition of the product of extended timed transition systems with static and dynamic
priorities associated to individual transitions. Afterwards, we study the (compositional)
refinement of compound extended timed systems. Without sacrificing compositionality,
we instantiate this framework for the case of UPPAAL networks of timed automata with
the static priority “Committedness”, dynamic priority between channels and priority be-
tween processes. Moreover, we show how to associate an Extended Timed Transition
System (ETTS) to timed automata (TA), where a unique generalized dynamic priority
system of ETTS is derived from both dynamic priority orders: priority between channels
and priority between processes.
3.1 Introduction
The concurrency theory [112] is an extremely helpful concept whereby the design of
complex systems becomes tractable. It has by now established itself as an extensive
research field for mastering the system schedulability. However, concurrency has a real
impact on model checking of real-time systems, where conflicts and non-determinism
of executions are greatly diverging together with the number of system (competing)
processes, which often leads to combinatorial explosion of the state space. The reason
for this being that time is considered as part of the state. To tackle non-determinism and
execution conflicts, priorities have been introduced as a scheduling order.
Composition, refinement and model-checking of timed systems with priorities have
been intensively studied [43, 80, 91, 20, 74, 67, 56]. The ultimate goal of these studies is
to deal with the details resulted from the use of clock variables and evolutive structures
of data. Abstraction refinement [82] plays a key role in the design and verification of
real-time systems. It enables to abstract unbounded data structures and implementation
details whereby, we are able to perform model checking on a system S′ = S′1 ‖ ... ‖ S′n
instead of the original complex system S = S1 ‖ ... ‖ Sn, where each S′i is an abstraction
of Si. Through the above fact, checking that S satisfies a property P becomes more
tractable and simply consists of checking that each component S′i satisfies a property Pi,
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where P is a composition of Pi. That is the main concept of compositional verification
[64] and abstraction-based verification [27].
Defining the parallel composition and finding a suitable refinement relation for real-
time systems with communication, priorities and variables is an arduous task. Real-
time system properties are often formalized using time-constraints and priorities. To
consider such concepts, we introduce real-time systems with a global space (variables
and clocks) and priorities (static and dynamic). Similarly to process algebras, to deal
with hierarchical design and specifications, real-time formalisms have known a large
number of composition approaches. However, a compositional framework with high-
level concepts like variables, communication and priorities is still lacking.
Several studies [46, 67, 91, 56] have focused on this subject by analyzing thoroughly
the problem and criticizing existing solutions. In fact, this chapter where the result is
mainly published in [47], is a follow up of Chapter 2 where we have revisited the com-
position of timed systems, without priorities, and proposed a new communication mech-
anism for UPPAAL timed automata. In [44, 48], we have defined an original composition
operator endowed with good properties (associativity, refinement, etc.), and supporting
communications via synchronization of actions and shared variables. Through the intro-
duction of priority, we revisit the framework defined in Chapter 2, based on [44, 48], for
reasoning about the composition of timed systems. Thereafter, our framework, defined
with priorities, will be instantiated for UPPAAL timed automata with three priority
orders : static priority, priority on channels and priority on processes, where we will
analyze different priority relations, and give both operational semantics and refinement
of timed automata TA and networks of timed automata NTA (in compositional way).
The rest of this chapter is organized as follows: Section 2 presents the existing related
work. In Section 3, we present the formal basis of our work, where we introduce Com-
municating Labelled Transition Systems with location Invariants and Priorities (CLTSIP).
We give a sufficient condition for the bisimilarity and define an associative product of
CLTSIPs. Moreover, we define ETTSs as CLTSIPs which synchronize on time instants.
Section 4 introduces UPPAAL TA and NTA with committed locations, priority on chan-
nels and priority on processes. Here, we show the compositionality of NTA semantics
in terms of ETTSs, where the two corresponding ETTS-based semantics are equivalent:
a direct one (an ETTS associated to the NTA) and the product of ETTSs, associated to
individual timed automata, composed with a restriction. We also establish an interest-
ing refinement property stating that: the refinement of a NTA is established through
the separate refinements of its individual TA. Finally, we show an application of our
compositional framework to refine a version of the Alternating Bit Protocol [136], and
conclude this chapter.
3.2 Related Work
Composition and refinement of real-time systems with priorities have been intensively
studied [80, 67, 56, 91, 43] during the last two decades. However, a compositional
framework merging different priority systems is still lacking. Several works of Sifakis
[46, 80, 20], Cleaveland [43, 65] and the UPPAAL group [67, 74] have focused on the
modeling and synthesis of timed systems with priorities. They represent a common
theoretical basis.
The authors of [80] define a design framework for both safety and deadlock-freedom
requirements. The framework consists of a priority system, where an action ai has (dy-
namic) priority over another action aj once a condition cij is satisfied together with the
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enabledness of actions. In the same way, [46] defines a dynamic priority on actions,
where an action ai has priority on action aj during a certain time interval. In fact, such
dynamic priority relations are a partial function because they are only applied under the
satisfaction of an extra condition on comparable actions.
In [67], the authors define an extension of timed automata with a dynamic priority
order between actions and another priority order between processes. They give an ef-
ficient algorithm to compute subtractions of DBMs (Difference Bounded Matrices). The
authors define a non compositional semantics of networks of extended TA, in terms of
timed transition systems. Under certain restrictions, they show how a unique general-
ized priority order can be derived from both action and process priority orders.
In [43], the authors describe a modeling framework for real-time systems, using dy-
namic priorities, which essentially extends CCS (Calculus of Communicating Systems)
algebra [112] with dynamic priorities. Such a proposal reduces drastically the state space
of systems and preserves their functional behavior. In fact, action priorities are not con-
stant and may change when the system evolves. Formally, each action priority is inferred
from delays preceding that action. Accordingly, the longer is the delay preceding an ac-
tion, the lower is its priority.
In this chapter, we present a compositional framework for the composition and re-
finement of timed systems with both static and dynamic priorities. To this end, we con-
sider an extended structure of timed transition systems (ETTSs) with variables, location
invariants and communication, where to each transition are associated a static priority s
and a dynamic one d. We define an associative parallel product of ETTSs together with a
compositional refinement property. Moreover, we instantiate our framework for the case
of UPPAAL networks of timed automata, with the committedness as static priority, and
dynamic priority orders between channels and between processes, and establish their
compositional semantics in terms of ETTSs.
3.3 Transition Systems and Priorities
In this section, after introducing priorities, we give a brief recall of one of the fundamen-
tal models of concurrency, transition systems, originally introduced in [115] and since
then studied extensively by [114] and others. In fact, we define composable transition
systems (CLTSIPs) as a modeling framework, where variables, communication, priorities
and location invariants have been introduced to enhance the expressiveness of classical
transition systems. Thereafter, we give an associative product of CLTSIPs and study the
refinement of their parallel composition.
3.3.1 Priority Systems
Priorities [43, 65, 80, 20, 91, 56] have been introduced as a way to structure and control
the usage of shared resources, by specifying that some actions or behavior are privileged
over others. They offer a scheduling order to deal with non-determinism and execution
conflicts. The BIP language [20] and ACSR algebra [56] provide a powerful mechanism to
express different sort of priorities. Mainly, we distinguish static and dynamic priorities:
• Static priorities [48, 30, 23] define an order between transition executions regardless
of their enabledness. With such priorities, non-enabled higher-priority transitions
hide enabled lower-priority transitions. In UPPAAL timed automata [23], the static
priority is represented by the notion of Committedness (two priority levels) where
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committed transitions [30], those outgoing from a committed location, have prior-
ity over non-committed ones.
• Dynamic priorities [91, 80, 43, 67] state that an enabled transition hides a lower-
priority transition. [80] introduces a conditional dynamic priority relation, where
an enabled transition hides a lower-priority one if a given condition holds. Another
class of priority relations [46] consists to restrict the applicability of priority to a
given time interval. The semantics of priority relations [46, 80], defined over timed
systems, is given by a transformation where only dynamically higher-priority tran-
sitions are held.
Definition 3.1 (Priority system) A priority system P is a triplet 〈P,,4〉 where 〈P,〉 is a
join semi-lattice, and 4 : P× P → P is an associative and commutative operator defining the
maximum of two values. We also use 4i pi to represent the maximum of a finite non empty set
of values.
In fact, the join semi-lattice 〈P,〉 represents a partially ordered set of priority val-
ues, where each subset of P has a least upper bound. In the next section, we extend
labelled transition systems (LTSs), earlier introduced in Chapter 1 together with their
bisimulation relation, to communicating LTS with location invariants and priorities.
3.3.2 Communicating LTS with Location Invariants and Priorities
In this section, we define communicating labelled transition systems with location invari-
ants and priorities (CLTSIPs), as an extension of labelled transition systems with shared
variables, communication, static priority, dynamic priority and location invariants where
the alphabet Σ is instantiated by the set of communication events C? ∪ C! ∪M, and the
LTS state space is structured as a set of locations. Moreover, we specialize both state
space and alphabet to allow several communication protocols between transition sys-
tems:
• via a shared space: we distinguish local and global state spaces, and introduce
abstract actions that update the global state space. These actions can be non-
deterministic and blocking.
• via CCS (Calculus of Communicating Systems)-like channels [112]: we introduce
a set C of send-receive channels, where two transitions synchronize if their ac-
tions are complementary. The resulting transition, of such a synchronization, cor-
responds to an internal transition in the composition.
• via CSP (Communicating Sequential Processes)-like synchronization [88]: we in-
troduce a set M of many-to-many synchronization events, which enable to model
a system transition where all processes perform a lock-step [88]. Later on, we in-
stantiate the set M by a set ∆ of timed events to model time-evolution transitions.
Furthermore, to reduce the non-determinism and execution conflicts, we consider the
following priority mechanisms:
• Static priority expresses that a higher-priority transition hides a lower-priority one.
Hiding is supposed to be static: a non-firable high-priority transition can hide a
firable lower-priority transition.
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• Dynamic priority states that an enabled priority transition hides lower-priority ones.
An enabled transition is firable if it is not hidden by another higher-priority enabled
transition.
Throughout this chapter, the static priority is considered first. We have also introduced
location invariants, over the global space, to restrict the set of states, by reducing the
global space valuations.
Definition 3.2 (CLTSIP) Given two priority systems Ps = 〈Ps,s,4s〉 (static) and Pd =
〈Pd,d,4d〉 (dynamic), a composable LTS with location invariants and priorities (CLTSIP)
over a shared space G, an action language A 1, a set of one-to-one channels C and a set of
synchronization events M is a tuple 〈Q, q0, G0, Inv,→〉 where:
• Q is the set of locations (local states) and q0 is the initial location,
• G0 is the set of initial global states,
• Inv : Q→ 2G associates an invariant to each location,
• →⊆ Q× Λ×A× Ps × Pd × Q is the transition relation, which consists of a source lo-
cation, a label, an action, a static priority value, a dynamic priority value and a target
location, where Λ = C? ∪ C! ∪M ∪ {τ} is the set of labels. C! and C? correspond respec-
tively to send and receive labels over channels C. M is the set of multiple (many to many)
synchronization events and τ is the internal event.
Moreover, a CLTSIP must satisfy the wellformedness condition: n-ary synchronization transi-
tions, with a label in M, are supposed to have the lowest static and dynamic priorities.
Here and elsewhere, we write q λ/a−−→s,d q′ for a transition (q,λ, a, s, d, q′) ∈→. To
study the semantics of CLTSIPs, let us consider the semantics [[.]] : A → 2G×G of the
action language A. Moreover, we consider the following predicates:
• A transition q λ/a−−→s,d q′ is said to be enabled in a global state G if ∃G′ | (G, G′) ∈ [[a]]
and G′ |= Inv(q′).
• A transition q λ/a−−→s,d q′ is said to be statically hidden if ∃q λ
′/a′−−→s′,d′ q′′ such that
s ≺s s′.
• A transition q λ/a−−→s,d q′ is said to be dynamically hidden if ∃q λ
′/a′−−→s′,d′ q′′ enabled
and non statically hidden such that d ≺d d′.
Accordingly, a transition is said to be hidden if it is statically and dynamically hidden.
In what follows, we define the semantics of CLTSIPs in terms of LTSs where LTS states
correspond to the product of the set of locations and the global space of the CLTSIP.
Definition 3.3 (Semantics of a CLTSIP) Given a global space G, a static priority system Ps =
〈Ps,s,4s〉, a dynamic priority system Pd = 〈Pd,d,4d〉 and an action language semantics
[[.]] : A → 2G×G . The semantics of the CLTSIP 〈Q, q0, G0, Inv,→〉 is the LTS:
• Q× G,
• q0 × (G0 ∩ Inv(q0)),
1This action language is abstract here. It will be made more precise in section 3.4.2
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• {(q, G),λ, (q′, G′) | ∃q λ/a−−→s,d q′, G |= Inv(q), enabled(q λ/a−−→s,d q′, G),
¬statically_hidden(q λ/a−−→s,d q′) and ¬dynamically_hidden(q λ/a−−→s,d q′)}
In fact, only non-hidden CLTSIP transitions are held in the LTS semantics. Namely,
an enabled transition t, having a static priority s and a dynamic priority d, is held if
it is not statically hidden by a higher-priority transition t′, i.e. s ⊀s s′, and if it is not
again dynamically hidden by an enabled non-hidden transition t′, i.e enabled(t′, G) ∧
¬statically_hidden(t′)⇒ d ⊀d d′, where s′ and d′ are respectively the static and dynamic
priorities of t′. Otherwise, transition t is ignored in the semantics. In what follows, we
define the similarity of CLTSIPs through the similarity of their underlying LTSs seman-
tics.
Definition 3.4 (Similarity) A CLTSIP Ti is said to be (bi)similar to CLTSIP Tj if their associated
LTSs are (bi)similar.
The presence of both static and dynamic priorities makes the semantics of CLTSIPs
rather complex. It would be much more readable if we could get rid of managing pri-
orities during simulation proofs. To this end, we consider a sufficient condition for the
refinement of CLTSIPs, expressed as the simulation of the corresponding LTSs. Firstly,
we introduce the predicate Ismax_ts(q
λ/a−−→s,d q′) , ∀q λ
′/a′−−→s′,d′ q′′ ¬(s ≺s s′) defin-
ing the highest static priority transition outgoing from location q. In the same way,
Ismax_td(q
λ/a−−→s,d q′) , ∀q λ
′/a′−−→s′,d′ q′′ ¬((d ≺d d′) ∧ enabled(q λ
′/a′−−→s′,d′ q′′, G)) is a
predicate defining the highest dynamic priority transition outgoing from location q.
Theorem 3.1 (Refinement of CLTSIPs) Given two CLTSIPs T1 and T2 with their respective
static and dynamic priority systems (P1s ,P1d ) and (P2s ,P2d ). T1 refines T2 through the refinement
relations Rl ⊆ Q1 ×Q2 and Rg ⊆ G1 × G2, denoted T1 vRl ,Rg T2, if
1. The associated LTSs satisfy the sufficient condition for simulation, i.e:
• Rl(q01, q02),
• ∀x ∈ G01 , ∃y ∈ G02 | Rg(x, y),
• ∀q1 λ/a1−−→s1,d1 q′1, ∀q2 x x′ y such that (x, x′) ∈ [[a1]], if Rl(q1, q2) and Rg(x, y) then
there exist q′2 ∈ Q2, a2, y′, s2 ∈ P2s , d2 ∈ P2d such that q2
λ/a2−−→s2,d2 q′2 ∧ (y, y′) ∈
[[a2]] ∧ Rl(q′1, q′2) ∧ Rg(x′, y′),
• ∀q1 ∈ Q1 q2 ∈ Q2, Rl(q1, q2) ∧ Inv2(q2)⇒ Inv1(q1),
2. For all (q1,λ1, a1, s1, d1, q′1) ∈→1 and (q2,λ2, a2, s2, d2, q′2) ∈→2 such that Rl(q1, q2)
and Rl(q′1, q
′
2), then Ismax_ts(q1
λ1/a1−−−→s1,d1 q′1)⇒ Ismax_ts(q2
λ2/a2−−−→s2,d2 q′2), and
Ismax_td(q1
λ1/a1−−−→s1,d1 q′1)⇒ Ismax_td(q2
λ2/a2−−−→s2,d2 q′2).
Roughly speaking, the refinement consists of establishing a mapping between the
transitions of refining and refined CLTSIPs. In fact, from each location q1 of the concrete
CLTSIP T1, the presence of a transition t1, with a maximal priority, states the presence
of a maximal-priority transition t2 outgoing from a location q2, which corresponds to
q1 in the abstract CLTSIP T2. The universal quantifier given in Item (2) dissociates the
condition on priorities from that of refinement and makes, by that, the proofs further
simpler than that of the LTS-based refinement.
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Proof. It is straightforward.
Restriction of a CLTSIP
The restriction [112] of a CLTSIP, over a set of channels, is a CLTSIP where transitions
composable over these channels have been removed together with transitions of lower
static priority. In fact, the restriction operator internalizes a set of channels so that no
further CLTSIPs may synchronize on it [30].
Definition 3.5 (CLTSIPs restriction) Given a CLTSIP T = 〈Q, q0, G0, Inv,−→〉 over a shared
space G and a set of channels C. Let C′ ⊆ C, we define the restriction of T on C′, denoted by
T \C′, to be the CLTSIP 〈Q, q0, G0, Inv, {q λ/a−−→s,d q′ | λ /∈ C′ ∧ ∀q λ
′/a′−−→s′,d′ q′′, λ′ ∈ C′ ⇒
(s′ s s) ∧ (d′ d d)}〉.
In fact, from each location, a transition is held if it is neither labelled by a commu-
nication λ ∈ C′, nor statically hidden by another communicating transition (over C′)
outgoing from that location. The restriction is relevant when considering the internal
product in which all synchronizing transitions cannot be recomposed again, such transi-
tions should be either satisfied or deleted. We remark that restriction is compatible with
refinement.
Theorem 3.2 (Refinement and restriction) Let Tc, Ta be two CLTSIPs defined on the same set of
channels C, then Tc v Ta ⇒ Tc\C v Ta\C.
Proof. It consists to show that each non-hidden concrete transition of Tc\C, labelled
by λ /∈ C, has a corresponding abstract transition non-hidden in Ta\C. To distinguish
between transitions, we introduce a notation t : q λ/a−−→s,d q′ stating that the transition
q λ/a−−→s,d q′ is named by t. Assuming a concrete transition tc : qc λ/a−−→s,d q′c, λ /∈ C,
non hidden in Tc\C. According to the refinement of Tc by Ta, there exists a transition
ta : qa
λ/a′−−→s′,d′ q′a. Assume that there exists another abstract transition t′a : qa λ
′/a′′−−−→p,p′ q′′a
having priority over ta. According to the hypothesis stating that the deadlock freeness of
Ta, from qa, implies the deadlock freeness of Tc from qc, there exists a concrete transition
t′c : qc
λ′/a′′−−−→r,r′ q′′c . We distinguish two cases:
• either t′c = tc which implies that t′a = ta and by that ta is not hidden in Ta\C.
• t′c hides tc, which is absurd because tc is supposed to be non hidden.
We may conclude that the existence of another abstract transition t′a, different to ta, is
not possible and by that ta is not hidden in Ta\C.
Product of CLTSIPs
In what follows, we define an associative n-ary product of CLTSIPs, where locations of
composition are simply obtained by the product of individual CLTSIP locations. More-
over, our product is parameterized by two internal operations defined on the action
language:
• a1 . a2 is used to compose actions associated to send-receive communication.
46 Chapter 3. Timed Systems with Priorities
• i ai is used to compose actions ai associated to global synchronizations, i.e. where
a set of transitions make a lock-step synchronization. This operation is supposed to
be commutative, respectively associative, in order to establish the commutativity,
respectively associativity, of the product.
Definition 3.6 (N-ary product of a family of CLTSIPs) Given an indexed family Ti =
〈Qi, q0i , G0i , Invi,→i〉1..n of n CLTSIPs defined over the same shared space G, action language A,
static priority system Ps and dynamic priority system Pd, their product Π1..nTi is defined by the
CLTSIP 〈⊗i Qi, 〈q01, . . . , q0n〉,⋂i G0i , Inv,→〉 over G, Ps and Pd where Inv(q) = ⋂i Invi(qi)
and→ is the smallest relation such that:
qi
λ/a−−→s,d q′i l ∈ C! ∪ C? ∪ {τ}
q λ/a−−→s,d q[i← q′i]
Async
(∀i) qi m/ai−−→si ,di q′i m ∈ M (PC)
q
m/
⊙
i ai−−−−→4si si ,4di d q′
Sync
qi
c!/ai−−→si ,di q′i qj
c?/aj−−→sj,dj q′j (PC)
i 6= j
q
τ/ai.aj−−−−→si4ssj,di4ddj q[i← q′i, j← q′j]
SR
where (PC) is a priority condition stating that if static, respectively dynamic, priorities
of two transitions qi
c!/ai−−→si ,di q′i and qj
c?/aj−−→sj,dj q′j are increased upto the maximum
si4ssj, respectively di4ddj, no new hiding may occur. Formally, the priority condition
(PC) can be expressed as the conjunction of the following statements:
PC ,

6 ∃qi λ/a−−→s,d q′′i | (s s si) ∧ (s s si4ssj),
6 ∃qj λ/a−−→s,d q′′j | (s s sj) ∧ (s s si4ssj),
6 ∃qi λ/a−−→s,d q′′i | enabled(qi λ/a−−→s,d q′′i , G) ∧ (d d di) ∧ (d d di4ddj),
6 ∃t′j : qj l/a−→s,d q′′j | enabled(t′j) ∧ (d d dj) ∧ (d d di4ddj).
and both transitions qi
c!/ai−−→si ,di q′i and qj
c?/aj−−→sj,dj q′j are enabled from state G. The
notation q[i ← q′i] states the replacement of the ith location of vector q by location q′i. If
we consider UPPAAL TA, in which transition priorities are assigned to channels, then
di = dj = di4ddj.
About transition rules, Async infers internal transitions and potential synchroniza-
tions that a CLTSIP may be willing to engage in with its environment. Rule Sync defines
a n-ary synchronization of a set of transitions on the same event m. Rule SR, for send/re-
ceive, corresponds to a synchronized communication of both Ti and Tj on compatible
events through a channel c ∈ C. Let us mention that n-ary synchronization transitions,
labelled by m, cannot block or be blocked. One may remark that this product is syntac-
tical, whereby all of the CLTSIP non-composable transitions are held. Unfortunately, the
parallel product of CLTSIPs cannot preserve the composition of systems invariants, i.e.
if each CLTSIP satisfies a system invariant, then the composition of these CLTSIPs may
not satisfy the conjunction of these individual invariants.
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Theorem 3.3 (Generalized associativity) If  is associative, i.e. i∈I j∈Ji ai,j = i∈I ,j∈Ji ai,j,
the product of CLTSIPs is associative, i.e.:
Πi∈I (Πj∈JiTi,j) ∼ Πi∈I ,j∈JiTi,j
Proof. It essentially consists in defining an isomorphism between the two structures,
state space and transitions, preserving labels and priorities. 
Compositional Refinement of CLTSIPs Product
Model-checking of real-time systems suffers from the state explosion problem, the rea-
son for this being that time is considered as part of the state, leading then to a widely
large or even infinite state space of the system. Abstraction refinement plays a key role
in the model-checking of complex systems where unbounded data structures can be
abstracted. However, for compound systems, defining the refinement of the whole sys-
tem is an arduous task. In what follows, we show how the (compositional) refinement
[82] of CLTSIPs product has been brought to a set of simpler refinements of individual
CLTSIPs.
Theorem 3.4 (Compositional refinement) Given two products of CLTSIPs T a1 ‖ ... ‖ T an and
T c1 ‖ ... ‖ T cn defined on the same priority systems (with total orders). T c1 ‖ ... ‖ T cn refines
T a1 ‖ ... ‖ T an , denoted by T c1 ‖ ... ‖ T cn v⊗i Ril ,Rg T
a
1 ‖ ... ‖ T an where Ril ⊗ Rjl(qi, qj)(q′i, q′j) =
Ril(qi, q
′
i) ∧ Rjl(qj, q′j), if:
• ∀i T ci vRil ,Rg T
a
i ,
• each concrete transition and its corresponding abstract one have the same priorities,
• refinement preserves deadlock-freeness, where deadlock-freeness is defined by the existence
of firable transitions.
Through this theorem, we are able to perform model checking on the composition of
CLTSIPs, T c1 ‖ ... ‖ T cn , instead of the original composition T a1 ‖ ... ‖ T an . In fact, through
the last two conditions of this theorem, we may reduce the refinement of CLTSIPs to
classical refinement relations of transition systems, and by that, the proof would be
much more tractable.
Proof. Given a transition of the concrete product T c1 ‖ .. ‖ T cn , it is either asynchronous
from some T ci and has a corresponding abstract transition in T ai with the same prior-
ity, which is in turn present in the abstract product T a1 ‖ .. ‖ T an , or a synchronization
SR of two transitions from T ci and T cj that have abstractions in T ai and T aj which syn-
chronize in the abstract product with the same priority, or again an n-ary synchroniza-
tion Sync which, as previously stated, leads to an n-ary synchronization in the abstract
product. Moreover, if a concrete transition has priority over ready 2 transitions then the
corresponding abstract one has also priority. Assuming a non-hidden transition of the
concrete CLTSIPs product, according to the CLTSIPs product rules we distinguish the
following cases:
• q λ/a−−→s,d q′ through rule Async
2Transitions outgoing from the same state and, for dynamic priority, enabled.
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• q τ/a−−→s,d q′ through rule SR
• q m/a−−→s,d q′ through rule Sync
In what follows, we prove each case separately.
1. Through rule Async, we infer the following concrete transition:
tci : qi
λ/a−−→s,d q′i
〈q1, .., qn〉 λ/a−−→s,d 〈q1, ..q′i, .., qn〉
Async
Firstly, we prove that transition qi
λ/a−−→s,d q′i, named tci , is not hidden in CLTSIP
T ci . Assuming the existence of another enabled concrete transition qi
λ′/a′−−→s′,d′ q′′i ,
named t, outgoing from the same location qi with s ≺s s′ and d ≺d d′. Through
this fact, the concrete transition t of CLTSIP T ci will be present (non-hidden) in
the product T c1 ‖ .. ‖ T cn , instead of tci , and hide tci . However, tci is not hidden in
that product (an absurd case), which implies that s ⊀s s′ and d ⊀d d′. Therefore,
according to the total orders of priority systems s′ ≺s s and d′ ≺d d. We deduce
that tci is a maximal transition (non hidden).
According to the refinement definition stating that if a concrete transition (tci ) is
maximal then the corresponding abstract transition (tai ) is also not hidden in T ai .
By now, we prove that the abstract transition tai , corresponding to the maximal
concrete one tci , is still non-hidden in the product of abstract CLTSIPs. Assume
the existence of another enabled abstract transition qj
λ′/a′−−→s′,d′ q′j, named taj , of the
product T a1 ‖ .. ‖ T an with s ≺s s′, p ≺d p′. From the hypothesis stating that the
deadlock-freeness of abstract component T aj implies the deadlock-freeness of T cj ,
there exists a maximal concrete transition qj
λ′′/a′′−−−→p,p′ q′j, named tcj , non hidden in
CLTSIP T cj . Thus, p ⊀s s′, p′ ⊀d d′ and via the total order of priority systems we
may write s′ ≺s p and d′ ≺d p′. On the other hand, we have s ≺s s′ and d ≺d d′,
which implies that s ≺s p, d ≺d p′ and by that tai is hidden. However, we have
assumed that tai is present and not hidden (absurd). We may conclude that the
existence of transition taj is not possible, and by that t
a
i is not hidden in the product
of abstract CLTSIPs.
The other proof cases are given in the Annex. We conclude that the composition of
CLTSIPs is compatible with the refinement relation. 
3.3.3 Timed Transition System Extensions
Timed transition systems [84] are the reference model to define the semantics of real-
time formalisms, such as time Petri nets and timed automata. In this section, we define
extended timed transition systems (ETTS) as an instantiation of CLTSIPs which synchro-
nizes on time. ETTS actions are considered as a pair (guard, assignment). Furthermore,
we consider the global state space structured as valued variables. Formally, an extended
timed transition system is be given by:
Definition 3.7 (ETTS) An Extended Timed Transition System (ETTS) on a set of variables V
valued over a domain D, a static priority system Ps, a dynamic priority system Pd and a set
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of channels C is a CLTSIP over the global space G = DV where the synchronization events
m ∈ M are time instants of ∆ = R≥0. Its action language is defined as the set of pairs (guard,
assignment) where a guard is a predicate over variables of V and an assignment is a partial
function mapping variables to expressions built on V .
The semantics of an ETTS depends on its action language semantics. Here, we have
chosen the following definition for the (guard, assignment) pairs:
Action language Semantics
a:= g/ ‖v∈V v := ev [[g/ ‖v∈V v := ev]](x, x′) = g(x)∧∧v∈V x′(v) = [[ev]](x)
| a . a
| j∈J aj
The notation g/ ‖v∈V v := ev states the parallel update of variables of V as an as-
signment guarded by g. Both action composition operators  and . are left undefined.
Their semantics will be chosen to conform with the semantics of timed automata action
composition.
3.4 Instantiation for UPPAAL
UPPAAL [23] is an integrated toolbox for the modeling and verification of real-time sys-
tems modeled as networks of timed automata, extended with clocks, integer variables,
structured data types and channel synchronization. In this section, we consider UPPAAL
timed automata (TA) [23] as an instantiation of CLTSIPs. In fact, the UPPAAL language
[106] considers 3 priority orders: a static priority so-called Committedness associated to
locations, a dynamic priority order between channels and another dynamic priority or-
der between processes. Location committedness is a high level mechanism defining two
priority levels, where transitions outgoing from committed locations have priority over
transitions outgoing from non-committed locations, independently of their enabledness.
Several notions of committedness have been considered in the literature:
• In UPPAAL [23], committedness is associated to states where systems cannot delay
if the current state is committed.
• In order to define a compositional semantics of timed automata composition, using
a product of TTSs (Timed Transition Systems), [30] proposes a restriction of UP-
PAAL so that a committed state has always a firable outgoing transition, and both
location invariants and input transition guards do not depend on global variables.
• In this Chapter, we show how to avoid such restrictions and establish a composi-
tional semantics for the UPPAAL timed automata composition.
Moreover, the dynamic priority order on channels [46, 80, 67] states that a synchroniz-
ing transition t on a channel c, which has priority over a channel c′, has priority over
transitions composable on c′ if transition t is firable, i.e. the guard of t is satisfied. We
also consider the priority order between TA processes, which is a dynamic relation stat-
ing that the executions of a timed automaton have entirely priority over the executions
of other TA. In what follows, we introduce UPPAAL TA with the three priority orders
(committedness, priority on channels and priority on TA) and define their semantics in
terms of ETTSs, where a unique generalized dynamic priority system is derived from
both priority on channels and priority on TA. To this end, when composing TA, static
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priority is checked first and if the conflict is not solved we may refer to the priority
order on channels. Again, if a transition cannot be uniquely determined, we compare
the dynamic priorities associated to the involved TA.
3.4.1 TA with Committed Locations and Priorities
Timed automata [2] have been introduced as a modeling framework to support the
description and analysis of timed systems. In fact, a timed automaton is structured as
a finite-state machine extended with a finite collection of real-valued clocks initialized
to zero and increased synchronously. UPPAAL timed automata describe the structure
of (basic) sequential processes, with eventual non-deterministic choices and priorities
between transitions, whereas networks of timed automata enable to model systems as
a (flat) composition of interconnected components. Moreover, the UPPAAL language
enables to perform arithmetic operations on variables together with communications on
shared variables and synchronization of actions.
Definition 3.8 (TA with committedness and priorities) Given a set of clocks χ, a set of channels
C, a priority order c on channels of C and a priority order ta on TA, a timed automaton with
committedness and priorities is a tuple 〈Q, q0, K, Inv,→〉 where:
• Q is a set of locations, q0 ∈ Q is the initial location,
• Inv associates an invariant to each location,
• K ⊆ Q is a set of committed locations,
• →⊆ Q× 2χ→∆ × 2χ × Σ×Q is the transition relation defined with a clock guard, a reset
set and an event λ ∈ Σ. Σ = C? ∪ C! ∪ {τ} is the alphabet.
We write q
g/λ/r−−−→ q′ for (q, g, r,λ, q′) ∈→. Different semantics of TA with priorities
in terms of TTS have been proposed [82, 95, 141, 25]. Herein, we define the semantics of
TA with priorities in terms of ETTSs, where committedness is an instance of the static
priority system with two values and the committed transitions are those outgoing from
committed locations. Moreover, the unique dynamic priority system of ETTS semantics
is derived from a merge of both priority orders c and ta. Firstly, we give both static
and dynamic priority systems corresponding to a TA.
Definition 3.9 (Priority systems corresponding to TA) Given a timed automaton T ∈ TA de-
fined on a total priority order c on channels and a total priority order ta on elements of TA,
where TA is the set of timed automata names, the static priority system associated to T is defined
by Ps = 〈{⊥,>},⇒,∨〉 and the dynamic one is defined by Pd = 〈({e,default} ∪ C) ×
TA,d,4d〉 where (x, y) d (x′, y′) , x ≺c x′ ∨ (x = x′ ∧ y ta y′).
Since the orders c and ta are total in UPPAAL, the priority order d is total.
default is the UPPAAL priority level assigned to τ-transitions and e is the lowest
priority level. In fact, the static priority system is straightforward, whereas the dynamic
priority system consists in checking first the priority on channels and if the choice of a
transition cannot be made, we refer then to priorities of the corresponding TA. By now,
we give the semantics of TA in terms of ETTSs to study their behaviors and bisimulation.
Definition 3.10 (ETTS of a TA) Given a set of channels C, a priority order c on channels, a pri-
ority order ta on TA and a set χ of clocks. The semantics of a timed automaton with committed
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locations and priorities, T = 〈Q, q0, K, Inv,→ta〉, is defined by the ETTS 〈Q, q0, G0, Inv,→〉
over the global space χ → ∆, static priority system Ps and dynamic priority system Pd where
G0 = χ× {0} and→ is the smallest relation such that:
q
g/τ/r−−−→ta q′
q
g/τ/‖x∈rx:=0−−−−−−−→q∈K,(default,T ) q′
Tau
q
g/λ/r−−−→ta q′ λ ∈ C
q
g/λ/‖x∈rx:=0−−−−−−−→q∈K,(λ,T ) q′
Com
q ∈ K
q
⊥/τ/skip−−−−−→>,(default,T ) q
Empty
q 6∈ K
q
[‖x∈χx:=x+δ]Inv(q)/δ/‖x∈χx:=x+δ−−−−−−−−−−−−−−−−−−−→⊥,(e,T ) q
Time
For transition rules Tau and Com, both guards and labels of T transitions are still
unchanged in the corresponding ETTS transitions. The semantics of a reset r consists
in a parallel reinitialization of clocks x ∈ r. Moreover, the static priority of each ETTS
transition corresponds to the committedness of the TA source location q, whereas the
dynamic priority is the pair of label λ for a communication, respectively default for
internal and Empty transitions and e for Time transitions, and the name of the automaton
T . Empty transitions are not firable and especially introduced to hold the committedness
of TA locations, when that locations do not have outgoing transitions. From each non
committed location q, we may perform a Time-transition which adds an amount δ to
each clock x ∈ χ whenever the invariant of location q remains satisfied. One may notice
that no transition can be blocked by Time-transitions because they have the lowest static
and dynamic priority values.
Simulation: a timed automaton Tc refines another TA Ta if the simulation relation
holds between their associated ETTSs:
Tc v Ta , ETTS(Tc) v ETTS(Ta)
According to [30], the product of TA with committed locations cannot be defined be-
cause, it is not clear how to define the committedness of product locations. So that, to
show the interaction of timed automata we consider the semantics of the networks of
timed automata. Throughout this chapter, we consider the semantics of the reset as an
action.
3.4.2 Networks of TA with Committedness and Priorities
In order to model concurrency and communication, TA have been extended with parallel
compositions, giving rise to networks of timed automata (NTA). Several semantics for
TA composition have been studied [23, 30, 67, 95, 141] and various parallel composition
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operators have been proposed, the well known ones are those of CCS [112] and CSP [88].
The UPPAAL language [106] has adopted the CCS parallel composition which allows
interleaving of actions as well as hand-shake synchronization. In this section, to compare
NTA through simulation and bisimulation relations, we define their semantics in terms
of ETTS and establish a compositionality result.
Definition 3.11 (Networks of timed automata) A network of timed automata with committed
locations, priority on channels c and priority on TA ta is a finite collection of TA with com-
mittedness defined on the same clocks and channels.
Firstly, let us choose the following action language and its underlying semantics for
ETTS.
Action language
a:= a . a sequence composition
| j∈J aj parallel composition
| (g/r) guard/reset
| (g/v := v + d) guarded assignment
| (g/skip)
Semantics
a . a is still unspecified
[[jaj]](x, x′) = ∧j[[aj]](x, x′)
[[g/r]](x, x′) = g(x) ∧∧v∈r x′(v) = 0∧∧v/∈r x′(v) = x(v)
[[g/v := v + d]](x, x′) = g(x) ∧ x′(v) = x(v) + d
[[g/skip]](x, x′) = g(x) ∧ (x′ = x)
The semantics of NTA is parameterized by the way guarded actions are composed on a
send/receive synchronization, i.e. (gs/as) . (gr/ar). The semantics [[a . a]], depending
on the semantics chosen for TA composition, is still unspecified. The semantics of a
guarded reset g/r consists of reinitializing all clock variables v ∈ r to 0. In the same
way, the semantics of a guarded assignment g/v := v + d states the update of variables
valuation x(v) to a new valuation x′ by adding d. Finally, action skip states the identity
between both source and target valuations x and x′.
Definition 3.12 (NTA semantics) Given a set of clocks χ, a set of channels C, a prior-
ity order c on C and a priority order ta on timed automata, the semantics of an NTA
N = 〈Qi, q0i , Ki, Invi,→i〉1..n is defined by the ETTS 〈
⊗
i Qi, 〈q01, . . . , q0n〉,χ× {0}, Inv,→ 〉,
over the global space χ→ ∆, static and dynamic priority systems Ps and Pd given in Definition
3.9, where Inv(q) =
⋂
i Invi(qi) and→ is the smallest relation such that:
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qi
g/τ/r−−−→i q′i
∨
j qj ∈ Kj ⇒ qi ∈ Ki
q
g/τ/‖x∈rx:=0−−−−−−−→qi∈Ki ,(de f ault,Ti) q[i← q′i]
Taui
qi
gi/c!/ri−−−−→i q′i qj
gj/c?/rj−−−−→j q′j i 6= j
g/r = gi/ri . gj/rj∨
k qk ∈ Kk ⇒ (qi ∈ Ki ∨ qj ∈ Kj)
q
g/τ/r−−−→qi∈Ki∨qj∈Kj,(c,max(Ti ,Tj)) q[i← q′i, j← q′j]
SRi,j(c)
qi ∈ Ki
q
⊥/τ/skip−−−−−→>,(de f ault,Ti) q
Empty
∧
i qi 6∈ Ki
q
[
⊙
i xi :=xi+δ]Inv(q)/δ/
⊙
i xi :=xi+δ−−−−−−−−−−−−−−−−−−−→⊥,(e,max({Ti |i∈1..n}) q
Time
where the guard, [
⊙
i xi := xi + δ]Inv(q), states that the location invariant Inv(q) is still
satisfied after advancing clock values by δ. Such an invariant corresponds to the inter-
section of individual TA location invariants. Through rule Tau, an internal (statically)
non-hidden transition of a TA corresponds to an internal transition of the ETTS seman-
tics. Hiding is not local, i.e not only attached to a given TA. In fact, from each TA location,
after checking that such a location of the NTA state vector does not have the weakest
committedness, we check then whether the current TA transition is not hidden by an-
other transition outgoing from that location. Rule SRi,j(c) describes the synchronization
of TA Ti and Tj on a channel c, where the input transition guard is only checked after
taking into account the effect of the output transition action. Such a synchronization is
held if either the send or the receive transition is not statically hidden. The dynamic
priority of the resulting transition corresponds to that of channel c and the maximum
process priority of both Ti and Tj. Finally, both Empty and Time rules have been earlier
explained.
Definition 3.13 (NTA refinement) The refinement between networks of timed automata is de-
fined as the refinement between their associated ETTSs. Formally, given two NTA Nc (concrete)
and Na (abstract), then :
Nc v Na , ETTS(Nc) v ETTS(Na)
Using the ETTS-based semantics, in which the committedness corresponds to two-
levels static priority system and both channel and TA priority orders constitute a unique
generalized dynamic priority system, we establish the following theorems:
Theorem 3.5 (Compositionality of NTA semantics) The ETTS semantics of a NTA is bisimilar
to the restriction to Time and Tau-transitions of the product of ETTSs associated to individual
TA, i.e.
ETTS(NTA) ∼ Πi ETTS(TAi)\C
.
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Proof. It is direct because we have the same composition rules in both sides. The dif-
ference resides in the occurrence of unmatched communication transitions in the ETTSs
product, but these transitions will be suppressed by the restriction.
Theorem 3.6 (Refinement and parallel composition) Given 2 networks of TA N = 〈T1, .., Tn〉
and N′ = 〈T ′1 , .., T ′n 〉 defined on the same set of channels, N refines N′ if:
• ∀i T ′i vRil ,Rg Ti,
• channel priority orders of N and N′ are identical,
• each concrete process and its corresponding abstract one have the same priority,
• ∀q q′, Rl(q, q′)⇒ Comm(q)⇔ Comm(q′),
• refinement preserves deadlock-freeness.
Proof. It follows from theorems 7.2 and 3.5 together with the restriction theorem 3.2.
In fact, this proof consists in establishing the ETTS semantics of TA separately, then
applying the same proof of Theorem 7.2 on the resulting ETTSs semantics but we con-
sider only the case of transitions SR, Sync and internal ones (τ) because asynchronous
transitions have been removed via the application of restriction \C. 
3.4.3 Experiments
In this section, we show an application of our compositional framework to refine a
version of the well known Alternating Bit Protocol [136] (ABP). In fact, we aim to verify
that the number of correctly received messages is less than the number of correctly sent ones,
and their difference is bounded by one. As shown in figure 3.1, to send a new message,
the TA Sender synchronizes with the TA Mmedium on channel send and increments the
shared variable s. The TA Receiver receives the sent message via a synchronization with
the Mmedium on channel receive and updates the shared variable r by one.
The intended property is represented by the auxiliary boolean variable Ok , s ==
r ∨ s == (r + 1). This property cannot be verified using the UPPAAL toolbox on the
NTA formed by Sender, Receiver, Mmedium, Amedium because of the unboundedness3 of
s and r. To deal with the unboundedness, a clever idea consists in the replacement of
both Sender and Receiver automata by finite abstractions, where the evolutions of vari-
ables s and r are respectively modeled by two shared boolean variables b1 = (s == r),
initialized to true, and b2 = (s == r + 1), initialized to f alse, with a slight modifica-
tion of the corresponding involved transitions, as depicted in figure 3.2. The abstraction
refinement of processes Mmedium and Amedium is the identity relation.
Accordingly, the new property Ok = b1 ∨ b2 can be checked. The abstraction re-
finement of each TA by its corresponding finite abstraction has been checked using a
manual proof of refinement re f in between their ETTS-based semantics, where both local
and global spaces have been considered. The local space refinement Rl consists of:
• the correspondence of local states.
• the identity of local variables values.
However, for the global space, the refinement Rg consists of:
3In fact, it is checked upto the size of UPPAAL integers, then UPPAAL throws an out of range exception.
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fullempty
mout! sh_mout = ssn
min? ssn = sh_min
fullempty
aout! sh_aout = ssn
ain? ssn  = sh_ain
(a) Template Sender
(b) Template Receiver
(c) Template Mmedium (d) Template Amedium
ack_received wait
t_o <= max_t_o
sendidle
aout?
ssn = sh_aout
ssn == not(expected)
min!
sh_min = expected , t_o = 0 t_o >= min_t_o
min!
sh_min = expected , t_o = 0
ssn == expected
expected = not(expected) min!
sh_min = expected,  t_o = 0
s=s+1
received
ack
idle
ssn != expected
ain!
sh_ain = ssn
ain!
sh_ain = ssn
ssn==expected
r = r+1 , expected = not (expected)
mout?
ssn = sh_mout
Figure 3.1 – Original version of ABP.
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fullempty
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(b) Template Receiver
(c) Template Mmedium (d) Template Amedium
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ssn==expected && not(b1)&&not(b2)
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Figure 3.2 – An abstraction refinement of ABP.
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• matching the values of b1 and b2 of the abstract system to the corresponding ex-
pressions computed through s and r in the concrete system.
• checking the identity between the other shared variables values.
We may write then re f in = RSenderl ∧ RReceiverl ∧ RMmediuml ∧ RAmediuml ∧ Rg. This result has
been checked using UPPAAL and a manual proof of refinement using observers. Both
concrete and abstract ABP systems are given in the Annex.
3.5 Conclusion
In this chapter, we have studied the refinement and composition of different timed sys-
tems with priorities. For the parallel composition operator we have defined, we give a
corresponding (compositional) refinement relation. As a semantic model, our composi-
tional framework has been successfully instantiated to define a compositional semantics
of networks of timed automata, in which a unique generalized dynamic priority system
of ETTS is defined from both NTA priority orders (channels, TA) with an important
refinement property stating that: if each individual TA of an NTA refines another indi-
vidual TA of another NTA, then the ETTS corresponding to the semantics of the first
NTA refines the ETTS corresponding to the semantics of the second NTA. Furthermore,
the theorems established within our framework have been proved.

Chapter Four
Dynamic Composition of Timed
Systems
UPPAAL is an integrated tool environment for modeling, validation and model checking
of real-time systems modeled as networks of timed automata. The tool has been used
successfully and routinely for many industrial case studies. Nevertheless, a shortcoming
of UPPAAL is that it can only describe static network topologies, and does not incorpo-
rate a notion of dynamic process creation. Moreover, UPPAAL does not incorporate a
notion of one automaton calling another, like a function. Even though this last concept
can be encoded within UPPAAL using a pair of handshakes, this leads to models that
are unnecessarily complex.
In this chapter, we show how to extend the operational model of local C-functions
associated to UPPAAL transitions to a model of concurrent processes, implemented via
interacting finite timed automata. Hence, we introduce the framework of callable timed
automata as a simple but powerful extension of regular timed automata in which pro-
cesses may call each other. Afterwards, we show that the semantics of each call event can
be interpreted as an activation of the existing instance of the corresponding automaton
(static instantiation), or again a creation of a new concurrent instance (dynamic instan-
tiation), and by that dynamic systems can be modeled and analyzed in terms of timed
automata. We explore both semantical interpretations, static and dynamic, and give for
each one the motivation and benefits with illustrating examples. Finally, we report on
experiments with a prototype tool, which translates (a subset of) callable timed automata
to UPPAAL.
4.1 Function Calls and Callable Timed Automata
Timed automata (TA) [8] have been proposed as a powerful model for both timed and
concurrent systems modelling. However, a dynamic framework for timed automata in-
stantiation and applicability, to model dynamic system topologies like object-based sys-
tems and ad-hoc networks wherein processes are created and triggered on the fly, is
still lacking. Moreover, the modelling of timed automata as functional values, whereby
a timed automaton can be called and applied on given parameters to generate outputs,
instead of an independent component making computations and updating the system
control is not explored.
Unlike UPPAAL C-function actions having local sequential computations, this study
consists of encoding the call mechanism into interacting processes, whereby commu-
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nication on shared variables and synchronization with the external environment are
enabled. The modelling of a timed automaton as a callable function which performs
communications and interactions with the external environment enables it to be callable
and triggerable by any other automaton, we introduce callable timed automata (CTA). In
fact, callable timed automata provide a formal framework for the modelling and analysis
of dynamic timed systems, where the number of components (processes) is not constant.
The concept of callable timed automata enables, for a set of processes, to model a com-
mon behavior as an automaton callable by any other process originally performing such
a behavior. Therefore, through such an extension, the reuse concept will be widely ben-
eficial.
Syntactically, a callable timed automaton is a finite timed automaton [17] param-
eterized by a set of data, and triggered through the execution of a calling transition
from another automaton. Moreover, when its execution is over, a callable automaton
may return results to its calling component. Semantically, we interpret this syntactical
extension in different ways by considering different criteria like (1) concurrency: the ac-
tivation of a callable process may be blocking for the corresponding calling process,
wherein the former cannot progress while the callee one is running. Will both calling
and callee components progress concurrently?. (2) instantiation: the UPPAAL template’s
instantiation is static. Will the instantiation of callable TA be static (a constant number
of instances initially created) or dynamic (for each call, a new instance is created on the
fly)?.
Unlike functions which are local computations getting their inputs as parameters
before being triggered, a timed automaton is an open process which can interact with its
external environment at anytime by accepting inputs, producing outputs and updating
the system state.
The ultimate goal of this chapter is to provide a new formal framework for the
modelling and verification of dynamic timed systems, where the number of processes
is not constant, in terms of timed automata. To this end, we introduce an extension for
structuring UPPAAL systems by integrating Callable timed automata.
In the literature, several frameworks [70, 51, 116, 133, 113, 22, 134] have been pro-
posed to generalize the operational model of functions to a model of concurrent pro-
cesses. Most of these proposals work on the encoding of the functional computation
model λ-Calculus into the concurrent computation model pi-Calculus. In [113], Milner
showed that λ-Calculus could be precisely encoded into pi-Calculus.
The Spin tool [89] enables the verification of dynamic systems 1 where concurrent
processes can be created on the fly, where both creating and created processes progress
together. The creation of a new process does not block the creating component execution,
i.e. a return is not needed to unlock the creating component. Similarly, the Ada language
[58] enables the creation of tasks on the fly. On the creation of each task, the calling
process waits until the new process is elaborated. Each process may perform a return
immediately to unlock its calling component via action accept, or executes some actions
then performs a return via statement accept do (RPC-like protocol 2).
Recently, there has been an amount of work focusing on recursive extensions of timed
automata. Without considering synchronization, the authors of [135] define a restricted
notion of recursive timed automata where their decidability results impose strong limi-
tations on the number of clocks (at most 2 clocks). Moreover, either all clocks are passed
1The Spin models are described using Promela language.
2RPC is an acronym for Remote Procedure Call. It states the activation of a process (server) by another
(client) such that the client process cannot progress while the server process does not perform a return.
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by reference or none is passed by reference. For this reason, we do not consider this
framework here.
In our proposal, we define an extension of C-functions, associated to UPPAAL timed
automata transitions as a local action, to callable timed automata making computations
as functions and interacting with the external environment. Unlike C-functions which do
not communicate with the external environment, a callable TA can be run concurrently
together with the other components and may still depend to its external environment
through interactions. Moreover, the callable TA can be instantiated dynamically for each
call.
The rest of the chapter is organized as follows: Section 2 motivates our proposal
through a set of examples. In Section 3, we define callable timed automata and give
their translation to UPPAAL TA. In Section 4, we review timed transition systems as a
semantic basis. In Section 5, we define the semantics of both static and dynamic instan-
tiations of CTA. Section 6 shows the mechanization of the translation to UPPAAL. In
Section 7, we model the Oce´ printer system [92] using CTA and illustrate its translation
to a UPPAAL NTA.
4.2 Callable Timed Automata
Herein, we propose an extension of timed automata so-called callable automata where
a timed automaton can call another timed automaton. In fact, callable timed automata
(CTA) is an extension of finite automata, where transitions can be equipped by either a
particular event call, to trigger the execution of another automaton, or again a return
event to yield results whenever its execution is over. The call of a callable timed automa-
ton can be parameterized by expressions. Both call and return actions are used as a
synchronization event instead of an update action. The execution of a call call T cor-
responds to the activation of an instance of template T. Obviously, the activation of an
instance is preceded by its creation. Such a creation can be performed either when the
system starts or on the fly, i.e. when an automaton calls another one, it induces both
instantiation and activation of the corresponding template. Moreover, the termination of
a callable automaton execution means that all its nested calls have terminated.
By considering the instantiation staticness, we can distinguish the following seman-
tical interpretations for callable timed automata instantiation:
• Dynamic instantiation: when the system is running, the execution of each call cor-
responds to the creation of a new instance of the callee automaton, which will be
simultaneously triggered. Hence, the call event is not blocking for another calling
component. Moreover, both calling and callee instances may progress concurrently,
after performing a return. In fact, the return event of an instance enables to yield
its results but does not state its termination. i.e. an instance may run other transi-
tions after performing a return. The termination of a dynamic instance execution is
stated via the reachability of a final location, which means that all its nested calls
have terminated. For that, when implementing, we may consider a counter that
will be incremented for each call and decremented for each return, which means
that when a final location is reached the counter must equal to 0. The dynamic fea-
ture of such an instantiation is suitable to model object-based systems and ad-hoc
networks, where components (objects, hosts) are created on the fly.
• Static instantiation: with such an interpretation only one instance of each CTA is
created, when the system starts. The execution of each call corresponds to the ac-
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tivation of the corresponding unique instance, which may take time and interleave
with the execution of other components. That is the same case as for UPPAAL-Port
[81] where components trigger each others. In fact, with the static interpretation,
the call event is blocking where the calling component cannot run any other tran-
sition while its callee component is running (activated). Moreover, a CTA cannot
be called simultaneously by several TA and blocks call events from components
other than the current caller. When the execution of a callee component is over, it
notifies its calling component through a return event and, by that, becomes avail-
able to receive another call. Unlike dynamic instantiation, the return event of an
instance states its termination. The execution of callee components can be atomic
which agrees with the UPPAAL transition semantics.
When implementing CTA, to distinguish between static and dynamic calls the user pro-
vides an extra parameter in the signature of dynamic instantiable templates. This param-
eter, which is a natural number (≥ 1) representing the maximal number of instances that
will be created, states that each call for the current template is interpreted as a dynamic
one. Otherwise, (in the absence of this extra parameter) the template is callable statically
only. Accordingly, when the counter associated to a dynamically instantiable template
crosses up the maximal number of instances allowed for this template, the system may
state an error.
In what follows, we demonstrate the static and dynamic features of our extension
(CTA) through the following examples.
4.2.1 Example 1 (Static instantiation)
We reuse the UPPAAL expression of the well known Train-Gate example [23], depicted
in Figure 4.1. In fact, such an example models the train crossing concurrency, where a
set of trains request concurrently the access to a unique crossing point, the critical section,
in order to continue on their respective routes. The crossing point is governed by a gate
which each train must signal to gain crossing authorization.
In order to distinguish between train instances, each one has a unique identifier Id.
As the access request is the same for all trains, we model this common behavior (access
request) by a new parameterized callable timed automaton named Register, and by that
trains get rid of requesting their own access authorization. The automaton Register can
be called by any train intending to cross the gate.
When a train Id approaches to the crossing point, it calls the automaton Register
with its own identifier Id. The automaton Register notifies the Gate of the approaching
of the train Id, through a synchronization on channel appr, and inserts Id into the wait-
ing list list. Whenever the execution of automaton Register is over for a given call by
reaching the return action, the corresponding calling train can resume. Depending on
the availability of the Gate, such a train (Id) crosses immediately or stops for a delay
specified by a constraint on clock x, waiting to be on the front of list then crosses the
gate. Accordingly, the automaton Register becomes available for accepting other calls by
any train intending to cross the gate.
4.2.2 Example 2 (Dynamic instantiation)
The sieve of Eratosthenes is a simple algorithm for finding all prime numbers up to a
given integer M. Given a table of numbers, the algorithm consists of marking iteratively
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                  (c) An instance Id of the train
                      (a) The gate                        (b) The CTA register(p)  
Stop
Appr
x<=20
Start
x<=15
Cross
x<=5
Safe
x<=10
stop[id]? go[Id]?x:=0
x>=7
x:=0
x>=3
leave[Id]!
x>=10
x:=0
call Register(Id)
x:=0
registrated
wait
return
appr[p]!
enqueue(p)
Occ
Free
stop[tail(list)]!
leave[head(list)]?
dequeue()
length(list) > 0
go[head(list)]!
i:int[1,6]
appr[i]?
i:int[1,6]
length(list)==0
appr[i]?
Figure 4.1 – The Train-Gate Example.
as a non-prime the multiples of each prime, starting with the multiples of 2. It runs
across the table until the only numbers left are prime.
As depicted in Figure 4.2, we have implemented this algorithm by the parallel com-
position of 2 automata: main and element. In fact, we model the table elements by
the automaton so-called element. Each instance of template element is parameterized
by a natural number which states its identifier, and another integer number to retrieve
its prime number. Moreover, each instance has 2 local variables: self to store its iden-
tifier (parameter), and myprime to store the value of the corresponding prime number
(parameter). To allow the communication of instances, we declare a vector next of M
channels.
The system is managed by another automaton so-called main, which creates the
first instance of automaton element. Such an instance gets as effective parameters the
identifier of the first instance (1), and the corresponding prime number (2). After that,
automaton main increments iteratively the number n to be checked and sends it to that
instance (of template element) through channel next[1] 3.
Once the system is triggered, the automaton main moves from location start to lo-
cation gen (generate) by executing the call action call element(1, 2), and updating n to
3. Such a call creates the first instance of template element, which is identifiable by
sel f = 1 and myprime = 2. This instance performs a return to unlock its caller and
moves to its location own. The automaton main sends the first value n to be checked to
the newly created instance, of template element, on channel next[1]. Through the re-
3In fact, channels next are parameterized by the number to be checked. We may consider shared variables
to implement the data communication over channels.
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(a) Template main
(b) Template element
check2 succes
check1ownactiv next[self]?m
not(multipl(m,myprime))
next[self+1]!m
multipl(m,myprime)
next[self]?m
not(multipl (m,myprime))
call element(self+1,m)
multipl(m,myprime)
return()
genstart
next[1]!n
n++
call element(1,2)
n:=3
Figure 4.2 – The Sieve of Eratosthenes.
ception of the first message next[sel f ]?m, the current element instance checks whether
or not the received value of m is a multiple of its own prime number myprime. If m
is a multiple of myprime then the received value of m will be ignored, and the current
instance of element moves back from location check1 to location own. Otherwise, the
current instance of template element requests the creation of another instance, through
the statement call element(sel f + 1, m), and moves to location succ (successor). At this
level, the first instance of element is waiting for the reception of another number to
be checked, sent by main. On a reception next[sel f ]?m of a new value which is not a
multiple of myprime, the instance of element sends that value to its successor instance
via channel next[sel f + 1], which corresponds in this case to next[2]. Similarly, each new
instance of element behaves in the same way as the first one. Herein, one can distin-
guish that each new number, sent by automaton main, crosses a sequence of element
instances until it is dropped, the case of a multiple of a discovered myprime, or registered
as a new prime number with the creation of a new instance of template element.
Likewise, both calling and callee components progress concurrently, i.e. after per-
forming a call, the calling instance may run other transitions without waiting the termi-
nation of its callee instance.
4.2.3 Example 3 (Static + dynamic instantiations)
The Oce´ printer/copier system [92], depicted in Figure 4.3, consists of defining the data-
path of each given image data provided by a source like network or scanner. According
to its kind, each image data is processed by a set of processing components. A job is the
full processing of an image data.
Through this example, we remodel the Oce´ system by using callable timed automata.
In fact, we model the system as the composition of three callable automata: an automa-
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(a) Template job( )
(b) Template component(content)
ProcessingActivation
Creation
memory >= size
call component(content)
return()
Running
x<=execution_time
Recovering
x<= recover_time
Idle
return()
x>= recover_time
end_resource!
x>=execution_time
x:=0
start_resource?
x:=0
Figure 4.3 – The Oce´ Printer System.
ton User corresponds to the user template (omitted), an automaton Job represents the
datapath template and another callable automaton Component models the processing
units. The instantiation of the template Job is dynamic, whereby instances are dynami-
cally created by User at different moments.
For the sake of simplicity, we encapsulate several details like the kind and the content
of a job in the variable content. Moreover, we omit the details about the identification of
both jobs and components. When the user has a new job to be performed, it calls the
template Job and specifies the kind and content (parameters) of job. Such a call cre-
ates and triggers a new instance of template Job. According to its nature, each job may
only claim the first processing unit Component. In turn, after performing its task, if it
is not the final processing, each claimed unit, i.e. instance of Component, requests the
activation of an instance of its successor in the datapath. The claim of a processing com-
ponent by a job, or another component, consists of a call of the corresponding template
Component, possibly with parameters.
Thus, the instantiation of template Component is static wherein each template
Component has a unique instance. This instance is activated when the correspond-
ing component is called by either a job or another component. After its activation,
the instance of template Component moves from location Idle to location Running.
Each Component instance has a variable content used to retrieve the image data to
be processed from its calling unit. When its execution is over, each instance of tem-
plate Component joins its location Idle waiting for another call. Unlike automaton
Component, each instance of template Job performs first a return, for enabling the
user to create dynamically other jobs, and updates its local variables according to its
parameters. Then, from its location Activation, it defines its datapath and claims the
corresponding first processing component, whenever the required memory is available.
One can distinguish that we have two different calls (blocking for the static instan-
tiation of template component, non-blocking for the dynamic instantiation of template
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Callable Timed Automata
TTS
UPPAAL Timed AutomataSemantics
Translation
Semantics
TTS~(Bisimulation)
Figure 4.4 – Semantics and translation of CTA.
Job), and two different returns (superposed to termination of instances in the static
instantiation, free-transition in the dynamic instantiation).
4.3 Timed Automata Extension
The modeling and verification of real-time systems, via timed automata, are a mature
topic where a large amount of work has been devoted during the last two decades.
However, composition and verification of dynamic systems, where the topology (global
architecture and number of components) may change during the execution of systems,
constitute a perspective and an intensive field of research.
In this section, we introduce a new framework enabling the composition of dynamic
systems modeled via timed automata, which is Callable Timed Automata. Firstly, we give
the formal basis of callable timed automata (CTA) where transition actions can be in-
ternal, external, a call of another callable timed automaton or again a return, and
specify how callable timed automata can be translated to UPPAAL ones where, as de-
picted in Figure 4.4, an important result stating that the semantics of CTA and that of
their translation to UPPAAL TA are bisimilar, has been established. In fact, the transla-
tion enables us to reuse the UPPAAL toolbox for the verification of CTA properties. Let
us introduce the following notation.
Notation. We assume a universe V of variables. To each variable v ∈ V we associate a
nonempty set of values, referred to as the type of v and denoted type(v). Moreover, we
associate to each variable v ∈ V a default initial value d0v ∈ type(v). A variable v whose
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type equals the set R≥0 of non-negative real-numbers is called a clock. We assume that
the default initial value of all clocks equals 0. Let V ⊆ V be a set of variables.
• A valuation of V is a function that maps each variable to an element of its type.
We use Val(V) to denote the set of valuations of V.
• E(V) defines the set of expressions built over V. To each expression e ∈ E(V)
we assign a type type(e). Each expression induces a state transformer, that is,
[[e]] : Val(V) → Val(V). We call an expression side effect free if [[e]] is the identity
function. Each expression also denotes a value for any valuation: 〈〈e〉〉 : Val(V)→
type(e).
• P(V) defines the set of predicates built over V. If φ is a predicate over V then
[[φ]] : Val(V)→ Bool gives the truth value of φ for any given valuation.
• For a function f defined on a domain dom( f ), we write f dX the restriction [30] of
f to X, that is the function g with dom(g) = dom( f ) ∩ X such that g(z) = f (z) for
each z ∈ dom(g).
• Two functions f and g are compatible [30], notation f♥g, if they are agree on the
intersection of their domains, that is, f (z) = g(z) forall z ∈ dom( f ) ∩ dom(g).
• We denote by f . g the combined function (left-merge) defined on dom( f . g) =
dom( f ) ∪ dom(g) where f overrides g for all elements in the intersection of their
domains. For all z ∈ dom( f . g),
( f . g)(z) ,
{
f (z) if z ∈ dom( f )
g(z) if z ∈ dom(g)− dom( f )
the merge of f and g is defined by f ‖ g , f . g with f and g compatible.
• Similarly, we define the dual right-merge operator by f / g , g . f .
The restrictions of both expression and predicate constructions are not detailed here.
4.3.1 UPPAAL Timed Automata
In this section, we recall UPPAAL timed automata as an extension of basic timed au-
tomata, introduced in Chapter 1, with both local and global variables, committed loca-
tions and communication. In fact, UPPAAL timed automata [23, 30, 44] are extensions
of the classical ones where one level hierarchy of local/global variables, committed lo-
cations, communication and priorities have been introduced. Moreover, in the UPPAAL
language, systems are structured as networks of timed automata where timed automata
are defined within a global common context.
Definition 4.1 (Global context) A global context C = 〈Σ, Vg, C〉 consists of a finite set of
automata names Σ ⊆ T , a finite set of global variables Vg ⊆ V , and a finite set of channels C.
In the following, we give the structure of a timed automaton defined on a global
context.
Definition 4.2 (Timed automaton) Given a global context C, a timed automaton (TA) is a tuple
〈Q, q0, K, V l , Inv,→〉 where Q is the set of locations, q0 ∈ Q is the initial location, V l is the
set of local variables, Inv : Q → P(V) associates an invariant to each location, K ⊆ Q is a set
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of committed locations and →⊆ Q×P(V)× Λ× E(V)× Q is the transition relation, where
V = V l ∪Vg and Λ = C? ∪ C! ∪ {τ}.
For the sake of simplicity, we write q G/λ/a−−−→ q′ for (q, G,λ, a, q′) ∈→. The composi-
tion of timed automata, so-called networks of timed automata (NTA), enables to model
a system as a flat set of interconnected components. Each component (TA) interacts with
its external environment through communication on shared variables and synchroniza-
tion of actions.
In a variant of UPPAAL called UPPAAL-Port [81], hierarchical compositions are en-
abled whereby the system can be modeled as a set of components. Each component
may encapsulate other components. Several proposals [23, 30, 44, 67, 95, 69] studying
the composition of UPPAAL timed automata and analyzing the underlying properties
have been established. The authors of [23] define a non compositional semantics of UP-
PAAL NTA. In [44, 30], the authors define a compositional semantics of NTA and estab-
lish some properties like trace-inclusion and refinement through composition. In both
[95, 69], the semantics of timed automata composition is not compositional because the
product of TA semantics is not associative, the counter-examples are respectively given
in [29] and [31]. In the rest of the chapter, we consider the composition of timed automata
as an open network.
4.3.2 Callable Timed Automata
Callable timed automata provide a formal framework for the modelling and analysis of
dynamic timed systems, where the number of components (processes) is not constant.
In fact, the concept of Callable timed automata enables, for a set of processes, to model a
common behavior as an automaton callable by any other process originally performing
such a behavior. Therefore, through such an extension, the reuse concept will be widely
beneficial.
Unlike UPPAAL callable C-functions, a callable timed automaton can interact with
the other components and call other callable automata. However, in the case of static in-
stantiation, in order to avoid deadlock due to mutually dependent executions, a callable
timed automaton cannot call its own hierarchical calling components. In fact, for the
static interpretation, the calling component cannot progress while its current callee com-
ponent is running. Once the callee TA execution is over, the corresponding calling com-
ponent may resume the control and continue its execution. However, for the dynamic
instantiation, after performing a return to unlock its calling component, a callee com-
ponent may progress together with the execution of its calling component. Thus, in the
static instantiation, the return action represents the end of the call execution of callable
TA whereas, in the dynamic instantiation, it is considered as an ordinary action. Obvi-
ously, a system of CTA must contain at least one triggering TA (root) to activate CTA.
We assume a universe T of automata names, and associate to each automaton name
T ∈ T a return type R(T) and a formal parameter pT ∈ V . In this chapter, we only
consider automata with a single formal parameter. Automata with multiple parameters
may be encoded using variables of type vector, record or union in the same way as
simple types and without affecting our framework.
We introduce expressions of type automaton and write E(T ,V) for the set of ex-
pressions {T(e) | T(pT) ∈ Σ ∧ e ∈ E(V) ∧ type(e) = type(pT) ∧ e is side effect free}.
Formally, a callable timed automaton is given by:
Definition 4.3 (Callable timed automaton) Let C = 〈Σ, Vg, C〉 be a global context. A callable
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timed automaton (CTA) for C is a tuple 〈T, Q, q0, F, V l , Inv,→〉 where Q, q0 and Inv are the
same as for TAs:
• T ∈ Σ is the automaton name,
• F ⊆ Q a set of final locations,
• V l ⊆ V is a set of local variables; we require Vg ∩ V l = ∅, pT ∈ V l , and write V =
Vg ∪V l ,
• →⊆ Q ×P(V) × Λ × E(V) × Q is the transition relation which, for each transition,
consists of a source location, a guard, a label, an action and a target location. Λ = C? ∪
C! ∪ {τ} ∪ (V × Σ× E(V)) ∪ E(V) is the set of transition labels. Each transition label
can be a synchronization on a channel, an internal event, a call of another automaton, or a
return action.
We write q G/λ/a−−−→ q′ for (q, G,λ, a, q′) ∈→. Moreover, if λ = (x, T′, e) ∈ V × Σ ×
E(V) then we refer to the transition as a call transition and write q
G/x:=call T′(e)/a−−−−−−−−−−→
q′. In this case, we require that type(e) = type(pT′) and type(x) = R(T′). Similarly,
if λ = e ∈ E(V) then we refer to the transition as a return transition and use the
notation q
G/return(e)/a−−−−−−−→ q′. In this case we require that type(e) = R(T). Intuitively, via a
call T′(e)-transition automaton T calls automaton T′ with a parameter value that can be
obtained by evaluating expression e. A return(e)-transition is used to return the value
of expression e. If the return type of an automaton T is void, we use return() and just
keep call T(E) to call the automaton T, omitting the assignment “x :=” . Furthermore,
callable timed automata should satisfy the following wellformedness conditions:
• Final locations does not have outgoing transitions.
• Return actions are side effect free.
In the static instantiation, an instance becomes available when it performs a return event.
However, in the dynamic instantiation, an instance becomes available when it reaches
a final location. We have also considered the set of final locations F to make the imple-
mentation of dynamic instantiation in UPPAAL easier.
4.3.3 Translation of Callable TA to UPPAAL TA
In order to reuse the UPPAAL toolbox, we translate callable timed automata to UPPAAL
TA. Hence, as previously stated in Section 4.2, to make the translation and implemen-
tation of CTA easier, the user provides the nature of each template instantiation, and
specifies the maximal number of instances that can be created for each template in the
case of dynamic instantiation. Since calling and callee components may not access each
others local variables, we consider the UPPAAL communication through shared vari-
ables.
As shown in Figure 4.5, for translating the calling transition q
x<=0/y:=call T(e)/−−−−−−−−−−−→ q′,
the expression e is assigned to a new shared variable param 4. Thereafter, the value of
such a variable will be copied into the local variable p ∈ V l of the callee automaton,
as depicted in the bottom of Figure 4.6. In the same way, once it reaches a return event
4In fact, the type type(param), resp type(result), is the union of all of the parameter, resp return, types
used in the model.
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Calling transition Its translation 
q’
q
x<=0
y:=call T(e)
q’
q_int
q
ret?
y:=result
x<=0
cal!
param:=e
Figure 4.5 – The translation of calls.
return(r), the callee component assigns the result expression r to the shared variable
result. In turn, the value of result will be assigned to variable requesting the call, variable
y in Figure 4.5, in the calling TA.
Mainly, the translation consists of splitting each calling transition of CTA into two
synchronizing transitions, as shown in Figure 4.5. The first transition is an output on
a particular channel cal, to activate the corresponding callee CTA, which engages with
the assignment of expression e to shared variable param, whereas the second transition
is an input on a particular channel ret, with the assignment of value result to variable
y requesting the call. The execution of the former transition states the termination of
the call execution. Both transitions, resulting from the translation of a call, are linked
through a new intermediate location qint relative to each pair (y, t), where t is the original
calling transition and y is the variable requesting the call. In fact, we use the notation
t : q G/λ/a−−−→ q′ to state that t is the current transition name, which will be used to
reference this transition.
In Figure 4.6, we show how the structure of a callable automaton (top) can be trans-
lated to that of an UPPAAL one (bottom). The translation consists of adding a new initial
location qinit as the triggering point (activation) of the corresponding UPPAAL TA. This
location will be linked to the original initial location q0 of CTA through an input syn-
chronizing transition on channel cal, engaging with the assignment of shared variable
param to the CTA local variable p, dedicated to receive the parameter value. When it
meets a return event, the callee CTA yields its result to its calling through a synchro-
nizing transition on channel ret, which states the end of call execution and assigns the
result r to shared variable result. Such a transition hands the control over to the calling
component and models the return action of classical functions. Moreover, all CTA final
locations are linked to newly inserted location qinit via an empty committed transition.
Remark. As the synchronizations are atomic, the same channels cal and ret can be used
for the whole model. Moreover, the set of parameters {param}, respectively {result},
depends on the number and types of call, respectively return, parameters. Such variables
are re-used for the whole model because the synchronizations on cal and ret are atomic.
Thus, we may assign new values to the parameters for each synchronization.
Definition 4.4 (TA corresponding to a CTA) Given a CTA 〈T, Q, q0, F, V l , Inv,→T〉 for a
global context C = 〈Σ, Vg, C〉 with T(pT) ∈ Σ, its translation to a TA is defined by 〈Q∪Qint ∪
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Callable timed automaton
Its translation to an Uppaal TA
q_f
q_2q_1
q_0
return(r)
q_init
q_f
q_2q_1
q_0
ret!
result:=r
cal?
p:=param
Figure 4.6 – TA of a CTA.
{qinit}, qinit, F, V l , Inv′,→〉 over the global context 〈Σ, Vg ∪ {param, result}, C ∪ {cal, ret}〉
where Inv′(q) = Inv(q) if q ∈ Q else true and→ is the smallest relation such that:
q G/λ/a−−−→T q′ λ ∈ C! ∪ C? ∪ {τ}
q G/λ/a−−−→ q′
Action
qinit
>/cal[T]?/pT :=param−−−−−−−−−−−−→ q0
Activate
q
G/return(e)/a−−−−−−−→T q′
q
G/ret[T]!/result:=e,a−−−−−−−−−−−→ q′
Return
q ∈ F
q
>/τ/skip−−−−−→ qinit
Restart
t : q
G/x:=call T′(e)/a−−−−−−−−−−→T q′
q
G/cal[T′]!/param:=e−−−−−−−−−−−→ qt >/ret[T
′]?/x:=result,a−−−−−−−−−−−−→ q′
Call
where skip is an empty action (identity), Qint = {qt | t : q G/x:=call T
′(e)/a−−−−−−−−−−→ q′} is a set of
intermediate locations introduced when splitting the calling transitions as shown in Figure 4.5,
and qinit is the new initial location of the resulting TA, again illustrated in Figure 4.6.
In fact, this definition consists of translating a CTA and its global context to a timed
automaton, where the final locations are committed in order to get instances immedi-
ately available after the end of each call. Each instance of the template T is proceeded
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in the same way. Therefore, the translation of a CTA is a network of timed automata
defined on the translation of the global context C where to each instance of the CTA T
corresponds a TA.
About transition rules, rule Action states that non calling transitions of the callable
automaton are held without any change in the corresponding translation. Via rule
Activate, we show how the execution of a callable TA translation is activated through
an enabled (guard = >) synchronizing transition, which leads to reach the old initial
location q0 of the CTA, and updates the value of parameter pT according to value of
variable param. Rule Return states that whenever a callable automaton emits a return
event, its translation yields its result to its calling (parent) TA through a synchronization
on channel ret, with the assignment of result e to shared variable result. Rule Restart
enables the resulting TA to join its new initial location qinit from each final location, in
order to being available for another call. Finally, rule Call is explained through Figure
4.5.
4.4 Semantical Model: TTSs
In order to ensure the translation correctness, we define the semantics of both UPPAAL
timed automata and callable TA in terms of timed transition systems (TTS) and study
the bisimilarity between the CTA direct semantics and the translation-based one. In
fact, we study the bisimilarity between the semantics of CTA composition and that of
their translation, defined in a compositional way. To this end, we extend timed transition
systems, introduced in Chapter 1, with local and global variables and review their timed
bisimulation relation and associative product, according to [30]. Moreover, we consider
the static priority Committedness, which is useful to specify that certain transitions need
to be executed atomically, without interleaving of lower priority transitions from other
components. In general, the states of a TTS constitute a proper subset of the set of all
valuations of the state variables. This feature is used to model the concept of location
invariants in timed automata.
Definition 4.5 (TTS) A Timed Transition System over a set of channels C is a tuple
〈G,L, S, s0,→〉 where G and L are respectively the sets of global and local variables, S ⊆ Val(V)
is the set of states with V = G ∪L, s0 the initial state and→∈ S× (C!∪C?∪{τ}∪∆)×B× S
is the transition relation. ∆ is the time domain and B states whether or not a transition is com-
mitted. A state s of a TTS is called committed, denoted Comm(s), if it enables an outgoing
committed transition (s, l,>, s′).
Furthermore, a TTS must satisfy a wellformedness condition : in a committed state
neither time-passage steps nor uncommitted τ may occur. Thus, time transitions (with
labels in ∆) are non committed.
Here and elsewhere, we write s λ,b−→ s′ for a transition 〈s,λ, b, s′〉 ∈→ linking the
state s to another state s′ through an event λ and having the committedness flag b. This
former is considered to be false (⊥) if absent. Formally, the predicate Comm is defined
by:
Comm(s) =
{
> If ∃ λ s′ | s λ,>−−→ s′
⊥ Otherwise
Through location committedness, certain (lower-priority) behavior are ruled out which
may lead to serious reductions in the state space of a model [43]. By now, we define the
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simulation relation of TTSs [30]. In fact, such a relation is used to show whether a TTS
implements another. The simulation relation can be established through the inclusion of
traces where, from a common state, we check whether each outgoing transition of the
simulated system can be triggered in the simulating one.
Definition 4.6 (Timed step simulation) Given two TTSs T1 and T2 having the same set of global
variables, we say that a relation R ⊆ S1 × S2 is a timed step simulation from T1 to T2, provided
that s01Rs
0
2 and if s R r then
• sdG1 = rdG2,
• ∀u ∈ Val(G1) : s[u]R r[u],
• if Comm(r) then Comm(s),
• If s λ,b−→ s′ then either there exists an r′ such that r λ,b−→ r′ and s′Rr′, or λ = τ and s′Rr.
where s[u] states the update of state s according to valuation u. We write T1  T2
when there exists a timed step simulation from T1 to T2. In fact, such a definition maps
each transition of T1 to a transition of T2 given that global variables have the same
valuations. Accordingly, T1 and T2 are bisimilar if T1  T2 and T2  T1. In order to study
the semantics of timed automata composition, we define the product of TTSs, according
to [30], which is a partial operation that is only defined when TTSs initial states are
compatible, i.e. s01♥s02.
Definition 4.7 (Parallel composition of TTSs) Given two TTSs T1 and T2 with s01♥s02, their
parallel composition T1 ‖ T2 is defined by the tuple 〈G,L, S, s0i ,→〉 where G = G1 ∪ G2,
L = L1 ∪L2, S = {r ‖ s | r ∈ S1 ∧ s ∈ S2 ∧ r♥s}, s0 = s01 ‖ s02 and→ is the smallest relation
such that:
r λ,b−→i r′
r ‖ s λ,b−→ r′ . s
Ext
r τ,b−→i r′ Comm(s)⇒ b
r ‖ s τ,b−→ r′ . s
Tau
r c!,b−→i r′ s[r′] c?,b
′−−→j s′ i 6= j
Comm(r) ∨ Comm(s)⇒ b ∨ b′
r ‖ s τ,b∨b′−−−→ r′ / s′
Sync
r δ−→i r′ s δ−→j s′ i 6= j
r ‖ s δ−→ r′ ‖ s′
Time
i, j range over {1, 2} and b, b′ range over B. The set of variables of the product is
simply obtained by the union of both component variables. Moreover, the states, re-
spectively initial states, of the product are obtained by merging the states, respectively
initial states, of individual TTSs. The notation Comm(q) ⇒ b with t : s λ,b−→i s′ states
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that t must be committed if there exists another outgoing committed transition from s.
Otherwise stated: a transition cannot be hidden by a lower-priority transition. Rule Ext
represents potential synchronizations that the TTS Ti may be willing to engage in with
its environment, without checking its committedness flag because it may be that a com-
patible committed transition will synchronize with the current transition of Ti making
then the resulting transition committed. Rule Tau induces an internal transition of the
composition from an internal transition of a component Ti. Rule Sync describes the syn-
chronization of components Ti and Tj on channels c ∈ C if their labels are compatible,
and the input transition is still triggerable according to the valuation associated to the
output transition target state r′. The resulting transition, labelled by the internal event
τ, is committed if one of the involved transitions (output, input) is committed. Hence,
a non-committed synchronization may only occur if both components are in an uncom-
mitted state. Finally, rule TIME states that a delay δ of the composition may occur when
both components perform a delay δ.
Theorem 4.1 (Associativity) Let T1, T2 and T3 be TTSs with their initial states pairwise com-
patible, then (T1 ‖ T2) ‖ T3 = T1 ‖ (T2 ‖ T3).
Proof. Sine T1, T2 and T3 are pairwise compatible, then T1‖T2 is compatible with T3,
and T1 is compatible with T2‖T3. It is easy to see that both (T1‖T2)‖T3 and T1‖(T2‖T3)
agree on all components, except for the transition relations. To this end, we prove that
the set of transitions of (T1‖T2)‖T3 is included in the set of transitions of T1‖(T2‖T3)
and vice versa. We distinguish 13 cases for each inclusion, however we only consider
one direction of the proof because of the symmetry of our rules. The 13 cases, which
correspond to the different ways in which an outgoing transition of T1‖(T2‖T3) may be
proved using the product rules, are given in [30].
In the following, we define the semantics of UPPAAL timed automata through TTS
where committed transitions of TTS are those outgoing from TA committed locations.
Definition 4.8 (TTS semantics of a TA) Given a global context C = 〈Σ, Vg, C〉, the TTS
associated to a timed automaton 〈Q, q0, K, V l , Inv,→ta〉 is defined by 〈Vg, V l ∪ {loc}, S, s0,
→〉 where loc is a fresh variable with type Q, W = Vg ∪ V l ∪ {loc}, S = {v ∈ Val(W) |
v |= Inv(v(loc))}, s0 = {loc 7→ q0} and the transition relation is defined by:
q G/λ/a−−−→ta q′ s(loc) = q s |= G b⇔ (q ∈ K)
s λ,b−→ a(s[loc 7→ q′])
Act
s(loc) 6∈ K
s δ,⊥−→ s⊕ δ
Time
Each state of TTS corresponds to a valuation of TA variables where the invariant of the
corresponding location holds. Moreover, the TTS transitions are inferred from both tran-
sitions and locations of TA. In fact, rule Act states that to each TA transition, we associate
a TTS transition if the current location loc corresponds to the source location q of TA
transition and the current state s of TTS satisfies the guard G of TA transition. Through
rule Time, we associate to each non-committed location of TA a TTS non-committed
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transition, which adds an amount δ to all clock variables. One may distinguish that Time
transitions do not update both local states and non-clock variables (type(v) /∈ R).
4.5 Semantical Interpretations
In what follows, we explore the different instantiation mechanisms of callable timed au-
tomata and study their semantical interpretations. Mainly, we distinguish two different
instantiations: static and dynamic. In fact, the static instantiation corresponds to imple-
ment each callable template through a unique instance, initially created, whereas the
dynamic instantiation consists of creating different instances of a callable automaton on
the fly when executing the system. Each instantiation mechanism is suitable for a given
kind of applications, whereby the modelling of systems becomes much more natural.
4.5.1 Static Instantiation Semantics
Herein, we consider that each callable timed automaton is instantiated through a unique
instance. Such an instance is reinitialized for each call with the corresponding param-
eters. In fact, the callable automaton instance is considered as any other template as-
sociated to a normal automaton. Thus, its execution can interleave with the execution
of other components and may delay. However, with such an interpretation, a callable
automaton cannot be called concurrently. The calling component gets the control back
when the execution of the callee instance terminates, i.e. by executing a return action.
Moreover, without considering atomicity, the translation of a callable automata system
with the static instantiation into basic UPPAAL is straightforward.
The good example of such an applicability is the UPPAAL-Port systems, where the
system is structured as a set of hierarchical components executed in a sequence. When
the execution of a component is over, it triggers the (non-atomic) execution of another
component by activating its trigger-ports. Without considering hierarchy, one can dis-
tinguish that an UPPAAL-port system can be translated to a set of callable automata in
a systematic way. Such a translation consists of a replacement of trigger-ports activation
of each component by a call from the last transition of its triggering component.
Another good example of applicability is the DataBase Management Systems
(DBMSs), where when the execution of a process requires to read data from a database,
it calls the Reader module of DBMS to fetch data. The execution of the Reader process
is a Transaction (all or nothing) having an atomic execution.
By now, we define the semantics of callable timed automata with static instantiation
in terms of TTS. In fact, such a semantics is local for each callable automaton. We ex-
tend the set of locations by introducing, for each calling transition t a new location t.
Such an intermediate location will be used to wait for a return of the call made over
transition t. Moreover, we introduce an activating location qwait for each automaton. We
also introduce, for each automaton, a new local variable ret of type T (automata names)
which will be used to store the name of its current callee automaton. Finally, the notation
[[e]]s = d states that the expression e is evaluated to d according to state (valuation) s.
Definition 4.9 (Static instantiation semantics of CTA) Given a global context C = 〈Σ, Vg, C〉,
the static instantiation semantics of the callable timed automaton 〈T(pT), Q, q0, F, V l , Inv,→T〉
is defined by the TTS 〈Vg, V l ∪ {locT, retT}, S, s0,→〉 over the set of channels C∪ {call(T, d) |
d ∈ E(W)} ∪ {return(T, d) | d ∈ E(W)} where S = {s ∈ Val(W) | s |= Inv(s(locT))},
s0 = {locT 7→ qwait}, W = Vg ∪V l ∪ {locT, retT} and→ is the smallest relation such that:
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q G/λ/a−−−→T q′ s(locT) = q s |= G
s λ,⊥−−→ a(s[locT 7→ q′])
Act
s(locT)
return9
s δ,⊥−→ s⊕ δ
Time
t : q
G/v:=call T′(e)/a−−−−−−−−−−→T q′
[[e]]s = d s(locT) = q s |= G
s
call(T′,d)!,⊥−−−−−−→ s[locT 7→ t, retT 7→ T′]
do-Call
s(locT) = t , s(retT) = T′
s
return(T′,d)?,⊥−−−−−−−−→ t.a(s[locT 7→ t.q′, t.v 7→ d])
wait-Return
s(locT) = qwait
s
call(T,d)?,⊥−−−−−−→ s[locT 7→ q0, pT 7→ d]
wait-Call
q G/return e/a−−−−−−−→T q′ s(locT) = q s |= G [[e]]s = d
s
return(T,d)!,⊥−−−−−−−→ a(s[locT 7→ q′])
do-Return
s(locT) = q q ∈ F
s τ,>−−→ s[locT 7→ qwait]
Restart
q return9 states the absence of outgoing transitions labelled with a return event, from
location q. Moreover, both call and return are new parameterized channels.
In order to identify from which automaton the current one (T) is waiting for a return,
variable retT is used to store the name of the current callee automaton (T′) activated by
T. In fact, to perform a synchronization on channel return, the underlying TTS checks
whether the parameter T′ corresponds to the value of retT.
About transitions, rule Act states a non-calling transition of T. This transition consists
of applying an update on the corresponding valuation of variables, according to action
a, with a jump to location q′. Implicitly, return transitions have priority over others.
Thus, by rule Time we state that a delay is not allowed from locations having outgoing
transitions labelled by a return. Rule do-Call states how the call of a template T′, by
an automaton T, is implemented through a parameterized synchronizing transition. In
fact, T communicates the current callee template name (T′) and the value of the effective
parameter [[e]]s of T′ via a channel call. Via such a transition, the instance of T moves to
an intermediate location t stating that it is waiting for a return from T′, stored in variable
retT. As the update action a should be applied after the assignment of the call result to
variable v, we store variable v, action a and target location q′ by holding the transition
name t in variable locT. The update action a will be moved to receive transition. When
it receives a parameterized return on rule wait-Return, the automaton T checks that the
returning component T′ is the intended one (s(retT) = T′) and, according to location t,
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it updates variable t.v 5 and joins location q′ of t after applying the update action t.a.
Rule wait-Call corresponds to the activation of automaton T by another automaton T′.
It enables T to join its original initial location q0, and update its formal parameter pT
according to value d.
When the execution of T terminates, the former yields its result expression e, eval-
uated to [[e]]s = d according to valuation of state s, through a synchronization on the
parameterized channel return as depicted in rule do-Return. Rule Restart enables the se-
mantics of T to join immediately the activation location qwait via a committed transition,
in order to decrease the interleaving and make the instance immediately available to
accept other calls. One can distinguish that both rules do-Call and wait-Return can be
merged in a single rule, involving the progress of both calling and callee instances, if the
semantics is not local for each component.
Theorem 4.2 (CTA Safety) A CTA T is either in its own initial location qwait or there exists
a unique component which is in a waiting location t associated to a call to T. Formally, the
property P such that P(s) ≡ ∀T s(locT) 6= qwaitT ⇒ ∃!T′ ∃!t s(locT′) = t ∧ s(retT′) = T is
an invariant of the system.
Proof. It relies on the fact that call and return channels are new parameterized chan-
nels: in rule Act the symbol λ cannot be either a send or a receive over these channels.
knowing that P is satisfied on the initial state s0 of the CTA system, we have to show
that for each transition s λ,b−→ s′ of the product of TTS associated to CTA preserves P, i.e
P(s)⇒ P(s′). Let T1 and T2 two CTA, according to TTS product rules, a transition of the
compound system TTS(T1) ‖ TTS(T2) may either be labeled by:
1. an external action (1 case) via rule Ext,
2. an internal action τ (1 case) via rule Tau,
3. a τ that is result of a synchronization (3 cases, depending on the kind of synchro-
nization: call, return, normal synchronization on channels C) via rule Sync,
4. a time-passage action (1 case) via rule Time.
We only illustrate the case of a synchronization of T1 and T2 on a call event. The other
cases are processed in the same way. We assume that T1 is the calling component and
T2 is the callee one. According to CTA static semantics, we may infer the following
transition of TTS(T1):
t : q
G/v:=call T2(e)/a−−−−−−−−−−→T1 q′
[[e]]s1 = d s1(locT1) = q s1 |= G
s1
call(T2,d)!,⊥−−−−−−→ s1[locT1 7→ t, retT1 7→ T2]
do-Call (01)
Similarly, we infer the following transition of TTS(T2) :
5The notation t.v refers to variable v occurred in the left side of the label of transition t. Similarly, t.a is
the update action of transition t.
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s2(locT2) = q
wait
s2
call(T2,d)?,⊥−−−−−−→ s2[locT2 7→ q0, pT2 7→ d]
wait-Call (02)
According to TTS product rules, we deduce the following transition of TTS(T1) ‖
TTS(T2) :
(01) (02) (com)
s1 ‖ s2 τ,⊥−−→ s1[locT1 7→ t, retT1 7→ T2] ‖ s2[locT2 7→ q0T2 , pT2 7→ d]
Sync (03)
The committedness condition (com) = Comm(s1) ∨ Comm(s2) → ⊥ is satisfied because
CTA do not contain committed locations. We write s′ = s1[locT1 7→ t, retT1 7→ T2] ‖
s2[locT2 7→ q0T2 , pT2 7→ d] and recall the invariant property P(s) = ∀Ts(locT) 6= qwaitT ⇒
∃!T′∃!t s(locT′) = t ∧ s(retT′) = T. By now, we assume that P(s) is satisfied and prove
that P(s′) is also satisfied. Let T0 a CTA such that s′(locT0) 6= qwaitT0 , we distinguish the
following cases:
1. T0 6= T1, T0 6= T2 s′(locT0) = s(locT0) and according to P(s) ∃!T, ∃!t such that
s(locT) = t ∧ s(retT) = T0, we distinguish:
(a) T 6= T1 ∧ T 6= T2 then s′(locT) = s(locT) and s′(retT) = s(retT). Thus, P(s′)
is satisfied.
(b) T = T1: this case is forbidden because T cannot perform a call from location
t.
(c) T = T2: also forbidden because T cannot perform a call from location t.
2. T0 = T1: s(locT1) 6= qwaitT1 because it cannot perform a call call(T2, d)! from location
qwaitT1 , then P(s) is satisfied which implies ∃!T∃!ts(locT) = t ∧ s(retT) = T0. we
distinguish 3 cases identical to (a), (b) and (c) of item 1.
3. T0 = T2: let T = T1, s′(locT1) = t, s′(retT2) = T2. Thus, P(s′) is satisfied. 
Theorem 4.3 (Static instantiation semantics and translation) The semantics of a system of CTA
and TA, defined by the product of TTS associated to its individual components and that based on
the translation of CTA to TA are bisimilar.
Proof. It relies on the correctness of parameter passing for both calling and returning
transitions, where we compare the composition of rules Call and Return of TA corre-
sponding to CTA, according to rule Sync of TTS product, with the composition of rules
do-Call and wait-Return, wait-Call and do-Return of the CTA semantics.
Let T1 (calling) and T2 (callee) two CTA. We have to show that the product of TTS
associated to T1 and T2, and the product of TTS associated to TA corresponding to the
translation of T1 and T1 are bisimilar. One can distinguish that both sides have the same
inference rules, except for calling and returning transitions. Thus, we compare the paral-
lel product of TTS transitions associated to the translation of CTA, through rules Call and
Return, and the parallel product of transitions resulting from rules do-Call and wait-Call,
do-Return and wait-Return. Assume the following transition of T1 t : q
G/v:=call T2(e)/a−−−−−−−−−−→ q′,
then we may infer the transition of the parallel product TTS(T1) ‖ TTS(T2) depicted
4.5. Semantical Interpretations 79
in (03). Moreover, when its execution is over, T2 synchronizes with T1 on channel
return(T2, d). We infer the semantics of T1 return transition in the following:
s1(locT1) = t , s1(retT1) = T2
s1
return(T2,d)?,⊥−−−−−−−−→ t.a(s1[locT1 7→ t.q′, t.v 7→ d])
wait-Return (04)
Similarly, we infer the following transition of TTS(T2) :
q G/return e/a−−−−−−−→T2 q′ s(locT2) = q s |= G [[e]]s = d
s2
return(T2,d)!,⊥−−−−−−−−→ a(s2[locT2 7→ q′])
do-Return (05)
According to rule Sync of TTS product, TTS(T1) and TTS(T2) synchronize as shown in
the following:
(04) (05) (com)
s1 ‖ s2 τ,⊥−−→ t.a(a(s1[locT1 7→ t.q′, t.v 7→ d] ‖ s2[locT2 7→ q′]))
Sync (06)
In the other hand, we consider the translation of CTA T1 and T2 to TA. In the following,
we infer the translation of T1 calling transition.
t : q
G/x:=call T2(e)/a−−−−−−−−−−→T1 q′
q
G/cal[T2]!/param:=e−−−−−−−−−−−→ qt >/ret[T2]?/x:=result,a−−−−−−−−−−−−→ q′
Call (07)
Thereafter, we give the semantics of the first resulting transition of rule (07):
t : q
G/x:=call T2(e)/a−−−−−−−−−−→T1 q′ s1(locT1) = q s1 |= G
s1
cal[T2]!,⊥−−−−−→ s1[locT1 7→ qt, param 7→ [[e]]]
Act (08)
Similarly, we give the semantics of the second resulting transition of rule (07):
qt
>/ret[T2]?/x:=result,a−−−−−−−−−−−−→ q′ s1(locT1) = qt
s1
ret[T2]?,⊥−−−−−→ a(s1[locT1 7→ q′, x 7→ result])
Act (09)
In the same way, we infer the semantics corresponding to the translation of call reception
by T2:
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qinit
>/cal[T2]?/p:=param−−−−−−−−−−−→ q0
Activate
s2(locT2) = qinit s2 |= G
s2
cal[T2]?,⊥−−−−−→ s2[locT2 7→ q0, p 7→ param]
Act (10)
Again, we infer the semantics associated to the translation of returning transition per-
formed by T2:
q
G/return(e)/a−−−−−−−→T2 q′
q
G/ret[T2]!/result:=e,a−−−−−−−−−−−→ q′
Return
s2(locT2) = q s2 |= G
s2
ret[T2]!,⊥−−−−−→ a(s2[locT2 7→ q′, result 7→ [[e]]])
Act (11)
By now, we proceed to the parallel composition of TTS transitions, associated to the
translation of T1 and T2. Firstly, we consider the product of both (08) and (10) resulting
transitions. Such a synchronization is depicted bellow:
(08) (10) (com)
s1 ‖ s2 τ,⊥−−→ s′1 ‖ s2
Sync (12)
with s′1 = s1[locT1 7→ qt, param 7→ [[e]]] and s′2 = s2[locT2 7→ q0T2 , pT2 7→ param]. The
resulting transition of rule (12) corresponds perfectly to that of rule (03). Afterwards, we
proceed to the product resulting transitions from both rules (09) and (11), as depicted
bellow:
(09) (11) (com)
s1 ‖ s2 τ,⊥−−→ aT1(aT2(s′1 ‖ s′2))
Sync (13)
with s′1 = s1[locT1 7→ q′, result 7→ [[e]]] and s′2 = s2[locT2 7→ q0T2 , x 7→ result])). Again, the
resulting transition of rule (13) corresponds to that of rule (06). Thus, we may conclude
that the product of TTS semantics (direct) of CTA and the product of TTS semantics
associated to the translation of CTA to TA are bisimilar. 
4.5.2 Dynamic Instantiation Semantics.
In this interpretation, a number of instances can be dynamically associated to each
callable automaton. Template instances are created on the fly through the execution
of the corresponding calls. This interpretation leads to build the structure of the system
on the fly: the system has different numbers of instances on different executions and at
different dates. In fact, the number of instances increases with the progress of execution.
Unlike static instantiation, in the dynamic instantiation a callee instance is concur-
rently run together with its calling components. i.e. a calling instance does not wait the
termination of its callee instance to progress. Moreover, the execution of a return by an
instance does not state its termination, i.e after performing a return, the callee instance
is still running together with the calling component. Herein, we define the semantics of
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the dynamic instantiation of CTA, where we consider the semantics of each component
together with its set of callee instances.
Firstly, we recall the special type Automaton for expressions, which associates to ex-
pressions e a template of E(T , V). Moreover, we introduce the notion of process [[e]]Ids as
the instance of a template. In order to distinguish between different processes (instances)
of the same template, a fresh identifier Id is assigned to each new process when instan-
tiating a template. In fact, a process, having an identifier Id, is an instance of template
T if Id.templ = T. Again, the notation [[e]]Ids = T states the creation of a new instance of
template T where parameters are evaluated according to state (valuation) s. Moreover,
such an instance has the identifier Id and its local variables are renamed by prefixing
each one by the identifier Id.
Definition 4.10 (Dynamic instantiation semantics of CTA) Given a global context C =
〈Σ, Vg, C〉, the dynamic instantiation semantics of a callable TA 〈T(pT), Q, q0, F, V l , Inv,→T〉
is defined by the TTS 〈Vg, Id.{ParId, templ, loc} ∪ Id.V l , S, s0,→〉 6 over the set of
channels C where Id is the identifier of the current instance, ParId is the identifier of
the parent process (calling) creating the current instance Id, templ is the correspond-
ing source callable automaton (template) T, S = {s ∈ Val(W) | s |= Inv(s(Id.loc))},
W = Vg ∪⋃Id∈ID{{Id.ParId, Id.templ, Id.loc, Id.ret} ∪ Id.V l} contains the variables of all
instances that will be possibly created, s0 = {Id.loc 7→ q0}, ID is the domain of instance names
and→ is the smallest relation such that:
q G/λ/a−−−→T q′ s(Id.templ) = T s(Id.loc) = q s |= G
s λ,⊥−−→ a(s[{Id.loc 7→ q′}])
Act
s(Id.loc) return9
s δ,⊥−→ s⊕ δ
Time
t : q G/v:=call e/a−−−−−−−→T q′ s(Id.templ) = T s(Id.loc) = q
s |= G Id′ := f resh(s) [[e]]Id′s = T′
s τ,⊥−−→ s[Id.loc 7→ t ] ‖ {Id′.ParId 7→ Id, Id′.templ 7→ T′, Id′.loc 7→ T′.q0}
Call
s(Id.loc) = t s(Id′.loc) = q s(Id′.templ) = T
q G/return e/a−−−−−−−→T q′ s |= G [[e]]s = d s(Id′.ParId) = Id
s τ,>−−→ t.a(a(s[Id.loc 7→ t.q′, Id′.loc 7→ q′, t.v 7→ d]))
Return
In fact, TTS states are partial functions where only variables of created instances are
valued. Rule Act enables an instance Id of template T to perform the current transition
if the current location loc of Id corresponds to location q, and the state s satisfies the
guard G. Rule Time corresponds to a delay for an instance Id from state s. After checking
that the current location loc of an instance Id of template T corresponds to location q of
CTA and the state s satisfies the guard G, rule Call creates a new instance Id′ of template
6 Id.E = {Id.e | e ∈ E} consists of prefixing each variables e ∈ E by the identifier Id of a CTA instance.
Such a renaming is used to distinguish between variables of different instances, in particular between
instances of the same template where variables have the same original names.
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T′. Such an instance is concurrently run with the instance Id of template T, and has the
parent (calling) instance ParId = Id.
Similarly to static instantiation semantics, without executing the update action a, the
calling instance Id moves to an intermediate location t waiting for a return. The update
action a is stored in location t, and will be applied after the assignment of result returned
by Id′ to variable v. Rule Return specifies how an instance Id′ of template T performs
a return, for its calling instance Id waiting on an intermediate location t. In fact, after
ensuring for whom (Id) the return action should be made, the instance Id′ yields the
result expression e, evaluated to [[e]]s = d according to the valuation of state s, to its
calling (parent) instance Id. The former joins the target location q′, stored in t.q′, of its
calling transition t after the reception of the returned value d. Through such a transition,
from location t to t.q′, the update action t.a of the transition t, originally performing the
call of Id′, is applied after the execution of the local action a of the returning transition
and the assignment of d to local variable v of Id.
Two different instances Id and Id′ of the same template may synchronize on an ordi-
nary channel c. As shown in the product of TTS, the resulting transition engages with the
sequence of both send and receive actions. In fact, the dynamic instantiation semantics
of callable TA is given through rules shown above together with the rules of TTS prod-
uct. It consists of compiling dynamically CTA to TTSs and computing simultaneously
the parallel product of these TTSs.
One may remark that the translation of the dynamic instantiation mechanism to
UPPAAL is a complex task, because UPPAAL cannot support the dynamic creation
of instances. A basic implementation of the dynamic instantiation consists of creating a
sufficient number of instances for each template. Then, for each call, we reuse an existing
instance instead of creating a new one.
Theorem 4.4 (Liveness) For an instance Id, a location q with a call as unique outgoing tran-
sition which is locally enabled and such that time elapse is bounded 7, then the call is possi-
bly accepted. Formally, for each calling location q, we have: (s(locId) = q) ∧ G  ∃Id′ ∃s,
(Id′. ParId = Id) ∧ (s(locId′) = q0), where is the UPPAAL Leads to operator.
Proof. The result follows from the locality hypothesis, the location invariant and the
non-zenoness of UPPAAL traces.
Theorem 4.5 If the NTA translation of a CTA system has always a free instance for each tem-
plate (
∨
i(loci = q0i )) then the TTS associated to the NTA translation and the TTS associated to
the dynamic semantics of the system are bisimilar.
Proof. This claim is difficult to establish and left for future work. In fact, this problem
relies on a result about the garbage collection over template instances.
4.6 Implementation
In order to make our extension profitable, we have designed a Python script program 8
converting callable automata systems to UPPAAL NTA, by considering either the static
interpretation or the dynamic one. In fact, our converter uploads an XML file, designed
7In UPPAAL, such a property can be enforced by assigning clock ≤ B as an invariant to this location.
8This work has been achieved thanks to the help of Dr. Harco Kuppens.
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using UPPAAL graphical editor, as input and performs a deeper analysis of callable
automata syntax, in particular template interfaces, call and return transitions.
According to the choice made by user, via the interface of templates, the converter
program generates the corresponding UPPAAL NTA format, written in a new XML file
that will be then reloaded in the UPPAAL tool, as an ordinary system to be analyzed
and checked.
To read and write UPPAAL NTA from XML files, we have reused a READ-
ER/WRITER module 9 with slight modifications. The interface of each callable TA
is given by the number of instances (default value equals 1), the type of return, the
name of template and the set of parameters. That is an example of a template signature
with 3 instances, a void return type, the template name Use_Case and a set of parameters.
3;void Use_Case(int ind, int arrival_time, int memory_usb)
After duplicating template instances in the system declaration, according to the tem-
plate signatures, the source XML file is explored, template by template and transition by
transition. In fact, for each callable template occurrence in a calling transition, both that
transition and the callee template are translated according to the nature of that template,
static or dynamic.
The static translation is straightforward wherein each callable TA, occurring in a call-
ing transition, is translated to an UPPAAL TA by adding an extra synchronizing tran-
sition (from qwait to q0) to activate the automaton, another transition (from a returning
location to qwait) to get the CTA available for another call, a shared variable to hold the
name of the current calling template, and splitting each calling transition to a sequence
of call and return transitions.
However, in the dynamic translation, as UPPAAL does not allow the dynamic instan-
tiation of templates and additionally the return type of templates, the user specifies the
number of instances associated to each callable automaton in the interface of the corre-
sponding template. When the system starts, the call of a dynamic instantiable template
corresponds to a non-deterministic activation of one of its instances. Similarly to static
case, for each instance, we insert a new synchronizing transition from qwait to q0, create a
new pair of channels (cal, ret), adjust the labels of both calling and returning transitions
and add an empty transition from each final location to qwait.
4.7 Experiments
As an application, we have remodeled the Oce´ system10 using callable automata, where
each job (use-case) is modeled by a callable automaton. We consider 6 templates where
only 3 are callable (3 CTA). We have also introduced another template USER to manage
the system. The USER triggers dynamically different jobs at different respective dates.
We have successfully translated the new model of the Oce´ system to an UPPAAL NTA,
and also proceeded on the verification of the property stating that all jobs reach their
final locations DONE. Such a property is satisfied by both original model [92] and our
translation. An example of the calling automaton USER and the callee job CALL-FROM-
9The original version or Reader/Writer module is developed by Christian Olesen, Andreas Engelbredt
Dalsgaard and Arild Martin Maller Haugstad from Aalborg University.
10The original version is available on the following website http://www.mbsd.cs.ru.nl/
publications/papers/fvaan/Octopus08.html
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DONE
return()
usb_transfer_finished[i]?
memory:=memory+memory_usb
end_ip1?start_ip1!
setIp1Time()
end_down?
end_ip2?
memory:=memory+memory_ip2
usb_transfer_claimed[i]!
totalMB=dataToBeTransfered
start_ip2!
setIp2Time()
memory>= memory_ip2 + memory_usb
start_down!
totalMB=dataToBeTransfered,
memory:=memory- memory_ip2-memory_usb
x>=3
call PROCESS_FROM_STORE(4, 12, 12, 12, 3)
x>=2
call PROCESS_FROM_STORE(1, 12, 12, 12, 2)
x>=1
call SCAN_TO_EMAIL(2, 12, 36, 12, 1)
x>=0
call PRINT_FROM_CONTROLLER(6, 12, 12, 0)
(a) Calling process "USER"
(b) Callee process "CALL_FROM_STORE"
2 ; void CALL_FROM_STORE(int i,  int dataToBeTransfered,  int 
memory_ip2, int memory_usb, int arrivalTime)
(c) Signature of process "CALL_FROM_STORE"
Figure 4.7 – Example of CTA with signature
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newid_1000
newid_1001
newid_1002
newid_1003
x>=3
call_PROCESS_FROM_STORE!
param_PROCESS_FROM_STORE_0 := 4 , 
param_PROCESS_FROM_STORE_1 := 12 ,
 param_PROCESS_FROM_STORE_2 := 12 ,
 param_PROCESS_FROM_STORE_3 := 12 ,
 param_PROCESS_FROM_STORE_4 := 3
x>=2
call_PROCESS_FROM_STORE!
param_PROCESS_FROM_STORE_0 := 1 , 
param_PROCESS_FROM_STORE_1 := 12 ,
 param_PROCESS_FROM_STORE_2 := 12 , 
param_PROCESS_FROM_STORE_3 := 12 , 
param_PROCESS_FROM_STORE_4 := 2
x>=1
call_SCAN_TO_EMAIL!
param_SCAN_TO_EMAIL_0 := 2 ,
 param_SCAN_TO_EMAIL_1 := 12 ,
 param_SCAN_TO_EMAIL_2 := 36 ,
 param_SCAN_TO_EMAIL_3 := 12 ,
 param_SCAN_TO_EMAIL_4 := 1
x>=0
call_PRINT_FROM_CONTROLLER!
param_PRINT_FROM_CONTROLLER_0 := 6 ,
 param_PRINT_FROM_CONTROLLER_1 := 12 ,
 param_PRINT_FROM_CONTROLLER_2 := 12 ,
 param_PRINT_FROM_CONTROLLER_3 := 0
return_PROCESS_FROM_STORE?
return_PROCESS_FROM_STORE?
return_SCAN_TO_EMAIL?
return_PRINT_FROM_CONTROLLER?
Figure 4.8 – Translation of process USER.
STORE, together with its signature, are depicted in Figure 4.7 where, after creating 2
instances CALL-FROM-STORE1 and CALL-FROM-STORE2 of template CALL-FROM-
STORE, the USER instance triggers non-deterministically an instance on the first call
then triggers the other instance on the second call. The translations of both USER and
CALL-FROM-STORE templates are respectively depicted in Figure 4.8 and Figure 4.9.
The full model of the Oce protocol with CTA is available on the web site http:
//www.irit.fr/~Abdeldjalil.Boudjadar/EXEMPLES/Oce/oce-model.xml,
and the corresponding translation is also available on http://www.irit.fr/
~Abdeldjalil.Boudjadar/EXEMPLES/Oce/oce-translation.xml. Here, one
may remark that the number of each template instances is constantly given by the user.
Finding the suitable sufficient number of template instances is an arduous task.
4.8 Conclusion and Perspectives
Throughout this chapter, we have introduced and formalized the concept of Callable
Timed Automata for the modelling and structuring of real-time and interactive systems.
Such a syntactical extension can be interpreted in different semantical ways: static and
dynamic. Thanks to the UPPAAL translation, we have validated our proposal through an
UPPAAL "plugin". Each of the interpretations is more suitable for a class of applications
whereby the modelling and analysis become much more natural.
The complexity of timed automata decidability [118] is exponential in the number
of clocks and the number of constants. The reason for this being that constants and
clock valuations are considered as part of the state. In our framework, the translation
of callable timed automata to UPPAAL TA is linear where extra places, transitions and
discrete (non-clock) variables have been introduced. Accordingly, in the case of static
instantiation the complexity of CTA is relatively comparable to that of TA, however in
the case of dynamic instantiation it is still an open field of research for timed automata,
as well as for component-based and object-based systems.
The verification of multithreaded systems is a challenging problem both from the the-
oretical and the practical point of view [14]. As a challenging continuation of our work,
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DONE
newid_1004
return_PROCESS_FROM_STORE!
usb_transfer_finished[i]?
memory:=memory+memory_usb
end_ip1?
start_ip1!
setIp1Time()
end_down?
end_ip2?
memory:=memory+memory_ip2
usb_transfer_claimed[i]!
totalMB=dataToBeTransfered
start_ip2!
setIp2Time()
memory>= memory_ip2 + memory_usb
start_down!
totalMB=dataToBeTransfered,
memory:=memory- memory_ip2-memory_usb
call_PROCESS_FROM_STORE?
i:=param_PROCESS_FROM_STORE_0 , dataToBeTransfered:=param_PROCESS_FROM_STORE_1,
 memory_ip2:=param_PROCESS_FROM_STORE_2, memory_usb:=param_PROCESS_FROM_STORE_3,
 arrivalTime:=param_PROCESS_FROM_STORE_4
call_PROCESS_FROM_STORE?
i:=param_PROCESS_FROM_STORE_0 ,
 dataToBeTransfered:=param_PROCESS_FROM_STORE_1 ,
 memory_ip2:=param_PROCESS_FROM_STORE_2 ,
 memory_usb:=param_PROCESS_FROM_STORE_3 ,
 arrivalTime:=param_PROCESS_FROM_STORE_4
Figure 4.9 – Translation of process CALL_FROM_STORE.
we envision to take into account existing work related to logics that take into account
call and return like CaRet [9] and Spade [119]. Moreover, we have in mind model
checking support for architecture description languages, where subprograms with their
own resources are considered [72]. Another point worth studying is related to composi-
tionality. It would be interesting to study how the results of [30] and [44] could be ex-
tended to the context of CTA. A perspective of the current work consists of inferring, in
an automatic way, the number of instances to be created for the dynamic interpretation.
We also intend to study the decidability of CTA properties and explore the (exponen-
tial) complexity of their model-checking. Another perspective consists of studying the
verification of CTA systems using parallel model checking [19].
Chapter Five
Compositional Semantics for the
FIACRE Language
In this chapter, we present the syntax of the Fiacre language and review its semantics,
where a compositional semantics of the Fiacre processes composition is established.
Roughly speaking, Fiacre [34] is a specification language for reasoning about real-time
and concurrent systems, in hierarchical and compositional way. The language has been
developed over the last five years from a simple modeling language into a more com-
plete specification language where, in the meantime, new constructs have been intro-
duced. Accordingly, the current version of Fiacre supports the specification of (hierar-
chical) real-time communicating and embedded systems in a natural way. To study the
semantics of Fiacre processes, we introduce an extension of timed transition systems
[105], where each communicating transition is bounded by a time interval [84, 100] and
distinguished by a dynamic priority [80, 47].
5.1 Introduction
Fiacre is an acronym for “Intermediate Format for the Architectures of Embedded Dis-
tributed Components” (Format Interme´diaire pour les Architectures de Composants Re´partis
Embarque´s). It is a formal specification language to represent both the behavioral and
timing aspects of systems, in particular embedded and distributed systems, for formal
verification and simulation purposes [35]. Fiacre is considered as an intermediate lan-
guage, which is a target language of translation engines from high-level systems, like
AADL [72] and UML [132], and a source language of compilers into the targeted verifi-
cation toolboxes, like Tina [39] and Cadp [77].
The Fiacre language offers a rich set of concepts (ports, variables, priorities, hier-
archy, time intervals, composition, etc) for the specification of real-time systems, and
essentially embeds two notions: processes and components. In fact, processes describe
the basic sequential behaviors of systems, whereas components represent hierarchical
parallel composition of communicating processes (or components). Due to the modu-
larity offered by components, Fiacre systems are easier to be structured, and by that,
their design and verification become systematic. Namely, the modularity is a structural
way, to deal with both design and verification of complex systems, whereby system
components are structurally separated and can be behaviorally independent.
In this chapter, after presenting the syntax of Fiacre and introducing Timed Tran-
sition Systems (TTS) and Timed Constrained Transition Systems (TCTS) as a semantic
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< U1, .. ,Un >    
TTS
    Global
semantics
TTS Bisimulation
Subcomponents
Fiacre component
TCTS(|| Ui)                              || TCTS(Ui) i
 Individual   
 semantics
Semantics
Semantics
TCTS
TCTS product
i    
Figure 5.1 – Compositional semantics of the Fiacre language
model, we establish a new compositional semantics of the composition of components,
as shown in Figure 5.1, where the semantics of a component can be brought to the par-
allel composition of the TCTS semantics of its individual subcomponents. After that,
we propose a definition of the product of Fiacre processes to show how the different
concepts interplay.
A brief definition of the Fiacre language is given in the Annex. The rest of the chap-
ter is organized as follow: in Section 2, we present a simplified abstract syntax of both
processes and components. Section 3 introduces the semantic basis of our framework,
by introducing Timed Constrained Transition Systems (TCTS) as an extension of timed
transition systems (TTS) with time intervals and priorities. Moreover, we define the se-
mantics of both Fiacre processes and components in terms of TCTS. Finally, Section 4
is a conclusion.
5.2 Abstract Fiacre Language
In this section, we propose a formal definition of Fiacre processes and components, in
which the action language is left as a parameter. In fact, we have only considered a subset
of the Fiacre language. Namely, we model processes by transition systems where actions
are partial functions. Moreover, we don’t consider data communication over channels
(c!e, c?p), because such a communication can be implemented via shared variables when
e and p do not refer to shared (external) variables. We have also considered the timed
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action wait [a,b] as a pure synchronization on a particular channel constrained by
that interval.
5.2.1 Abstract Fiacre Processes
In what follows,we introduce the dependence relation between transitions. Namely, de-
pendence is used to state whether or not the firing of a transition reinitializes the timers
(time counters) of other transitions, waiting to reach the satisfaction of their temporal
constraints (may be the lower bounds of time intervals) for being firable. The depen-
dence of transitions will be explained and illustrated later in this section .Throughout
this chapter, we only consider the timed scopes of the dependence of transitions.
Definition 5.1 (Abstract Fiacre Process) Given a set of global variables V g valued in a domainD
with the initialization function Initg, a set of channels C, a global priority order ≺ f on channels
and an action language A. A Fiacre Process (FP) over is a tuple 〈Q, q0,V l , Initl , Cl , h¯,I f ,→〉
where:
• Q is the set of states,
• q0 ∈ Q is the initial state,
• V l is the set of local variables,
• Initl ⊆ 2V l→D is the initialization of local variables,
• Cl ⊆ C is the set of local channels,
• h¯ : Cl → I∆ is a function associating to channels of Cl a time interval for each, where I∆
is the set of intervals of ∆,
• I f is a predicate defining for each transition the set of all dependent transitions 1,
• →⊆ Q × ({{τ} × A} ∪ {A × C × A}}) × Q is the transition relation over a source
state, a label which is either the internal event τ or a communicating event of C, a partial
action of A and a target state.
∆ is the time domain introduced in Chapter 1. We write q τ/a−−→ q′ for an internal
transition (q, τ, a, q′) ∈→. Similarly, we write q ab/c/aa−−−−→ q′ for a communicating transition
(q, ab, c, aa, q′) ∈→. In fact, for synchronizing transitions (with label in C), the transition
action consists of a sequence of two actions ab; aa where ab is the action executed before
the synchronization, and aa is the action executed after the synchronization. Fiacre
processes are comparable via the simulation relation of their semantics.
The dependence relation I f is useful when considering the semantics of Fiacre pro-
cesses. According to the function h¯, we associate time intervals to transitions composable
over channels. In the semantics of Fiacre, in order to check and ensure the firing of tran-
sitions according to their time intervals, we associate to each transition a timer. Thus,
a transition is firable if it is enabled and its timer respects the associated time interval.
Each timer can be reinitialized by the execution of other transitions, this information is
stated by I f .
To illustrate the dependence relation between transitions, let us consider the follow-
ing example:
1 I f is used to model some high level concepts. Herein, it is introduced as an abstract operator. In fact,
I f may correspond to read-arc of Petri nets.
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process proc i s
s t a t e s s_0 , s_1 , s_2
var v_2 : bool : = f a l s e
i n i t to s_0
from s_0 v_2 : = t rue ; to s_1 /∗ t r a n s i t i o n t_1 ∗ /
from s_1 on v_2 ; wait [ 3 , 3 ] ; to s_2 /∗ t r a n s i t i o n t_2 ∗ /
In fact, the execution of transition t1 (outgoing from state s0 to s1) updates the value of
variable v2 to true and reinitializes immediately the timer associated to transition t2,
outgoing from state s1 to s2, i.e. after reaching s1 by t1, transition t2 waits at least 3 time
units to being firable. We express the dependence of t2 from t1 by: t1 I t2. We extend
this example by introducing a transition t3 from state s1 to itself, as shown below.
process proc i s ( v_1 : read bool )
s t a t e s s_0 , s_1 , s_2
var v_2 : bool
i n i t to s_0
from s_0 v_2 : = f a l s e ; to s_1 /∗ t r a n s i t i o n t_1 ∗ /
from s_1 s e l e c t on v_2 ; wait [ 3 , 3 ] ; to s_2 /∗ t r a n s i t i o n t_2 ∗ /
 wait [ 1 , 1 ] ; v_2 : = v_1 or v_2 ; to s_1 /∗ t_3 ∗ /
end
Similarly to the previous case, after executing transition t1 and reaching state s1, the
timers of t2 and t3 will be immediately reinitialized. Transition t2 is not firable because
its guard is not satisfied. After waiting one time unit, the transition t3 will be run from
state s1, which updates the value of v2 to true and reinitializes again the timer of t2
to zero. One may remark that transition t2 will be never run, even if its guard becomes
satisfied after the first execution of t3, because its timer will be reinitialized after each
execution of t3. Thus, transition t2 never reaches the lower bound (3) of its interval [3.3].
Formally, the dependence relation between transitions t1, t2 and t3 can be explicitly given
by: 
t1 I t2
t1 I t3
t3 I t2
t3 I t3
By now, we extend the former example by adding the Fiacre statement loop to tran-
sition t3, as depicted below, which forbids the implicit reinitialization of the timer of t2
after each execution (iteration) of transition t3.
process proc i s
s t a t e s s_0 , s_1 , s_2
var v_2 : bool
i n i t to s_0
from s_0 v_2 : = f a l s e ; to s_1 /∗ t r a n s i t i o n t_1 ∗ /
from s_1 s e l e c t on v_2 ; wait [ 3 , 3 ] ; to s_2 /∗ t r a n s i t i o n t_2 ∗ /
 wait [ 1 , 1 ] ; v_2 : = t rue ; loop /∗ t_3 ∗ /
end
In fact, the execution of transition t1 reinitializes immediately the timers of both t2 and
t3. However, the execution of t3 reinitializes its timer, at each iteration, but does not
reinitialize the timer of t2, which continues counting. Formally, the dependence is given
by: 
t1 I t2
t1 I t3
t3 I t3
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In what follows, we define an internal product of Fiacre processes in order to show
the interplay of these processes. To this end, we introduce the operator ‖ for the parallel
composition of process actions. Intuitively, ‖ is a partial function where two actions are
composable if they are compatible, i.e. actions do not update the same variable. In the
standard action language of Fiacre, the parallel composition operator ‖ is commutative,
and the compatibility of actions requires that:
• the same shared variable cannot be read by an action and updated by the other
action.
• the same shared variable cannot be updated by both actions of the composition.
We may summarize that in the Fiacre language, each shared variable occurring in both
actions of a parallel composition is only accessible for reading. Formally, given a set of
local variables V l and a set of global variables Vg valued on a domain D, we introduce
the following signature for the semantics function [[.]] of the action language A:
[[.]] : A → ⋃
V⊆Vg
(Vg 9 (V ∪V l → D)→ D)× (V l → (V ∪V l → D)→ D)× 2V∪V l→D
The semantics of an action a consists of :
• updating a subset of the global variables Vg (partial function Vg 9), according
to the valuation of a subset of global variables V ⊆ Vg and the valuation of local
variables V l , i.e. V ∪ V l → D. In fact, we have only considered a subset of global
variables V ⊆ Vg in order to state that, when composition of actions over ‖, the
variables of V cannot be updated by any other action parallel to a because these
variables are read by action a.
• updating the set of local variables V l (total function V l → (V ∪ V l → D) → D),
according to the valuation of local variables V l and the valuation of a subset V ⊆
Vg of global variables (V ∪V l → D).
• stating the valuation of a subset 2V∪V l→D of local and global variables as a guard.
One may distinguish that actions may update local and global variables. In fact, the
update of local variables is a total function which may update all variables of V l , whereas
the update of global variables is a partial function over Vg, which updates a subset of
Vg only. Actions are partial on the set of global variables Vg in order to be potentially
compatible and composable over ‖. We also introduce the following functions:
• read(a) = {x ∈ Vg | ∃V ⊂ Vg x ∈ V ∧ [[a]] ∈ Vg 9 (V ∪ V l → D) → D× V l →
(V ∪ V l → D) → D × 2V∪V l→D} is a function defining the set of global variables
read by the action a.
• written(a) = dom([[a]] ↓1) is a function defining the set of global variables updated
by action a, where the notation ↓1 states the restriction of action a on the global
variables only (Vg 9 (V ∪ V l → D) → D), and dom is the domain of the action
semantics.
• a1 ./ a2 , written(a1) ∩ (written(a2) ∪ read(a2)) = written(a2) ∩ (written(a1) ∪
read(a1)) = ∅ is a predicate defining whether or not two actions are compatible.
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• for an action a over a set of (read) variables V ⊂ Vg with [[a]] = (Wg, W l , Guard),
then we may write (X, Y)
[[a]]−→ (X′, Y′) if:

(X ∪Y/V∪V l ) ∈ Guard the source valuations satisfy the guard Guard
∀v ∈ V l , X′(v) = W l(v)(X ∪Y/V∪V l ) the update of local variables
∀v ∈ Vg, Y′(v) =
{
Wg(v)(X ∪Y/V∪V l ) if v ∈ dom(Wg)
Y(v) Otherwise
where X ∪ Y/V∪V l states the restriction of X ∪ Y to V ∪ V l . Wg is the writing made on
global variables by action a, W l is the update (writing) made on local variables by action
a and Guard is the guard (set of valuations) of action a.
Accordingly, we define the following semantics of the parallel composition operator
‖. Given 2 action a1 and a2 with [[a1]] = (Wg1 , W l1, Guard1), [[a2]] = (Wg2 , W l2, Guard2)
and V1 ⊆ Vg, respectively V2 ⊆ Vg, is the set of global variables where the valuation is
required by action a1, respectively a2, to make the underlying update, then the semantics
of the parallel composition of a1 and a2 is given by [[a1‖a2]] = (Wg, W l , Guard) such that:
Wg(v)(E) =
{
Wg1 (v)(E/V1∪V l1 ) if v ∈ written(a1)
Wg2 (v)(E/V2∪V l2 ) if v ∈ written(a2)
W l(v)(E) =
{
W l1(v)(E/V1∪V l1 ) if v ∈ V
l
1
W l2(v)(E/V2∪V l2 ) if v ∈ V
l
2
E ∈ Guard , E/V1∪V l1 ∈ Guard1 ∧ E/V2∪V l2 ∈ Guard2
E represents a valuation. Thus, we state by W l(v)(E), respectively W l(v)(E), the update
of the global, respectively local, variable v according to the valuation E.
Definition 5.2 (Channels hiding) Given a Fiacre process P = 〈Q, q0,V l , Initl , Cl , h¯,I f ,→〉,
we define the hiding (internalization) of a channel c ∈ C \ Cl within process P by hide c I P =
〈Q, q0,V l , Initl , Cl ∪ {c}, h¯′,I f ,→〉 where h¯′(x) =
{
h¯(x) i f x ∈ dom(h¯)
I i f x = c
In fact, the hiding of channels is used to establish the hierarchy of Fiacre systems
and introduce the concept of locality, whereby component channels are not visible by the
external environment, i.e the communication over these channels with the environment
is not allowed.
By now, thanks to the transition dependence relation explicitly stated byI, we define
the parallel product of Fiacre processes.
Definition 5.3 (Binary product of Fiacre processes) Given two processes P(j=1,2) =
〈Qj, q0j ,V lj , Initlj, Clj , h¯j,Ijf ,→j〉 over a set of global variables V g, a set of channels C
and a priority order ≺ f . The product of processes P1 and P2 is defined by the process
〈Q1 × Q2, (q01, q02),V l1 unionmulti V l2, Initl , Cl1
⊎
Cl2, h¯,I,→〉 where h¯(c) =
{
h¯1(c) i f c ∈ Cl1
h¯2(c) i f c ∈ Cl2
,
Initl =
{
x 7→
∣∣∣∣ f1(x) i f x ∈ V l1f2(x) i f x ∈ V l2 | f1 ∈ Initl1 ∧ f2 ∈ Initl2
}
and → is the smallest relation
such that:
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q1
ab/λ/aa−−−−→1 q′1 λ ∈ Cl1 ∪ {τ}
(q1, q2)
ab/λ/aa−−−−→ (q′1, q2)
Async1
q2
ab/λ/aa−−−−→2 q′2 λ ∈ Cl2 ∪ {τ}
(q1, q2)
ab/λ/aa−−−−→ (q1, q′2)
Async2
q1
a1b/λ/a
1
a−−−−→1 q′1 q2
a2b/λ/a
2
a−−−−→2 q′2 a1b ./ a2b a1a ./ a2a
λ ∈ C λ /∈ Cl1 λ /∈ Cl2
(q1, q2)
a1b‖a2b/λ/a1a‖a2a−−−−−−−−→ (q′1, q′2)
Sync
and the dependence predicate I is given in Definition 5.10 (product of TCTSs).
In fact, the locations of the resulting process correspond to the product of processes
P1 and P2 locations. Similarly, the set of local variables of the resulting process corre-
sponds to the union of P1 and P2 local variables, where the initial valuations Initl of
these variables are given according to initial valuations f1 ∈ Initl1 and f2 ∈ Initl2. More-
over, the local channels of this product is a disjoint union of the local channels of both
processes P1 and P2. About transitions, rule Async1, respectively Async2, states an asyn-
chronous evolution of the product via an individual internal transition of the process P1,
respectively P2. For both rules Async1 and Async2, action ab corresponds to the identity
action skip if label λ = τ. Rule Sync corresponds to a synchronization of P1 and P2
on a common event λ where both processes evolve. The resulting transition action is a
sequence of the parallel composition of actions a1b and a
2
b, a
1
a and a2a. The synchronization
is held if the actions of both transitions are pairwise compatible i.e. a1b ./ a
2
b and a
1
a ./ a2a.
5.2.2 Abstract Fiacre Components
As earlier stated, a component is a CSP-like synchronous parallel composition of sub-
components (either processes or components), defined on the same sets of channels
C and global variables Vg. Moreover, a component can be parameterized by external
channels Ce and variables Ve to allow hierarchy. In order to constrain communications
and internalize some channels inside a given component, where any external component
cannot synchronize with that component over these channels, a hiding function h¯ :
C 9 I∆ has been considered. In fact, such a function associates a time interval to each
channel and makes that channel local, without renaming this channel to τ. Roughly
speaking, only maximal channels are internalized, those that are not hidden by other
higher priority transitions i.e. the hiding h¯ is applied after solving priorities.
The application of priority order on channels is dynamic, i.e. it depends on the en-
abledness of the transitions composable over these channels.
Definition 5.4 (Abstract Fiacre component) Given a set of channels C, a set of variables V and
a priority order ≺ on channels of C, a Fiacre component is a tuple 〈Cl , h¯, 〈u1, .., un〉〉 where
Cl is a set of local channels, h¯ : Cl → I∆ is a function associating to each local channel a time
interval and u1, .., un are either processes or components.
Therefore, channels Cl are only used by the (nested) units u1, .., un of the current
component. Moreover, Fiacre components should satisfy the following wellformedness
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condition: external channels do not have priority over component channels, i.e ∀c ∈
Cl ∪ C ∀c′ ∈ C c ⊀ c′.
In what follows, we study the semantics of both processes and components and
establish a compositionality result of the component semantics.
5.3 Semantics of the Fiacre Language
Through this section, we give a semantics for both Fiacre processes and components in
terms of timed constrained transition systems. To this end, we recall priority systems,
earlier introduced in Chapter 3, to transpose Fiacre priorities to the semantic level.
After that, we introduce timed constrained transition systems (TCTSs) as an extension
of timed transition systems, introduced in Chapter 1, with time intervals and priorities
associated to transitions and give their bisimulation relation. The semantics of TCTSs is
given in terms of TTSs. Finally, we show how to associate a TCTS to Fiacre processes
and components and study the compositionality of component semantics. Firstly, let us
recall priority systems.
Definition 5.5 (Priority system) A priority system P is a triplet 〈P,,4〉 where 〈P,〉 is a
join semi-lattice and 4 : P× P → P is an associative and commutative operator defining the
maximum of two values. We also use 4i pi to represent the maximum of a finite non empty set
of values.
The join semi-lattice 〈P,〉 represents a partially ordered set of priority values where
each subset of P has a least upper bound. In fact, a priority system [47] is a generalization
of the Fiacre priority order defined on channels. It enables to introduce new priorities,
associated to non-communicating transitions in the semantics (TCTSs), which may be
non-comparable with the Fiacre priorities associated to channels. A time transition sys-
tems (TTS), introduced in Chapter 1, is a tuple 〈S, s0 ∈ S, C,→⊆ S× (C ∪ {τ} ∪ ∆)× S〉
where C is a set of channels (observable events) and ∆ is the time domain. We write
s λ−→ s′ for (s,λ, s′) ∈→. A transition of a TTS is said to be discrete if it is labelled by an
element of C ∪ {τ}, whereas time transitions are those labelled by δ ∈ ∆.
In order to compare TTS behaviors, we reuse the timed simulation introduced in
Chapter 1.
To model time intervals and priorities associated to channels in Fiacre, we extend
TTSs by associating to each transition a dynamic priority and a possible time interval.
5.3.1 Timed Constrained Transition Systems
In order to restrict the behavior of transition systems and reduce non-determinism, pri-
orities have been introduced. Moreover, to express the timed constraints (timeliness) on
the occurrence of events in real-time systems, time intervals have been associated to
transitions (events) [28]. In what follows, we define TCTSs as an extension of TTS with
time intervals and priorities. Moreover, we consider the notion of dependence between
transitions. Firstly, we introduce the following notation:
• outs is the set of all outgoing transitions from state s.
• For a time interval i, ←−i = [0, mini] ∪ i is the downward closure of i where mini is
the left bound of i.
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• For a time interval i, −→i = i ∪ [maxi,∞[ is the upward closure of i where maxi is
the right bound of i.
Definition 5.6 (TCTS) Given a priority system P = 〈P,≺,4〉 and a set of channel names C, a
timed constrained transition system (TCTS) is a tuple 〈S, s0, C ⊆ C,→,I〉 where :
• S is a set of states with s0 ∈ S the initial state,
• C is the interface of the TCTS, defined as a set of channels through which it can synchronize,
• →⊆ S× (C ∪ {τ})× I∆ × P× S is a transition relation where I ⊆ I∆ represents time
intervals and P is the set of priorities,
• I∈ 2→×→ is a reflexive predicate defining the set of transitions reinitialized by the execu-
tion of a given transition (dependence).
Similarly to TTSs, we write t : s λ/i−→p s′ for (s,λ, i, p, s′) ∈→. In order to compare TCTSs
through simulations and bisimulations, we define their semantics in terms of TTSs where
priorities and dependence between transitions have been eliminated. Moreover, to check
the enabledness of transitions according to their time intervals, we associate a new timer
vt ∈ ∆ to each transition t.
Definition 5.7 (Semantics of TCTS) Given a priority system 〈P,≺,4〉. The semantics of the
TCTS T = 〈S, s0, C,→,I〉 is defined by the TTS 〈S× ∆Tr, 〈s0, {t 7→ 0 | t ∈→}〉,→′〉 where
and→′ is the smallest relation such that:
t : s λ/i−→p s′ vt ∈ i (∀ s λ
′/i′−−→p′ s′′, p ⊀ p′)
(s, v) λ−−−→ ′ (s′, v <+{t′ 7→ 0 | t I t′})
Action
∀t : s λ/i−→p s′ vt ⊕ δ ∈ ←−i
(s, v) δ−−−→ ′ (s, v⊕ δ)
Time
v represents the valuation of all timers. Moreover, over Tr we create a set of transition
names, where each transition is distinguishable by a unique name t.
The TTS states correspond to the product of TCTS states and the valuations of timers,
where all timers are initialized to zero in the initial state.
Rule Action states that, from each discrete transition t of TCTS, we infer a TTS tran-
sition if the current transition t is not hidden by another higher priority transition out-
going from the same state s, and the timer vt of t satisfies the time interval i of t. The
resulting transition, in the semantics, reinitializes the timers vt′ ∈ v of all transitions t′
depending on transition t, i.e v <+{t′ 7→ 0 | t I t′}. Namely, we retrieve and reinitial-
ize timers vt′ , of transitions t′ depending to t, from v by the overloading operator <+.
Rule Time states the occurrence of a delay δ from a state s if the timer of each transition
t ∈ outs, outgoing from s, does not exceed the right bound of the interval it after a delay
of δ time units.
Communication Hiding of TCTSs. In order to restrict communication visibility when
composing TCTSs, we introduce the Hiding operator which consists of internalizing
communicating (observable) events, and associates a time interval to each transition
composable over these events. The hiding does not rename the internalized events. In
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fact, by hiding a channel, a local synchronization over that channel holds whenever the
corresponding time interval, newly associated by the hiding, is respected. However, a
synchronization over a hidden channel with the external environment cannot be per-
formed.
Definition 5.8 (Communication hiding of TCTS) Given an TCTS T = 〈S, s0, C,→,I〉 and a
partial function H : C 9 I∆. The hiding of T through H, denoted T\H, is defined by the TCTS
〈S, s0, C ∪ dom(H),→′,I〉 where→′ is the smallest relation such that:
s λ/i−→p s′
s λ/i<+H−−−−→ ′p s′
In fact, the new transition relation consists of constraining the time intervals i of
transitions. Namely, if the transition label λ ∈ dom(H) then the corresponding time
interval i will be constrained according to H(λ) i.e. i <+H and λ will be added to the
set of internal channels C making it then internal.
Property. Given a TCTS T and two hiding functions H1 and H2 with dom(H1) ∩
dom(H2) = ∅, then T\H1\H2 = T\(H1 ∪H2).
Communication hiding is similar to the communication restriction defined in [48],
and represents an essential ingredient to establish the compositionality of Fiacre lan-
guage semantics. However, the TTSs semantics of TCTSs does not preserve the simula-
tion of TCTSs when considering the internalization of communications (\H). Formally,
given two TCTSs T1 and T2 and a hiding function H : C 9 I∆, then:
TTS(T1) ∼ TTS(T2); TTS(T1\H) ∼ TTS(T2\H)
To illustrate this non-preservation of the TCTS simulation, we consider the example
depicted in Figure 5.2 where we state by t : e a transition t labelled by the event e.
Firstly, both TCTS T1 and T2 are bisimilar where each transition performed by T1 can be
performed by T2 and vice versa. Structurally, the unique difference consists of a loop
on transition t2 of T2, however this statement does not make a behavioral difference
because it reinitializes the timer of transition t3 of T2, whereas that transition is not
time-constrained.
By applying the hiding function H which associates to transitions t3 of both T1 and
T2 a time interval [2, 2], we may conclude that the transition t3 of T1 becomes non firable,
because its timer will be reinitialized by the execution of transition t2 each one time unit
and does not reach the lower bound 2 of the associated interval ([2, 2]). However the
transition t3 of TCTS T2 is still firable because its timer will not be reinitialized by the
execution of t2.
Accordingly, to preserve the simulation relation of TCTSs when applying the hiding
H, we consider a sufficient condition for TCTS simulation.
Definition 5.9 (Sufficient condition for TCTS simulation) Given two TCTSs Tc (concrete) and
Ta (abstract) and two mapping relations Rs ⊆ Sc× Sa and Rt ⊆→c × →a. Tc simulates Ta over
Rs and Rt, we write Tc vRs,Rt Ta, if
1. ∀sc s′c λ ic pc sa , scRssa ∧ tc : sc λ/ic−−−→ cpc s′c ⇒ ∃ ia pa s′a |
ta : sa
λ/ia−−−→ apa s′a ∧ s′cRss′a ∧ tcRtta
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[1,1]
t1: e1 t2: e2
t3: e3
T1
[1,1]
t1: e1 t2: e2
t3: e3
T2
loop
~
[1,1]
t1: e1 t2: e2
t3: e3
T1\H
[1,1]
t1: e1 t2: e2
t3: e3
T2\H
loop
~
Hiding:
H(e3)=[2,2]
Hiding:
H(e3)=[2,2]
  /
[2,2][2,2]
Figure 5.2 – Non-preservation of TCTS bisimulation over hiding
2. scRssa ⇒ ⋃t∈outsc ←−i(t) ⊆ ⋂t∈outsa ←−i(t)
3. tcRtta ∧ t′cRtt′a ⇒ (tc I t′c ⇔ ta I t′a)
4. tcRtta ⇒ (ic ⊆ ia)
5. tcRtta ∧ (∀t′c : sc
λ′c/i′c−−−→ cp′c s′′c , pc ⊀ p
′
c) ⇒ ∀t′a : sa
λ′a/i′a−−−→ ap′a s′′a , pa ⊀ p
′
a where sc,
respectively sa, is the source state of transition tc, respectively ta. pc, respectively pa, is the
priority associated to transition tc, respectively ta.
i(t) states the time interval of transition t.
In fact, through Item (1) we state that each concrete transition tc outgoing from a
state sc, which matches with an abstract state sa, corresponds to an abstract transition
ta outgoing from state sa. Item (2) states that the largest time interval of transitions
outgoing from state sc, which matches with an abstract state sa, is more tight than the
smallest time interval of transitions outgoing from state sa. Such a condition ensures that
any time transition of the concrete TCTS Tc is also allowed in the abstract TCTS Ta, i.e.
by adding an amount δ to the timer valuations which are less than the right bound of
the corresponding intervals in the concrete system, these valuations do not exceed the
right bound of the corresponding intervals in the abstract system.
Moreover, according to Item (3) each abstract transition ta, which matches with the
concrete transition tc, reinitializes the timers of its dependent transitions t′a, which match
with the concrete transitions t′c, if tc reinitializes the timers of t′c and vice versa. Item
(4) states that the time interval of each concrete transition belongs to the time interval
associated to the corresponding abstract transition. This condition is useful to state that
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the firability of a concrete transition according to its time interval, i.e. by reaching the
lower bound of its time interval, implies the firability of the corresponding abstract
transition. Whenever the lower bound of the concrete time interval is reached, the lower
bound of the corresponding abstract time interval is also reached. Finally, Item (5) states
that matching transitions have the same priority levels, i.e. if a concrete transition tc is
not hidden by any other concrete transition then its matching transition ta is also not
hidden.
In the same way, we define a new bisimulation relation ≈ of TCTSs. In fact, two
TCTSs T and T′ are bisimilar (T ≈ T′) if T vRs,Rt T′ and T′ vR−1s ,R−1t T.
Theorem 5.1 (Simulation of TCTSs) Given two TCTSs Tc and Ta and two mapping relations
Rs and Rt, if Tc simulates Ta over Rs and Rt then the TTS semantics of Tc simulates the TTS
semantics of Ta over Rs × Rv, where Rv(vc, va) , ∀tc ta, tcRtta ⇒ vctc = vata states that
matching transitions have the same timer valuations. Formally,
Tc vRs,Rt Ta ⇒ TTS(Tc) vRs×Rv TTS(Ta)
Proof. Given a transition tc : sc
λ/ic−−→pc s′c of the TCTS Tc, then according to the condition
(1) of Definition 5.9 there exists an abstract transition ta : sa
λ/ia−−→pa s′a, where ic ⊆
ia according to the condition (4) of Definition 5.9, and pc and pa have the same level
according to condition (5). According to rule Action of Definition 5.7 (semantics of TCTS)
there exists an enabled transition t corresponds to tc in the TTS TTS(Tc). Similarly, there
exists an enabled abstract transition t′ which is the semantics of transition ta in TTS(Ta).
By now, we show that transitions t and t′ match together. Both transitions t and t′ have
the same event λ, and their associated timers are initially equal according to mapping Rv.
Moreover, if the timer vt of transition t satisfies the interval ic then the timer vt′ satisfies
the interval ia (vt′ ∈ ia) according to condition (4) of Definition 5.9. Similarly, if the timer
of transition t is reinitializable by another transition then the timer of transition t′ is
also initializable by another abstract transition according to condition (3). For the case
of time transitions (rule Time of Definition 5.7), if a delay δ is enabled from state sc then
δ is also enabled from state sa according to condition (2) of Definition 5.9. Accordingly,
the simulation of TCTSs implies the simulation of their TTS semantics.
Theorem 5.2 (Bisimulation and hiding) Given two TCTSs T1 and T2 and a communication
hiding function H, then
T1 ≈ T2 ⇒ T1\H ≈ T2\H
Proof. It is straightforward because it relies on the fact that matching transitions are
labeled with the same events, and the hiding function associates the same time intervals
to the same events.
Let us revisit the example given in Figure 5.2. In fact, we consider this example
from bottom to top. According to condition (3) of Definition 5.9, T1\H and T2\H are
not bisimilar because transition t2 of T1 matches with transition t2 of T1, transition t3 of
T1 matches with transition t3 of T2, and transition t2 reinitializes the timer of transition
t3 in T1\H whereas transition t2 does not reinitialize the timer of transition t3 in T2\H,
i.e. t2Rtt2 ∧ t3Rtt3 ; (t2 I1 t3 ⇔ t2 I2 t3). This non-bisimilarity is also held for T1 and
T2, i.e. T1\H 6≈ T2\H ⇒ T1 6≈ T2.
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Product of TCTSs. In order to study the compositionality of the Fiacre language, we
define the parallel product of TCTSs. In fact, the product we define is parameterized by
a set of channels C.
Definition 5.10 (Binary product of TCTSs) Given two TCTSs Tj = 〈Sj, s0j , Cj,→j,Ij〉j∈{1,2}
defined on the same priority system P , the product T1 ‖C T2 over a set of synchronization events
C is defined by the TCTS 〈S1 × S2, (s01, s02), C1 ∪ C2,→,I〉 where → is the smallest relation
such that:
s1
λ/i−→1,p s′1 λ /∈ C
(s1, s2)
λ/i−→p (s′1, s2)
Async1
s2
λ/i−→2,p s′2 λ /∈ C
(s1, s2)
λ/i−→p (s1, s′2)
Async2
s1
λ/i−→1,p1 s′1 s2 λ/i−→2,p2 s′2 λ ∈ C
(s1, s2)
λ/i−→p14p2 (s′1, s′2)
Sync
Furthermore, the predicate I is defined by:
t1 I1 t′1
Sync(t1, t2) I Async1(t′1)
Dep1
t′1 I1 t1
Async1(t′1) I Sync(t1, t2)
Dep2
t2 I2 t′2
Sync(t1, t2) I Async2(t′2)
Dep3
t′2 I2 t2
Async2(t′2) I Sync(t1, t2)
Dep4
t1 I1 t′1
Async1(t1) I Async1(t′1)
Dep5
t2 I2 t′2
Async2(t2) I Async2(t′2)
Dep6
t1 I1 t′1
Sync(t1, t2) I Sync(t′1, t′2)
Dep7
t2 I2 t′2
Sync(t1, t2) I Sync(t′1, t′2)
Dep8
In fact, the product may perform a synchronization over a communicating event λ if
the former belongs to the TCTSs common set of channels C.
Rule Async1 states an individual transition t of the TCTS T1, labelled with a non
common event λ /∈ C. The resulting transition of the composition updates the state of
T1 according to transition t. Rule Async2 is similar to Async1 where TCTS T2 evolves in-
stead of T1. Through rule Sync, we state a synchronization of two TCTSs over a common
event λ ∈ C. The resulting transition updates both T1 and T2 current states, and has the
maximum priority of the involved individual transitions.
In the second table of rules, we show how the dependence between the transitions
of the product is inferred from the dependence of transitions in the individual TCTSs.
Roughly speaking, all individual dependent transitions are still dependent in the prod-
uct. Formally, according to rules Dep1, Dep2, Dep3, Dep4, Dep5 and Dep6, if an indi-
vidual transition t depends on another individual transition t′, then each evolution (of
the product) involving the transition t will depend to any evolution involving the transi-
tion t′. Over rules Dep7 and Dep8, we state that a synchronization Sync(t1, t2) depends
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on another synchronization Sync(t′1, t
′
2) if an individual transition of the first synchro-
nization Sync(t1, t2) depends on an individual transition of the second synchronization
Sync(t′1, t
′
2).
Theorem 5.3 (Associativity of TCTSs product) Given 3 TCTSs T1, T2, T3 and a set of channels
C, then:
(T1 ‖C T2) ‖C T3 ≈ T1 ‖C (T2 ‖C T3)
Proof. It is the same as that given in [30].
5.3.2 Semantics of Fiacre Processes
This section gives an outline for the semantic basis of Fiacre processes, established
in terms of TCTSs. Firstly, let us recall that the function Guard(a) defines the set of
valuations satisfying the guard of action a.
Definition 5.11 (Semantics of a Fiacre Process) Given a set of channels C, a priority or-
der ≺ f and a set of global variables V g with the initialization function Initg. The seman-
tics of a Fiacre process 〈Q, q0,V l , Initl , Cl , h¯,I f ,−→ f 〉 is defined by the TCTS 〈Q × {V l →
D} × {V g → D}, {q0} × Initl × Initg, Cl ,−→,I〉 over channels C and priority system
〈{default} ∪ C,≺ f ,4〉 where −→ is the smallest relation such that:
q τ/a−−→ f q′ (l, g) [[a]]−→ (l′, g′)
(q, l, g)
τ/[0,∞[−−−−→default (q′, l′, g′)
Tau
q
ab/c/aa−−−−→ f q′ (l, g) [[ab;aa]]−−−→ (l′, g′)
c /∈ Cl
(q, l, g)
c/[0,∞[−−−−→c (q′, l′, g′)
NC− Chan
q
ab/c/aa−−−−→ f q′ (l, g) [[ab;aa]]−−−→ (l′, g′)
c ∈ Cl
(q, l, g)
c/h¯(c)−−−→c (q′, l′, g′)
C− Chan
In the same way, the dependence I between TCTS transitions is given by the following rules:
5.3. Semantics of the Fiacre Language 101
q1
λ1/a1−−−→ f q′1 q2
λ2/a2−−−→ f q′2
(l1, g1)
[[a1]]−−→ (l′1, g′1)
(l2, g2)
[[a2]]−−→ (l′2, g′2)
(l1, g1) /∈ Guard(a2) (l′1, g′1) ∈ Guard(a2)
(q1, l1, g1)
λ1/h¯(λ1)−−−−−→p1 (q′1, l′1, g′1) I (q2, l2, g2)
λ2/h¯(λ2)−−−−−→p2 (q′2, l′2, g′2)
Dep1
q1
λ1/a1−−−→ f q′1 I f q′1
λ2/a2−−−→ f q2
(l1, g1)
[[a1]]−−→ (l′1, g′1)
(l′1, g
′
1)
[[a2]]−−→ (l2, g2)
(q1, l1, g1)
λ1/h¯(λ1)−−−−−→p1 (q′1, l′1, g′1) I (q′1, l′1, g′1)
λ2/h¯(λ2)−−−−−→p2 (q2, l2, g2)
Dep2
One may note that the operator 4 of the resulting priority system is idempotent,
because compatible synchronizing transitions have the same priority, i.e. act over the
same channel.
Rule Tau shows how an internal transition of the semantics is inferred from an in-
ternal transition of the Fiacre process. The valuations of the source and target states of
the resulting TCTS transition represent the semantics of the process action a. Moreover,
the resulting TCTS transition is not constrained by any bounded time interval, ([0,∞[),
because the internal events are free, and it is distinguished by a default 2 priority
value. Rule NC− Chan induces a communicating transition of TCTS from a communi-
cating transition over a global channel of the Fiacre process. The resulting transition
of TCTS is not time constrained because channel c is not constrained by function h¯. We
also associate to the resulting transition of NC−Chan the priority of its label (channel) c,
because channels are ordered according to ≺ f . Similar to NC− Chan, the rule C− Chan
corresponds to a communicating transition over a local channel c ∈ Cl , this transition is
constrained by the time interval associated to its channel c, via the function h¯c.
About the dependence of transitions in the resulting TCTS, through rule Dep1 we
state that, on the execution of a transition t each transition t′ newly enabled ((l1, g1) /∈
Guard(a2) ∧ (l′1, g′1) ∈ Guard(a2)), according to the update made by t, is dependent to
transition t, and by that the timer associated to transition t′ in the semantic level will
be reinitialized immediately. This rule covers the case of the Fiacre statement loop
and the case of parallel transitions. In the same way, rule Dep2 states that the TCTS
transitions inferred from a Fiacre enabled transition t, which is dependent to another
enabled transition t′, are also dependent to the TCTS transitions inferred from transition
t′. Through the following example, we illustrate an application of rule Dep1.
process proc i s
s t a t e s s_0 , s_1 , s_2
var v_2 : bool
i n i t to s_0
from s_0 v_2 : = f a l s e ; to s_1 /∗ t r a n s i t i o n t_1 ∗ /
from s_1 s e l e c t on v_2 ; wait [ 3 , 3 ] ; to s_2 /∗ t r a n s i t i o n t_2 ∗ /
 wait [ 1 , 1 ] ; v_2 : = t rue ; loop /∗ t_3 ∗ /
end
2In fact, default is the UPPAAL priority level assigned to internal transitions.
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In fact, after executing transition t1 the timers of both t2 and t3 will be immediately
reinitialized. At this time, the transition t2 is not firable (v2 = f alse). After the execu-
tion of transition t3, the transition t2 becomes firable but its timer continues counting.
However, the timer of t2 should be reinitialized to count the time elapsed since the last
enabledness of t2. To this end we have introduced rule Dep1 to reinitialize the timers of
newly enabled transitions.
The bisimulation of Fiacre processes is defined through that of their TCTS seman-
tics. Roughly speaking, two Fiacre processes are (bi)similar if their associated TCTSs
are (bi)similar.
5.3.3 Semantics of Fiacre Components
In this section, we define the semantics of Fiacre components in terms of TCTSs. Such
a semantics is established in an hierarchical way. We consider that the subcomponents
nested in a given component may synchronize each others on channels Cl of this com-
ponent, and may also synchronize with the external environment over global channels
C. Moreover, transitions composable over component local channels are constrained by
the time intervals associated to these channels according to function h¯.
Definition 5.12 (Semantics of Fiacre components) Given a set of channels C, a set of variables
V and a priority order ≺, the semantics of the Fiacre component 〈Cl , h¯, 〈u1, .., un〉〉 is defined
by the TCTS associated to the following Fiacre process:
hide c1 h¯(c1) (...hide cn h¯(cn) (u1‖..‖un))
In fact, the semantics of a component is given by the semantics associated to the inter-
nal product of its subcomponents where all component local channels are internalized
by function hide according to their time intervals (h¯).
Compositionality of component semantics. The semantics of a component, f c =
〈Cl , h¯, 〈u1, .., un〉〉, can be calculated using the semantics of its nested subcomponents.
Theorem 5.4 (Compositionality and internal product) The product of TCTS semantics of in-
dividual processes, and the TCTS semantics associated to the internal product of processes are
bisimilar. Formally, ΠiTCTS(ui) ≈ TCTS(Πiui).
Proof. It is straightforward because the product of TCTSs, given in Definition 5.10,
and the product of Fiacre processes, given in Definition 5.3, have the same composition
rules.
Theorem 5.5 (hide semantics) Given a Fiacre process P = 〈Q, q0,V l , Initl , Cl , h¯,I f ,−→ f 〉
over a set of channels C, then hiding a channel c ∈ C \Cl according to a time interval I within P
corresponds to internalizing channel c, and constraining communicating transitions composable
over c with I in the TCTS semantics of P. Formally, TCTS(hide c I P) ≈ TCTS(P)\{c 7→ I}.
Proof. It is straightforward because channel hiding (hide) and communication hiding
(\H) are equivalent.
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Based on the last two theorems and the theorem 5.2, stating that the communica-
tion hiding function preserves the bisimulation relation, we conclude that the semantics
of a component can be given in a compositional way through the semantics associated
to each individual nested component ui, established in hierarchical and recursive way.
Theorem 5.6 (Compositionality of component semantics) The TCTS semantics of a Fiacre
component f c = 〈Cl , h¯, 〈u1, .., un〉〉 and the product of TCTSs associated to its subcomponents
ui, defined with a hiding, are bisimilar. Formally, TCTS( f c) ≈ ΠiTCTS(ui)\h¯.
Proof. It is similar to the proof of NTA compositionality given in Chapter 2.
5.4 Conclusion
This chapter presents a study of the Fiacre language, where we have considered an
abstract syntax of processes and components, and established a compositional seman-
tics. Actually, we have formalized Fiacre processes as a rich structure of communicating
transition systems. In the same way, components are outlined as a parallel composition
of processes, respectively components, given in an hierarchical way. Using an extended
structure of timed transition systems, by associating time intervals and priorities to tran-
sitions, we have defined an operational semantics of Fiacre processes and components,
where an important compositionality result of the semantics of components has been
established. A perspective of this chapter is to consider local variables and local priority
orders for each component, and concrete Fiacre actions. We also intend to extend this
work in order to take into account the whole Fiacre language.

Chapter Six
Conclusion and Perspectives
With respect to the top-down design approach, the refinement relation enables the pas-
sage from the specification to the implementation in a formal way. Similarly, with respect
to the bottom-up design approach, composition allows assembling components together
in order to build the whole system from existing fragments in a rigorous way.
Real-time formalisms are more and more involved in the development of digital
systems. They represent an intensive field of research where different challenges have
been addressed, in particular for refinement, composition and verification.
Due to real-time and the interaction of components, the refinement relation between
such systems is not trivial to be established, because it should ensure the correspondence
of event occurrences (behavior) at the right dates (timeliness). In the same way, compo-
sition enables to structure systems where components can be separately designed, and
may be behaviorally independent. To study the behavior of systems, we refer to their se-
mantics. In fact, the semantics of a system consists of calculating the behavior (execution
sequences) of that system, where we compute all possible execution paths. The verifica-
tion of real-time systems is a challenging research problem. It suffers from the explosion
of state space, the reason of this being that time is a part of the state. To deal with this
issue, as stated in Chapter 1, different symbolic representations based on compaction
and abstraction have been introduced.
This thesis describes our effort to explore and extend real-time formalisms, as a
modern technology for the design and analysis of real-time and embedded systems,
where we have revisited different aspects: semantics, composition and refinement by
considering a set of high level concepts like shared variables, communication, priorities,
dynamicity, atomicity, etc.
Composition and refinement. Firstly, we have revisited the semantics and composition
of timed systems where we have considered a set of concepts like variables, communi-
cation and location invariants. After that, we have proposed an alternative definition of
the composition and defined a compositional refinement relation. We have also instan-
tiated this framework to timed automata and study their semantics in terms of timed
transition systems and their timed traces. Likewise, in order to reuse the Uppaal model
checker for the verification of timed automata properties according to our proposal, we
have developed a translation of our composition operator to that of Uppaal.
A perspective of this work consists of mechanizing the translation of our composi-
tion to that of UPPAAL by renaming variables, duplicating communicating transitions
and establishing a matching between the newly created transitions. We also intend to ex-
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tend our framework to modal specifications [126] dedicated to associate some properties
(modalities) to system transitions.
Composition, refinement and priorities. In Chapter 3, we have revisited the composi-
tional framework of Chapter 2, where we have considered different static and dynamic
priorities. In fact, to deal with the different priority orders, like priority on channels and
priority on processes, we have generalized each priority order on the set of transitions
and also introduced a priority between the different priority orders, i.e. by stating which
priority order is considered first. Such a framework offers an ideal basis for reasoning
on real-time modeling languages with priorities like Uppaal timed automata and the
Bip language [20].
In the future, we wish to extend our framework with other concepts, like non atomic
actions (tasks), introduced in the Uppaal-Times tool [13] for example, and the condi-
tional priorities introduced in the Bip language. We also intend to study the preemption
of the non-atomic actions resulting from the application of priorities on these tasks.
Composition, refinement and dynamicity. In Chapter 4, we have established a formal
framework for reasoning on dynamic real-time systems, where the architecture of the
system may change in terms of the number of components, i.e. new components can be
dynamically created during the execution of the system. In fact, we have introduced a
structure of finite automata named callable timed automata where automata may call
each other. The semantics of each call can be interpreted as an activation of the exist-
ing instance of the corresponding template (static semantics), or the creation of a new
concurrent instance of the callee template (dynamic semantics). Thanks to this dynamic
interpretation, we are able to model and analyze dynamic real-time systems by the use
of timed automata. We have outlined and mechanized a translation of callable timed
automata to Uppaal timed automata. Such a translation allows to reuse the Uppaal
model-checker for the analysis and verification of dynamic timed systems.
A perspective of this work consists of inferring, in an automatic way, the number of
instances to be created for the dynamic interpretation and studying an efficient imple-
mentation in Uppaal. As a challenging continuation of our work, we envision to take
into account existing work related to logics that take into account call and return
constructs like CaRet [9] and Spade [119]. Moreover, we have in mind model check-
ing support for architecture description languages, where subprograms with their own
resources are considered [72].
Composition, modularity and atomicity. The Fiacre language allows to represent
both the behavioral and timing aspects of systems, in particular embedded and dis-
tributed systems, for formal verification and simulation purposes. In Chapter 5, we have
mainly considered an abstract Fiacre language with communication, shared variables,
priorities and modularity, and study the underlying semantics.
To study the semantics of the Fiacre language and establish the compositionality of
the components semantics, we have extended the structure of TTS with time intervals,
priorities and transition dependence (TCTS). The semantics of processes and compo-
nents is given in terms of TCTS where the implicit dependence of Fiacre transitions is
explicitly stated at the semantic level. We have also given a syntactic product of processes
and shown its interplay with the different concepts offered by Fiacre.
A perspective of this work consists of extending the abstract syntax given in Chapter
7 by considering the whole Fiacre language. Another perspective consists of enriching
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the Fiacre language with atomicity, by introducing committed states and non-blocking
ports, and strengthening modularity by introducing subprograms.

Chapter Seven
Annex
7.1 Fiacre Language
Fiacre[35] is an acronym for “Intermediate Format for the Architectures of Embed-
ded Distributed Components” (Format Interme´diaire pour les Architectures de Composants
Re´partis Embarque´s). It is a formal specification language to represent both the be-
havioural and timing aspects of systems, in particular embedded and distributed sys-
tems, for formal verification and simulation purposes [35]. Fiacre is considered as an
intermediate model, which is a target language of translation engines from high-level
systems, like AADL [72] and UML [132], and a source language of compilers into the
targeted verification toolboxes, like Tina [39] and Cadp [77].
The Fiacre language was mainly inspired from two works, namely V-Cotre [40]
and Ntif [76], together with long years of research on concurrency theory and real-
time systems theory. The language was firstly designed as an homologue of existing
models for the representation of concurrent asynchronous, possibly timed, processes
[129], where timing primitives have been borrowed from Time Petri nets [28, 37], and
the integration of both time constraints and priorities was partially inspired by the BIP
framework [20].
Later on, the Fiacre language has been intensively studied and extensively enriched
with different concepts like genericity, shared resources, priorities, etc. Namely, Fiacre
offers a large expressiveness, over its rich concepts (ports, variables, priorities, hierarchy,
time intervals, composition, etc), for the specification of real-time systems and essentially
embeds two notions: processes and components. Processes describe the basic sequential
behavior of systems, whereas components represent an hierarchical composition of com-
municating processes (or components).
7.2 Fiacre Processes
Processes represent the basic structural unit of the Fiacre language. They describe se-
quential behaviors in the same as transition systems. In fact, a Fiacre process (FP) con-
sists of a set of control states, which are linked through a set of transitions built from de-
terministic constructs available in classical programming languages, non-deterministic
constructs (select) and communication events on ports. Fiacre processes can be consid-
ered as a transition system where transitions are structurally atomic. Each transition is
either a communication on a channel or an internal evolution of the process. Moreover,
to each channel is associated a time interval specifying the firability time of the tran-
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sitions composable over that channel. Channels, which are globally declared outside
processes, are additionally compared through a priority order. Namely, a synchroniz-
ing transition t on a channel c, which has priority over channel c′, has priority over
transitions composable on c′ if it is firable.
Mathematically, the textual syntax (grammar) of the Fiacre language is given in a
variant of the Extended Bachus Naur Form, which consists of a set of production rules
stating how expressions (terminal and nonterminal symbols) are inferred from nonter-
minal symbols. Throughout this chapter, we consider only the most important notions
(subset) of the Fiacre language such as different types offered by Fiacre to model data
and resources, expressions (subset of action language) to manipulate data and variables,
synchronization with data communication, transitions as a set of expressions with pos-
sible communication and finally illustrate the full structure of processes. Nevertheless,
restrictions and details of action and guard constructions are not discussed here.
Data types. Fiacre language enables the use of basic data variables, such as integer,
decimal and natural, as well as extended data structures such as record, union, array and
queue together with the conventional arithmetic operations allowed on these types. For
example, expressions used as a size of array and queue types should be non-negative
integers. Herein some examples of data declaration:
type ok i s bool
type vect i s array 5 of nat
type rec i s record ( f i e l d _1 : bool ) , ( f i e l d _2 : queue 10 of i n t ) end
The first statement declares a Boolean variable ok. The second declaration corresponds
to an array vect of 5 elements of type nat. The third statement declares a record of 2
fields. The first field is a Boolean whereas the second one is a queue of 10 integers.
Expressions and actions. Fiacre actions consist of a large set of expressions built using
unary operators (not, dequeue, first, etc), predicates (empty, full, etc), binary
operators (enqueue, append, etc), Boolean and standard arithmetic operators with the
conventional precedence. Herein an example of 4 statements:
ok = not ( ok ) , x = x+y
i f x > 8 then x = x−8 e lse y = 0 end
while x≤ max do x = x+y end
s e l e c t x = 0
 x = x+y
 x = x−1
end
The first statement consists of a sequence of 2 assignments whereas the second statement
describes a conditional choice of two statements. An example of a loop (while) is illus-
trated through the third statement. Finally, statement select states a non-deterministic
choice between 3 actions.
Transitions. A transition is an atomic bloc of statements. Namely, it consists of a source
state, a sequence of statements and a target state. Each statement can be either a simple
assignment, a choice expression (if then, case of), a loop (while, foreach), a
non-deterministic choice (select), a synchronization on a port or again a (possibly
guarded) communication which is a synchronization with data exchange. Herein an
example of 4 transitions:
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from s t a t e _ i x = x +1 , y = y+x ; to s t a t e _ j
from s t a t e _ i i f x > 8 then x = x = x+y e lse y= 0 end ; to s t a t e _ j
from s t a t e _ i wait [ 3 , 10 ] ; to s t a t e _ j
from s t a t e _ i s e l e c t x = x+y
 x = x−y
 x = x∗y
end ; to s t a t e _ j
The first transition consists of a sequence of 2 assignments with a jump from state statei
to state statej. The second transition corresponds to a guarded update of some variables,
whereas the third transition states a timed passage from statei to statej. The firing of
this transition is only allowed after that 3 time units are elapsed since the state statei is
reached, and no later than 10 time units. Finally, the fourth transition states a jump from
state statei to state statej by firing, non-deterministically, one branch of select.
Processes. A process is a stand-alone parameterized unit which consists of a set of
typed ports and arguments (parameters), a set of states, a set of local variables, an
initialization statement and a sequence of transitions. In fact, the declaration of ports
is just an import of global non-typed channels with a typing to state how these ports
will be used (in, out), and which data types are allowed to be communicated over by
this process. Herein an example of a process:
process c a l [ P : in nat , p_err : out nat ] (&x : read nat ) i s
s t a t e s s0 , s1 , s2
var v0 , v1 : nat , e r r : i n t =0
i n i t to s0
from s0 P? v0 ; to s1
from s1 i f x=0 then p_err ! e r r e lse v1 = v0/x end ; to s2
In fact, process cal is parameterized by two typed channels P and p_err respectively
to input and output data (of type nat), and a shared variable x passed by reference.
The shared variable x cannot be updated by process cal, it is only readable. Moreover,
process cal declares 3 states and 3 local variables. Initially held in s_0, the process
cal jumps from s_0 to s_1 through a synchronizing transition over channel P with a
communication of the value of variable v0. From s_1, the process cal joins state s_2
through a synchronization on channel p_err if x = 0 or via a local action else.
7.3 Fiacre Components
Fiacre components (FC) are hierarchical behavioral units, which are constructed
through the parallel composition of either synchronizing processes or components, com-
municating through channels and shared variables. Structurally, a component can be
parameterized by external channels and variables to allow hierarchy. In fact, a channel
(port) is a communication point which enables CSP-like synchronization [87] and data
exchange [48]. Several values can be simultaneously transferred on one channel [34].
Namely, a component shows how each nested process, respectively (sub)-component,
interacts with its environment, including the other nested components and the external
environment. Moreover, each component may declare a set of variables (local scope) and
a set of ports that are locally used by its nested components only, i.e. local channels and
variables of a component are considered as global ones for its own nested units. In the
same way, components may restrict the visibility of their channels by applying priorities
and hiding synchronizations in time intervals. The hiding consists of internalizing a set
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of channels so that the component cannot perform a synchronization on these channels
with the external environment. Herein an example of a component which embeds 3
processes.
component main i s
port P_1 : nat in [ 1 , 5 ] ,
P_2 : rec in [ 0 , 0 ] ,
P_3 : nat
prio P_2 > P_1
var x : nat ,
y : rec
par P_1 , P_2 , P_3 in
proc_1 [ P_1 , P_2 ]
||
proc_2 [ P_1 , P_3 ]
||
proc_3 [ P_2 , P_3 ]
end
end main
In fact, the component main declares 3 local channels (ports) with possible timed con-
straints ([1,5], [0,0]), a priority order (P2 > P1) and 2 typed local variables where rec is a
record type earlier declared. The behavior of component main consists of a synchronous
parallel composition over ports P1, P2 and P3 of 3 processes proc_1, proc_2 and
proc_3. Process proc_1 synchronizes with process proc_2 on ports P1 and P2, and
also synchronizes with process proc_3 over ports P1 and P3, whereas process proc_2
synchronizes with process proc_3 through ports P2 and P3.
7.4 Common Grammar of the Fiacre language
Mathematically, the textual syntax (grammar) of the Fiacre language is given in a vari-
ant of the Extended Bachus Naur Form, which consists of a set of production rules stating
how expressions (terminal and nonterminal symbols) are inferred from nonterminal
symbols. In what follows, we show the grammar of some important notions.
process_name : = IDENT
port_dec : = port + , ’ : ’ [ in ] [ out ] channel
arg_dec : = ( [&] var )+ , ’ : ’ [ read ] [ write ] type
statement : =
null
| pat te rn + , ’= ’ exp + ,
| pat te rn + , ’= ’ any [ where exp ]
| while exp do statement end [ while ]
| foreach var do statement end [ foreach ]
| i f exp then statement ( e l s e i f exp then statement )∗ [ e lse statement ] end
| s e l e c t statement+  end [ s e l e c t ]
| case exp of ( pa t te rn ’→’ s tatement )+ | end [ case ]
| to s t a t e
| statement ’ ; ’ s tatement
| port
| port ’ ? ’ pa t te rn + , [ where exp ]
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| port ’ ! ’ exp + ,
t r a n s i t i o n : = from s t a t e statement
process_dec l : = process process_name
[ ’ [ ’ port_dec + , ’ ] ’ ]
[ ’ ( ’ arg_dec + , ’ ) ’ ]
i s s t a t e s s t a t e + ,
[ var var_dec + , ]
[ i n i t statement ]
t r a n s i t i o n +
In fact, process is a keyword declared with a name given as an identifier IDENT. More-
over, the declaration of ports consists of a set of oriented (in, out) channels. In the same
way, the declaration of arguments consists of a list of typed variables, each one declared
with mode (read, write). Then, we summarize the actions enabled by the Fiacre lan-
guage via the non-terminal statement. According to the non-terminal process-decl,
a process is a sequence of port declaration, argument declaration, local variables decla-
ration, the declaration of states and a set of transitions, where exp is the non terminal
defining the set of expressions.
Similarly, a component is described by the following grammar.
component_decl : = component name
[ ’ [ ’ port_dec + , ’ ] ’ ]
[ ’ ( ’ arg_dec + , ’ ) ’ ]
i s [ var var_dec + , ]
[ port ( port_dec [ in a , b ] ) + , ]
[ p r i o r i t y ( port+ | > port+ |) ,+ ]
[ i n i t statement ]
composition
It consists of a set of parameters (ports, variables), a set of local variables, a set of lo-
cal channels declared with a priority order and possible timed constraints, and a set
composition of processes.
7.5 Perspectives: Extensions of the Fiacre Language
The correctness of concurrent and multithreaded systems is difficult to be ensured be-
cause of the potential unexpected and non-deterministic interactions between processes.
To deal with the above fact, atomocity [75] has been introduced as a stronger non-
interference property, whereby atomic behaviors are assumed to be executed serially,
without the interleaving of each others.
7.5.1 Fiacre with Atomicity
in order to make the execution of Fiacre processes, a block of transitions, atomic we
introduce temporally priority states so-called committed states. We also consider non-
blocking communications where, each process can perform its synchronizations with its
environment immediately and instantly.
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Committed States
A state is said to be committed [23] if the system is not allowed to delay, while the system
control is held in this state, and if the interleaving from this state is only possible with
other committed states, i.e. from committed states each outgoing behavior (transition)
has priority over that outgoing from non-committed states. Namely, when the execution
of a committed state incoming transition is over, the system triggers immediately (with-
out delay) another transition outgoing from either the current committed state or from
another committed state. Accordingly, using committed states we may construct a block
of transitions where its executions are non-interruptible. The notion of committedness
can be implemented in Fiacre using untimed ports ([0,0]) and priorities. If we consider
the composition of processes, a committed state of the composition is a vector of process
states where at least one of process states is committed. Therefore, the composition can-
not delay if at least one individual state is committed. Furthermore, the next transition
to be executed should involve at least the execution of a process transition outgoing
from a (individual) committed state.
Semantics of committed states Firstly, let us introduce the following notation:
• KP represents the set of committed states of a process P.
• The current configuration (PSW)1 of a process P is represented by
〈Kp init to s f rom si Ai〉, where s is the current state and f rom si Ai is the
statement block (set of transitions) to be executed.
By now, we define the semantics of committed states through the following rule:
Kp init to s f rom si Ai, s ∈ Kp
committed < Kp init to s f rom si Ai >
(01)
By applying this rule on the basic Fiacre transition relation (−→), we establish a
new transition relation with committed states (−→b), where b is a Boolean value stating
whether or not the current transition source state is committed. Thus, we may define
−→b by the following rule:
< Kp init to s f rom si Ai >
l−→s∈Kp< Kp init to s′ f rom s′i A′i > (02)
The former rule states that the current transition, labeled with l, has priority if its
source state is committed, i.e. s ∈ Kp.
Example of committed states. In what follows, we illustrate an example of Fiacre
processes with committed states.
process ATM1 [ req : in request , resp : out nat ] i s
s t a t e s ready , send_sum
committed_states send_value
var c : request , i : index , sum : nat , val : data = [ 6 , 2 , 7 , 9 ]
i n i t to ready
from ready req ? c
case c of
get_sum −→ to send_sum
1Process Status Word
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| get_value ( i ) −→ to send_value
end
from send_value resp ! val [ i ] ; to ready
from send_sum sum , i =0 ,0 ;
while i <3 do sum , i = sum + val [ i ] , i +1 end ;
sum = sum + val [ i ] ;
resp ! sum ; to ready
process ATM2 [ req : out request , resp : in nat , subreq : in
request , subresp : out nat ] i s
s t a t e s s1 , s2 , s3
var c : request , v : nat
i n i t to s1
from s1 subreq ? c ; to s2
from s2 req ! c ; to s3
from s3 resp ?v ; to s4
from s4 subresp ! v ; to s5
component com
port req , subreq , resp , subresp
par
req , resp −→ ATM1[ req , resp ]
|| req , resp −→ ATM2[ req , resp , subreq , subresp ]
end
By now, we show how the former example, with committed states, can be translated
to a basic Fiacre system where the semantics of committed states is imposed by the use
of priorities and untimed ports.
process ATM1 [ req : in request , resp : out nat ] i s
s t a t e s ready , send_sum , send_value
var c : request , i : index , sum : nat , val : data = [ 6 , 2 , 7 , 9 ]
i n i t to ready
from ready req ? c
case c of
get_sum −→ to send_sum
| get_value ( i ) −→ to send_value
end
from send_value resp ! val [ i ] ; to ready
from send_sum sum , i = 0 ,0 ;
while i <3 do sum , i = sum + val [ i ] , i +1 end ;
sum = sum + val [ i ] ;
resp ! sum ; to ready
process ATM2 [ req : out request , resp : in nat , subreq : in
request , subresp : out nat ] i s
s t a t e s s1 , s2 , s3
var c : request , v : nat
i n i t to s1
from s1 subreq ? c ; to s2
from s2 req ! c ; to s3
from s3 resp ?v ; to s4
from s4 subresp ! v ; to s5
component com
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port req , subreq , resp , subresp
p r i o r i t y resp > req | subreq | subresp
par
req , resp −→ ATM1[ req , resp ]
|| req , resp −→ ATM2[ req , resp , subreq , subresp ]
end
In fact, we have associated the highest priority resp > req | subreq | subresp to the
transition composable over channel resp, outgoing from the committed state send_value.
In the same way such a channel is constrained by the time interval [0,0], which means
that the state send_value is immediately left once it is reached.
Non-Blocking Ports
As we have previously stated, committed states represent a strong notion to hold the
structural atomicity by forbidding the interleaving between process executions, however
if we consider blocking communications, even though the current process execution
cannot interleave with the execution of the other processes and even though the process
leaves the current committed state immediately once it is reached, we can distinguish
that the execution of this process may delay infinitely if the process performs a commu-
nication through a blocking channel. To this end, we introduce non blocking ports to
hold the temporal atomicity of transition executions.
In fact, a non blocking port [130, 45] is a particular channel where synchronizations
over this channel, are always enabled and performed in zero-delay, i.e. when a process
attempts a communication over this port another compatible process is immediately
available for an instantaneous synchronization. The process requesting the communica-
tion is a requirer. It declares the corresponding port as require non_blocking, whereas the
process providing the synchronization is a provider. The former declares such a port as
provide non_blocking, which means that it is always available for a synchronization on
this port.
Formally, non blocking ports are really non blocking for requirer processes, i.e. when-
ever a requirer process intend to trigger a synchronization over a non blocking port, it
runs immediately the corresponding action. However, the provider process is still block-
ing on the corresponding port waiting for a compatible synchronization with a requirer
process.
Example of non blocking ports. Herein, we illustrate the use of non-blocking ports in
Fiacre.
process P [A: require non_blocking out nat ]
committed_states s0 , s1 , s2
var x : nat =3
i n i t to s0
from s0 . . . . ; to s1
from s1 A! x ; to s2
from s2 . . . . ; to s3
process Q [A: provide non_blocking in nat ]
s t a t e s s0 ’ , s1 ’ , s2 ’
var y : nat
i n i t to s0 ’
from s0 ’ . . . . , A?y ; to s1 ’
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from s1 ’ . . . . , A?y ; to s2 ’
from s2 ’ . . . . , A?y ; to s3 ’
component C
non_blocking port A
. . .
. . .
par A→ P [A]
|| A→ Q[A]
end
In fact, the process P is a requirer and the process Q is a provider. Therefore, from each
state the process Q provides a synchronization on the non-blocking port A.
The notion of non − blocking is large and may block the provider frequently. We
may consider a restriction whereby, if a port p is defined require and another port q is
defined provide after p, then the non-blocking of the corresponding provider process on
q becomes effective only after the first communication on p. We can summarize that the
construction provide after p is a restriction of the non-blocking notion.
Example of restricted non blocking ports. By now, we illustrate the use of restricted
non-blocking ports, where a provide non blocking port is really non-blocking after a
synchronization on another require port.
process c a l [ P : in nat , c a l l _ s p : require non_blocking out nat ,
return_sp : provide a f t e r c a l l _ s p non_blocking in nat ]
(&x : read nat ) i s
s t a t e s s0 , s1 , s2 , s _ i n t e r n
var v0 , v1 : nat
i n i t to s0
from s0 P? v0 ; to s1
from s1 c a l l _ s p ! v0 x ; to s _ i n t e r
from s _ i n t e r n return_sp ? v1 ; to s2
process div [ p_err : require non_blocking out nat ,
c a l l _ s p : in nat ,
re turn_sp : require non_blocking out nat ] i s
s t a t e s s0 ’ , s _ c a l l , s_re turn , s _ i n t e r
var v0 , v1 , x , e r r : nat
i n i t to s _ c a l l
from s _ c a l l c a l l _ s p ? v0 x ; to s _ i n t e r
from s _ i n t e r e r r =0 ; to s0 ’
from s0 ’ i f x=0 then p_err ! e r r e lse v1= v0/x end ; to s_re turn
from s_re turn return_sp ! v1 ; to s _ c a l l
In fact, process cal is a provider on channel return_sp, where after a synchronization on
channel call_sp with the process div, the process cal offers immediately a communication
on channel return_sp, so that the requirer process div will not be blocked on channel
return_sp once it reaches the state s_return.
Wellformedness of Communications over Non-blocking ports In order to make com-
munication over non-blocking ports safe (availability and 0-delay), when composing
synchronizing processes, the following rules should be satisfied:
1. When synchronization, each non-blocking port should be used as a require by one
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process only, and all the other processes involved in this synchronization should
declare this port as a provide.
2. When composition, if a non-blocking port is declared provide then all its occurrences
should be considered as provide non-blocking.
3. For all non-blocking ports declared provide, in a process, the synchronization is im-
mediately enabled from each state of this process.
4. Each transition performing a synchronization over non-blocking provide ports
should be declared having priority.
5. Transitions composable over non-blocking ports cannot delay, i.e. they are implicitly
constrained with a time interval [0,0].
7.5.2 Fiacre with Modularity via Subprograms
Recursion constitutes one of the fundamental concepts in mathematics and computer
science, whereby processes (functions) are defined in terms of other processes of the
same type. In this section, we introduce the notion of callable processes whereby a pro-
cesses can call each other, and by that, each process can be recursively defined as a
sequence of nested calls. Callable processes are so-called subprograms. In fact, we may
consider the concept of subprograms as a modularity mechanism enabling to specify
that a particular process represents a common behavior for a set of processes. Such a
concept can reasonably be interpreted in more than one way and requires the introduc-
tion of other new concepts. To ensure the atomicity of subprogram execution, we intend
to consider committed states and non-blocking ports.
Roughly speaking, a subprogram is an ordinary process equipped with call and
return actions, and activated by the execution of one of the processes intending to per-
form the behavior modeled by the subprogram. The activation of subprograms is carried
out through a special action known by call. In the same way, when its execution is over,
a subprogram performs a return to yield its results. Moreover, the overhead processes,
that making the call of subprograms, are so-called the calling processes whereas the sub-
programs are the callee ones. The call of subprograms may include parameters, and both
calling and callee processes communicate through shared variables and synchronization
of actions, with possible data communication.
Formally, a subprogram is a set of reachable states linked via a set of transitions.
These transitions are built using deterministic and non-deterministic constructs offered
by the Fiacre language together with the call and return particular actions. Sub-
programs may use local variables as well as shared (global) variables. Accordingly, the
subprograms structure is similar to that of Fiacre processes where the following restric-
tions have been imposed:
• Actions wait are forbidden within subprograms.
• All channels used by a subprogram should be untimed.
Furthermore, a subprogram unit is bounded by two keywords: subprogram and return.
The subprogram keyword marks the beginning of the subprogram whereas the return
one states its end. Herein an example to illustrate the structure of subprograms. Assum-
ing the following process:
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process c a l [ P : in nat , p_err : out nat ] (&x : read nat ) i s
s t a t e s s0 , s1 , s2
var v0 , v1 : nat , e r r : i n t =0
i n i t to s0
from s0 P? v0 ; to s1
from s1 i f x=0 then p_err ! e r r e lse v1 = v0/x end ; to s2
In order to make the common operation division independent from process cal, we
introduce a subprogram (div) performing such an operation, where the numerator and
denominator values will be passed as parameters by the calling process cal, originally
performing the division, to the subprogram div when making call.
subprogram div [ p_err : out nat ] (&x : read nat , v0 : l o c a l nat ,
&v1 : l o c a l nat ) i s
s t a t e s s0 ’
var e r r : nat=0
i n i t to s0 ’
from s0 ’ i f x=0 then p_err ! e r r e lse v1= v0/x end ; return
Thus, the process cal will be restructured as shown below. To perform division, process
cal refers to subprogram div with the fair parameters.
process c a l [ P : in nat , p_err : out nat ] (&x : read nat ) i s
s t a t e s s0 , s1 , s2
var v0 , v1 : nat
i n i t to s0
from s0 P? v0 ; to s1
from s1 c a l l div [ p_err ](&x , v0 ,&v1 ) ; to s2
In the following, we will formally define the notion of subprograms (grammar, parame-
ters, structure, etc) and show how such a structure can be called from other processes.
Subprograms Grammar
Mathematically, the textual syntax (grammar) of the Fiacre language is given in a vari-
ant of the Extended Bachus Naur Form, which consists of a set of production rules stating
how expressions (terminal and nonterminal symbols) are inferred from nonterminal
symbols. About subprograms, their grammar is an adaptation of the Fiacre process
grammar [35], in which some new rules have been introduced to support the structure
of subprograms, in particular call and return actions. In what follows, we only show
the new inserted rules. In fact, subprogram is a keyword declared with a name given as
an identifier IDENT. Moreover, subprograms can be parameterized by a new particular
scope of variables local.
subprogram_name : = IDENT
arg_dec : = ( [&] var )+ , ’ : ’ [ read ] [ write ] [ l o c a l ] type
In order to enable processes making call, we extend their grammar with call and return
statements.
statement : =
| . . .
| c a l l subprogram_name [ ’ [ ’ port_dec + , ’ ] ’ ] [ ’ ( ’ arg_dec + , ’ ) ’ ]
| return
| . . .
The full structure of a subprogram is given by the following statement:
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subprogram_decl : =
subprogram subprogram_name [ ’ [ ’ port_dec + , ’ ] ’ ] [ ’ ( ’ arg_dec + , ’ ) ’ ]
i s s t a t e s s t a t e + ,
[ var var_dec + , ]
[ i n i t statement ]
t r a n s i t i o n +
Subprogram Parameters
In order to make subprograms interactive, we allow their communication with the en-
vironment, i.e the other processes. Thus, a subprogram can be parameterized by a list
of ports. Namely, ports are typed and oriented channels having one of the following
declarations:
• None: this statement indicates that the subprogram can perform a (pure) synchro-
nization, without data communication, over the mentioned port with the other
processes, except its calling.
• in, respectively out, specifies that the subprogram can send, respectively receive,
typed data via the mentioned port. Although, both attributes can be omitted, and
by that, allow subprograms to perform send (in) and receive (out) on the same
ports.
As previously stated, a subprogram can be also parameterized by a set of typed
variables, which have one of the following scopes:
• read: parameters are accessible with read mode only. These variables are shared,
with other processes, and declared out of the subprogram calling process.
• write: parameters are accessible with write mode only. These variables are shared,
with other processes, and declared out of the subprogram calling process.
• local: To distinguish between global shared variables an that locally declared in the
subprogram calling process, we introduce the scope "local". In fact, that scope states
that the mentioned variables are locally declared in one of the subprogram hierar-
chical calling processes, and by that, these variables, shared between a process and
its called subprograms, can be read and written by these subprograms.
Subprograms Call
To call a subprogram, from any transition of a calling process, the former references this
subprogram using the keyword call followed by the subprogram name with possible
parameters (ports and variables). In what follows, we illustrate a call of the subprogram
div carried out by the calling process cal.
process c a l [ P : in nat , p_err : out nat ] (&x : read nat ) i s
s t a t e s s0 , s1 , s2
var v0 , v1 : nat
i n i t to s0
from s0 P? v0 ; to s1
from s1 c a l l div [ p_err ](&x , v0 ,&v1 ) ; to s2
subprogram div [ p_err : out nat ] (&x : read nat , v0 : l o c a l nat ,
&v1 : l o c a l nat ) i s
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s t a t e s s0 ’
var e r r : nat=0
i n i t to s0 ’
from s0 ’ i f x=0 then p_err ! e r r e lse v1= v0/x end ; return
Such a call is parameterized by port p_err, a local variable x of the calling component,
variable v0 declared local and passed by value and the variable v1, which is declared
local for the calling process cal.
Subprograms Wellformedness
In the semantics of Fiacre language, a transition is an atomic unit which means that
the subprogram calls are also atomic. In the same way, the execution of a subprogram
should be atomic. However, ensuring the atomicity of a block of transitions is a com-
plex task. To this end, we may consider priorities, committed states and non-blocking
ports. In fact, priority rules guarantee the non interleaving whereas committed states
and non-blocking ports ensure the atomicity and the succession of subprogram transi-
tions. Therefore, we distinguish the following restrictions:
• Subprogram states are interpreted as committed, except the initial states.
• The communications performed by subprograms should be over unitimed and
non-blocking ports.
• The guards of subprogram transitions do not depend on external variables.
Call Wellformedness. The call of a subprogram represents an implicit synchronization
of both calling process and subprogram, with data communication (parameters). From
that, each transition performing a call of subprograms, in the calling process, should
contain neither access to shared variables with write mode, nor communication over
ports. Formally, we specify this wellformedness condition by the predicate WF defined
by:
|a| ≤ 1
WF( f rom s a)
where |a| states the number of both calls and communications, over ports, occurring in
action a. Such a number is deduced, from constructions allowed by the action language,
over the following rules:
|a1| ≤ n1 , |a2| ≤ n2
|a1; a2| ≤ n1 + n2
|a1| ≤ n1 , |a2| ≤ n2
|i f c then a1 else a2| ≤ max(n1, n2)
|call sp[p1, .., pn]| ≤ 1
∧i|ai| ≤ ni
|select a1[]..[]ak| ≤ max(n1, .., nk)
In fact, the number of communicating events of a sequence a1; a2 is the sum of the
communicating events occurring in both actions. Each call is considered as a unique
communicating event. Moreover, the number of communicating events of a transition
which contains different branches (2 for if-else and n for select) is the maximum of all
branches.
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Structural Atomicity By structural atomicity we forbid the interleaving of the subpro-
gram executions with the execution of the other processes. This issue can be solved by
the use of committedness and priorities. In fact, to guarantee the structural atomicity
of subprograms, each calling process should satisfy the following property: (callsp ⇒
¬(port_list) U retsp) where port_list is the list of all ports accessible (parameters) for
the calling process. Such a property states that, whenever it performs a call, each calling
process will be blocked waiting for the return of its current subprogram.
Temporal Atomicity The temporal atomicity of subprograms consists of ensuring that
each execution will be done in zero-delay. As previously stated, subprograms do not
contain neither wait nor timed ports. Moreover, in the semantics of subprograms states
are considered to be committed. Accordingly, we only check that communications over
non-blocking ports are zero-delay. In fact, for each subprogram declaring a require non-
blocking port P, we refer to the corresponding calling process to verify that P is correctly
used as a provide, i.e. a synchronization on P is still enabled from each state. To illustrate
this point, let us consider the following process signature:
process proc [ P : non_blocking ] i s . . .
To check whether or not communications over P are zero-delay, we introduce a new
process environment defined as:
process environment [ P : none ] i s
s t a t e s s0 , s1 , e r r o r
from s0
s e l e c t P ; to s1
unless wait ]0 , i n f i n i t y [ ; to e r r o r
end
from s1 wait [0 , i n f i n i t y [ ; to s0
The correctness of port P is then given by the predicate Correct(P):
Correct(P) , (proc ‖ environment) 2<> error
Furthermore, when composition, as shown in component compo, at least one of pro-
cesses qi declares P as provide and should satisfy that a synchronization on P is enabled
from each state of qi.
component compo [ . . . ]
port P : non_blocking
par
q_1 [ P ]
. . .
. . .
q_n [ P ]
Formally,
∃ i | qi[P : provide] ∧ (qi ‖ environment) 2<> error
Subprograms Call Translation
As initially stated, the subprogram concept (both subprogram structure and call state-
ment) will be implemented into basic Fiacre language in order to enable the reuse of the
existing tools for the analysis and verification of Fiacre systems. We have in mind two
different translations to be explored:
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1. Expansion: it consists of replacing each call statement of a caller process by a copy
of the corresponding subprogram code.
2. Inlining: it consists of creating new process corresponding to the called subpro-
gram. Then, both calling and callee processes will be run concurrently. Further-
more, the activation (start) and the return (end) states of this new process (the
called one) are synchronized with the begin and the end of the call statement in
the calling process.
7.6 Proof of Theorem 2.4 (Associativity of ETTSs Product)
In what follows, we recall the associativity of the ETTSs product, established in Chapter
2, and give the corresponding proof.
Theorem 7.1 (Associativity of ETTSs product) Let T1, T2 and T3 three ETTSs with their local
spaces supposed to be pairwise disjoint, then:
(T1 ‖ T2) ‖ T3 ∼ T1 ‖ (T2 ‖ T3)
Proof. According to Definition 2.4, we have to show that the states and transitions of
both systems match respectively. The matching of states is simpler. We are only inter-
ested in the matching of transitions. Based on the symmetry of ETTS product rules, we
prove only one direction of the bisimulation relation, from (T1‖T2)‖T3 to T1‖(T2‖T3). Let
→12−3 the transition relation of (T1‖T2)‖T3 and →1−23 that of T1‖(T2‖T3). The product
(T1‖T2)‖T3 performs a transition from 〈〈q1, q2〉, q3〉 using rules ASYNC, TIME, TAU and
SR.
• Rule TAU: either T1‖T2 or T3 runs an internal transition, we consider only the case
of T1‖T2, the case of T3 is symmetric:
〈〈q1, q2〉, q3〉 G/τ/a−−−→ 12−3b 〈〈q1, q2〉′, q3〉 ⇒
{
∃(〈q1, q2〉 G/τ/a−−−→ 1−2b 〈q1, q2〉′)
Comm(q3)⇒ b
(01)
From (01) we distinguish 3 cases: either T1 or T2 runs an internal transition or again
both T1 and T2 synchronize.
1. T1 runs an internal transition. Through rule TAU, all of the following hold:
q1
G/τ/a−−−→ 1b q′1
Comm(q2)⇒ b
Comm(q3)⇒ b
⇒
{
q1
G/τ/a−−−→ 1b q′1
Comm(q2) ∨ Comm(q3)⇒ b
⇒
{
q1
G/τ/a−−−→ 1b q′1
Comm(〈q2, q3〉)⇒ b
Therefore, via rule TAU we get the result:
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q′1, 〈q2, q3〉〉
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2. T2 runs an internal transition. Through rule TAU on (01), all of the following
hold: 
q2
G/τ/a−−−→ 2b q′2 (02)
Comm(q3)⇒ b (03)
Comm(q1)⇒ b (04)
Therefore,
(02) (03)
〈q2, q3〉 G/τ/a−−−→ 2−3b 〈q′2, q3〉
TAU
(04)
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q1, 〈q′2, q3〉〉
TAU
3. T1 and T2 synchronize. Through rule SR on (01), all of the following hold:
q1
G1/c!/a1−−−−−→ 1b1 q′1 (05)
q2
G2/c?/a2−−−−−→ 2b2 q′2 (06)
Comm(q3)⇒ b
Comm(q1) ∨ Comm(q2)⇒ b (07)
b1 ∨ b2 = b , a1; a2 = a , G1 ∧ [a1]G2 = G
From (07) and (01), we have:{
Comm(q1) ∨ Comm(q2)⇒ b
Comm(q3)⇒ b
⇒

Comm(q1)⇒ b
Comm(q2)⇒ b
Comm(q3)⇒ b
Using Lemma of Committedness, we conclude:
{Comm(q1) ∨ Comm(〈q2, q3〉)⇒ b (08)
Therefore, after replacing G, a and b we deduce:
(05)
(06)
〈q2, q3〉 G2/c?/a2−−−−−→ 2−3b2 〈q′2, q3〉
ASYNC
(08)
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q′1, 〈q′2, q3〉〉
SR
• Rule ASYNC: either T1‖T2 or T3 runs an external transition. We only consider the
case of T1‖T2, the case of T3 is similar.
〈〈q1, q2〉, q3〉 G/c/a−−−→ 12−3b 〈〈q1, q2〉′, q3〉 ⇒ ∃(〈q1, q2〉
G/c/a−−−→ 1−2b 〈q1, q2〉′) (09)
From (09), we distinguish 2 cases: either T1 or T2 runs the external transition.
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1. T1 runs an external transition. Through rule ASYNC on (09), we infer:
q1
G/c/a−−−→ 1b q′1 (10)
Therefore, from 〈q1, 〈q2, q3〉〉 of T1‖(T2‖T3) we deduce:
(10)
〈q1, 〈q2, q3〉〉 G/c/a−−−→ 1−23b 〈q′1, 〈q2, q3〉〉
ASYNC
2. T2 runs an external transition. Through rule ASYNC on (09), we infer:
q2
G/c/a−−−→ 2b q′2 (11)
Therefore, we deduce:
(11)
〈q2, q3〉 G/c/a−−−→ 2−3b 〈q′2, q3〉
ASYNC
〈q1, 〈q2, q3〉〉 G/c/a−−−→ 1−23b 〈q1, 〈q′2, q3〉〉
ASYNC
• Rule SR: T1‖T2 and T3 synchronize.
〈〈q1, q2〉, q3〉 G/τ/a−−−→ 12−3b 〈〈q1, q2〉′, q′3〉 ⇒

∃
 〈q1, q2〉
G1/c!/a1−−−−−→ 1−2b1 〈q1, q2〉′ (12)
q3
G2/c?/a2−−−−−→ 3b2 q′3 (13)
Comm(〈q1, q2〉) ∨ Comm(q3)⇒ b
G = G1 ∧ [a1]G2 , a = a1; a2 , b = b1 ∨ b2
From (12), we distinguish 2 cases: either T1 or T2 runs a send transition.
1. T1 runs the send transition. Through rule ASYNC on (12), we infer:
q1
G1/c!/a1−−−−−→ 1b1 q′1 (14)
we also have: Comm(〈q1, q2〉) ∨ Comm(q3) ⇒ b. Using Lemma of Committed-
ness, we infer that:
Comm(q1) ∨ Comm(〈q2, q3〉)⇒ b (15)
Therefore, after replacing G, a and b we deduce:
(14)
(13)
〈q2, q3〉 G2/c?/a2−−−−−→ 2−3b2 〈q2, q′3〉
ASYNC
(15)
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q′1, 〈q2, q′3〉〉
SR
2. T2 runs the send transition. Through rule ASYNC on (12), we infer:
q2
G1/c!/a1−−−−−→ 2b1 q′2 (16)
and
Comm(〈q1, q2〉) ∨ Comm(q3)⇒ b
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Using Lemma of Committedness, we infer that:{
Comm(q1)⇒ b (17)
Comm(q2) ∨ Comm(q3)⇒ b (18)
Therefore, after replacing G, a and b we deduce:
(16) (13) (18)
〈q2, q3〉 G/τ/a−−−→ 2−3b 〈q′2, q′3〉
SR
(17)
〈q1, 〈q2, q3〉〉 G/τ/a−−−→ 1−23b 〈q1, 〈q′2, q′3〉〉
TAU
• Rule TIME: each of T1‖T2 and T3 performs a time-transition.
〈〈q1, q2〉, q3〉 G/δ/a−−−→ 12−3 〈〈q1, q2〉′, q′3〉 ⇒
 ∃
{
〈q1, q2〉 G
′/δ/a′−−−−→ 1−2 〈q1, q2〉′ (19)
q3
G3/δ/a3−−−−→ 3 q′3 (20)
G = G′ ∧ G3 , a = a′ ⊗ a3
Through rule TIME on (19), all of the following hold:
q1
G1/δ/a1−−−−→ 1 q′1 (21)
q2
G2/δ/a2−−−−→ 2 q′2 (22)
G′ = G1 ∧ G2 , a′ = a1 ⊗ a2
Therefore, after replacing G and b, we deduce:
(21)
(22) (20)
〈q2, q3〉 G2∧G3/δ/a2⊗a3−−−−−−−−−→ 〈q′2, q′3〉
TIME
〈q1, 〈q2, q3〉〉 G/δ/a−−−→ 1−23 〈q′1, 〈q′2, q′3〉〉
TIME
From these points, we conclude that (T1‖T2)‖T3 and T1‖(T2‖T3) are bisimilar. Therefore,
the product of ETTSs is associative.
7.7 Proof of Theorem 3.4 (Compositional Refinement)
In what follows, we recall the compositional refinement theorem of CLTSIPs, established
in Chapter 3, and give the corresponding proof.
Theorem 7.2 (Compositional refinement) Given two products of CLTSIPs T a1 ‖ ... ‖ T an and
T c1 ‖ ... ‖ T cn defined on the same priority systems (with total orders). T c1 ‖ ... ‖ T cn refines
T a1 ‖ ... ‖ T an , denoted by T c1 ‖ ... ‖ T cn v⊗i Ril ,Rg T
a
1 ‖ ... ‖ T an where Ril ⊗ Rjl(qi, qj)(q′i, q′j) =
Ril(qi, q
′
i) ∧ Rjl(qj, q′j), if:
• ∀i T ci vRil ,Rg T
a
i ,
• each concrete transition and its corresponding abstract one have the same priorities,
• refinement preserves deadlock-freeness, where deadlock-freeness is defined by the existence
of firable transitions.
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Proof. Given a transition of the concrete product T c1 ‖ .. ‖ T cn , it is either asynchronous
from some T ci and has a corresponding abstract transition in T ai with the same prior-
ity, which is in turn present in the abstract product T a1 ‖ .. ‖ T an , or a synchronization
SR of two transitions from T ci and T cj that have abstractions in T ai and T aj which syn-
chronize in the abstract product with the same priority, or again an n-ary synchroniza-
tion Sync which, as previously stated, leads to an n-ary synchronization in the abstract
product. Moreover, if a concrete transition has priority over ready 2 transitions then the
corresponding abstract one has also priority. Assuming a non-hidden transition of the
concrete CLTSIPs product, according to the CLTSIPs product rules we distinguish the
following cases:
• q λ/a−−→s,d q′ through rule Async
• q τ/a−−→s,d q′ through rule SR
• q m/a−−→s,d q′ through rule Sync
In what follows, we prove each case separately.
1. Through rule Async, we infer the following concrete transition:
tci : qi
λ/a−−→s,d q′i
〈q1, .., qn〉 λ/a−−→s,d 〈q1, ..q′i, .., qn〉
Async
Firstly, we prove that transition qi
λ/a−−→s,d q′i, named tci , is not hidden in CLTSIP
T ci . Assuming the existence of another enabled concrete transition qi
λ′/a′−−→s′,d′ q′′i ,
named t, outgoing from the same location qi with s ≺s s′ and d ≺d d′. Through
this fact, the concrete transition t of CLTSIP T ci will be present (non-hidden) in
the product T c1 ‖ .. ‖ T cn , instead of tci , and hide tci . However, tci is not hidden in
that product (an absurd case), which implies that s ⊀s s′ and d ⊀d d′. Therefore,
according to the total orders of priority systems s′ ≺s s and d′ ≺d d. We deduce
that tci is a maximal transition (non hidden).
According to the refinement definition stating that if a concrete transition (tci ) is
maximal then the corresponding abstract transition (tai ) is also not hidden in T ai .
By now, we prove that the abstract transition tai , corresponding to the maximal
concrete one tci , is still non-hidden in the product of abstract CLTSIPs. Assume
the existence of another enabled abstract transition qj
λ′/a′−−→s′,d′ q′j, named taj , of the
product T a1 ‖ .. ‖ T an with s ≺s s′, p ≺d p′. From the hypothesis stating that the
deadlock-freeness of abstract component T aj implies the deadlock-freeness of T cj ,
there exists a maximal concrete transition qj
λ′′/a′′−−−→p,p′ q′j, named tcj , non hidden in
CLTSIP T cj . Thus, p ⊀s s′, p′ ⊀d d′ and via the total order of priority systems we
may write s′ ≺s p and d′ ≺d p′. On the other hand, we have s ≺s s′ and d ≺d d′,
which implies that s ≺s p, d ≺d p′ and by that tai is hidden. However, we have
assumed that tai is present and not hidden (absurd). We may conclude that the
existence of transition taj is not possible, and by that t
a
i is not hidden in the product
of abstract CLTSIPs.
2Transitions outgoing from the same state and, for dynamic priority, enabled.
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2. Through rule SR, we infer the following concrete transitions:
qi
c!/ai−−→si ,di q′i qj
c?/aj−−→sj,dj q′j
〈q1, .., qn〉
τ/ai.aj−−−−→s,d 〈q1, .., q′i, .., q′j, .., qn〉
SR
where s = si4ssj and d = di4ddj. Similarly to case of rule Async (1), we have to
prove that both concrete transitions qi
c!/ai−−→si ,di q′i and qj
c?/aj−−→sj,dj q′j, respectively
named tci and t
c
j , are not hidden in their respective CLTSIPs, T ci and T cj .
• case of tci : assuming the existence of another concrete enabled transition
qi
λ′/a′−−→s′,d′ q′′i , named t, of the CLTSIP Ti, outgoing from the same location
qi with si ≺s s′, di ≺d d′. Through this fact, the concrete transition t will be
present (non-hidden) in the product T c1 ‖ .. ‖ T cn , instead of tci , and possibly
hides tci . However, t
c
i is not hidden in that product (an absurd case), which
implies that si ⊀s s′ and di ⊀d d′. Therefore, according to the total orders
of priority systems s′ ≺s si and d′ ≺d di. We deduce that tci is a maximal
transition and cannot be hidden.
• case of tcj : similar to case of tci .
According to the refinement definition, in particular to the hypothesis stating that
the existence of a maximal concrete transition implies the existence of a maximal
abstract transition, there exist maximal abstract transitions qi
c!/a′i−−→s′i ,d′i q′i, named tai ,
and qj
c?/a′j−−→s′j,d′j q′j, named taj , corresponding respectively to tci and tcj . Both tai and
taj are not hidden in their respective abstract CLTSIPs T ai and T aj , the proof of that
is the same as for ti in CLTSIP T ai of the case Async. By now, we prove that the
transition resulting from the synchronization of tai and t
a
j , named tij, is not hidden
in the product T a1 ‖ .. ‖ T an . Assuming the existence of another enabled abstract
transition q λ
′/a′−−→s′,d′ q′, named ta, of the product T a1 ‖ .. ‖ T an with s ≺s s′ and
p ≺d p′. We distinguish three cases:
• transition ta is asynchronous from a CLTSIP Tk: according the hypothesis stat-
ing that the deadlock-freeness of abstract component T ak implies the deadlock-
freeness of T ck . Through the former fact, there exists a maximal concrete tran-
sition qk
λ′′/a′′−−−→p,p′ q′k, named tck, non hidden in CLTSIP T ck . Thus, p ⊀s s′,
p′ ⊀d d′ and via the total order of priority systems we may write s′ ≺s p and
d′ ≺d p′. On the other hand, we have s ≺s s′ and d ≺d d′, which implies that
s ≺s p, d ≺d p′ and by that tij is hidden. However, we have assumed that tij
is present and not hidden (absurd). We may conclude that the existence of a
transition ta having priority is not possible, and by that tij is not hidden in the
product of the abstract CLTSIPs.
• transition ta is a synchronization SR of two individual abstract transitions tar
and tas . The proof is the same as in the former case, but considers transitions
tar and tas separately.
• transition ta is a n-ary synchronization Sync of individual transitions. The
proof is the same as in the case SR but considers each involved transition
separately.
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We conclude that the case of transitions SR is satisfied.
3. Through rule Sync, we infer the following concrete transitions:
(∀i) qi m/ai−−→si ,di q′i
〈q1, .., qn〉 m/
⊙
i ai−−−−→s,d 〈q′1, .., q′n〉
Sync
where s = 4si si and d = 4di di. The proof is similar to former ones where we prove
that each concrete transition qi
m/ai−−→si ,di q′i, named tci , is not hidden in its CLTSIP
T ci , then we show that its corresponding abstract transition tai is still not hidden in
the CLTSIP T ai . Finally, as made for the case of binary synchronization, we prove
that the synchronization of transitions tai is not hidden in the product T a1 ‖ .. ‖ T an .
We conclude that the composition of CLTSIPs is compatible with the refinement relation.

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