Abstract. We generalize the classical study of (generalized) Lax pairs and the related O-operators and the (modified) classical Yang-Baxter equation by introducing the concepts of nonabelian generalized Lax pairs, extended O-operators and the extended classical Yang-Baxter equation. We study in this context the nonabelian generalized r-matrix ansatz and the related double Lie algebra structures. Relationship between extended O-operators and the extended classical Yang-Baxter equation is established, especially for self-dual Lie algebras. This relationship allows us to obtain explicit description of the Manin triples for a new class of Lie bialgebras. Furthermore, we show that a natural structure of PostLie algebra is behind O-operators and fits in a setup of triple Lie algebra that produces self-dual nonabelian generalized Lax pairs.
Introduction
This paper is devoted to a systematic study of the integrable Hamiltonian systems and the related (generalized) classical Yang-Baxter equation (CYBE) in a broad context that generalizes or extends the studies of Bordemann [10] , Hodge and Yakimov [25] , Kosmann-Schwarzbach and Magri [29] , and Semonov-Tian-Shansky [43] .
Since their introduction by Lax in 1968, Lax pairs have become important in giving conservation laws in an integrable system. In connection with r-matrices satisfying the classical Yang-Baxter equation (CYBE), Poisson commuting conservation laws could be constructed. Main contributors in this direction include Adler [1] , Babelon and Viallet [4, 5] , Belavin and Drinfeld [8, 9, 17] , Faddeev [21] , Kostant [30] , Reyman and Semonov-Tian-Shansky [41, 43] , Sklyanin [45, 46] and Symes [48, 49] .
In [10] Bordemann introduced the notions of generalized Lax pairs and generalized r-matrix ansatz. He achieved this through replacing the well-known Lax equation [32] 
where ρ is any representation of a Lie algebra g in a representation space V, M is a g-valued function on the phase space and L is a V-valued function on the phase space, reducing to the Lax equation when V is taken to be g and ρ is taken to be the adjoint representation. In this generality, the correct framework to extend the classical r-matrices is through their operator forms, later called O-operators by Kupershmidt [31] . The classical Yang-Baxter equation, through its operator form and tensor form, plays a central role in relating several areas in mathematics. For the most part, the operator form is more convenient in application to integrable systems. For example, the modified classical Yang-Baxter equation is solely defined in the operator form. Nevertheless, the tensor form of the CYBE is the classical limit of the quantum Yang-Baxter equation, and its solutions give rise to important concepts such as (coboundary) Lie bialgebras. Thus it is desirable to work with both forms of the CYBE.
In the present paper, we keep both forms of the CYBE in mind while we generalize the previous works. For the operator form, we further generalize the work of Bordemann and Kupershmidt by introducing the concepts of an O-operator of weight λ (for a constant λ) and an extended O-operator. This is motivated by our attempt to extend generalized Lax pairs of Bordemann to nonabelian generalized Lax pairs, by still considering Eq. (1) but replacing the representation space V by any Lie algebra a and the representation ρ by any Lie algebra homomorphism from g to Der(a) consisting of derivations of a. The setting of Bordemann is recovered when a is taken to be an abelian Lie algebra. We extend the generalized r-matrix ansatz of Bordemann to the nonabelian context and show that extended O-operators ensure the consistency of a Lie structure on a * defined by the r-matrices. For the tensor form, we introduce the concept of the extended classical Yang-Baxter equation and establish their relationship with extended O-operators as in the case of (the tensor form and operator form) of the CYBE. We further extend the well-known work of Drinfeld on quasitriangular Lie bialgebras from the CYBE to what we dubbed type II quasitriangular Lie bialgebras from a case of the extended classical Yang-Baxter equation, called the type II CYBE. The corresponding Drinfeld's doubles and Manin triples are studied carefully as in the classical case by Hodge and Yakimov [25] , for their importance in the classification of the Poisson homogeneous spaces and symplectic leaves of the corresponding Poisson-Lie groups [18, 25, 44, 52] .
As it turns out, an O-operator of weight λ is related to the concept of a PostLie algebra that has recently arisen from the quite different context of operads [51] . More precisely, an O-operator, paired with a g-Lie algebra, gives a PostLie algebra. In particular, Baxter Lie algebras and quasitriangular Lie bialgebras give rise to PostLie algebras. Furthermore the well-known relation [12] between pre-Lie algebras and dendriform dialgebras, in connection with the classical relation between associative algebras and Lie algebras, can be extended to that between PostLie algebras and dendriform trialgebras. Quite unexpectedly, this "digression" of O-operators to PostLie algebra is tired up with our primary application of O-operators in studying nonabelian generalized Lax pairs: We introduce the concept of a triple Lie algebra to construct self-dual nonabelian generalized Lax pairs and show that a natural example of a triple Lie algebra is provided by the PostLie algebra from a Rota-Baxter operator action on a complex simple Lie algebra.
We next give a summary of this paper. We begin our study by introducing the concept of a nonabelian generalized Lax pair. We write down a "nonabelian generalized r-matrix ansatz" to produce Poisson commuting conservation laws. The idea is to use the Lie-Poisson structure on the representation space (equipped with a Lie bracket) to twist the "generalized r-matrix ansatz" of Bordemann [10] . In geometry, this construction might be understood as "twisting" a Hamiltonian system (Poisson bracket) by the Hamiltonian system (Lie-Poisson bracket) on the dual space of a Lie algebra. The notions Ooperator of weight λ and extended O-operator of weight λ with extension β of mass (ν, κ, µ) (for constants (ν, κ, µ)) appear naturally when we investigate sufficient conditions for the double Lie algebra structures needed for the existence of the ansatz.
To generalize the well-known relationship between the operator form and tensor form of the CYBE, we introduce in Section 3 the concept of an extended CYBE and relate it to extended Ooperators. Applications to Lie bialgebras are given. In particular, we study in detail the structure of the Manin triple of a type II quasitriangular Lie bialgebra.
In Section 4, we study the case of self-dual Lie algebras. The ideal is to use a nondegenerate symmetric and invariant bilinear form of a self-dual Lie algebra to identify the adjoint representation and coadjoint representation [43] . Some new aspects on Lie bialgebras are given along this approach, for example, new examples of (type II) factorizable quasitriangular Lie bialgebras are provided.
We show in Section 5 that there naturally exists an algebraic structure behind an O-operator of weight λ, namely, the PostLie algebra discovered in a study of operads [51] . We also reveal a relation between PostLie algebras and dendriform trialgebras of Loday and Ronco [36] by a commutative diagram.
In Section 6, we provide a framework of triple Lie algebras to construct a class of nonabelian generalized Lax pairs for which the corresponding r-matrix ansatz can be written down explicitly [13] . We show that PostLie algebras provide natural instances of such triple Lie algebras.
Finally in an appendix, we give a geometric explanation of extended O-operators.
Conventions:
In this paper, the base field is taken to be R of real numbers unless otherwise specified. This is the field from which we take all the constants and over which we take all the associative and Lie algebras, vector spaces, linear maps and tensor products, etc. All Lie algebras, vector spaces and manifolds are assumed to be finite-dimensional, although many results still hold in infinite-dimensional case.
(a) g is a (finite-dimensional) Lie algebra; (b) (a, ρ) is a (finite-dimensional) g-Lie algebra with the Lie algebra homomorphism
(ii) A nonabelian generalized Lax pair (g, ρ, a, L, M) is said to be self-dual if a is equipped with a nondegenerate symmetric bilinear form B : a ⊗ a → R such that
Note that a bilinear form on a Lie algebra satisfying Eq. (3) is called invariant and a Lie algebra endowed with a nondegenerate symmetric invariant bilinear form is called a self-dual Lie algebra [22] .
By the chain rule, Eq. (2) is equivalent to
Remark 2.3.
(i) When the Lie bracket on a happens to be trivial, the g-Lie algebra (a, ρ) becomes a representation of g and the nonabelian generalized Lax pair becomes the generalized Lax pair in the sense of Bordemann [10] .
(ii) For a = g and ρ = ad, Eq. (5) is the usual Lax equation. Moreover, the Lax pair can be realized as a nonabelian generalized Lax pair in two different ways, by either taking ρ to be ad and a to be the Lie algebra g, or taking ρ to be ad and a to be the underlying vector space of g equipped with the trivial Lie bracket.
Let G be a connected Lie group whose Lie algebra is g such that ρ exponentiates to a representation of G in V which we shall also call ρ. We first show that, as in the case of Lax pairs and generalized Lax pairs [10] , nonabelian generalized Lax pairs also give conservation laws.
Proof. Since G-invariant functions are always constant on each G-orbit, we have
Let {e i } 1≤i≤dima be a basis of a and {T A } 1≤A≤dimg be a basis of g. For any x = i x i e i ∈ a and
On the other hand, suppose that the Lie algebra structure on a is given by
Now consider smooth maps which we shall call classical r-matrices (following [10] )
and make the following nonabelian generalized r-matrix ansatz:
where θ : P → a is a smooth function and θ i = x i • θ : P → R, 1 ≤ i ≤ dima. When θ = 0, the third term on the right hand side vanishes and the ansatz is reduced to Bordemann's generalized r-matrix ansatz [10] . Generalizing the work of Bordemann, we next show that the nonabelian generalized r-matrix ansatz gives Poisson commuting conservation laws.
) be a nonabelian generalized Lax pair for a Hamiltonian system (P, w, H) allowing for classical r-matrices that obey Eq. (7). Then for two real-valued Ginvariant and Ad a -invariant functions f and h on
Proof. Using Eq. (6), we get
The underlined terms are zero because of infinitesimal G-invariance and Ad a -invariance of f and h.
As pointed out by Bordemann in [10] , for a = g (with the trivial bracket) and ρ = ad, the classical r-matrices take values in g ⊗ g, and the above conclusion becomes the classical fact [4] that arbitrary trace polynomials of L Poisson commute among themselves.
The Lie bracket conditions on the left hand side of Eq. (7) impose consistence restrains on the classical r-matrices on the right hand side. In the case of constant r-matrices (namely Lindependent) that we will consider below, as observed by Bordemann, the space spanned by the component functions L i behaves like a finite-dimensional Lie subalgebra of the Poisson algebra of functions on the phase space (P, w) since the right-hand side of Eq. (7) is linear in L. Suppose one wants to collectively investigate all nonabelian generalized Lax pairs that are defined on a given Hamiltonian system (P, w, H), that have given g, ρ and a, and that satisfy Eq. (7) with given classical r-matrices r + and r − . Then one is led to the following stronger condition than the above mentioned consistence restrains imposed on Eq. should be the structure constants of a Lie structure on a * .
To obtain an index-free form of Condition 2.6, we first give the following lemma. 
Let (a * , ρ ϕ ) be the g-Lie algebra through ϕ by transporting the g-Lie algebra structure on a. More precisely, define the Lie bracket on a * by
and define a linear map
If B satisfies Eq. (4), then ρ ϕ is just the dual representation ρ * of ρ which is defined by
In this case, (a * , ρ * ) is a g-Lie algebra with the Lie bracket defined by Eq. (9).
Proof. If B satisfies Eq. (4), then for any ξ ∈ g, x, y ∈ a,
Hence ρ ϕ = ρ * . So the conclusion holds.
Assume that a is equipped with a nondegenerate symmetric bilinear form B : a ⊗ a → R for which the nonabelian generalized Lax pair 
On the other hand, since a ⊗ g ≃ Hom(a * , g), r + and r − can be considered as linear maps a * → g :
Then Condition 2.6 can be reformulated as follows:
Condition 2.8. (Double Lie algebra structure) The product
defines a Lie bracket on k.
Then r ± = r ± β. Moreover, we have the following result: 
To simplify notations, for an expression η(x, y, z) in x, y and z, we denote
Proof. Obviously, condition (i) is equivalent to the fact that [, ] R is skew-symmetric. Now we prove that condition (ii) is equivalent to the fact that [, ] R satisfies Jacobi identity. In fact, for all x, y, z ∈ k,
Then the conclusion follows from the fact that (k, π) = (a * , ρ * ) is a g-Lie algebra.
2.2.
Extended O-operators and double Lie brackets. We will next study the conditions in Proposition 2.9 in order to understand double Lie algebra structures and nonabelian generalized Lax pairs. For this purpose, we introduce the following concepts.
) be a Lie algebra and let (k, [ , ] k , π) be a g-Lie algebra. Let ν, κ, µ and λ be constants (in R).
for any x, y, z ∈ k; (iv) Let β : k → g be antisymmetric of mass ν, g-invariant of mass κ and equivalent of mass µ.
Let r : k → g be a linear map. The pair (r, β) or simply r is called an extended O-operator of weight λ with extension β of mass (ν, κ, µ) if
what is known as a Rota-Baxter operator of weight λ satisfying
A Lie algebra equipped with a Rota-Baxter operator is called a Rota-Baxter Lie algebra.
Remark 2.11.
(i) We include the parameters ν, κ, µ, λ in the definition in order to uniformly treat the different cases when the parameters vary.
(ii) Rota-Baxter operators on associative algebras were introduced by the mathematician Glenn Baxter [7] in 1960 and have recently found many applications especially in the algebraic approach of Connes and Kreimer to renormalization of quantum field theory [14, 15] . For further details, see the survey articles [20, 23, 42] . See also [6] for the relationship between Rota-Baxter operators on associative algebras and the associative CYBE motivated by the study of this paper. Kosmann-Schwarzbach and F. Magri under the name Schouten curvature, which is the algebraic version of the contravariant analogue of the Cartan curvature of Lie-algebra valued one-form on a Lie group (see [29] for details).
When k in Definition 2.10 is taken to be a vector space regarded as an abelian Lie algebra, then (k, π) is a g-Lie algebra means that π : g → gl(k) is a linear representation of g. Thus the above definition has the following variation (with ν = κ). Definition 2.12. Let g be a Lie algebra and V be a vector space. Let ρ : g → gl(V) be a linear representation of g. Suppose that β : V → g is an antisymmetric of mass κ, g-invariant of mass κ linear map. Let r : V → g be a linear map. The pair (r, β) or simply r is called an extended O-operator with extention β of mass κ if (15) [
When κ = 0, we obtain the O-operator defined by Kupershmidt [31] and (the operator form of) the classical Yang-Baxter equation (CYBE) of Bordemann [10] . When κ = −1, Eq. (15) is called the modified classical Yang-Baxter equation (MCYBE) in [10, 28, 43] .
The following theorem displays the close connection between extended O-operators and the double Lie algebra structures on k in Condition 2.8. Theorem 2.13. Let g be a Lie algebra and (k, π) be a g-Lie algebra. Let r ± : k → g be two linear maps, λ, ν, κ, µ ∈ R and r and β be defined by Eq. (11) .
(i) Suppose r is an extended O-operator of weight λ with extention β of mass (ν, κ, µ) for ν 0. Then Condition 2.8 holds. 
Proof. (i ) In order to prove that Eq. (12) implies the Jacobi identity for the bracket [, ] R on k, it is enough to prove that
Eq. (17) has already been proved by Bordemann [10] . In order to be self-contained, we give the details. For any x, y, z ∈ k,
So Eq. (17) follows immediately. Moreover,
Therefore, Eq. (18) holds. So by Proposition 2.9, Condition 2.8 holds.
(ii) A direct computation gives
where the last equality follows from g-invariance of mass 1. So (ii) holds. Theorem 2.15. Let g be a Lie algebra and (k, π) be a g-Lie algebra. Let r ± : k → g be two linear maps and let λ ∈ R and r and β be defined by Eq. (11) . Suppose that β is antisymmetric of mass ν 0, g-invariant of mass κ 0 and equivalent of mass λ.
(
(ii) r is an extended O-operator of weight λ with extention β of mass (ν, −1, ±λ) for ν 0 if and only if r ± : k ∓ → g is an O-operators of weight 1, where k ∓ is equipped with the Lie bracket [, ] ∓ defined by Eq. (19) .
where the last equality follows from the g-invariance of mass κ 0 and equivalence of mass λ. So by Theorem 2.13 the Jacobi identity for the bracket [, ] ± on k holds. Moreover, for any ξ ∈ g, we have
So (k ± , π) equipped with the bracket [, ] ± on k is a g-Lie algebra.
(ii) The last conclusion follows from Theorem 2.13, Item (i) and the following computations:
When k in Theorem 2.15 is taken to be a vector space regarded as an abelian Lie algebra, we obtain the following conclusions.
Corollary 2.16. Let g be a Lie algebra and V be a vector space. Let
are the Lie algebra structures on V defined by
( 
Suppose that R is an extended O-operator with extention β of mass κ, i.e., the following equation holds:
Then the product Remark 2.18. Let g be a Lie algebra. A linear endomorphism β of g satisfying Eq. (21) for κ 0 is called an intertwining operator in [40] , where it is used to construct compatible Poisson brackets. If β : g → g is an intertwining operator on g, then it is also an averaging operator [2, 42] in the Lie algebraic context, namely,
the new Lie algebra structures defined by
and is a Nijenhuis tensor, namely, (24) [
Let the g-Lie algebra (k, π) be (g, ad). It is obvious that β = id : g → g satisfies the conditions of Proposition 2.9, Theorem 2.13 and Theorem 2.15 and in this case, Eq. (12) takes the following form (set r = R): 
A Lie algebra equipped with a linear endomorphism satisfying Eq. (27) is called a Baxter Lie algebra in [10] . We note the difference between a Baxter Lie algebra and a Rota-Baxter Lie algebra defined in Definition 2.10. Moreover, the equivalence of the facts that R satisfies Eq. (27) and R ± id is a Rota-Baxter operator of weight ∓2 was pointed out in [19, 43] .
Extended O-operators, the extended CYBE and type II quasitriangular Lie bialgebras
In this section, we define the extended CYBE and apply the study in Section 2 to investigate the relationship between extended O-operators and the extended CYBE. We also introduce the concept of type II quasitriangular Lie bialgebras from type II CYBE as a parallel concept of quasitriangular Lie bialgebras from CYBE. We then explicitly describe the Drinfeld's doubles and Manin triples of type II quasitriangular Lie bialgebras.
Lie bialgebras and the extended CYBE.
We recall the following concepts [13] . Definition 3.1. Let g be a Lie algebra.
(i) A Lie bialgebra structure on g is a skew-symmetric R-linear map δ : g → g⊗g, called cocommutator, such that (g, δ) is a Lie coalgebra and δ is a 1-cocycle of g with coefficients in g ⊗ g, that is, it satisfies the following equation:
(ii) A Lie bialgebra (g, δ) is called coboundary if δ is a 1-coboundary, that is, there exists an r ∈ g ⊗ g such that
We usually denote the coboundary Lie bialgebra by (g, r) or simply g. (iii) A Manin triple is a triple (a, a + , a − ) of Lie algebras together with a nondegenerate symmetric invariant bilinear form B( , ) on a, such that (a) a + and a − are Lie subalgebras of a; (b) a = a + ⊕ a − as vector spaces; (c) a + and a − are isotropic for B( , ).
We recall the following basic results on Lie bialgebras and Manin triples.
is a Manin triple with respect to the bilinear form
where the Lie algebra structure [ , ] δ on g * is defined by 
In the following we call r =
(resp. r = σ(r)). Moreover, we use the notations (in the universal enveloping algebra U(g)):
The equation (32 [10] , though under certain conditions the former is equivalent to a particular case of the later that we will elaborate next. A coboundary Lie bialgebra (g, r) arising from a solution of CYBE is said to be quasitriangular, whereas a coboundary Lie bialgebra (g, r) arising from a skew-symmetric solution of CYBE is said to be triangular [9, 13] . Note that for any coboundary Lie bialgebra (g, r), the condition (i) in Proposition 3.3 holds automatically.
For
Moreover, we set 
So in this case, the ECYBE of mass ǫ is equivalent to either one of the following two equations:
[r 12 , 
Extended O-operators and the ECYBE.
We now study the relationship between extended O-operators and solutions of the ECYBE, generalizing the well-known relationship between the operator form and tensor form of the CYBE [29] . Let g be a Lie algebra and r ∈ g ⊗ g. Since g is assumed to be finite-dimensional, we will be able to identify r with the linear map r : g * → g through
We will do this throughout the rest of the paper. Moreover, r t : g * → g is defined as
Note that r t is just the linear map (from g * to g) induced by σ(r). We also use the following notations:
that is, α and β are the skew-symmetric part and symmetric part of r respectively, and in this case r = α + β and r t = −α + β.
Lemma 3.6. Let g be a Lie algebra and β ∈ g ⊗ g be symmetric. Then the following conditions are equivalent.
Proof. Bordemann in [10] pointed out the equivalence of (ii) and (iii). For completeness, we shall prove (i)⇔(ii) and (i)⇔(iii). In fact, for any (36) [a
Moreover, if the symmetric part β of r is invariant, then
We supply a proof to be self-contained.
Proof. Let {e i } 1≤i≤dimg be a basis of g and {e * i } 1≤i≤dimg be its dual basis. Then the first conclusion holds due to the following equations:
The last conclusion follows from Lemma 3.6.
The above lemma motivates us to apply the study in Section 2. More precisely, we have the following results. 
(ii) ( [29] ) The following conditions are equivalent: (a) α is an extended O-operator with extention β of mass −1, i.e., Eq. (38) (with κ = −1) holds; (b) r (resp. −r t ) satisfies the following equation:
(c) r (resp. −r t ) is an O-operator of weight 1, that is, r (resp. −r t ) satisfies the following equation: (41) [r(a * ), r(b
where the brackets [, ] ± on g * are defined by (ii) It follows from Theorem 2.13 and Theorem 2.15 by setting (k, π) = (g * , ad * ) with trivial Lie bracket, r + = r and r − = −r t .
The following theorem establishes a close relationship between extended O-operators on a Lie algebra g and solutions of the ECYBE in g. Theorem 3.9. Let g be a Lie algebra and let r ∈ g ⊗ g which is identified as a linear map from g * to g. Define α and β by Eq. (35) 
Therefore, r is a solution of CYBE in g if and only if Eq. (39) holds, i.e.,
[r(a * ), r(b
Therefore, by Proposition 3.8, for any a So r is a solution of the ECYBE of mass (κ + 1)/4 if and only if α is an extended O-operator with extention β of mass κ.
Therefore by Proposition 3.8 and Theorem 3.9 (for κ = −1), we have the following conclusion: Corollary 3.10. ( [29] ) Let g be a Lie algebra and r ∈ g ⊗ g. Let α, β : g * → g be two linear maps given by Eq. (35) (38)) with coboundary Lie bialgebras and ECYBE. Thus we would like to study these operators in more detail. Note that, for κ = η 2 κ ′ with κ, κ ′ ∈ R and η ∈ R × , α is an extended O-operator with extention β of mass κ if and only if α is an extended O-operator with extention ηβ of mass κ ′ . Thus we only need to consider the cases when κ = 0, 1, −1.
The case of κ = −1 is considered in Corollary 3.10. The case of κ = 0 has been considered by Kupershmidt [31] as remarked before. So we will next focus on the case when κ = 1:
Note here β regarded as an element of g ⊗ g is invariant (Lemma 3.6). The following conclusion follows directly from Theorem 3.9 for κ = 1. 
where the Lie algebra structure [, ] δ on g * is given by Eq. (37).
Proof. By Proposition 3.12, we have (i)⇔(ii). It follows from the definition of extended Ooperators that (ii)⇔(iii). Moreover, applying Proposition 3.8 toĝ, we have (iii)⇔(iv). To prove (iv)⇔(v)
, we note that Proposition 3.8 also gives the equivalence of (iv) with the equation Our strategy is to express the Drinfeld's double D(g) as an extension of a Lie algebra by an abelian Lie algebra, both derived from the extended O-operator associated to the solution r of the type II CYBE. We then obtain the structure of the Manin triple explicitly in terms of this extension.
An Lie algebra extension associated to a type II quasitriangular Lie bialgebra.
We obtain the Lie algebra extension from a type II quasitriangular Lie bialgebra by an exact sequence. Let g be a Lie algebra and r ∈ g ⊗ g. Define the symmetric and skew-symmetric parts α and β by Eq. (35).
Lemma 3.15. With the same conditions as above, suppose that (g, r) is a Lie bialgebra and β is invariant.
(i) For any x ∈ g, a * ∈ g * , we have
ii) If r is a solution of type II CYBE, then
Proof. (i) By Lemma 3.7, for any x ∈ g, a * , b * ∈ g * , we have ad
where the last equality follows from the fact that α is skew-symmetric.
(ii) Since r is a solution of type II CYBE and β is invariant, by Proposition 3.12, α and β satisfy Eq. (44) . So by Lemma 3.7 and Item (i), for any a * , b * ∈ g * we have
Now let (g, r) be a type II quasitriangular Lie bialgebra. By Proposition 3.3, β ∈ g ⊗ g is invariant. Regarding β as a linear map from g * to g, we define
Then by Lemma 3.6, f is an ideal of g. On the other hand, defineĝ = g ⊗ C = g ⊕ ig, where i = √ −1, and regardĝ as a real Lie algebra. Let D(g) ≡ g ⊕ g * be the Drinfeld's double defined in Proposition 3.2.
Proposition 3.16. With the notations explained above, define two linear maps Θ
Then Θ ± are homomorphisms of Lie algebras. Moreover, KerΘ + = KerΘ − is an abelian Lie subalgebra of D(g).
Proof. First, it is obvious that for any x, y ∈ g,
On the other hand, by Corollary 3.13.(v), Eq. (46) holds, that is, for any a * , b * ∈ g * , we have
Furthermore, by Lemma 3.6 and Lemma 3.15.(i), we have
So Θ ± are homomorphisms of Lie algebras. Moreover, it is easy to show that
By Lemma 3.15.
(ii), for any a * , b * ∈ f ⊥ = Kerβ, we have
So KerΘ + = KerΘ − is an abelian Lie subalgebra of D(g).
Equip the space f ⊥ = Kerβ with the structure of an abelian Lie algebra. Define a linear map
Then ι is in fact an embedding of Lie algebras whose image coincides with KerΘ + = KerΘ − . On the other hand, the images of
which is a Lie subalgebra of g. Thus we have Proposition 3.17. The sequences
As a special case, we have
Corollary 3.18. ([34]) Let g be a Lie algebra and r ∈ g ⊗ g. Define α and β by Eq. (35). Suppose that β is invariant and invertible (regarded as a linear map from g * to g). If (g, r) is a type II quasitriangular Lie bialgebra, then Θ ± : D(g) → g ⊕ ig are isomorphisms of Lie algebras.

Description of the extension. According to Proposition 3.17, D(g) is an extension of g ⊕ if
by the abelian Lie algebra f ⊥ . So there is an induced representation of g⊕if on f ⊥ and the extension is uniquely defined by an element of H 2 (g ⊕ if, f ⊥ ). To describe these structures explicitly, we need to fix two splittings S ± : g ⊕ if → D(g) of Eq. (49) in the category of vector spaces, that is, Θ ± • S ± = id g⊕if such that S (0) = 0. In fact, suppose that s : f → g * is a right inverse of β :
Recall that the construction of a Lie algebra h by a h-module V associated to a cohomology
Returning to D(g), we shall write down the actions of g ⊕ if on f ⊥ and the cohomology classes τ ± explicitly. 
Proof. According to Lemma 3.15, for any x ∈ g, y ∈ f, a * ∈ f ⊥ , we have
So the actions are given by (x + iy) · ± a
Theorem 3.20. Define two forms τ
for any x 1 , x 2 ∈ g, y 1 , y 2 ∈ f ⊥ . Then the forms τ ± are 2-cocycles and
Proof. The cohomology classes associated to the extensions defined by Eq. (49) are the classes of the 2-cocycles (
where the third equality follows from Lemma 3.15.
The embeddings of g and g * in D(g) and the description of the Manin triple.
We now apply the isomorphisms in Eq. (50) to describe the structure of the Manin triple (D(g), g, g * ) explicitly in terms of (g ⊕ if) ⋉ τ ± f ⊥ . It is clear that from the identifications defined by Eq. (50), g is embedded in D(g) by
Moreover, for any a * ∈ g * , we have a
To describe the embeddings of g * more explicitly, we first recall some results in [25] about classification of subalgebras of extensions of the form h⋉ τ V, where h is a Lie algebra, V is an h-module and τ ∈ H 2 (h, V). Let p : h ⋉ τ V → h and q : h ⋉ τ V → V be the projections p(h, u) = h and q(h, u) = u for any h ∈ h, u ∈ V. 
We now identify g * with its embedded images inside (g ⊕ if)
where Θ ± are defined by Eq. (48) . Furthermore the projections p ± | g * : g * → Θ ± (g * ) factor through the isomorphisms
respectively. Hence the 1-cochains φ ± : b ± →f ⊥ = f ⊥ /W of Theorem 3.21 in this situation are given by
Thus we have We end our explicit description of the Manin triple (D(g), g, g * ) in terms of the isomorphisms in Eq. (50) by expressing the bilinear form B p in Eq. (29) . For any
Using Eq. (51) and Eq. (52), it is obvious that the compositions of the isomorphisms (g⊕if)
respectively. Therefore, the bilinear forms given by Eq. (29) 
Self-dual Lie algebras and factorizable (type II) quasitriangular Lie bialgebras
We will focus on extended O-operators on self-dual Lie algebras and the related (type II) factorizable quasitriangular Lie bialgebras in this section. We first obtain finer properties of the various extended O-operators (in Eq. (22) and Eq. (38) ) and the ECYBE in this context. We then apply these properties to provide new examples of (type II) factorizable quasitriangular Lie bialgebras.
4.1.
Extended O-operators and the ECYBE on self-dual Lie algebras. Definition 4.1. Let g be a Lie algebra and B : g ⊗ g → R be a bilinear form. Suppose that R : g → g is a linear endomorphism of g. Then R is called self-adjoint (resp. skew-adjoint) with respect to B if
for any x, y ∈ g. Lemma 4.2. Let g be a Lie algebra and B : g ⊗ g → R be a nondegenerate symmetric invariant bilinear form. Let ϕ : g → g * be defined from B by Eq. (8) . Suppose that β : g → g is an endomorphism that is self-adjoint with respect to B. Then for a given κ ∈ R, β is antisymmetric of mass κ and g-invariant of mass κ, i.e., it satisfies Eq. (21), if and only ifβ = βϕ −1 : g * → g is antisymmetric of mass κ and g-invariant of mass κ, i.e.,
Proof. When κ = 0, the conclusion is obvious. Now we assume κ 0. Since B is symmetric and β is self-adjoint with respect to B, for any a
, that is,β as an element of g ⊗ g is symmetric. So by Lemma 3.6, Eq. (54) and Eq. (55) are equivalent. On the other hand, since B is symmetric and invariant and β is self-adjoint with respect to B, for any z ∈ g, we have ad
Since B is nondegenerate, ad
, which is equivalent to the fact that β satisfies Eq. (21) for k 0. So the conclusion follows. Proof. (i) First, by Lemma 4.2 we know that β is antisymmetric of mass κ and g-invariant of mass κ if and only ifβ = βϕ −1 is antisymmetric of mass κ and g-invariant of mass κ. On the other hand, since B is symmetric and invariant, for any x, y, z ∈ g, we have
For any x, y ∈ g, put a * = ϕ(x), b * = ϕ(y). Since ϕ is invertible, Eq. (22) can be written as
By Eq. (56), the above equation is equivalent to
So R is an extended O-operator with extention β of mass κ if and only ifR = Rϕ −1 : g * → g is an extended O-operator with extentionβ of mass κ.
(ii) Furthermore, if R is skew-adjoint with respect to B, then
, that is,R regarded as an element of g ⊗ g is skew-symmetric. Therefore, the conclusion (ii) follows from Item (i) and Theorem 3.9.
As special cases of Proposition 4.3.(ii), we have Remark 4.5. Conclusion (i) in the above corollary in the special case when β = id g can also be found in [28] .
Factorizable quasitriangular Lie bialgebras.
Recall that a quasitriangular Lie bialgebra (g, r) is said to be factorizable if the symmetric part of r regarded as a linear map from g * to g is invertible. Factorizable quasitriangular Lie bialgebras are related to the factorization problem in integrable systems [39] . Next we will provide some new examples of factorizable quasitriangular Lie bialgebras.
Lemma 4.6. Let G be a simply connected Lie group whose Lie algebra is g. Let N be a linear transformation of g which induces a left invariant (1, 1) tensor field on G. If there exists a left invariant torsion-free connection ∇ on G such that N is parallel with respect to ∇, then N is a Nijenhuis tensor, that is, it satisfies Eq. (24).
Proof. Since N is parallel with respect to ∇, for any x, y ∈ g, we have that N(∇xŷ(e)) = ∇xN(y)
∧ (e), wherex,ŷ are the left invariant vector fields generated by x, y ∈ g respectively and e is the identity element of G. Moreover, since ∇ is torsion-free, for any x, y ∈ g, we show that 
The lemma is interesting on its own right since the simply connected Lie group corresponding to the Lie algebra in the lemma is a symplectic Lie group ( [13, 16, 17] ).
Proof. In fact, for any x, y ∈ g, a * , b * ∈ g, we have
where the last equality follows from r being skew-symmetric. So the conclusion follows.
Lemma 4.8. With the conditions and notations in Lemma 4.7, the linear operator N
λ 1 ,λ 2 ,λ 3 ,λ 4 defined
by Eq. (57) is a Nijenhuis tensor on D(g), that is, it satisfies Eq. (24) on D(g).
Proof. Let D(G) be the corresponding simply connected double Lie group of the Drinfeld's double D(g), where G denotes the simply connected Poisson-Lie group of the Lie bialgebra (g, r). Then it is easy to see that the following equation defines a left invariant torsion-free connection (in fact, according to [16] , it is also flat) on D(G):
where (x, a * ) ∧ , (y, b * ) ∧ are the left invariant vector fields generated by (x, a * ), (y, b * ) ∈ D(g) respectively and e is the identity element of D(G). We only need to prove that the tensor N λ 1 ,λ 2 ,λ 3 ,λ 4 defined by Eq. (57) is parallel with respect to the above connection, since then N λ 1 ,λ 2 ,λ 3 ,λ 4 satisfies Eq. (24) on D(g) by Lemma 4.6. Now by Lemma 3.7, Corollary 3.10 and Lemma 3.15.(i), for any a
Moreover, for any x, y ∈ g,
Therefore by Eq. (58), we get
Thus, N λ 1 ,λ 2 ,λ 3 ,λ 4 is parallel with respect to ∇, as needed. 
Definer ±,µ ≡ R µ ϕ −1 ± ϕ −1 and regardr ±,µ as elements of D(g) ⊗ D(g). Then (D(g),r ±,µ ) are factorizable quasitriangular Lie bialgebras.
Proof. First we prove that, for any µ ∈ R, R µ is an extended O-operator with extention id : D(g) → D(g) of mass −1, that is, it satisfies Eq. (27) on D(g). Recall the Lie algebra structure of D(g) is given by Eq. (30) . Then, for any x, y ∈ g, a * , b * ∈ g * , we have
On the other hand,
Therefore, by the fact that r is a homomorphism of Lie algebras (see Corollary 3.10), we get
On the other hand, from the proof of Lemma 4.7, we know that R µ is skew-adjoint with respect to the nondegenerate symmetric invariant bilinear form B p . So the conclusion follows from Note that when µ = 0, then Proposition 4.9 gives a special case of the famous "Drinfeld's double construction" [28] (in the original construction there is no restriction that g is triangular, or even coboundary). The following conclusion is the type II analogue of the "factorizable" property of quasitriangular Lie bialgebras [39] . Proposition 4.12. Let (g, r) be a factorizable type II quasitriangular Lie bialgebra. Putr = α + iβ : g ⊕ ig → g ⊕ ig, where α and β are defined by Eq. (35) . Then any element x ∈ g admits a unique decomposition:
wherer andr t are restricted to linear maps from ig
Proof. Sincer +r t = 2iβ and β : g * → g is invertible, we have
On the other hand, if there exist a
we obtain a * = b * . So the conclusion follows.
The following result provides a class of factorizable type II quasitriangular Lie bialgebras (hence a new class of (coboundary) Lie bialgebras). 
Remark 4.14.
(i) A linear transformation on a Lie algebra g satisfying Eq. (24) and J 2 = −id is called a complex structure on g. Suppose a Lie algebra is self-dual with respect to a nondegenerate symmetric invariant bilinear form. According to Corollary 4.4. (ii), a complex structure on this Lie algebra that is self adjoint with respect to the bilinear form gives rise to a coboundary Lie bialgebra structure on this Lie algebra. This idea was pursued further in [34] in the study of Poisson-Lie groups.
(ii) The complex structure J −1,0 has already been found in [16] .
O-operators, PostLie algebras and dendriform trialgebras
In this section, we reveal a PostLie algebra structure underneath the O-operators. We then show that there is a close relationship between PostLie algebras and dendriform trialgebras of Loday and Ronco [36] in parallel to the relationship [12] between Pre-Lie algebras and dendriform bialgebras.
5.1. O-operators and PostLie algebras. We begin with recalling the concept of a PostLie algebra from an operad study [51] . [, ] ). On the other hand, it is straightforward to check that L is also a Lie algebra for the operation:
We shall denote it by (G(L), {, }) and say that (G(L), {, }) has a compatible PostLie algebra structure given by (L, [, ], •). A homomorphism between two PostLie algebras is defined as a linear map between the two PostLie algebras that preserves the corresponding operations.
Remark 5.2.
(i) The notion of PostLie algebra was introduced in [51] (in its "right version"), where it is pointed out that PostLie, the operad of PostLie algebras, is the Koszul dual of ComTrias, the operad of commutative trialgebras.
(ii) If the bracket [, ] in the definition of PostLie algebra happens to be trivial, then a PostLie algebra is a pre-Lie algebra [11] .
Proof. By Eq. (61), ρ is a representation of (G(L), { , }). Then by Eq. (62), ρ is a Lie algebra homomorphism from (G(L), {, }) to Der R (G(L)). 
Further, r is a homomorphism of PostLie algebras.
Proof. (i) Since k is a Lie algebra, Eq. (59) and Eq. (60) obviously hold. Furthermore, for any x, y, z ∈ k, we have
So Eq. (61) holds. Similarly, Eq. (62) holds, too.
(ii) By Definition 5.1, for any x, y ∈ k we have
(iii) We first prove that the multiplications given by Eq. (65) are well-defined. In fact, let x 1 , y 1 , x 2 , y 2 ∈ k such that r(x 1 ) = r(x 2 ) and r(y 1 ) = r(y 2 ). Since x 1 − x 2 , y 1 − y 2 ∈ Ker(r) and Ker(r) is an ideal of (k, [, ] k ), we have Proof. Suppose that g has a compatible PostLie algebra structure given by (L,
Conversely, suppose that (k, π) is a g-Lie algebra and r : k → g is an invertible O-operator weight 1. Since Ker(r) = {0}, by Theorem 5.4, there is a PostLie algebra structure on r(k) = g given by Eq. (65) for λ = 1. Moreover, it is obvious that (r(k) = g, [, ] r , • r ) (for λ = 1) is a compatible PostLie algebra structure on (g, [, ] g ).
Corollary 5.6. Let g be a Lie algebra and R : g → g be a Rota-Baxter operator of weight λ ∈ R, that is, it satisfies Eq. (14) . Then there is a PostLie algebra structure on g given by
If in addition, R is invertible, then there is a compatible PostLie algebra structure on g given by
Proof. The conclusion follows from Theorem 5.4.
We next give examples of PostLie algebras by applying Corollary 5.6.
Example 5.7. Let g be a complex simple Lie algebra, h be its Cartan subalgebra, ∆ be its root system and ∆ + ⊂ ∆ be the set of positive roots (with respect to some fixed order). For α ∈ ∆, let g α ⊂ g be the corresponding root space. Put n ± = ⊕ α∈∆ + g ±α , b ± = h + n ± . Then we have g = b + + n − as decomposition of two subalgebras. Let P b + : g → b + ֒→ g and P n − : g → n − ֒→ g be the projections onto the subalgebras b + and n − respectively. Then −P b + and −P n − are RotaBaxter operators of weight 1. Define new operations on g as follows:
By Corollary 5.6, ([, ], • b + ) defines a PostLie algebra structure on g. If
is a basis of g, then the PostLie operations defined by Eq. (67) can be computed as follows:
Similarly, with the same bracket [ , ] and with
The following result is interesting considering the importance of Baxter Lie algebra in integrable systems [10, 43] .
Corollary 5.8. Let (g, R) be a Baxter Lie algebra, that is, R : g → g satisfies Eq. (27) . Define the following operations on the underlying vector space of g by
Proof. From the discussion at the end of Section 2.3, we show that (R ± 1)/(∓2) both are RotaBaxter operators of weight 1. So the conclusion follows from Corollary 5.6.
By Corollary 3.10 and Theorem 5.4, we also obtain the following close relation between quasitriangular Lie bialgebras and PostLie algebras. Since the center of g is zero, f is a Rota-Baxter operator of weight 1.
Remark 5.11. In fact, the above conclusion can be extended to a Lie algebra g satisfying that the center of g is zero and every derivation of g is inner (such a Lie algebra is called complete [37] ). On the other hand, note that f is a Rota-Baxter operator of weight 1 if and only if R = 2 f + 1 is an extended O-operator with extention id : g → g of mass −1, i.e., R satisfies Eq. (27) . In particular, the classification of the linear maps satisfy Eq. (27) for every complex semisimple Lie algebra was given in [43] .
Dendriform trialgebras and PostLie algebras: a commutative diagram.
Dendriform dialgebras [35] and trialgebras [36] are introduced with motivation from algebraic K-theory and topology. Dendriform dialgebras are known to give pre-Lie algebras. We will show that a more general correspondence holds between dendriform trialgebras and PostLie algebras. According to [36] , the product given by x ⋆ y = x ≺ y + x ≻ y + x · y defines an associative product on A. Moreover, if the operation · is trivial, then a dendriform trialgebra is a dendriform dialgebra [35] . Proof. We will only prove Axiom (62). The other axioms are similarly proved. For any x, y, z ∈ A, we have
It is easy to see that Eq. (63) Our primary goal in this section is to apply our study of PostLie algebras in Section 5 to study integrable systems. To construct non-abelian generalized Lax pairs, we formulate the setup of a triple Lie algebra that is consistent with the classical r-matrix approach to integrable systems [13, 28, 43] . We then show that new situations where this setup applies are provided by PostLie algebras from Rota-Baxter operators on complex simple Lie algebras.
6.1. Triple Lie algebra and a typical example of non-abelian generalized Lax pairs. We introduce the following concept to obtain self-dual nonabelian generalized Lax pairs. In particular, setting ξ = r(w), w ∈ k, then the curvature tensor is covariantly constant which in turn is equivalent to the Lie group K R being an affine locally symmetric space.
