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Abstract
A full analogy of the celebrated Sharkovsky cycle coexistence theorem is established for lower semicontinuous (multivalued)
maps on metrizable linear continua. This result is further extended to triangular maps.
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1. Introduction
There exists a large variety of generalizations of the Sharkovsky cycle coexistence theorem (see, e.g., [3, Remarks
and comments to Chapter III.9]). The standard (classical) version [21] deals with continuous (single-valued) functions
on the real line, and particularly with interval maps. By means of a new ordering of positive integers, called now
Sharkovsky’s ordering, namely
3  5  7  9  · · ·  2 · 3  2 · 5  2 · 7  2 · 9  · · ·  22 · 3  22 · 5  22 · 7  22 · 9  · · ·
 2n · 3  2n · 5  2n · 7  2n · 9  · · ·  2n+1 · 3  2n+1 · 5  2n+1 · 7  2n+1 · 9  · · ·
 2n+1  2n  2n−1  · · ·  22  2  1
a forcing relationship was established among the periods that the function can possess.
The mentioned generalizations concern both the related space and the regularity of the respective functions.
For instance, according to [22], the real line or its subinterval can be replaced, with the same Sharkovsky order-
ing, by a connected linearly ordered topological space (i.e. by a linear continuum), while continuous functions can
be replaced by any (possibly discontinuous) derivative (cf. [23]). Although the Sharkovsky phenomenon is strictly
one-dimensional, it can be generalized to maps exhibiting triangular structure (cf. [19]). As observed more recently
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(coprime periods) to similar results as in the one-dimensional case.
On the other hand, our results for multivalued M-maps, applicable also to scalar differential equations or inclusions,
hold with at most two detectable exceptions (cf. [8]). Based on a series of our papers [2,4–7] and [23], we were able
to establish generalizations in the two following directions.
Theorem 1. (See [8].) Assume that ϕ : L˜ L˜ is an upper semicontinuous mapping (cf. Section 2 below) with non-
empty, compact and connected values of the form
ϕ = (ϕ1, . . . , ϕN), ϕi(x1, . . . , xN) = ϕi(x1, . . . , xi), i = 1, . . . ,N,
where L˜= L1 × · · · ×LN is a Cartesian product of connected linearly ordered topological spaces Li , i = 1, . . . ,N,
N ∈N. If N > 1, we suppose that LN is a closed interval.
Let ϕ : L˜ L˜ has an n-orbit, where n = q · 2m, m ∈ N0 = N ∪ {0}, and q is odd, and let n be maximal in the
Sharkovsky ordering.
(1) If q > 3, then ϕ has a k-orbit, for every k  n, possibly except k = 2m+2.
(2) If q = 3, then at least one of the following cases occurs:
(i) ϕ has a k-orbit, for every k  n, possibly except k = 3 · 2m+1,2m+2,
(ii) ϕ has a k-orbit, for every k  n, possibly except k = 2m+1.
(3) If q = 1, then ϕ has a k-orbit, for every k  n.
Theorem 2. (See [10].) Let ϕ : R R be a multivalued map whose graph Γϕ is a finite composition of connectivity
Gδ-relations with closed values, i.e. of maps with connected values whose graphs are connected and can be expressed
as a countable intersection of open subsets in R2. Furthermore, assume that the values of all iterates of ϕ are closed.
If ϕ has an n-orbit, n ∈ N, then it also has a k-orbit, for any k  n, with at most two exceptions. These possible
exceptions can be detected exactly in the same way as in Theorem 1.
As already pointed out, for single-valued maps, both Theorems 1 and 2 hold with no exceptions. In fact, if a single-
valued continuous mapping f : L˜ → L˜ admits an n-orbit, n ∈ N, then it also admits a k-orbit, for any k  n. For
N = 1, we thus obtain Schirmer’s Theorem 3 below, while for L˜ = I1 × · · · × IN , where Ii ⊂ R, i = 1, . . . ,N , are
compact intervals, we have Kloeden’s theorem [19]. Similarly, let f :R→R be a finite composition of single-valued
maps whose graphs are connected and can be expressed as a countable intersection of open subsets in R2. If f has an
n-periodic point, then it also has a k-periodic point, for any k  n, which is nothing else but Szuca’s theorem [23].
Both Theorems 1 and 2 hold particularly for M-maps ϕ : R R, i.e. for upper semicontinuous maps with non-
empty values which are either single points or compact intervals. The two possible exceptions for M-maps are
witnessed by counter-examples (see [2,5]). For instance, period 3 need not imply periods 2,4,6, but not at the same
time, because either period 2 or periods 4, 6 must occur. For an M-map which is specially a minimal cusco, i.e. its
graph does not (strictly) contain a subgraph of another M-map, period 3 can still be shown (cf. [8]) to imply period 2,
but not necessarily periods 4, 6.
It follows from the e-mail discussion [18] with Professor Robert Israel (University of British Columbia, Vancouver,
BC, Canada) that the graph Γϕ of a (multivalued) lower semicontinuous map ϕ : R R such that ϕ(x) is either a
single point or a closed (bounded) interval, for any x ∈ R, is a Gδ-set. Since the set Γϕ can also be shown to be
connected, ϕ satisfies the assumptions of Theorem 2, and so we can state
Corollary 1. Let ϕ : R R be a lower semicontinuous map (cf. Section 2 below) whose values are either single
points or compact intervals and such that all the iterates of ϕ have closed values. If ϕ has an n-orbit, n ∈ N, then it
also has a k-orbit, for any k  n, with at most two exceptions. These possible exceptions can be detected exactly in the
same way as in Theorem 1.
Proof. At first, let us repeat R. Israel’s arguments concerning the Gδ-structure of Γϕ. By the hypothesis, ϕ can be
expressed in the form
ϕ(x) = [A(x),B(x)], for all x ∈R.
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x ∈R: A(x) < c}= {x ∈R: ϕ(x)∩ (−∞, c) = ∅},{
x ∈R: B(x) > c}= {x ∈R: ϕ(x)∩ (c,∞) = ∅}
are open, and thus A(·) is upper semicontinuous and B(·) is lower semicontinuous (in the sense of single-valued
maps).
Let Q and N denote, as usual, the sets of rational and natural numbers, respectively. Note that, for a, y ∈ R, we
have
a  y if and only if ∀q ∈Q: a  q or q  y.
Thus, the graph Γϕ of ϕ can be written as
Γϕ =
{
(x, y) ∈R2: A(x) y  B(x)}= Cq ∩Dq,
where
Cq :=
{
(x, y) ∈R2: A(x) q or q  y},
and
Dq :=
{
(x, y) ∈R2: q  y or q  B(x)}.
But
Cq =
⋂
n∈N
{
(x, y) ∈R2: A(x) < q + 1
n
or q < y + 1
n
}
is a Gδ-set. Similarly, Dq is a Gδ-set, and so Γϕ is a Gδ-set as well.
Let us now show that Γϕ is connected. Choose two points A = (x1, y1) and B = (x2, y2) from the graph of ϕ. We
will show that there exists a path connecting A and B.
• If x1 = x2 = x, the connectedness of ϕ(x) implies that the line-segment AB is the desired path.
• If x1 = x2, we define ϕ˜ :RR in the following way:
ϕ˜(x) :=
{
y1, for x = x1,
y2, for x = x2,
ϕ(x), otherwise.
It is easy to see that ϕ˜ is lower semicontinuous with nonempty connected values. Consequently, by the Michael’s
selection theorem (see Proposition 1 below), there exists a continuous single-valued selection f : R → R (such
that Γf ⊂ Γϕ) which obviously satisfies f (x1) = y1 and f (x2) = y2. Then the restriction f [x1,x2] is the desired
path connecting A and B.
The remaing part of the proof follows directly from Theorem 2. 
Our main interest in this paper is to eliminate the exceptional cases in Corollary 1. For lower semicontinuous
maps, we shall be so able to obtain a full analogy of Schirmer’s theorem [22], by means of an appropriately modified
Michael’s selection theorem. On this basis, we shall also establish a further extension for triangular lower semicontin-
uous maps on a Cartesian product of metrizable linear continua (again without any exception) generalizing both the
results of Schirmer [22] and Kloeden [19]. Finally, we shall supply some comments and formulate an open problem
in the form of conjecture.
2. Preliminaries
In the entire text, all topological spaces will be Hausdorff and all multivalued maps will have nonempty values, i.e.
by ϕ : X Y, we mean ϕ : X → 2Y \ {∅}. We will collect definitions and important statements that will be needed in
the sequel.
We say that a linearly ordered set L with more than one point is a linear continuum (cf. [20]), whenever
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(ii) L is ordered densely, i.e. if x < y, then there exists z so that x < z < y,
(iii) L is endowed with the order topology by which L becomes a topological (Hausdorff) space.
It is well known (cf. [9]) that connected linearly ordered topological spaces (CLOSes) can be fully characterized
by conditions (i)–(iii). That is why we shall also denote a linear continuum shortly as CLOS.
Theorem 3. (See [22].) Let L be a CLOS and let f : L→ L be a continuous function. If f has an n-periodic point,
then f has also a k-periodic point, for every k  n.
An upper semicontinuous (u.s.c.) map ϕ : X Y, where X and Y are topological spaces, with nonempty, compact
and connected values is called an M-map. Let us recall that a multivalued mapping ϕ : X Y is upper semicontinuous
if ϕ−1(U) = {x ∈ X: ϕ(x) ⊂ U} is open in X, for every open subset U of Y .
A multivalued mapping ϕ : X Y is called lower semicontinuous at x ∈ Dom(ϕ), if for any sequence of elements
{xn}n∈N converging to x, there exists a sequence of elements yn ∈ ϕ(xn) converging to y. It is said to be lower
semicontinuous (l.s.c.) if it is lower semicontinuous at every point x ∈ Dom(ϕ). It is well known that ϕ : X Y is
l.s.c. if and only if ϕ−1(U) is closed in X, for every closed subset U of Y. In the proof of Corollary 1, we use the fact
that ϕ : X Y is lower semicontinuous if and only if the set {x: ϕ(x) ∩ U = ∅} is open in X, for any open subset U
of Y .
We say that a multivalued mapping ϕ is continuous if it is both upper semicontinuous and lower semicontinuous.
For more details concerning semicontinuous multivalued maps, we recommend the monographs [1,3,15,17].
Definition 1. Let X and Y be topological spaces. A lower semicontinuous mapping ϕ : X  Y with nonempty,
compact and connected values will be called an N -map. If ϕ is both lower semicontinuous and upper semicontinuous
(i.e. continuous), we shall call it an S-map.
Definition 2. By a k-orbit of a mapping ϕ, we mean a sequence {x1, . . . , xk} such that
(i) xi+1 ∈ ϕ(xi), for all i = 1, . . . , k − 1, x1 ∈ ϕ(xk), and
(ii) the orbit is not a product orbit formed by going p-times around a shorter m-orbit, where mp = k.
If still
(iii) xi = xj , for i = j ; i, j = 1, . . . , k, then we speak about a primary k-orbit.
An n-orbit of ϕ is called maximal (w.r.t. the Sharkovsky ordering) if ϕ has no k-orbit with k  n.
It will be convenient to consider a particular case of Theorem 1, for N = 1, which reads as follows.
Theorem 4. (See [8, Theorem 2].) Let L be a CLOS. Let an M-map ϕ : L L have an n-orbit, where n = 2m · q ,
m ∈N0, and q is odd, and let n be maximal in the Sharkovsky ordering.
(1) If q > 3, then ϕ has a k-orbit, for every k  n, possibly except k = 2m+2.
(2) If q = 3, then at least one of the following two cases occurs:
(i) ϕ has a k-orbit, for every k  n, possibly except k = 3 · 2m+1, 2m+2,
(ii) ϕ has a k-orbit, for every k  n, possibly except k = 2m+1.
(3) If q = 1, then ϕ has a k-orbit, for every k  n.
We may state Theorem 4 in the following more concise way.
Corollary 2. (See [8, Corollary 2].) Let L be a CLOS. If an M-map ϕ : L L has an n-orbit, then ϕ has also a
k-orbit, for every k  n, with the exception of at most two periods.
1136 J. Andres et al. / J. Math. Anal. Appl. 340 (2008) 1132–1144In the subsequent proofs, an important role will be played by a suitable modification of the following Michael
selection theorem.
Proposition 1 (Michael’s selection theorem). (See [1,3,17].) Let X be a metric space and Y be a Banach space. Let
ϕ : X Y be lower semicontinuous with closed, convex values. Then there exists f : X → Y, a continuous selection
from ϕ.
Remark 1. It is not possible to state Michael’s theorem for an N -mapping ϕ : L L, where L is an arbitrary CLOS.
This can be shown by the arguments given in [11]. Let k be an uncountable regular cardinal, and let Z(k) denote
the set of all sequences of ordinals less than k ordered lexicographically. It follows from [11, Proposition 9] and [11,
Theorem 10] that Z(k) is a CLOS and that Z(k) admits no continuous function f having the property that x < y,
but f (x) > f (y), for some x, y. Now, we choose arbitrary a, b,u, v ∈ Z(k) satisfying a < b, and u < v. We define a
multivalued mapping ϕ : Z(k) Z(k) by
ϕ(x) =
{ [a, b], for every x ∈ Z(k) \ {u,v},
b, for x = u,
a, for x = v.
Observe that ϕ is an N -mapping but, with respect to Baldwin’s considerations, there is no continuous selection from ϕ.
Remark 2. It is well known (see, e.g., [9]) that a CLOS is compact if and only if it has the first and the last element.
Lemma 1. (See [16].) A compact separable CLOS is homeomorphic to the unit interval.
Lemma 2. Let L be a compact CLOS. Then L is homeomorphic to the unit interval if and only if L is metrizable.
Proof. A compact metrizable CLOS is separable, and it suffices to use Lemma 1.
Conversely, if L is homeomorphic to the unit interval and f : L → [0,1] is the respective homeomorphism, we
define ρ(x, y) := |f (x)− f (y)|, for every x, y ∈ L. 
Example 1. Let us consider the ordered square L : [0,1] × [0,1], where
(x1, y1) (x2, y2), if y1 < y2 or (y1 = y2 and x1  x2).
By Remark 2, L is a compact CLOS. Considering the set L ∩ Q × Q, where Q is the set of all rational numbers,
one can easily check L to be separable, and so homeomorphic to the unit interval. Because of Lemmas 1 and 2, L is
metrizable.
The mentioned modification of Michael’s selection theorem which will be applied to N -maps reads as follows.
Proposition 2. Let L1,L2 be compact metrizable CLOSes and let ϕ : L1  L2 be an N -map. Then there exists a
continuous selection from ϕ.
Proof. According to Lemma 2, the spaces L1 and L2 are homeomorphic to the unit interval. Let g1 : L1 → [0,1]
and g2 : L2 → [0,1] be the respective homeomorphisms. Then g2 ◦ ϕ ◦ g−11 : [0,1] [0,1] is an N -map and, by
Proposition 1, there exists a continuous selection h : [0,1] → [0,1] from g2 ◦ϕ◦g−11 . Thus, g−12 ◦h◦g1 is a continuous
selection from ϕ. 
Corollary 3. Let L1,L2 be compact metrizable CLOSes and let ϕ : L1  L2 be an N -map. If (xi, yi) ∈ Γϕ (Γϕ de-
notes again the graph of ϕ), for i = 1,2, . . . , n, then there exists f : L1 → L2, a continuous selection from ϕ,
satisfying yi = f (xi).
Proof. Let ϕˆ : L1  L2 be defined by ϕˆ(x) = ϕ(x), when x = xi, for i = 1,2, . . . , n, and ϕˆ(xi) = {yi}, when i =
1,2, . . . , n. Then ϕˆ becomes an N -map and, applying Proposition 2, we obtain a selection from ϕ with the required
properties. 
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Lemma 3. (See [1,3,17].) Let X be a compact topological space, Y be a topological space, and let ϕ : X Y be an
upper semicontinuous mapping with compact values. Then ϕ(X) is compact.
Lemma 4. Let L be a metrizable CLOS. If an N -map ϕ : L L has a primary n-orbit, then ϕ has also a primary
k-orbit, for every k  n.
Proof. Suppose that {a1, a2, . . . , an} is the given n-orbit, and denote
a := min{a1, a2, . . . , an} and b := max{a1, a2, . . . , an}.
According to Lemma 3, ϕ([a, b]) is a compact set, and so Corollary 3 implies the existence of a continuous selection f
from the multivalued mapping ϕ, restricted to [a, b], satisfying ai+1 = f (ai), for i = 1,2, . . . , n−1, and a1 = f (an).
Thus, the existence of a primary k-orbit, for every k  n, follows from Theorem 3. 
A natural question arises whether the term “primary” in the previous statement can be omitted in both places of its
occurrence. We will give an affirmative answer to this question in the following section.
Note that, for M-maps, the following counter-example (compare to [2, Counter-example 3]) demonstrates that the
existence of a 5-(nonprimary)-orbit does not imply the existence of a 4-orbit.
Example 2. Let us consider the M-map ϕ : [0,4] [0,4] defined by (cf. Fig. 1)
ϕ(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
[1,2], for x = 0,
x + 2, for x ∈ (0,1),
[3,4], for x = 1,
3, for x ∈ (1,2],
−2x + 7, for x ∈ (2,3],
−x + 4, for x ∈ (3,4].
One can see that ϕ has a nonprimary 5-orbit {1,3,1,4,0}, but there is no 4-orbit, because 73 ,1,3 are the only fixed
points of ϕ4 and 7 = ϕ( 7 ), 1 /∈ ϕ(1) and 3 /∈ ϕ(3).3 3
1138 J. Andres et al. / J. Math. Anal. Appl. 340 (2008) 1132–1144Proposition 3. Let L be a CLOS, ϕ : L L be a multivalued mapping, and let ϕ have a nonprimary 3-orbit. Then ϕ
has also a k-orbit, for every k  3.
Proof. Suppose that {a, a, b} is the given nonprimary 3-orbit of ϕ. Then {a} is a fixed point of ϕ (i.e. a 1-orbit), and
{ a, . . . , a︸ ︷︷ ︸
(k−1)-times
, b}
is a k-orbit, for every k  2, k ∈N. 
We will also employ the following three lemmas from [6].
Lemma 5. (See [6, Lemma 2.1].) Let L be a CLOS, and let ϕ : I  L be an M-map, where I = [a, b] ⊂ L is a
compact interval. If there are points A ∈ ϕ(a) and B ∈ ϕ(b) such that a  A,B  b or a  A,B  b, then there
exists a fixed point of ϕ.
Lemma 6. (See [6, Lemma 2.2].) Let L be a CLOS, and let ϕ : L L be an M-map. Assume that Ik ⊂ L,
k = 0,1, . . . , n − 1, are closed intervals such that Ik+1 ⊂ ϕ(Ik), for k = 0,1, . . . , n − 1, and In = I0, which we
write as I0 → I1 → ·· · → In = I0. Then the nth iterate ϕn of ϕ (i.e. the n-fold composition of ϕ with itself ) has
a fixed point x0 with xk+1 ∈ ϕ(xk), xn = x0, where xk ∈ Ik , for k = 0,1, . . . , n− 1.
Lemma 7. (See [6, Lemma 2.3].) Let L be a CLOS, ϕ : L L be an M-map, and let there exist a, b ∈ L such that
a < b, A ∈ ϕ(a), B ∈ ϕ(b). If C ∈ [A,B], then there exists a point c ∈ [a, b] such that C ∈ ϕ(c).
3. Sharkovsky’s theorem for l.s.c. maps on linear continua
At first, we shall deal with S-maps.
Proposition 4. Let L be a metrizable CLOS, and let ϕ : L L be an S-map. If ϕ has an n-orbit, where n > 3 is an
odd integer, but no l-orbit with l  n, then ϕ admits a k-orbit, for each k  n.
Proof. It follows from Lemma 4 and Theorem 4 that it suffices to treat the case when the given orbit is nonprimary
and k = 4.
Let {x1, x2, . . . , xn} be the assumed nonprimary n-orbit. There is neither i ∈ {2,3, . . . , n − 2} such that xj = xj+i ,
for some j ∈ {1,2, . . . , n − 2}, nor more than one i ∈ {1,2, . . . , n − 1} satisfying xi+1 = xi , because otherwise we
would obtain a shorter odd orbit. This is, however, a contradiction with the assumption of the maximality of n.
So, it suffices to examine an n-orbit ordered, without any loss of generality, as {x1, x2, . . . , xn−1, x1}, where xi = xj ,
for i = j ; i, j ∈ {1,2, . . . , n− 1}. We put p = n− 1.
We can assume that x1 = 0 and x1 < x2 (the remaining cases can be obtained by translation and reflection, respec-
tively). Furthermore,
xi /∈ [x1, x2], for every i ∈ {3,4, . . . , p − 1},
because otherwise we have either an odd orbit {x1, xi, xi+1, . . . , xp} or an odd orbit {x1, x1, xi, xi+1, . . . , xp}, depend-
ing on the value of i. This is, however, a contradiction with the assumption of the maximality of n.
It also holds that
sgn(xi) = sgn(xi+1) implies sgn(xi+2) = sgn(xi),
for every i ∈ {2,3, . . . , p − 2}. Indeed, suppose the contrary, i.e. that there exists an i ∈ {2,3, . . . , p − 2} with the
property sgn(xi) = sgn(xi+1), and sgn(xi+2) = sgn(xi). Then consider
[x1, x2] → [x2, x3] → · · · → [xi+1, xi+2] → [x1, x2],
when i is even, or
[x1, x2] → [x1, x2] → [x2, x3] → · · · → [xi+1, xi+2] → [x1, x2],
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For i ∈ {3,4, . . . , p − 2}, applying Lemma 6 and taking into account that
[xi, xi+1] ∩ [x1, x2] = ∅,
we obtain a shorter odd orbit. For i = 2, using Lemma 6, one has either a 3-orbit or x2 ∈ ϕ(x2) which allows us to
consider an a ∈ (x1, x2) such that
[x1, a] → [a, x2] → [x2, x3] → [x1, x2].
Using Lemma 6 again, we have a 3-orbit. In all the previous cases, we obtain a contradiction with the assumptions
imposed on n.
Now, the proof splits into the following cases. We show that only Case 3 can occur, because Cases 1 and 2 imply
the existence of odd shorter orbits, which is again a contradiction.
Case 1. xi > x2, for every i ∈ {3,4, . . . , p}. There are two possibilities:
(i) xp > xp−1. Using xp ∈ ϕ(xp−1), x1 ∈ ϕ(xp), xp > xp−1, and Lemma 5, there exists a ∈ [xp−1, xp] such that a is
a fixed point of ϕ. If a = xp , then we have a 3-orbit {xp, xp, xp−1} (we note only that the convexity of ϕ(xp) and
x1 ∈ ϕ(xp), xp ∈ ϕ(xp) yield xp−1 ∈ ϕ(xp)). If a ∈ (xp−1, xp), then we can consider
[x1, xp−1] → [xp−1, a] → [a, xp] → [x1, xp−1],
and apply Lemma 6 to complete the proof. Finally, we discuss the case a = xp−1. Due to Lemma 7, there exists
b ∈ [xp−1, xp] such that x2 ∈ ϕ(b). Subsequently, we have an odd (p − 1)-orbit {xp−1, b, x2, x3, . . . , xp−2}.
(ii) xp < xp−1. It is clear that there exists j ∈ {2,3, . . . , p − 2} such that xj < xp < xj+1. Considering
[x1, xj ] → [x1, xj ] → [xj , xp] → [x1, xj ],
we obtain either a 3-orbit of ϕ or xj ∈ ϕ(xj ). In the latter case, the convexity of ϕ(xj ) and xj+1 ∈ ϕ(xj ) im-
ply xp ∈ ϕ(xj ), and we have either a (j + 1)-orbit {x1, x2, . . . , xj , xp}, when j is even, or a (j + 2)-orbit
{x1, x1, x2, . . . , xj , xp}, when j is odd.
Case 2. xi < 0, for every i ∈ {3,4, . . . , p}. If x3 < xp , then there exists ε ∈ (xp, x1) satisfying [ε, x1] ⊂ ϕ[x3, xp].
Considering
[x3, xp] → [ε, x1] → [x1, x2] → [x3, xp]
and applying Lemma 6, we obtain a 3-orbit. Otherwise, there are two possibilities again:
(i) xp < xp−1. We can proceed as in Case 1. So, using xp ∈ ϕ(xp−1), x1 ∈ ϕ(xp), xp < xp−1 and Lemma 5, there
exists a ∈ [xp, xp−1] such that a is a fixed point of ϕ. If a = xp , then we have the 3-orbit {xp, xp, xp−1}. If
a ∈ (xp, xp−1), then we consider
[xp−1, x1] → [a, xp−1] → [xp, a] → [xp−1, x1],
and apply Lemma 6 to complete the proof. Finally, we discuss the case a = xp−1. Due to Lemma 7, there exists
b ∈ [xp, xp−1] such that x3 ∈ ϕ(b). Subsequently, we have an odd (p−1)-orbit {xp−1, xp−1, b, x3, x4, . . . , xp−2}.
(ii) xp > xp−1. It is obvious that there exists j ∈ {3, . . . , p − 2} such that xj > xp > xj+1. Considering
[xj , x1] → [xj , x1] → [xp, xj ] → [xj , x1],
we obtain either a 3-orbit of ϕ or xj ∈ ϕ(xj ). In the latter case, we have either a (j + 1)-orbit {x1, x2, . . . , xj , xp},
when j is even, or a (j + 2)-orbit {x1, x1, x2, . . . , xj , xp}, when j is odd.
Case 3. sgn(xi) = − sgn(xi+1), for every i ∈ {2,3, . . . , p−1}. We redenote the set {x1, x2, . . . , xp} as {a1, a2, . . . , ap}
in such a way that the set {a1, a2, . . . , ap} is ordered as follows: ap−1 < · · · < a3 < a1 < a2 < · · · < ap . Now, consider
a map a : {x1, x2, . . . , xp} → {a1, a2, . . . , ap} such that a(xi) = aj if and only if aj = xi , whenever i, j ∈ {1,2, . . . , p}.
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[x2, al) such that
s
(
a−1(am)
)= min{s(a−1(ai)): i = 2,4,6, . . . , l − 2},
where s(xi) = xi+1, for every i = 2,4, . . . , l − 2.
It can be readily checked that [a1, ai+1] ⊂ ϕ[a1, ai], for every i ∈ {2,3, . . . , p − 1}. Subsequently, it holds
[a1, am] ⊂ ϕ[al−1, a1], [am+1, a1] ⊂ ϕ[a1, am], and [al−1, a1] ⊂ ϕ[am,al]. Moreover, it follows from the construc-
tion that [am,al] ⊂ ϕ[am+1, a1].
Now, we consider
[am,al] → [al−1, a1] → [a1, am] → [am+1, a1] → [am,al].
It follows from Lemma 6 that either ϕ has a 4-orbit or a1 ∈ ϕ(am) and am ∈ ϕ(a1). We show that, also in the latter
case, ϕ has a 4-orbit.
Since ϕ is lower semicontinuous at a1 and a1 ∈ ϕ(a1), and since there exists z ∈ ϕ(am+1) such that z > am, there
exists b1 ∈ [am+1, a1) satisfying am ∈ ϕ(b1). Since ϕ is lower semicontinuous at am and at al , [a1, am+1] ⊂ ϕ(am),
a1 ∈ ϕ(al), due to Lemma 7, we can find b3 ∈ (am, al) satisfying b1 ∈ ϕ(b3). Again, Lemma 7 yields the existence
of b2 ∈ [al−1, a1] such that b3 ∈ ϕ(b2). Since [al−1, a1] ⊂ ϕ(am), we have b2 ∈ ϕ(am). After all, we obtain a 4-orbit
{b1, am, b2, b3}. 
Before formulating Sharkovsky’s theorem for S-maps, we need the following lemmas.
Lemma 8. (See [6, Lemma 3.5].) Let L be a CLOS, ϕ : L L and g : L L be M-maps satisfying g = ϕl , where
l = 2s , for some s ∈N.
(1) If g has a q-orbit, where q is odd, then ϕ has also a q-orbit or an lq-orbit.
(2) If g has a q-orbit, where q = 2r , for some r ∈N, then ϕ has a 2r+s -orbit.
Lemma 9. (See [6, Lemma 3.6].) Let L be a CLOS, ϕ : L L and g : L L be M-maps satisfying g = ϕl , where
l ∈N, and let q ∈N. If ϕ has an lq-orbit, then g has an m-orbit, where m divides q and m = 1.
Lemma 10. (See [6, Lemma 3.7].) Let L be a CLOS, ϕ : L L and g : L L be M-maps satisfying g = ϕl , where
l ∈N, and let q be odd. If ϕ has an lq-orbit, then g has a q-orbit.
Now, we can state the announced theorem for S-maps.
Theorem 5. Let L be a metrizable CLOS. If an S-map ϕ : L L has an n-orbit, then ϕ has also a k-orbit, for every
k  n.
Proof. We can suppose that n = 2mq , where m ∈ N0 and q ∈ N, q = 1, is odd. We proceed by induction on N0. By
Lemma 4 and Propositions 3, 4, the assertion of the theorem is true, for m = 0. Assume that n = 2mq , m  1, and
that the existence of a 2sp-orbit, where s < m, s ∈ N0 and p ∈ N is odd, implies the existence of a k-orbit, for every
k  2sp.
Respecting the induction assumption, ϕ can be assumed to have no k-orbit, for any k = 2sp, where s ∈N0, s < m
and p ∈N is odd.
Let us consider a continuous multivalued mapping g : L L such that g = ϕ2m . By Lemma 10, g has a q-orbit.
According to Lemma 4 and Propositions 3 and 4, g has also a k-orbit, for every k  q . Subsequently, using Lemma 8
and the fact that ϕ has no odd orbit, we conclude that ϕ has a 2mp-orbit, for every odd p  q , and a 2r -orbit, for every
r ∈N, r m.
Furthermore, considering continuous multivalued mappings gk = g2k , for k = 1,2, . . . , respectively, we obtain
by Lemma 9 that gk = ϕ2m+k has a 3-orbit, for k = 1,2,3, . . . , respectively. Applying again Lemma 8 and the fact
that ϕ has no odd orbit, we conclude that ϕ has a 2m+kp-orbit, for p = 3, and for every p  3, p is odd, whenever
k = 1,2,3, . . . , respectively.
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Let us now generalize Theorem 5 for N -maps.
Theorem 6. Let L be a metrizable CLOS. If an N -map ϕ : L L has an n-orbit, then ϕ has also a k-orbit, for every
k  n.
Proof. We can suppose, without any loss of generality, that n is maximal in the Sharkovsky ordering. As in the proof
of Proposition 4, it suffices to treat, thanks to Lemma 4, the case when the given orbit is nonprimary. Further, if
{x1, x2, . . . , xn} is such a nonprimary orbit, then there is neither i ∈ {2,3, . . . , n − 2} such that xj = xj+i , for some
j ∈ {1,2, . . . , n− 2}, nor more than one i ∈ {1,2, . . . , n− 1} satisfying xi+1 = xi , because otherwise we would obtain
a shorter odd orbit, which is a contradiction with the assumption of the maximality of n.
So, it suffices to examine an n-orbit {x1, x1, x2, . . . , xn−1}. According to Corollary 3, there exists a continuous
selection f1 : L→ L such that
x1 = f1(x1), x3 = f1(x2), x4 = f1(x3), . . . , xn−1 = f1(xn−2) and x1 = f1(xn−1),
and a continuous selection f2 : L→ L satisfying
x2 = f2(x1), x3 = f2(x2), . . . , xn−1 = f2(xn−2) and x1 = f2(xn−1).
Now, let us consider an S-map F : L L such that F(x) = [f1(x), f2(x)] ⊂ ϕ(x), for every x ∈ L. Since F has
an n-orbit, an application of Theorem 5 completes the proof. 
4. Extension to triangular maps
Now, we shall still generalize Theorem 6 for triangular maps.
Let Li be a metrizable CLOS, for every i = 1, . . . ,N , and let L˜ = L1 × · · · × LN , N ∈ N, denote their Cartesian
product. If N > 1, we suppose that LN is a closed interval. Further, let ϕ : L˜ L˜ be a continuous mapping whose
values are either single points or closed intervals. Note that by a closed interval [a, b], where a = (a1, a2, . . . , aN),
b = (b1, b2, . . . , bN), ai, bi ∈ Li , for i = 1, . . . ,N , we mean the set{
x = (x1, . . . , xN) ∈ L˜: xi ∈ Li , ai  xi  bi, for every i = 1, . . . ,N
}
.
Let ϕ have the following triangular structure:
ϕ = (ϕ1, . . . , ϕN), ϕi(x1, . . . , xN) = ϕi(x1, . . . , xi), (1)
for every i = 1,2, . . . ,N.
We say that the difference inclusion
xn+1 ∈ ϕ(xn) (2)
has an n-orbit {x0, x1, . . . , xn−1}, whenever this orbit satisfies inclusion (2) with x0 ∈ ϕ(xn−1) and {x0, x1, . . . , xn−1}
is not a product orbit formed by going p-times around a shorter m-orbit, where mp = k.
Lemma 11. (See [8, Lemma 10].) Let us consider the difference inclusion (2) and the truncated inclusion
xˆn+1 ∈ ϕˆ(xˆn), (3)
where xˆ = (x1, x2, . . . , xN−1) and ϕˆ = (ϕ1, ϕ2, . . . , ϕN−1). If inclusion (3) has, for any p = 1,2, . . . , a p-orbit, then
the same is true for inclusion (2).
Theorem 5 can be generalized to triangular maps as follows.
Theorem 7. If ϕ (of the form (1)) has an n-orbit, then it also has a k-orbit, for every k  n.
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that N  2 and that the existence of an n-orbit of inclusion (3) implies the existence of a k-orbit, for every k n. Using
the previous induction assumption, we show the same for inclusion (2).
Hence, let {η0, η1, . . . , ηn−1} be an n-orbit of inclusion (2), where n = (2m + 1) · 2l , m ∈ N0, l ∈ N0, and n is
maximal in the Sharkovsky ordering. Then inclusion (3) has a p-orbit {ηˆ0, ηˆ1, . . . , ηˆp−1}, where
η0 = (ηˆ0, η0N ), η1 = (ηˆ1, η1N ), . . . , ηp−1 = (ηˆp−1, ηp−1N ),
ηp = (ηˆ0, ηpN ), . . . , ηn−1 = (ηˆp−1, ηn−1N ),
p = (2j + 1) · 2i divides n and 0 j m, 0 i  l.
A maximality argument yields that either p = n or j = 0. The first case can be verified immediately by Lemma 11.
Thus, it suffices to consider p = 2i .
By the induction assumption, inclusion (3) has the orbits related to the numbers
2i−1  2i−2  · · ·  2  1. (4)
Subsequently, according to Lemma 11, inclusion (2) has also the orbits related to the same numbers.
We define an S-map h : LN  LN by
h(xN) = ϕN
(
ηˆp−1, ϕN
(
ηˆp−2, . . . , ϕN
(
ηˆ0, xN
)
. . .
))
,
for all xN ∈ LN .
Relations
η1N ∈ ϕN
(
ηˆ0, η0N
)
, η2N ∈ ϕN
(
ηˆ1, η1N
)
, . . . , η
p
N ∈ ϕN
(
ηˆp−1, ηp−1N
)
,
and
η
p+1
N ∈ ϕN
(
ηˆ0, ηpN
)
, . . . , ηnN = η0N ∈ ϕN
(
ηˆp−1, ηn−1N
)
,
indicate that the difference inclusion
xn+1N ∈ h
(
xnN
) (5)
admits, in view of the form of h, an n
p
= (2m+ 1) · 2l−i -orbit. We note that n
p
is maximal in the Sharkovsky ordering
for inclusion (5). Indeed, the existence of a u-orbit, u  n
p
, of inclusion (5) yields the existence of a up-orbit of
inclusion (2). One gets that up  n, but it contradicts the maximality of n.
Applying Theorem 5, we obtain that inclusion (5) has also the orbits related to the numbers
(2m + 3) · 2l−i  (2m+ 5) · 2l−i  · · ·  2  1,
when m 1; and
2l−i−1  2l−i−2  · · ·  2  1,
when m = 0.
Let x0N,x
1
N, . . . , x
r−1
N be an r-orbit of inclusion (5) and define
ξ
sp
N = xsN ,
for s = 0,1, . . . , r − 1. Then we can find ξ sp+tN ∈ LN , for s = 0,1, . . . , r − 1, and t = 0,1, . . . , p − 1, satisfying
ξ
sp+t+1
N ∈ ϕN
(
ηˆt , ξ
sp+t
N
)
,
for s = 0,1, . . . , r − 1, and t = 0,1, . . . , p − 1, where p = 2i . Thus,{(
ηˆ0, ξ0N
)
,
(
ηˆ1, ξ1N
)
, . . . ,
(
ηˆp−1, ξp−1N
)
,
(
ηˆ0, ξpN
)
, . . . ,
(
ηˆp−1, ξ rp−1N
)}
is an rp-orbit of inclusion (2).
Repeating this argument, for every r for which inclusion (5) has an r-orbit, demonstrates that inclusion (2) has the
orbits related to the numbers
(2m + 3) · 2l  (2m + 5) · 2l  · · ·  2i+1  2i ,
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2l−1  2l−2  · · ·  2i+1  2i ,
when m = 0.
Summing up with (4), inclusion (2) has a k-orbit, for every k  n. 
Lemma 12. Let Li be a compact metrizable CLOS, for every i = 1, . . . ,N , and let L˜ = L1 × · · · × LN , N ∈ N. If
ϕ : L˜ L˜ is an N -mapping, then there exists f : L˜→ L˜, a continuous selection from ϕ.
Proof. Since every Li is homeomorphic to the unit interval, the set L˜ is homeomorphic to [0,1]n (i.e. to the Cartesian
product [0,1] × · · · × [0,1]).
Let g : L˜→ [0,1]n be the respective homeomorphism. Then g ◦ ϕ ◦ g−1 : [0,1]n [0,1]n is an N -mapping and,
by Proposition 1, there exists a continuous selection h : [0,1]n → [0,1]n from g ◦ ϕ ◦ g−1. Then g−1 ◦ h ◦ g is a
continuous selection from ϕ. 
The following theorem is the most general statement in this paper preserving fully (i.e. with no exceptions) the
Sharkovsky ordering.
Theorem 8. Let Li be a metrizable CLOS, for every i = 1, . . . ,N , and let L˜= L1 × · · · × LN , N ∈ N. If N > 1, we
suppose that LN is a closed interval. Further, let ϕ : L˜ L˜ be a lower semicontinuous mapping whose values are
either single points or closed intervals. Let ϕ possess the triangular structure (1). If ϕ has an n-orbit, then ϕ has also
a k-orbit, for every k  n.
Proof. As in the proof of Lemma 4, we can again restrict ourselves to a closed interval.
We can suppose that n is maximal in the Sharkovsky ordering. As in the proof of Theorem 6, it suffices to treat, due
to Theorem 7 and Lemma 12, the case when the considered n-orbit takes the form {x1, x1, x2, . . . , xn−1}. According
to Lemma 12, there exists a continuous selection f1 : L˜→ L˜ such that
x1 = f1(x1), x3 = f1(x2), x4 = f1(x3), . . . , xn−1 = f1(xn−2) and x1 = f1(xn−1),
and a continuous selection f2 : L˜→ L˜ satisfying
x2 = f2(x1), x3 = f2(x2), . . . , xn−1 = f2(xn−2) and x1 = f2(xn−1).
Now, let us consider an S-map F : L˜ L˜ such that F(x) = [f1(x), f2(x)] ⊂ ϕ(x), for every x ∈ L˜. Since F has
an n-orbit, an application of Theorem 7 completes the proof. 
5. Concluding remarks and an open problem
Since Michael’s selection theorem seems to be valid only for metrizable spaces (see Proposition 2), it is a question,
whether or not Theorem 8 holds as well for nonmetrizable CLOSes, i.e. without an explicit application of Michael’s
selection theorem.
We also conjecture that the following generalization of Theorems 1 and 2 is true.
Conjecture 1. Let L˜ := L1 × · · · × LN be the Cartesian product of CLOSes Li , i = 1, . . . ,N , N ∈ N. If N > 1,
we suppose that LN is a closed interval. Assume that ϕ : L˜ L˜ is a multivalued map whose graph Γϕ is a finite
composition of connectivity Gδ-relations with closed values and such that the values of all iterates of ϕ are closed.
Assume, furthermore, that ϕ has the triangular structure (1).
Let ϕ : L˜ L˜ has an n-orbit, where n = q · 2m, m ∈ N0 = N ∪ {0}, and q is odd, and let n be maximal in the
Sharkovsky ordering.
(1) If q > 3, then ϕ has a k-orbit, for every k  n, possibly except k = 2m+2.
(2) If q = 3, then at least one of the following cases occurs:
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(ii) ϕ has a k-orbit, for every k  n, possibly except k = 2m+1.
(3) If q = 1, then ϕ has a k-orbit, for every k  n.
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