Abstract. We study the question to what extent spectral information of a Schrödinger operator on a finite, compact metric graph subject to standard or δ-type matching conditions can be recovered from the corresponding Titchmarsh-Weyl function on the boundary of the graph. In contrast to the case of ordinary or partial differential operators, the knowledge of the Titchmarsh-Weyl function is in general not sufficient for recovering the complete spectrum of the operator (or the potentials on the edges). However, it is shown that those eigenvalues with sufficiently high (depending on the cyclomatic number of the graph) multiplicities can be recovered. Moreover, we prove that under certain additional conditions the Titchmarsh-Weyl function contains even the full spectral information.
Introduction
Quantum graphs, i.e. differential operators on metric graphs, provide mathematical models for a wide range of problems in physics and engineering such as, e.g., quantum wires, photonic crystals, or thin waveguides; see the recent monograph [3] and the references therein. Therefore their investigation has been a very active field of research in recent time. Amongst others, there is a strong interest in inverse problems for quantum graphs, see, e.g, [1, 4, 6, 7, 10, 17, 21] for a small selection.
It is a question of particular interest how much information on a Schrödinger operator on a finite, compact metric graph G with an integrable potential q : G → R can be recovered from the Titchmarsh-Weyl function corresponding to the Schrödinger equation on the graph. The Titchmarsh-Weyl matrix function M V for a given set of boundary vertices V = {v 1 , . . . , v m } ⊂ ∂G of the graph is defined by the relation
. . .
where f µ is any square-integrable function on G with −f ′′ µ + qf µ = µf µ on each edge such that f µ is continuous at each vertex and satisfies ∂ ν f µ (v) = 0 at every vertex v which does not belong to V ; here ∂ ν f µ (v) denotes the derivative of f µ at v in the direction pointing outwards; see Section 2 for all details. The |V | × |V |-matrix M V (µ) is well-defined for each µ outside the purely discrete spectrum of the selfadjoint Schrödinger operator A in L 2 (G) acting as − d 2 dx 2 + q on each edge and equipped with standard (also called Kirchhoff) matching conditions at all vertices of the graph. The matrix function M V appears as a natural starting point of the inverse problem since it can be measured in boundary experiments; cf. [16] .
In contrast to the case of a Schrödinger operator on an interval or on a domain in R n , where the eigenvalues coincide with the poles of the corresponding Titchmarsh-Weyl function and its multiplicities equal the rank of the corresponding residue, in general the function M V does not contain the complete information of the Schrödinger equation on the graph. It does not determine the potential q or the spectrum of the selfadjoint operator A in L 2 (G) uniquely, except for very special cases such as, e.g., if G is a tree or if additional information is provided; cf. [1, 4, 8, 9, 15, 16] .
The aim of this paper is to study which parts of the spectrum of A can be recovered, nevertheless, from the knowledge of the Titchmarsh-Weyl function M V , depending on the choice of the vertex set V on which the boundary data is assumed to be available. Besides discussing several counterexamples, we prove two main positive results. In Theorem 3.5 we show that it is possible to recover from the Titchmarsh-Weyl function all eigenvalues with sufficiently large multiplicities. More precisely, we show that all those eigenvalues of A appear as poles of the Titchmarsh-Weyl function whose multiplicities are strictly larger than the cyclomatic number cyc(G) of G if V = ∂G or strictly larger than cyc(G) + |∂G| − |V | − 1 if V is a proper subset of ∂G; see Section 3 below for the details. In addition, we provide estimates which relate the multiplicity of a given eigenvalue λ of A to the rank of the residue of M V at λ. Moreover, in two corollaries we point out how the result reads for special choices of the graph or of the vertex set V . We remark that, in contrast to the Schrödinger equation on a single interval, eigenvalues with high multiplicities do appear in many cases.
The second main result treats the case where the Titchmarsh-Weyl function is given for a larger vertex set V which includes interior vertices; for an interior vertex v the term ∂ ν f µ (v) in (1.1) has to be understood as the sum of the derivatives at v of the restrictions of f µ to the edges attached to v. In Theorem 4.5 we assume that the set V contains all boundary vertices as well as, roughly speaking, the vertices which belong to the cycles of the graph; this is specified in a precise manner in Section 4 below. Under these assumptions we show that it is possible to recover from M V all eigenvalues of A and its multiplicities, provided that, additionally, a so-called non-resonance condition on the quantum graph is satisfied. For the special case of a graph with one cycle this condition appeared earlier in [15] ; cf. also [21] . If the potential is absent, that is, A acts as the Laplacian on G, the result reads as follows: If each two neighboring edges of G which belong to a cycle have rationally independent edge lengths then M V carries the full spectral information of A. A condition of this type seems natural; it is required, for example, in order to have a unique solution in the inverse problem of recovering the geometry of a metric graph from the spectrum of the corresponding Laplacian, see [17, 20] .
The results of this paper are not restricted to standard matching conditions. In fact, everything is carried out for the more general case of matching conditions of δ-type, where the standard conditions are contained as the special case that the strength of the δ-interaction is zero at each vertex. Moreover, we remark that the results do also remain valid for δ ′ -and further local vertex conditions, but we do not go into these details.
Let us mention that there are definitions of a Titchmarsh-Weyl function for quantum graphs which differ substantially from ours. For certain purposes it can be convenient to use the orthogonal sum of the Titchmarsh-Weyl functions of all the single edges instead of the function defined in (1.1). This leads to a function whose values are matrices of the much larger size 2r × 2r, where r is the number of edges of the graph. This larger matrix function does always contain the complete spectral information, see, e.g., [5] , but it does not at all reflect the connectivity of the graph and thus does not describe properly the physical situation.
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Quantum graphs with standard or δ-matching conditions and Titchmarsh-Weyl functions
In this paragraph we fix some notation and recall basic facts on selfadjoint Schrödinger operators on finite, compact metric graphs with standard and δ-type matching conditions. For further details we refer the reader to the recent monographs [3, 22] and to [12, 13, 14] and their references.
A finite, compact metric graph G is a collection of finitely many intervals
, with L j > 0, j = 1, . . . , r, with an equivalence relation on the set of endpoints of these intervals. The intervals I 1 , . . . , I r are called edges and the equivalence classes v 1 , . . . , v s of endpoints are called vertices. In the following we write o(I j ) for the vertex from which the edge I j originates, that is, the vertex which corresponds to the zero endpoint of I j , and t(I j ) for the vertex at which I j terminates, that is, which corresponds to the endpoint L j , j = 1, . . . , r. We say that I j and I k are adjacent edges if they are attached to a joint vertex. Moreover, we define the degree deg(v i ) of a vertex v i , i = 1, . . . , s, to be the cardinality of the equivalence class v i , that is, the number of edges attached to v i . Note that with this definition a loop, i.e. an edge I j with o(I j ) = t(I j ), counts twice for the calculation of the degree. We denote by ∂G the boundary of G, that is, the set of vertices of G with degree one.
A function f : G → C is understood as collection of r functions f j : I j → C, j = 1, . . . , r. Accordingly we set
equipped with the standard norm and inner product, where we denote the latter by (·, ·). Moreover, we say that a function f : G → C is continuous on G if f j : I j → C is continuous for j = 1, . . . , r and for each two adjacent edges I j and I k with joint vertex v i , i ∈ {1, . . . , s}, the values of f j and f k at v i coincide. If f is continuous on G we just write f (v i ) for the value of an arbitrary component of f at v i . Let q j ∈ L 1 (I j ) be real-valued functions, j = 1, . . . , r, and consider the Schrödin-ger differential expression on G formally given by
The selfadjoint operators under consideration associated with L satisfy vertex conditions of δ-type of the form f is continuous on G and
where α = (α 1 , . . . , α s ) is a vector with real entries, to be considered as the strength of the δ-interaction, and
if deg(v i ) = 1 then this expression reduces to one summand. In the particular case α = 0, (2.1) equals the usual standard (or Kirchhoff) matching conditions. For brevity let us set
The operators in L 2 (G) corresponding to the vertex conditions (2.1) are defined by
We collect basic properties of A α in the following proposition. They can be shown by using standard techniques; cf. [3, Chapter 1].
Proposition 2.1. For each α ∈ R s the following assertions hold.
and semibounded below (with a lower bound depending on α and the potentials q j , j = 1, . . . , r).
(ii) The resolvent (A α − µ) −1 is compact for each µ ∈ C \ σ(A α ), where σ(A α ) denotes the spectrum of A α . In particular, σ(A α ) consists of isolated eigenvalues with finite multiplicities, which accumulate to +∞.
−1 is a meromorphic operator function with poles of order one precisely at the eigenvalues of A α .
We remark that, in contrast to the case of a Schrödinger operator on a single interval, the operators A α can have eigenvalues with high multiplicities, depending on the geometry of the graph and the choice of the potentials, see, e.g., [11] .
Let us next come to the definition of the Titchmarsh-Weyl function corresponding to the operator A α in (2.2). For this we make use of the following lemma.
Lemma 2.2. Let α ∈ R
s and let A α be the selfadjoint operator in (2.2). Then for each µ ∈ C \ σ(A α ) and each h ∈ C s there exists a unique solution f µ of the differential equation
Proof. Let µ and h be fixed as in the statement of the lemma. For the uniqueness,
and the vertex conditions (2.3). Then f
For the existence let f ∈ L 2 (G) ∩ AC 2 (G) be an arbitrary continuous function on G with Lf ∈ L 2 (G) and
and define
It is a consequence of the previous lemma that the following definition makes sense. We introduce the (matrix-valued) Titchmarsh-Weyl function acting on an arbitrary subset of the vertex set of G. Definition 2.3. Let V := {v i1 , . . . , v im } be a nonempty subset of the set of vertices of G. Moreover, let α ∈ R s and let A α be defined as in (2.2). Then the TitchmarshWeyl function M V,α is defined via
where
If α = 0 and V contains all vertices of G then M V,0 (µ) is the Neumann-to-Dirichlet map for the differential expression L − µ on G. We remark that often the Titchmarsh-Weyl function is considered to be the function µ → (M V,α (µ)) −1 , which, clearly, carries the same spectral information as our function M V,α . However, in order to formulate our main results the latter will turn out to be more convenient.
In the following proposition we collect further properties of M V,α and establish its basic connection to the eigenvalues of A α . Here and further on we write Res λ M V,α for the residue of the (analytic) matrix function M V,α at some λ ∈ R, with the reasonable convention Res λ M V,α = 0 if M V,α is either analytic at λ (i.e. λ ∈ R \ σ(A α )) or can be continued analytically into λ.
Proposition 2.4. Let V = {v i1 , . . . , v im } be a nonempty set of vertices of G. Moreover, let α ∈ R s and let A α be defined in (2.2). Then the matrix function µ → M V,α (µ) in Definition 2.3 is analytic on C \ σ(A α ) and each (non-removable) singularity of M V,α is a pole of order one. Moreover, for each λ ∈ R the linear mapping
Proof.
Step 1. In this first step we establish the identity
is the solution operator which is defined by the identity
. . , i m ; note that S ζ is well-defined for each ζ ∈ C \ σ(A α ) by Lemma 2.2. In order to verify (2.5), let ζ, µ ∈ C \ σ(A α ) and h, k ∈ C m . First of all, define a function
Integration by parts yields for f = S µ h and g = S ζ k
On the other hand, taking into account that
where (·, ·) C m denotes the inner product in C m . From this and the equations (2.6) and (2.7) we conclude
As h, k ∈ C m were chosen arbitrarily the identity (2.5) follows.
Step 2. In this second step we verify the assertions of the proposition. Since the operator function µ → (A α − µ) −1 is analytic on C \ σ(A α ) and its only singularities are poles of order one, by means of (2.5) the same holds for the matrix function M V,α . It remains to show the identity ran γ λ = ran Res λ M V,α for λ ∈ R. For this let λ ∈ R and let P λ be the orthogonal projection in
where we have used an integration by parts as in the equations (2.7) and (2.8) above and the facts that
With this knowledge and the fact that the orthogonal projection in
−1 we obtain from (2.5)
The assertion on ran γ λ follows from (2.10) if we can verify
where ⊖ denotes the orthogonal complement in ker(A α − λ). Since γ λ is an isomorphism between ker(A α − λ) ⊖ ker γ λ and ran γ λ , the identity (2.11) follows and proves ran γ λ = ran Res λ M V,α . Finally, the claimed expression for dim ker(A α − λ) is an immediate consequence of this.
We remark that the proof of the preceding Proposition is inspired by more abstract considerations involving so-called Weyl or Q-functions and their relations to spectral properties of corresponding selfadjoint operators; see [18] as well as, e.g., the more recent contributions [2, 19] .
3. Recovering the spectrum from the Titchmarsh-Weyl function on the boundary
In this section we study the question to what extent the spectrum of a quantum graph subject to standard or δ-type matching conditions can be recovered from the knowledge of the associated Titchmarsh-Weyl function on the boundary or on parts of the boundary of G.
Let us start with three examples, which show that, in general, not the complete spectral data can be recovered from the Titchmarsh-Weyl function on ∂G. The first one illustrates the situation when a cycle is present. Figure 1 . We assume further Figure 1 . The metric graph G in Example 3.1 with a loop and an irrational ratio of edge lengths.
that L is the Laplacian on G, that is, q 1 = q 2 = 0 identically, and that the vertex conditions are standard, that is, 
Together with the matching condition at v 1 it follows that either f 1 = 0 or f 1 is an eigenfunction of the Neumann Laplacian on [0, L j ] with eigenvalue λ. In the latter case it follows
for some l ∈ N , which implies L1 L2 ∈ Q, a contradiction. Thus f 1 = 0 identically. Moreover, the continuity condition at v 2 requires f 2 (0) = f 2 (L 2 ) = f 1 (L 1 ) = 0, which leads to a 2 = 0. Hence
In particular, we have γ λ f = f (v 1 ) = 0 for each f ∈ ker(A 0 − λ) with γ λ defined in (2. Figure 2 . The star graph G in Example 3.2.
that M V,0 can be continued analytically into λ = 1, that is, the eigenvalues λ = 1 is invisible for M V,0 .
We remark that in Example 3.2 the situation changes fundamentally if V contains at least two boundary vertices; cf. Corollary 3.7 below. In this case the matrix function M V,0 is able to detect all eigenvalues of A 0 with full multiplicities.
In the previous examples the choice of the specific edge lengths played a role, whereas the choice of the differential expression was restricted to the Laplacian. In the following we give another negative example, where the edge lengths are arbitrary, but a potential appears in the differential expression.
Example 3.3. Let G be the graph in Figure 1 with arbitrary edge lengths
. Let further k 0 ∈ {2, 4, . . . } be fixed and consider the (constant) potentials
is an eigenvalue of the operator A 0 . In fact, for f = f1 f2 ∈ ker(A 0 − λ) one concludes as in Example 3.1 that
As the differential equation reduces to −f
The latter is a contradiction, thus f 1 = 0. It follows further as in Example 3.1 that ker(A 0 − λ) is given by (3.1) and that M V,0 can be continued analytically into λ for V = ∂G = {v 1 }.
In order to formulate the main result of this section we recall the definition of the cyclomatic number of a finite graph. It is clear that this definition does not necessarily require compactness or a metric structure on the graph. The number cyc(G) is the minimal number of edges that must be removed from G in order to obtain a tree (i.e. a metric graph without cycles) which has the same number of connected components as G.
The following main result of this section states that the Titchmarsh-Weyl function for a vertex set V ⊂ ∂G can recover all eigenvalues with sufficiently large multiplicities, depending on the size of ∂G \ V and the cyclomatic number of G. Concerning the distinction between the cases V = ∂G and V = ∂G in the theorem we refer the reader to Remark 3.6 below. Proof. Throughout this proof we will assume without loss of generality that G is connected and has no vertices of degree two. If G is not connected then the same proof applies to each connected component of G. Furthermore, if G has vertices of degree two then the two edges attached to each such vertex can be joined to one edge and this procedure, due to the matching conditions (2.1), does neither change the multiplicity of an eigenvalue nor the cyclomatic number of G nor the cardinality of ∂G.
Note first that the assertion (i) is an immediate consequence of Proposition 2.4. Indeed, if λ is a pole of M V,α then Res λ M V,α = 0 and it follows from Proposition 2.4 that ker(A α − λ) = {0}. Hence λ is an eigenvalue of A α .
The following main part of this proof is divided into three steps and will lead to assertions (ii) and (iii). We elaborate the details only for the case V = ∂G; the case V = ∂G is completely analogous.
Step 1. Let λ ∈ R. It is the aim of this step to prove the following: If G is a finite, compact metric graph with cyc(G) = 0 (i.e. G is a tree) and V ⊂ ∂G with
holds, where γ λ,G,V = γ λ is defined as in Proposition 2.4. We prove this by induction over l := |∂G| − |V | ≥ 1. Let G and V as above such that l = 1. We have to prove dim ker γ λ,G,V = 0. Assume that there exists f ∈ ker γ λ,G,V with f = 0, that is, f j0 = 0 for some j 0 ∈ {1, . . . , r}. Since f j0 satisfies the differential equation −f ′′ j0 + q j0 f j0 = λf j0 on I j0 , it follows from the standard uniqueness theorem for solutions of linear ordinary differential equations that f j0 (L j0 ) = 0 or f ′ j0 (L j0 ) = 0. Thus, if t(I j0 ) is not a boundary vertex of G then the matching conditions (2.1) imply that there exists j 1 ∈ {1, . . . , r}, j 1 = j 0 , such that I j0 is attached to t(I j0 ) and f j1 = 0. Indeed, if f j0 (L j0 ) = 0 then, due to the continuity of f at t(I j0 ), we can choose an arbitrary edge I j1 attached to t(I j0 ) which is distinct from I j0 ; if f j0 (L j0 ) = 0 then f ′ j0 (L j0 ) = 0 and eqrefeq:MatchCond implies that we can choose I j1 different from I j0 such that f j0 has a non-vanishing derivative at t(I j0 ). By the same reasoning, if o(I j0 ) is not a boundary vertex of G then there exists j −1 ∈ {1, . . . , r}, j −1 = j 0 , such that I j−1 is attached to o(I j0 ) and f j−1 = 0. Without loss of generality we assume that t(I j−1 ) = o(I j0 ) and o(I j1 ) = t(I j0 ). If t(I j1 ) is not a boundary vertex of G then another application of the described procedure yields that there exists j 2 ∈ {1, . . . , r}, j 2 = j 1 , such that I j2 is attached to t(I j1 ) and f j2 = 0. Similarly, if o(I j−1 ) is not a boundary vertex of G then there exists j −2 ∈ {1, . . . , r}, j −2 = j −1 , such that I j−2 is attached to o(I j−1 ) and f j−2 = 0. Proceeding in the same way, since G is finite and does not contain cycles, there exist finite numbers n, p ∈ N such that o(I j−n ) and t(I jp ) are distinct boundary vertices and such that f j−n = 0 and f jp = 0. In particular, f (o(I j−n )) = 0 or ∂ ν f (o(I j−n )) = 0, and f (t(I jp )) = 0 or ∂ ν f (t(I jp )) = 0. On the other hand, f ∈ ker γ λ,G,V and |∂G| − |V | = l = 1 imply f (v) = ∂ ν f (v) = 0 for all but one v ∈ ∂G, a contradiction. Thus ker γ λ,G,V = {0}, which proves (3.2) for l = |∂G| − |V | = 1.
Let now l ≥ 1 such that (3.2) is satisfied whenever |∂G|−|V | = l. Moreover, let G and V be chosen in such a way that |∂G|−|V | = l+1 and let d := dim ker γ λ,G,V . We have to show that d ≤ l. In order to do so, let us choose a boundary vertex v i0 of G which does not belong to V with corresponding edge I j0 ; without loss of generality, v i0 = t(I j0 ). Furthermore, let us choose a basis
Since −f ′′ j0 +q j0 f j0 = λf j0 on I j0 , it follows that the functions ϕ (1) , . . . , ϕ (d) coincide, up to multiples, on I j0 . Thus, by taking linear combinations, we can achieve a new basis
belong to ker γ λ,G, V and are linearly independent. Hence
by the induction assumption, which leads to d ≤ l. Thus we have proved (3.2).
Step 2. Our aim in this step is to prove that
holds for any finite, compact metric graph G and each nonempty set V ⊂ ∂G with V = ∂G. We do this by induction over cyc(G). For cyc(G) = 0 this was already done in Step 1.
The following induction step is inspired by the proof of [11, Theorem 3.2]. Assume that for some k ≥ 0 the estimate (3.3) holds whenever cyc(G) = k. Furthermore, let G be a finite, compact metric graph with cyc(G) = k + 1 and let V ⊂ ∂G be nonempty with V = ∂G. Our aim is to show
Since cyc(G) = k + 1 ≥ 1 there exists an edge I j1 such that the graph G ′ obtained from G by removing the edge I j1 is still connected. In particular, o(I j1 ) and t(I j1 ) are both vertices of G of degree three or larger, so that they do not belong to ∂G ′ . Thus G and G ′ have the same number of vertices and the same boundary, but cyc(
there exists a basis of ker γ λ,G,V with at most one function being nonzero on I j1 , so that d − 1 basis functions belong to ker γ λ,G ′ ,V ; cf. Step 1. Then
by the induction assumption, which proves (3.4). If dim{f j1 : f ∈ ker γ λ,G,V } = 2 let χ (1) , . . . , χ (d) be a basis of ker γ λ,G,V , chosen in such a way that χ
Then the restrictions of the functions χ (2) , . . . , χ (d) to G ′ belong to ker(A ′ α − λ) and, hence, also to ker γ λ,G ′ ,V . Thus again (3.5) follows and we have proved (3.3).
Step 3. It remains to deduce from Step 2 the assertions (ii) and (iii) of the theorem. We do this for the case V = ∂G. If V = ∂G an analogous reasoning can be done. From Remark 3.6. Theorem 3.5 distinguishes the cases V = ∂G and V = ∂G. In fact, the larger the vertex set V gets, the more spectral information is contained in the Titchmarsh-Weyl function. However, this rule does not apply to the case that |∂G| − |V | = 1. If in this situation the only remaining boundary vertex is added to the set V then this does not automatically provide additional spectral information. For instance, in the case of a tree the complete spectral information is contained in the Titchmarsh-Weyl function already if |∂G| − |V | = 1, see Corollary 3.7 below. Thus no additional information can be obtained when the missing vertex is added.
We formulate two immediate corollaries of the previous theorem. The first one is known in the case α = 0; cf. [1, 9] , where in fact stronger results are proved. In the second corollary we emphasize the case of a metric graph with possible cycles, where V contains all but at most one boundary vertices.
Corollary 3.8. Let G be a finite, compact metric graph and let V ⊂ ∂G with |∂G| − |V | ≤ 1. Moreover, let α ∈ R s , let A α be the Schrödinger operator in (2.2), and let M V,α be the Titchmarsh-Weyl function in Definition 2.3. Then the following assertions hold for each λ ∈ R.
are satisfied.
The inverse problem for a larger vertex set
In this section we study the situation, where the knowledge of the TitchmarshWeyl function is available on a large vertex set V which may contain non-boundary vertices of G. We start with an example which shows that even if V contains all vertices of G the Titchmarsh-Weyl function does in general not contain the full spectral information. In the following we give another example, where certain eigenvalues are visible but the Titchmarsh-Weyl function does not exhibit their full multiplicities. Figure 3 . Moreover, let again L be the Laplacian on G and consider the selfadjoint operator A 0 subject to standard matching conditions at v 1 and v 2 . Let us choose V = {v 1 , v 2 }. It is easy to check that
, k = 0, 1, 2, . . .
In particular, the eigenvalue 0 has multiplicity one and all other eigenvalues have multiplicity two. Since the functions f (k) vanish at v 1 and v 2 , it follows that the operator γ λ in (2.4) has a one-dimensional range for λ = k 2 , k = 0, 1, 2, . . . , and Proposition 2.4 implies
Thus the poles of M V,0 coincide with the eigenvalues of A 0 , but it is not possible to read off the multiplicities of the eigenvalues from M V,0 .
In the following we provide a sufficient condition under which the TitchmarshWeyl function reflects all eigenvalues of A α with full multiplicities. This criterion requires the following definition. Note that each finite, compact graph is the union of its core and a collection of disjoint rooted trees whose roots are vertices of the core (but, of course, are not proper core vertices). The core of G is empty if and only if each connected component of G is a tree. In Figure 4 we illustrate an example of a graph, where the core is marked in black and the proper core vertices are drawn empty. Figure 4 . A graph with its core C marked in black and the proper core vertices drawn with empty dots.
C
In order to formulate the next theorem a further definition is needed; cf. also [15] .
Definition 4.4. Let G be a finite, compact metric graph with edges I 1 , . . . , I r and let q j ∈ L 1 (I j ) be real-valued, j = 1, . . . , r. Moreover, let C be the core of G.
(i) A number λ ∈ R is called a Dirichlet eigenvalue of an edge I j if λ is an eigenvalue of the selfadjoint operator −
(ii) A resonance is a number λ ∈ R such that there exist two adjacent edges of G which belong to the core C such that λ is a Dirichlet eigenvalue of both of these edges.
The following theorem is the main result of this section.
Theorem 4.5. Let G be a finite, compact metric graph and let V be a set of vertices of G which contains all boundary vertices and all proper core vertices of G. Moreover, let α ∈ R s , let A α be the Schrödinger operator in (2.2), and let M V,α be the Titchmarsh-Weyl function in Definition 2.3. Then for each λ ∈ R which is not a resonance the following assertions hold.
(i) λ is an eigenvalue of A α if and only if λ is a pole of M V,α .
(ii) dim ker(A α − λ) = rank Res λ M V,α .
Proof. Let λ ∈ R such that λ is not a resonance. Moreover, let the operator γ λ be defined as in (2.4). Assume there exists f ∈ ker γ λ \ {0}, that is, f ∈ ker(A α − λ), f (v i1 ) = · · · = f (v im ) = 0, where {v i1 , . . . , v im } = V , and f j0 = 0 on I j0 for some j 0 ∈ {1, . . . , r}. Then I j0 belongs to the core C of G. Indeed, we can decompose G into its core C and a collection of disjoint trees rooted at vertices of C. If G ′ is one of these trees then all but at most one vertices in ∂G ′ belong to ∂G; in particular, f (v) = 0 for all but at most one v ∈ ∂G ′ , and the same reasoning as in Step 1 of the proof of Theorem 3.5 yields that f vanishes identically on G ′ and, hence, on each of the trees. Since f is continuous this implies, moreover, f (v i ) = 0 for i = 1, . . . , s; in particular, f j0 vanishes at both endpoints of I j0 . Since f j0 = 0 and f j0 satisfies −f ′′ j0 + q j0 f j0 = λf j0 on I j0 it follows that f ′ j0 (0) = 0. Moreover, as f satisfies the matching condition ∂ ν f (o(I j0 )) = αf (o(I j0 )) = 0 and o(I j0 ) is not a boundary vertex, there exists j 1 ∈ {1, . . . , r} such that j 1 = j 0 , I j1 is adjacent to I j0 with joint vertex o(I j0 ) and belongs to C, and f j1 = 0. Thus λ is a Dirichlet eigenvalue of the two adjacent edges I j and I k , which means that λ is a resonance, a contradiction. It follows ker γ λ = {0} and Proposition 2.4 immediately leads to the assertions of the theorem.
Let us illustrate the choice of the vertex set V in the previous theorem by an example.
Example 4.6. The graph G in Figure 5 consisting of one cycle and three boundary edges attached to it was considered in [15] , where it was shown that the TitchmarshWeyl function for V = ∂G = {v 1 , v 2 , v 3 } determines the potentials on the edges of G uniquely, provided there are no resonances. As this graph does not possess proper core vertices, under the same conditions Theorem 4.5 yields the (weaker) result that on this graph the Titchmarsh-Weyl function determines all eigenvalues and its multiplicities. In the following corollary we observe that for the Laplacian on G the nonresonance condition of Theorem 4.5 can be rewritten as a condition on the edge lengths of the core of G.
Corollary 4.7. Let G be a finite, compact metric graph and let V contain all boundary vertices and all proper core vertices of G. Moreover, let L be the Laplacian on G, i.e., q j = 0, j = 1, . . . , r. Let α ∈ R s , let A α be the Schrödinger operator in (2.2), and let M V,α be the Titchmarsh-Weyl function in Definition 2.3. Assume that each two adjacent edges in the core of G have rationally independent edge lengths. Then the assertions of Theorem 4.5 hold for each λ ∈ R.
Proof. Let I j , I k be two adjacent edges in the core of G with edge lengths L j and L k . Then the Dirichlet eigenvalues for these edges are given by l 2 π 2 /L 2 j , l = 1, 2, . . . , and m 2 π 2 /L 2 k , m = 1, 2, . . . , respectively. Suppose there is a joint Dirichlet eigenvalue of I j and I k , that is,
Then L j /L k = l/m, which is rational, a contradiction. Thus Theorem 4.5 yields the claim.
