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評価を行った。表 1 に実験に用いた判決文に含まれる文章の数を示す。また、図 1 に人手によっ
 
訓練データ テストデータ 合計 
判決文 400 91 491 
判決文に含まれる 
文の総数 
95338 19290 114628 




訓練データによる機械学習には、リカレントニューラルネットワーク Bidirectional GRU(Gated 
Recurrent Unit)[1]によるモデルを用いた（図 2 参照）。図において、文１，文２は、入力データに
おいて、隣接する２つの文であり、w1,…,wt-1 は、各々の文における形態素の並びを表す。なお、
形態素は、形態素解析システム JUMAN++[2]を用いて分割した。また、図中で記号 hi は隠れ層
を表している。各々の文をニューラルネットワークによって抽象化した後、前後の文脈を考慮して、
各文に付けられるラベルを出力する。実行環境は Intel Core i5-7500T（2.7GHz, Quad Core）, 
16GB RAM, NVIDIA GeForce GTX1070 の Linux マシンであり、PyTorch によりモデルを実
装した。訓練データにより訓練したモデルにより、テストデータを評価したところ、4 分類で約 85%
の精度が得られた。 

















判断 原告 被告 その他
訓練例 42259 13832 9588 29659
テスト例 8919 2205 1872 6294
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