Abstract. We study first-and second-order epi-differentiability for integral functionals defined on L2[0, T], and apply the results to obtain first-and second-order necessary conditions for optimality in free endpoint control problems.
Introduction
The notion of epi-differentiability for nonsmooth functions with extended real values was introduced and developed by Rockafellar [12, 13] . He shows [12, Theorem 4.5 ] that a sufficient condition for f:Rm -> 1U {+00} to be twice epi-differentiable at the point x is the existence of a local representation f=goF in which F:Rm -yRd is a C2 mapping and g:Rd -> RU {+00} is a piecewise linear-quadratic convex function such that g(F(x)) is finite and a certain constraint qualification holds. Under these conditions / is called fully amenable at x. A large class of finite-dimensional optimization problems can be described in terms of fully amenable functions. Poliquin and Rockafellar [9, 10] develop a calculus of epi-derivatives and apply it to derive optimality conditions for certain mathematical programming problems.
Epi-differentiability has also been studied in reflexive Banach spaces. Do [5] treats convex integral functionals, while Cominetti [4] considers general amenable functions. A discussion of their results, of Noll's recent work [8] , and of Levy's concurrent research on the same topic [6] , appears at the end of Section 3.
In this paper, we study the epi-differentiability of the extended-valued functional y defined on L2([0, T];Rm) by first and second epi-derivatives of J7 can be expressed in terms of the epiderivatives of f(t, •)-effectively justifying the operation of "differentiating under the integral sign". This reduces our infinite-dimensional differentiation problem to a finite-dimensional one for which results are already available, and lets us obtain optimality conditions for minimization problems involving S. We also discuss the epi-differentiability of simple composite functionals involving J2", particularly Bolza functionals. We then apply our results to derive second-order necessary conditions for free endpoint control problems. Since epi-differentiability has a strong geometric foundation and can capture the local behavior of integral functionals near a given point, this method may also be useful in studying optimality conditions for problems with constraints on both endpoints.
We begin with some background material, then study the epi-differentiability of the nonconvex integral functional J7 , and finally apply our results to a Bolza functional.
Background material
We write R for the extended real line R U {+00} . Throughout this section, (X, || • ||) is a normed linear space; a function /: X -* E is called proper when its domain, the set domf = {x £ X : f(x) < +00} , is nonempty. In cases where X is finite-dimensional, we think of its elements as column vectors and the elements of X* (e.g., gradients and normal vectors) as row vectors.
Given an extended-real-valued function f on X and a point x in the domain of /, the first difference quotient for / at x is the function fx h:X -y R defined by f t"\ /(* + hy) -f(x) Jx,h\y) =-r-• The epi-differentiability of / at x is characterized by the equation (1) lim sup epi fx h = lim inf epi fx h = epi f'x.
hiO AJ-0 (Recall that for any g: X -> R, epi g -{(x, r) : x £ dom g, r > g(x)} .) We say that / is epi-dijferentiable at x if the first equation holds and the function f'x defined by the second equation obeys f'x{fS) > -00 . In this case the function f'x is lower semicontinuous and satisfies fx(0) = 0: it is called the epi-derivative of f at x. This is the Kuratowski-Painleve mode of epi-convergence, in which the strong topology is used throughout. Thus criteria (I) and (II) below are both equivalent to (1).
(I) For any y £ X and any sequence ht | 0 we have both (i) Any sequence y, -> y obeys liminf/_KX,/c,*i0'0 > fx(y) '■> and (ii) There exists a sequence y, -> y such that lim sup,^^ fx ^(y,) < fxiy)-(II) For all y € X, we have liminf inf fx<h(y') = limsup inf fXth{y') = fx(y) hlOy'->y hl0y-*y 
then the following equations hold for every x in X :
It follows from Attouch's theorem that if x £ dom / is a point where each difference quotient fxj, (h > 0) is proper and there exist r > 0 and yo £ X such that (2) infA,/!(y)>-Klly-y0||2 + l) Vys*, h>0 then the epi-derivative fx can be characterized as follows:
(III) limliminf^;,(y)= lim lim sup/? A 00 = £00 Vy £ X. Now suppose that / is epi-differentiable at x. A vector w £ X* is called an epi-gradient of f at x if (w ,y)< f'x(y) Vy e X.
The set of vectors w satisfying this condition is written df(x). For any w in df(x), the second difference quotient of / at x relative to w is the function fx,w,h'-X -* K defined by
The function / is called twice epi-differentiable at x relative to w with second epi-derivative fxw if the following equations hold with fxw(0) > -oo:
(3) lim sup epi fx, w, h = lim inf epi fx, ",, h = epi /" w.
Again, the first equation is the epi-differentiability criterion, while the second defines the function fx'w . There are alternative characterizations of fx\w , just as there are of f'x .
The simplest interesting class of epi-differentiable functions is the set of convex functions. Rockafellar [12] proves the following results. Suppose X = Rl and a: X -+ R is convex and finite-valued. Then a is epi-differentiable at any point a, where its epi-derivative coincides with the directional derivative
This is the support function of the set of epigradients do (a), which agrees with the usual subdifferential of convex analysis. A sufficient condition for the convex function o to be twice epi-differentiable at a is that it be piecewise linearquadratic near a, i.e., that some open cube centred at a admit a decomposition into finitely many polyhedral cells, in each of which o is either quadratic or affine. In this case any y in do (a) obeys Va£Rk, where Tc(a) is the usual closed convex cone of tangents to the set C at the point a . The epi-derivative is the support function of the normal cone (whose elements are row vectors) (6) Nc(a) = {C £ (Rk)* : (C, a -a) < 0 Va £ c} .
The second epiderivative of 4*c is sure to exist if C is polyhedral, i.e., the intersection of finitely many closed half-spaces. After proving the preceding statements about convex functions, Rockafellar [12] generalizes them to sums and smooth compositions. As before, let o: R1 -> R be a finite-valued convex function, and let C CRk be a closed convex set. Let F:Rm -> R' and G:Rm -y Rk be continuously differentiable, and consider the function
The domain of / is the set U = {u £ Rm : G(u) £ C}: we call points in U feasible. Associated with each feasible point u is the following constraint qualification:
(CQ) If n£Nc(G(u)) and nG'(u) = 0, then n = 0. This is well known as the dual form of the Mangasarian-Fromovitz constraint qualification. It implies that the tangent cone to U at u is (7) Tv(u) -{v £ Rm : G'(u)v £ Tc(G(u))}. We now quote Rockafellar [12, Theorem 4.5] , calling on the notation of (4)-
(V).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Theorem 2. If u is feasible and satisfies (CQ), then f is both epi-differentiable and (Clarke-) subdifferentially regular at u, with (8) fZ
The function f'u is the support function of the epigradient set
If in addition F and G are C2, o is piecewise linear quadratic, and C is polyhedral, then f is twice epi-differentiable at u relative to any w £ df(u),
where
is a nonempty, bounded, polyhedral convex set, and
is a polyhedral convex cone.
Note that the theorem's assertion of Clarke regularity implies that the epigradient set df(u) coincides with Clarke's generalized gradient of / at u (see [3] ), which is given in the regular case as the set of (row vectors) C for which
Epi-derivatives of Integral Functionals
Consider the following integral functional defined on L2([0, T];Rm):
Here the integrand has the form f(t, u) -o(F(t, u)) + *¥c(G(t, «)), where the functions F:[0, T] x Rm -► R; and G:[0, T] x Rm -^ R* are measurable in t and continuously differentiable in u, the function o is convex and finitevalued on R', and the set C in Rk is nonempty, closed and convex. We write U(t) = {u £ Rm : G(t, u) £ C} , and note that every u in L2 for which J^(u) is finite must obey u(t) £ U(t) almost everywhere. Throughout this section we deal with a fixed function u in L2 with J?(u) finite. Our main results are Theorem 3, which deals with first-order derivatives, and Theorem 5, which treats the second-order case.
In the remainder of the paper, we reserve the notation (• , •) for the inner product in L2; inner products in other spaces will be labelled explicitly, and finite-dimensional inner products will be indicated by simple juxtaposition. 
Then J^ is epi-differentiable at u, with epiderivative given by (see (8) (12) below is finite, then the equation itself is valid: (12) inf f f(t,u(t))dt= f inf f(t, u)dt.
Proof of Theorem 3. By hypothesis, the first difference quotient obeys the estimate below:
Thus J^u<h is proper and condition (2) holds. By criterion (III) in Section 2, the epi-differentiability of S at u is equivalent to (%) lim liminf J^A(v) = lim limsup^fv).
X->oo hlO I-»oo /no
For each A > 0, we have
Now o and 4*c are normal integrands, and (t, x) >-> (F, G)(t, u(t) + hx) is measurable in t and continuous in x, so the function (t, x) t-y ft,U(t),h(x) is a normal integrand by [11, Proposition 2N] . Note that taking x = 0 gives inf / \ft<u(thh(
We may therefore apply (12) to take the infimum under the integral sign above and deduce that Su\h{y) = f0TtfMl)th(v(t)) dt. But For any fixed t, the integrand on the right is nondecreasing as a function of X, and is bounded below by ki(t). Thus the monotone convergence theorem applies, to give
Similarly, we have
Combining these two inequalities confirms (t). □
Here is an immediate consequence of Theorem 3 in terms of epigradients.
Corollary 4. Under the conditions of 3, the set of epigradients of ^f at u is
Here df(t, u(t)) refers to the set of epigradients in u for fixed t; see (9) . Proof. If w £ L2 satisfies w(t) £ df(t, u(t)) a.e., then we havê
for any v in L2 , so w lies in d^f(u). On the other hand, if w belongs to d^f(u), then for any v £ L2 we have
Since gh is a normal integrand, it must be S? x 38 measurable. Therefore (/)JjM(,)(x), being the pointwise limit of gh(t, x), must also be S? x 38 measurable. It is also lower semicontinuous with respect to x by the definition of the epi-derivative. Thus (t, x) ^ (f)'t u(t)(x) is a normal integrand. By applying (12) Since the integrand here is obviously nonpositive (take v = 0), it must actually vanish for almost all /. That is, w(t) £ df(t, u(t)) almost everywhere. □ Now we turn to the second order epi-differentiability of J".
Theorem 5. Suppose both functions F and G are C2 in x, the convex function o is piecewise linear quadratic, and the set C is polyhedral. Suppose further that there exist c > 0 and <f> £ Lx[0, T] such that for almost all t in [0, T], the set U(t) is convex, the vector u(t) £ U(t) satisfies the constraint qualification (CQ), and for any y in do(F(t, u(t))) one has the growth condition
Then J^ is twice epi-differentiable at u. Its second epi-derivative relative to w in d^(u) is (see (10))
Jo Proof. Since w(t) is an epi-gradient of / at u(t), Theorem 2 provides y(t) £ do(F(t, u(t))) and n(t) £ Nc(G(t, u(t))) such that w(t) = y(t)F'(t,u(t)) + n(t)G'(t,u(t)).
Fix x in Rm. If u(t) + hx & U(t), then ft,U{t),w(t),h(x) -oo. Otherwise, the convexity of U(t) implies x 6 Tu(t)(u(t)), that is, G'(t, u(t))x £ Tc(G(t, u(t))), so n(t)G'(t, u(t))x < 0. Thus our assumed growth condition leads to the estimate
In either case, we have ft,U(t),w(t),h{x) > 4>(t) -c|x|2 for all x. Thus for any 0 < h < 1 and v £ L2, the second difference quotient J^iU))a(w) = So ft,u{t),w{t),h(v(t)) dt is at least JQT (j)(t) dt-c\\v\\l, which confirms the growth condition (2) of Attouch's theorem. By the second-order cognate of criterion (III) in Section 2, the second-order epi-differentiability of J7 at h relative to w is equivalent to License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Since ft,U(t),w(t),h(x) is a normal integrand and ft,U(t),w(t),h(x) ^ 0(0 -2c\v(t)\2 -2c\x -v(t)\2 , we also have MO := 0(0 -2c\v(t)\2 < ftu{thw{thh(v(t)) < X\v(t)\2
for X > 2c. Thanks to Fatou's lemma and the monotone convergence theorem (see the proof of Theorem 3), the result follows. □ Let us apply our differentiation theorem to the integrand (14) f(t, u) = max {/,(/, m)} + £ p^d^t, u))) + Vc(G(t, «)). Thus / can be intepreted as a maximum of finitely many smooth functions, plus a standard augmented penalty function (optional-set /?, = 0), plus an infinite penalty function (optional-choose C = Rm). We express the integrand in the simple form
f(t,u) = o(F(t,u)) + Vc(G(t,u))
by introducing the notation / (7(a) = max {a,} + V />/(rf,-(a,-)), F(t,u) = (f(t,u),... ,f,(t,u)).
We also denote I(t, u) = \ 1 <j < h : f(t, u) = max f(t, u) \ , S(t,u) = ly£Rl± : f> = 1; y, = 0, i f I(t, u) i , p,(f, u) = p'i(di(fi(t, «))) = ridi(fi(t, u)) + at, Si(i, u) = pi(t, u)ddi(ft(t ,u)) for i = lx + 1./. These finite-dimensional calculations underlie the following infinite-dimensional result.
Theorem 6. With f defined in (14) , let u be a function such that u(t) £ U(t) satisfies (CQ) for almost all t. Suppose there exists a constant c > 0 such that for almost all t, any x and y in Rm satisfy (i) yTf!'(t,x)y>-c\y\2 for i=l,... ,l2, (ii) \yTf!'(t, x)y\ < c\y\2 for i = l2 + 1, ... , /, (iii) pt(t, u(t)) <c for / = /, + 1, ... ,1.
Suppose further that \F'(t, u(t))\2 is integrable on [0,F].
Then S is epidifferentiable at u, and its epi-derivative is given by J*u'(v) -/0 f't uit)(v(t)) dt. Furthermore, if U(t) is convex, then JF is twice epi-differentiable at u and its second epi-derivative relative to any w £ dJ^(u) is given by J^''U)('w) = SoTftMt),w(l)Wt))dt.
Proof. The conclusions are precisely those of Theorems 3 and 5: we need only establish the growth conditions of those two results. The arguments in both cases are similar, so we discuss only the more demanding second-order condition of Theorem 5. For any y £ do(F(t, u(t))), the definition of subgradient and the mean value theorem imply o(F(u(t) + hx))-o(F(u(t))) (F(t,u(t) + hx)-F(t,u(t))\ h2/2 -7\ h2/2 J Now y £ do(F(t, u(t))), so 0 < y, < 1 for i = 1,...,/,, and 0 < y, < Pt(t, u(t)) < c for i = l\ + 1,... , h, and |y,| < pt(t, u(t)) < c for i = l2+ I, ... , I. Thus our previous estimate implies
for some constant c. This establishes the growth condition of Theorem 5, and hence the result. □
Comparison to other work. The generalization of epi-convergence from finite to infinite-dimensional spaces calls for some discussion of the topologies involved. Mosco epi-convergence, defined by changing " y, -> y " to " y, converges weakly to y " in criterion I(i) of Section 2, is appropriate in many problems, including the analysis of convex integral functionals-see Do [5] . However, the Mosco epi-limit of any functional is, by definition, weakly lower semicontinuous, and it is well known that every weakly lower semicontinuous integral functional is convex. Thus our problem of treating nonconvex integrands, and obtaining correspondingly nonconvex results, can be solved only in some stronger topology. Noll [8] discusses the (strong) epi-differentiability of integral functionals whose integrands are finite and have second-order Taylor expansions. Thus his integrands are at least Frechet differentiable. He shows that in this case, the second epi-derivative is a quadratic functional [8, Theorem 3.1] . In contrast, we deal with extended real-valued, nonsmooth integrands. Our results include the case where f(t, u) -F(t, u) is smooth and scalar-valued as a function of u: we simply choose / = 1 , o(a) = a, G = 0, and C = Rfc. In this case df(t, u) = {F'(t, u)}, and it is easy to calculate T(t, u,w) = {(1, 0)} and X(r, m, w) -R, so f"u,w(v) = vTF"(t, u)v. If we add the assumption that infxeRm F"(t, x) > -oo , then our Theorem 3 shows that J? is twice epi-differentiable at u with second epi-derivative Su%{v)= f vT(t)F"(t,u(t))v(t)dt, Jo as expected. Of course, membership in the class C2 is a stronger condition on F than the existence of a second-order Taylor expansion. But even in this case, we have something Noll [8] does not cover. He considers only integrands bounded by quadratic functions [8, (3.2) ], or, in the C2 case, integrands whose Hessian matrices are bounded [8, Theorem 4.2] . We only impose a lower bound on the Hessian matrix. Thus our theory pertains to arbitrary smooth convex integrands (such as f(t, u) -e" in the case m = 1), whereas Noll's requires that the integrand grow at most quadratically. As for functionals in Sobolev spaces, or in our terms Bolza functionals, a similar remark applies.
Levy [6] discusses the strong epi-differentiability of integral functionals in LP spaces and applies the results to the sensitivity analysis of set-valued functions. His paper contains results analogous to Theorems 3 and 5, which we proved independently at about the same time. (The proof techniques, however, are different: Levy chooses sequences satisfing criterion (I) directly, whereas we pass to Moreau-Yosida approximates and prove (III).) Indeed, a draft of [6] arrived in time for us to state Theorem 3 and Theorem 5 in a form that facilitates direct comparison. Our Theorem 6, which identifies a significant class of functions to which the general theory applies, has no counterpart in [6] . Finally, our applications are disjoint from those in [6] : whereas Levy concentrates on sensitivity analysis, we discuss the epi-differentiability of Bolza functionals and the resulting necessary conditions in optimal control.
Bolza functionals
Consider the functional f:
Jo where U(t) = {u £ Rm : G(t, u) £ C} as before, and the function x is given in terms of u by x(t) = a(t)+E(u)(t) for some operator E £^f(L2([0, T];Rm), L2([0, T]; R")) and function a £ L2. Note that the choices m = n and E(u)(t) = Xo + /0' u(r) dr imply x = u a.e., so that f takes the form of a classical Bolza functional with an infinite penalty for derivative values x(t) outside the prescribed velocity set U(t). In this section we study the epi-differentiability of f.
As in Section 3, we assume that C is a closed convex subset of Rk , while G(t, u):[0, T] x Rm -y Rfe is measurable in t and C2 in u. The integrand L must satisfy the following conditions:
(1) The function L(t, x, u) is measurable in t and C2 in (x, u);
(2) Both /0r|L(f,0,0)|2</f <oo and J0T \L'(t, 0, 0)\2 dt < oo ; If, in addition, the set U(t) is convex, then f is twice epi-differentiable at u relative to w £ d^(u), and its second epi-derivative is XUv) = I ^L2(t,v(t),y(t))
tent) .
Here wx :-w -J\'(<&(u))Q>'(u) and L2(t,v,y) = vTLuu(t)v + 2yTLux(t)v+yTLxx(t)y, HO = {ij € Nc(G(t, u(t))) : nG'(t, u(t)) = «;,(*)} , 1(0 = {v € Tu(t)(u(t)) : Wi(t)v = Q).
Proof. Note that J?= J\ + J^ is epi-differentiable, since J^ is continuously differentiable and S2 is epi-differentiable by Theorem 3. This is relevant be- 
An optimal control problem
In this section, we apply our results to obtain necessary conditions for optimality in the following free endpoint control problem: minimize / L(t,x(t),u(t))dt, (P) °v ' subject to x(t) = A(t)x(t) + B(t)u(t) a.e., x(0) = x0, u(t) £ U(t) a.e.
Here the state x evolves in R" and the control u takes values in Rm , so the measurable matrix-valued functions A and B have dimensions nxn and nxm respectively. As before, the control set is U(t) = {u £ Rm : G(t, u) £ C} . Let X be the fundamental matrix function associated with A, i.e., the unique solution of the initial-value problem X'(t) = A(t)X(t), X(0) -I. Using X, we define the operator E: L2([0, T]; Rm) -► L2([0, T]; R") and the function a £ L2([0, T]; R") by (15) E(u)(t)= f X(t)X(s)-xB(s)u(s)ds, a(t) = X(t)x0. Jo
Then the controlled dynamics above reduce to the equation x = a + E(u), so problem (P) takes the form minimize f(u) = / [L(t, a(t) + E(u)(t), u(t)) + 4/f/(,)(M(?))l dt. Jo
We will apply the analysis of f in Section 4 to derive optimality conditions for (P).
The pre-Hamiltonian for problem (P) is H(t,x,p, u) = pT(A(t)x + B(t)u) -L(t, x, u).
We also consider the extended pre-Hamiltonian function below, which incorporates the control constraints through a multiplier vector n £ (Rk)*: k %f(t,x,p,u,n)= pT(A(t)x + B(t)u) -L(t,u,x)-^2niSi(t, «)•
1=1
Our final result concerns first-and second-order necessary conditions for optimality in problem (P), formulated in terms of the adjoint arc p defined by (16) -p(t)T = Hx(t)=p(t)TA(t)-Lx(t,x(t),u(t)), p(T) = 0.
Theorem 8. Let (x, u) give the minimum in (P), such that the constraint qualification (CQ) holds at u(t) for almost all t. Then for all (y, v) satisfying the linearized system (17) y(t) = A(t)y(t) + B(t)v(t), y(0) = 0, v(t) £ TU{t)(u(t)), one has (18) Q<X(v)= f (Lx(t)y(t) + Lu(t)v(t)) dt.
Jo
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If, in addition, the control set U(t) is convex, then every such pair (y, v) satisfies (19) = / \L2(t, y(t), v(t)) + max {v(t)T(riG)''(t, u(t))v(t)} +*¥m(v(t))} dt, Jo L fer(') where L2(t ,y,v) = vTLuu(t)v + 2yTLux(t)v + yTLxx(t)y, T(t) = {n£Nc(G(t,u(t))) :K(t) = 0}, X(0 = {v£ Tm(u(t)) : (p(t)TB(t) -Lu(t))v = 0} .
Proof. The first-order condition ^'(v) > 0 for all v is a direct consequence of the definition of the epi-derivative. The calculation of ^f' implicit in (17) and (18) Thus wi(t) = -[^'(<D(m))<D'(m)](0 = p(t)TB(t) -Lu(t), and the sets T(t) and X(£) of Theorem 7 reduce to those of the current statement. □ Remark. If the gradients g[(t, u(t)) corresponding to the equality and active inequality indices defining the set U(t) are linearly independent for almost all t, then the multipliers r\i are unique, and Theorem 8 reduces to Loewen and Zheng [7, Theorem 3.4] .
