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DEFINITION AND CHARACTERIZATION
OF
SUPERSMOOTH FUNCTIONS ON SUPERSPACE
BASED ON FRE´CHET-GRASSMANN ALGEBRA
ATSUSHI INOUE
Dedicated to the memory of late Professor N. Suita
Abstract. Preparing the Fre´chet-Grassmann (FG-)algebra R composed with countably infinite Grass-
mann generators, we introduce the superspace Rm|n. After defining Grassmann continuation of smooth
functions on Rm to those on Rm|0, we introduce a class of functions on Rm|n which are called super-
smooth. In this paper, we characterize such supersmooth functions in Gaˆteaux (but not necessarily
Fre´chet) differentiable category on Fre´chet but not on Banach space. This type of arguments for G∞-
functions is mainly done on the Banach-Grassmann (BG-)algebra, but we find it rather natural to work
within FG-algebra when we treat systems of PDE such as Dirac, Weyl or Pauli equations. In that appli-
cation, we need to prove that the solution of the (super) Hamilton equation is supersmooth w.r.t. initial
data. Though we took this point of view in our previous works, but is managed rather insufficiently.
Therefore, we re-treat this subject here to answer affirmatively. We give also local or global inverse
function theorems for supersmooth functions on Rm|n.
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1. Introduction
In order to treat “photon” and “electron” on the same footing as is proposed in Berezin and Mari-
nov [2], there are many trials to extend the fundamental fields R or C to those such as Rogers’ Banach-
Grassmann(BG-)algebra B∞, De Witt algebra Λ∞ or Fre´chet-Grassmann(FG-)algebra (such as [27], [8]
but we use R or C explained below). On such extended “field”, we need to develop elementary and real
analysis for treating what we have done over Rm or Cm. By the way, in [2], they doesn’t mention clearly
what type of the ground field they take, in other word, they doen’t distinguish countable number of
Grassmann generators and finite number of odd variables.
Not only above mentioned reasons from mathematical physics but also to treat systems of PDE
without diagonalizing matrix structures, we need, so-called, odd variables. For example, Feynman claimed
the following in p.355 of Feynman and Hibbs [11], since ‘spin’ has been the object outside Feynman’s
procedures at that time: (underlined by the author)
· · · path integrals suffer grievously from a serious defect. They do not permit a discus-
sion of spin operators or other such operators in a simple and lucid way. They find their
greatest use in systems for which coordinates and their conjugate momenta are adequate.
Nevertheless, spin is a simple and vital part of real quantum-mechanical systems. It is
a serious limitation that the half-integral spin of the electron does not find a simple and
ready representation. It can be handled if the amplitudes and quantities are considered
as quarternions instead of ordinary complex numbers, but the lack of commutativity of
such numbers is a serious complication.
On the other hand, a physicist Witten [36] explains the notion of supersymmetric quantummechanics
to mathematicians by re-interpreting Morse theory. That is, deforming the form Laplacian by Morse
function and regarding it as the infinitesimal generator of heat flow type corresponding to the Lagrangian
represented by “odd variables”, he applies rather naively the asymptotic method to the path-integral
representation of the heat flow to get the Morse inequality. Though his representation is beautiful and
persuading, but there exists no mathematical theory to make rigorous his argument directly. Because
there exists not only no rigorous Feynman measure (i.e. roughly speaking, no non-trivial Lebesgue-like
measure in ∞-dimensional topological vector space), but also the lack of the consistent theory including
even and odd variables on equal footing.
In §2, we explain our problem after constructing a countable Grassmann generators a` la Rogers [31].
After defining FG-algebraR or C and superspaceRm|n, we introduce Grassmann continuation of ordinary
smooth functions on Rm and define supersmooth functions (alias superfields by physicists). By the
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way, it is well-known that the elementary differential calculus on Euclidean spaces is extended straight
forwardly to those on Banach spaces but not so on Fre´chet spaces. For example, though the dual of a
Banach space is again a Banach space, but the dual of a Fre´chet space is not necessarily a Fre´chet space.
Therefore, to clarify the difference of Fre´chet or Gaˆteaux differentiability between Banach or Fre´chet
spaces, we enumerate definitions of those differentiable functions on Fre´chet spaces borrowing mainly
from Hamilton [13]. Preparing these notions, we introduce formally supersmooth functions on Rm|n and
ask how to characterize suitably these functions.
In §3, we recall the results when the number of Grassmann generators is finite. It seems appropriate
to mention here that though not only Lemma 2.2 of Vladimirov and Volovich [35] but also Lamma 1.7
of Boyer and Gitler [4] contain unsatisfactory arguments, but their conclusions hold true in our case at
hand. This point is clarified with the aid by Kazuo Masuda. Moreover, Rogers [31, 33] does not remark
the Cauchy-Riemann type relation explicitly which should be satisfied for her G∞ functions, though this
point is not mentioned further here.
In §4, though the precise definitions such as superdomain, superdifferentiability, supersmoothness,
etc. will be given later, we have
Main Theorem 1. Let U be a superdomain in Rm|n and let a function f : U → C be given. Following
conditions are equivalent:
(a) f is super Fre´chet (F-, in short) differentiable on U, i.e. f ∈ F∞SD(U : C),
(b) f is super Gaˆteaux (G-, in short) differentiable on U, i.e. f ∈ G∞SD(U : C),
(c) f is ∞-times G-differentiable and f ∈ G1SD(U : C),
(d) f is ∞-times G-differentiable and its G-differential df is Rev-linear,
(e) f is ∞-times G-differentiable and its G-differential df satisfies Cauchy-Riemann type equations,
(f) f is supersmooth, i.e. it has the following representation, called superfield expansion, such that
f(x, θ) =
∑
|a|≤n
θaf˜a(x) with fa(q) ∈ C
∞(πB(U)) and f˜a(x) =
∞∑
|α|=0
1
α!
∂αfa(q)
∂qα
∣∣∣∣
q=xB
xαS .
Remark 1.1. In the above, (f) stands for the “algebraic” nature and (a) claims the “analytic” nature
of “superfields”. Yagi [38] proves essentially the equivalence (b)⇐⇒ (e)⇐⇒ (f).
We give some applications of above characterization in appendices. In Appendix A, we show that
the Hamilton-flow corresponding to a certain super-Hamilton function is supersmooth w.r.t. the initial
data. We also give the super version of Local or Global Inverse Function Theorem applying above
characterization in Appendix B.
Remark 1.2. Concerning Feynman’s problem mentioned above, as we need to define the Hamilton func-
tion and to solve Hamilton-Jacobi equation corresponding to the systems of PDE such as Dirac or Pauli
equations. Our solution of these problem is affirmative, see for example, Inoue [15, 16, 17]. This is based
on the fact that any 2d×2d-matrix is decomposed by matrices satisfying Clifford relations and the Clifford
algebra has the differential operator representation on the Grassmann algebras. But this decomposition of
matrices doesn’t work directly for systems with sizes 3× 3, 5 × 5 etc. Seemingly to treat those cases, we
need new class of non-commutative numbers and analysis on it. See, for example as a candidate of this
direction Campoamor-Stursberg and Rausch de Traubenberg [7].
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2. Preliminaries and Problem
2.1. A construction of countable Grassmann generators a` la Rogers. In this subsection, we use
the lexicographic representation for multiple indeces. Denote by ML the set of integer sequences given
by
(2.1) ML = {µ | µ = (µ1, µ2, · · · , µk), 1 ≤ µ1 < µ2 < · · · < µk ≤ L} and M∞ = ∪
∞
L=1ML.
For any j ∈ N, we denote the sequence with just one element j as (j) ∈ M∞. For each r ∈ N, we
may correspond a member µ ∈M∞ by using
(2.2) r =
1
2
(2µ1 + 2µ2 + · · ·+ 2µk) = r(µ)←→ µ = (µ1, · · ·, µk) = µ(r).
We put e(r) = (
r︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · ) ∈ ℓ∞ ∩ ℓ1. Regarding ∅ ∈ ML, we put e∅ = 1 and for each
µ ∈M∞, we define eµ as eµ = e(r(µ)) where r and µ are related through (2.2). Then, we identify
ω ∋ w = (w1, w2, w3, w4, · · · ) =
∞∑
r=1
wrer ←→ (w(1), w(2), w(1,2), w(3), · · · ) =
∑
µ∈M
wµeµ.
Now, we introduce the multiplication by
(2.3)

eµe∅ = e∅eµ = eµ for µ ∈M∞,
e(i)e(j) = −e(j)e(i) for i, j ∈ N,
eµ = e(µ1)e(µ2) · · · e(µk) where µ = (µ1, µ2, · · · , µk).
Then, putting σj = e(j) for j ≥ 1, we have a family of Grassmann generators {σj}
∞
j=1.
2.2. Superalgebra and Superspace. Regarding the above constructed one as an example, we prepare
countable number of letters {σj}
∞
j=1 with multiplication and addition satisfying
(2.4) σiσj + σjσi = 0 for i, j = 1, 2, · · ·.
Denoting these letters as Grassmann generators, we put formally
C = {X =
∑
I∈I
XIσ
I
∣∣ XI ∈ C}
where
I = {I = (ik) ∈ {0, 1}
N
∣∣ |I| =∑
k
ik <∞},
with σI = σi11 σ
i2
2 · · · , σ
0˜ = 1, I = (i1, i2, · · · ), 0˜ = (0, 0, · · · ) ∈ I.
For the notational simplicity, we put also
Iev = {I ∈ I | |I| = ev}, Iod = {I ∈ I | |I| = od}.
Besides trivially defined linear operations of sums and scalar multiplications, we have a product
operation in C: For
X =
∑
J∈I
XJσ
J, Y =
∑
K∈I
YKσ
K,
we put
(2.5) XY =
∑
I∈I
(XY )Iσ
I with (XY )I =
∑
I=J+K
(−1)τ(I;J,K)XJYK.
Here, τ(I;J,K) is an integer defined by
(2.6) σJσK = (−1)τ(I;J,K)σI, I = J+K,
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which is not necessary to specify more concretely.
Identifying C with the sequence space ω of Ko¨the [25], we have
Proposition 2.1. C forms an ∞-dimensional FG-algebra over C, that is, an associative, distributive
and non-commutative ring with degree, which is endowed with the Fre´chet topology.
Remark 2.1. For the proof, see, Inoue and Maeda [19]. By the way, though DeWitt himself wrote in p.3
of his book [10] “In the formal limit N →∞, they (i.e. ΛN = BN in §3 etc.) may continue to be regarded
as vector spaces, but we shall not give them a norm or even a topology”, but Pestov wrote in p.278 of [28]
“The DeWitt supernumber algebra Λ∞ was implicitly topologized, in fact, by DeWitt himself”. By the
way, we hesitate to use non-Hausdorff topology, in general, to construct the elementary analysis, that is
the reason for our introduction of supernumbers above.
Remark 2.2. Degree in C is defined by introducing subspaces
C
[j] = {X =
∑
I∈I,|I|=j
XIσ
I} for j = 0, 1, · · ·
which satisfy
C = ⊕∞j=0C
[j], C[j] · C[k] ⊂ C[j+k].
Remark 2.3. Define
proj
I
(X) = XI for X =
∑
I∈I
XIσ
I ∈ C.
The topology in C is given by X → 0 in C if and only if projI(X)→ 0 in C for any I ∈ I.
This topology is equivalent to the one introduced by the metric dist(X,Y ) = dist(X − Y ) where
dist(X) is defined by
dist(X) =
∑
I∈I
1
2r(I)
|projI(X)|
1 + |projI(X)|
with r(I) = 1 +
1
2
∞∑
k=1
2kik for I ∈ I.
To distinguish this topology, we show the following: Even if aℓ → ∞ (ℓ → ∞), we have X(ℓ) =
aℓσ1· · ·σℓ → 0 in C. In fact, putting I(ℓ) = (
ℓ︷ ︸︸ ︷
1, · · ·, 1, 0, · · ·) ∈ I, r(I(ℓ)) = 2ℓ and
dist(X(ℓ)) = 2−ℓ
|aℓ|
1 + |aℓ|
≤ 2−ℓ or for each I ∈ I, limℓ→∞ projI(X
(ℓ)) = 0.
Remark 2.4. We introduce parity in C by setting
p(X) =

0¯ if X =
∑
I∈Iev
XIσ
I,
1¯ if X =
∑
I∈Iod
XIσ
I,
undefined if otherwise.
We put 
Cev = ⊕
∞
j=0C
[2j] = {X ∈ C | p(X) = ev},
Cod = ⊕
∞
j=0C
[2j+1] = {X ∈ C | p(X) = od},
C ∼= Cev ⊕ Cod ∼= Cev × Cod.
We introduced the body (projection) map πB by
πBX = proj0˜(X) = X0˜ = X
[0] = XB for any X ∈ C,
and the soul part XS of X as
XS = X −XB =
∑
|I|≥1
XIσ
I.
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Analogous to C, we define, as an alternative of R,
R = {X ∈ C |πBX ∈ R}, R
[j] = R ∩ C[j],
Rev = R ∩ Cev, Rod = R ∩ Cod = Cod,
R ∼= Rev ⊕Rod ∼= Rev ×Rod.
We define the (real) superspace Rm|n by
R
m|n = Rmev ×R
n
od.
The distance between X,Y ∈ Rm|n is defined by,
distm|n(X,Y ) = distm|n(X − Y )
where
distm|n(X) =
m∑
j=1
(∑
I∈Iev
1
2r(I)
| proj
I
(xj)|
1 + | proj
I
(xj)|
)
+
n∑
k=1
( ∑
I∈Iod
1
2r(I)
| proj
I
(θk)|
1 + | proj
I
(θk)|
)
.
We use the following notation:
X = (XA)
m+n
A=1 = (x, θ) ∈ R
m|n with
x = (XA)
m
A=1 = (xj)
m
j=1 ∈ R
m|0, θ = (XA)
m+n
A=m+1 = (θk)
n
k=1 ∈ R
0|n.
We generalize the body map πB from R
m|n or Rm|0 to R by putting,
R
m|n ∋ X = (x, θ) −→ πBX = XB = (xB, 0) ∼= xB = πBx = (πBx1, · · · , πBxm) ∈ R
m.
We call xj ∈ Rev and θk ∈ Rod as even and odd (alias bosonic and fermionic) variable, respectively.
2.3. Gaˆteaux or Fre´chet differentiable functions on Fre´chet spaces.
2.3.1. Gaˆteaux-differentiability.
Definition 2.1 (Gaˆteaux-derivative, -differential and -differentiability). (i) Let X, Y be Fre´chet spaces
with countable seminorms {pm}, {qn}, respectively. Let U be an open subset of X. For a function
f : U→Y , we say that f is 1-time Gaˆteaux (or G-)differentiable at x ∈ U in the direction y∈X if there
exists the following limit in Y :
lim
t→0
f(x+ ty)− f(x)
t
=
df(x+ ty)
dt
∣∣∣∣
t=0
= dGf(x; y) = dGf(x){y} = dGf(x)y = f
′
G(x)y,
i.e., for given x ∈ U and y ∈ X there exists an element dGf(x; y) ∈ Y such that for any n ∈ N, we have
qn(f(x+ ty)− f(x)− tdGf(x; y)) = o(t).
We call this dGf(x; y) the G-differential of f at x in the direction y and denoted as above, and dGf(x)
or f ′G(x) are called the G-derivative. Moreover, f is said to be G-differentiable in U and denoted by
f ∈ C1−G (U : Y ) if f has the G-differential dGf(x; y) for every x ∈ U and any direction y ∈ X. A map
f : U → Y is said to be 1-time continuously G-differentiable on U , denoted by f ∈ C1G(U : Y ), if f has
G-derivative in U and if dGf : U ×X ∋ (x, y)→ dGf(x; y) ∈ Y is jointly continuous.
(ii) If X, Y are Banach spaces with norms ‖·‖X , ‖·‖Y , respectively, then, f has G-differential df(x; y) ∈ Y
at x ∈ U in the direction y ∈ X if and only if
‖f(x+ ty)− f(x)− tdGf(x; y)‖Y = o(|t|) as t→ 0.
Moreover, f ∈ C1G(U : Y ) if and only if f is G-differentiable at x and dGf is continuous from U ∋ x to
dGf(x) ∈ L(X : Y ).
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Proposition 2.2 (pp.76-77 of [13]). Let X, Y be Fre´chet spaces and let U be an open subset of X. If
f ∈ C1G(U : Y ), then dGf(x; y) is linear in y.
Remark 2.5 (see, p.70 of [13]). It should be remarked that even if X,Y, Z are Banach spaces, there exists
the difference between
“L : (X ⊃ U)× Y → Z is continuous” and “L : X ⊃ U → L(Y : Z) is continuous”.
Definition 2.2 (Higher order derivatives, p.80 of [13]). Let X, Y be Fre´chet spaces.
(i) If the following limit exists, we put
d2Gf(x){y, z} = d
2
Gf(x; y, z) = lim
t→0
dGf(x+ tz; y)− dGf(x; y)
t
.
Moreover, f is said to be C2G(U : Y ) if dGf is C
1
G(U ×X : Y ), which happens if and only if d
2
Gf exists
and is continuous, that is, d2Gf is jointly continuous from U ×X ×X → Y .
(ii) Analogously, we define
dnGf : U ×
n︷ ︸︸ ︷
X × · · · ×X ∋ (x, y1, · · ·, yn)→ d
n
Gf(x){y1, · · ·, yn} = d
n
Gf(x; y1, · · ·, yn) ∈ Y.
f is said to be CnG(U : Y ) if and only if d
n
Gf exists and is continuous. We put C
∞
G (U : Y ) = ∩
∞
n=0C
n
G(U :
Y ).
Definition 2.3 (Many variables case). (i) Let X1, X2, Y be Fre´chet spaces. For x = (x1, x2) ∈ X1×X2
and z = (z1, z2) ∈ X1 ×X2, we put
∂x1f(x){z1} = fx1(x; z1) = fx1(x)z1 = lim
t→0
f(x1 + tz1, x2)− f(x1, x2)
t
,
∂x2f(x){z2} = fx2(x; z2) = fx2(x)z2 = lim
t→0
f(x1, x2 + tz2)− f(x1, x2)
t
.
They are called partial derivatives. We define the total G-derivative as
dGf(x){z} = f
′
x(x; z) = lim
t→0
f(x1 + tz1, x2 + tz2)− f(x1, x2)
t
.
For f : X → Y with X =
∏n
i=1Xi, we define ∂xjf(x) and dGf(x) for x = (x1, · · ·, xn), analogously.
(ii) If X1, X2, Y are Banach spaces, we may define analogously the above notion.
Proposition 2.3. Let {Xi}ni=1, Y be Fre´chet spaces and let U be an open set in X =
∏n
i=1Xi.
(a) f ∈ C1G(U : Y ), i.e. dGf(x){y} exists and is continuous, if and only if ∂xjf(x){·} exist and are
continuous, and we have
(2.7) dGf(x; y) = dGf(x){y} =
n∑
i=1
fxi(x; yi) =
n∑
i=1
fxi(x){yi} with x = (xi)
n
i=1, y = (yi)
n
i=1 ∈ X.
(b)[Taylor’s formula] Moreover, if f ∈ CpG(U : Y ), we have
(2.8) f(x+ y) =
p∑
k=0
1
k!
dkGf(x){
k︷ ︸︸ ︷
y, · · ·, y}+Rpf(x, y) with lim
t→0
t−pRpf(x, ty) = 0 for y ∈ X.
Rpf(x, y) =
∫ 1
0
(1 − s)p−1
(p− 1)!
dp
dsp
f(x+ sy)ds.
Proof. (2.7) is proved in Theorem 3.4.3 of [13] for N = 2. (2.8) is given, for example, in p.101 of
Keller [23], et al. 
8 ATSUSHI INOUE
2.3.2. Fre´chet-differentiability.
Definition 2.4 (Definition 1.8. of Schwartz [34]). (i) Let X, Y be Fre´chet spaces, and let U be an open
subset of X. A function ϕ : U → Y is said to be horizontal (or tangential) at 0 if and only if for each
neighbourhood V of 0 in Y there exists a neighbourhood U ′ of 0 in X, and a function o(t) : (−1, 1)→ R
such that
(2.9) ϕ(tU ′) ⊂ o(t)V with lim
t→0
o(t)
t
= 0,
i.e. for any seminorm qn on Y and ǫ > 0, there exists a seminorm pm on E and δ > 0 such that
(2.10) qn(ϕ(tx)) ≤ ǫt for pm(x) < 1, |t| ≤ δ
From (2.10), putting V = {z ∈ Y | qn(z) < 1}, U
′ = {x ∈ X | pm(x) < 1}, we may recover (2.9).
(ii) For given Banach spaces (X, ‖·‖X) and (Y, ‖·‖Y ), “horizontal” implies
‖ϕ(x)‖Y ≤ ‖x‖Xψ(x) with ψ : X → R, lim
x→0
ψ(x) = 0 i.e. ‖ϕ(x)‖Y = o(‖x‖X) as ‖x‖X → 0.
Definition 2.5 (Fre´chet differentiability). (i)(Definition 1.9. of [34]) Let X, Y be Fre´chet spaces with
U being an open subset of X. We say that f has a Fre´chet (or is F -)derivative (or f is F -differentiable)
at x ∈ U , if there exists a continuous linear map A = Ax : X → Y such that ϕ(x; y) is horizontal w.r.t y
at 0, where ϕ(x; y) is defined by
ϕ(x; y) = f(x+ y)− f(x)−Axy.
We call A = Ax the F -derivative of f at x, and we denote Axy as dF f(x; y). Moreover, we denote
f ∈ C1F (U : Y ) if f is F -differentiable and dF f : U×X∋(x, y)→dF f(x; y)∈Y is jointly continuous.
(ii) For Banach spaces, f is F -differentiable at x if there exists a continuous linear map A = Ax : X → Y
satisfying
‖f(x+ y)− f(x)−Ay‖Y = o(‖y‖X) as ‖y‖X → 0.
Moreover, f ∈ C1F (U : Y ) if f is F -differentiable and X ∋ x→ Ax ∈ L(X : Y ) is continuous.
Remark 2.6. If f is F -differentiable, then it is also G-differentiable. Moreover,
f ′G(x; y) = dGf(x; y) = dF f(x; y) = f
′
F (x; y).
Definition 2.6 (Higher order derivatives). (i) Let X, Y be Fre´chet spaces with U being an open subset
of X. A F -differentiable function f : U → Y is twice F -differentiable at x ∈ U if dF f : U ×X ∋ (x, y)→
dF f(x; y) ∈ Y is F -differentiable at x ∈ X. That is, the function
ψ(x; y, z) = dF f(x+ z; y)− dF f(x; y)− d
2
F f(x){y, z},
is horizontal w.r.t. z at 0.
(ii) (p.72 of [3]) Let X, Y be Banach spaces. A F -differentiable function f : U → Y is twice F -
differentiable at x ∈ U if f ′F : X → L(X : Y ) is F -differentiable at x ∈ X and f
′′
F (x), the derivative of
f ′F (x), belongs to L(X : L(X : Y )) = L(X ×X : Y ). f ∈ C
2(U : Y ) if (a) f is twicely F -differentiable
for each x ∈ U and (b) f ′′F (x) : U → L(X ×X : Y ) is continuous.
(iii) Analogously N -times F -differentiability is defined.
Definition 2.7 (Many variables case). (i) Let U =
∏N
i=1 Ui with each Ui being an open subset of Fre´chet
spaces Xi. For x = (x1, · · ·, xN ) ∈ U with xi ∈ Ui and hi ∈ Xi s.t. xi + hi ∈ Ui, if there exists
Fi(x;hi) ∈ Y such that
ϕi(x;hi) = f(x1, · · ·, xi−1, xi + h, xi+1, · · ·xN )− f(x1, · · ·, xi−1, xi, xi+1, · · ·xN )− Fi(x;hi)
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is horizontal w.r.t. hi. We denote Fi(x;hi) as ∂xif(x)hi, the partial derivative of f w.r.t. xi.
(ii)(p.69 of [3]) In case Xi are Banach spaces, the partial derivative of f w.r.t. xi, ∂xif(x), is defined by
f(x1, · · ·, xi−1, xi + hi, xi+1, · · ·xN )− f(x1, · · ·, xi−1, xi, xi+1, · · ·xN ) = ∂xif(x)hi + o(‖hi‖).
More generally, for each x if there exists a continuous linear map dF f : X ∋ h → dF f(x;h) ∈ Y such
that
‖f(x+ h)− f(x)− dF f(x;h)‖Y = o(‖h‖X) for h ∈ X.
We denote also dF f(x;h) = f
′
F (x){h} with f
′
F (x) ∈ L(X : Y ). Moreover, there exist operators ∂xif(x) ∈
L(Xi : Y ) such that
(2.11) f ′F (x;h) = f
′
F (x){h} =
N∑
i=1
∂xif(x){hi} =
N∑
i=1
∂xif(x;hi) with h = (h1, · · ·, hN ).
2.4. A definition of supersmooth functions.
Lemma 2.4 (Proposition 2.2 of [19]). (i) For f ∈ C∞(R : C), we may define
(2.12) f˜(x) =
∞∑
|α|=0
1
α!
∂αq f(q)
∣∣
q=xB
xαS for x = xB + xS ∈ R
m|0
which is called the Grassmann continuation of f , denoted by f˜ ∈ /CSS(R
m|0).
(ii) If f ∈ C∞(R : C), i.e. f(q) =
∑
fI(q)σ
I with f0˜ ∈ C
∞(R : R) and fI ∈ C∞(R : C), we may define
analogously f˜(x) =
∑
f˜I(x)σ
I, which is denoted by f˜ ∈ CSS(Rm|0).
Remark 2.7. (i) To fix our idea, we re-prove this lemma in §4, where the weak topology in C is crucial.
(ii) Because of this definition, not only functions in C∞(R : C) but also those in D′(R : C), we may define
the Grassmann continuation by using the duality between the test sequence space c0 and the space ω. This
generalization is necessary to introduce Sobolev spaces on superspace, but this point is not discussed here.
Definition 2.8 (Supersmooth functions on FG-algebra). We define a set of functions
/CSS(R
m|n) =
{
u(X) = u(x, θ) =
∑
|a|≤n
θau˜a(x) | ua(q) = ∂
a
θu(q, 0) ∈ C
∞(Rm : C)
}
.
An element u ∈ /CSS(R
m|n) is called a supersmooth function on Rm|n.
Analogously, we put
CSS(R
m|n : C) =
{
u(X) =
∑
|a|≤n
θau˜a(x)
∣∣ ua(q) = ∂aθu(q, 0) ∈ C∞(Rm : C) for any a}.
Remark 2.8. Since we prefer to use the left derivative w.r.t. odd variables, we use the representation
θau˜a(x) but not u˜a(x)θ
a.
2.5. How to characterize supersmooth functions? Though we introduce supersmooth functions as
a polynomial of odd variables with a special class of coefficient functions, we have
Problem 2.5. How do we characterize a supersmooth function u(X) ∈ /CSS(R
m|n) defined above?
(1) Is it possible to say that Gaˆteaux infinitely differentiability with super F -differentiability is necessary
and sufficient for supersmoothness? Here, a function u : Rm|n → C is said to be super F -differentiable, if
for any X = (XA) = (x, θ), Y = (YA) = (y, ω) ∈ Rm|n, there exist (γA(X)) = (γj(X), γm+k(X)) ∈ Cm+n
such that
Φ(X ;Y ) = u(X + Y )− u(X)−
m∑
j=1
yjγj(X)−
n∑
k=1
ωkγm+k(X)
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is “horizontal” w.r.t. Y .
(2) How does the Cauchy-Riemann type equation relate to super F - or G-differentiability?
Remark 2.9. This problem itself is posed implicitly by Inahama, one of author’s colleague at T.I.T. at
that time. Especially when we construct a parametrix of Pauli equation in superanalysis category [20], we
solve the Hamilton equation corresponding to the Hamilton function derived from Pauli equation. There,
we don’t mention clearly the solution obtained by what explained is supersmooth. In Appendix A, we prove
that for given supersmooth initial data, the solutions obtained there stay in supersmooth category.
Remark 2.10. (i) For example, Jadczyk and Pilch [21] prove that the Fre´chet infinitely differentiability
with its differential being “Qev”- linear is necessary and sufficient for G
∞-superdifferentiability of Rogers,
in BG-algebra category satisfying their conditions, called self-duality.
(ii) In order to make clear our point, we recall what is well-known for analytic functions:
Comparison 2.1. Let a function f(z) from C to C be given, which is decomposed as
f(z) = u(x, y) + iv(x, y), u(x, y) = ℜf(z) ∈ R, v(x, y) = ℑf(z) ∈ R,
where z = x+ iy, |z| =
√
x2 + y2 with z0 = x0 + iy0.
• f is said to be F-differentiable in C at z = z0 if the following limit exists in C;
(2.13) lim
w→0
f(z0 + w)− f(z0)
w
= γ ∈ C.
In other word, there exists a number γ ∈ C ≡ L(C : C) such that
(2.14) |f(z0 + w)− f(z0)− γw| = o(|w|) (|w| → 0).
• f(z) is called analytic in D = {z ∈ C | |z− z0| < R} if one of the following conditions is satisfied:
(a) For any z ∈ D, f(z) is differentiable in the above sense (2.14).
(b) Identifying D ⊂ C with D˜ = {(x, y) ∈ R2 | |x− x0|2 + |y − y0|2 < R2}, we have
(b-1) u, v ∈ C1(D˜ : R2) and df(x, y) is not only linear w.r.t. R but also linear w.r.t. C,
or
(b-2) u, v ∈ C1(D˜ : R2) and u, v satisfies Cauchy-Riemann type equation.
(c) f(z) has the convergent power series expansion f(z) =
∑∞
n=0 an(z − z0)
n for z ∈ D.
Remark 2.11 (The meaning of (b-1) and (b-2)). For f : C→ C given above, we define a map
Φ : R2 ∋
(
x
y
)
→
(
u(x, y)
v(x, y)
)
∈ R2.
Since u, v ∈ C1(D˜ : R2), Φ is F-differentiable at (x0, y0), that is, there exists Φ′F (x0, y0) ∈ L(R
2 : R2)
such that ∥∥∥Φ(x0 + h, y0 + k)− Φ(x0, y0)− Φ′F (x0, y0)(hk
)∥∥∥ = o(∥∥∥(h
k
)∥∥∥).
Here, we have
(2.15) Φ′F (x, y) =
(
ux(x, y) uy(x, y)
vx(x, y) vy(x, y)
)
,
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and if we require Φ′F (x0, y0) ∈ L(R
2 : R2) is not only R-linear but also C-linear, that is, for any a, b ∈ R,
especially for b 6= 0,
Φ′F (x0, y0)
((
a −b
b a
)(
h
k
))
=
(
a −b
b a
)
Φ′F (x0, y0)
(
h
k
)
for any
(
h
k
)
∈ R2,
holds, we need ux(x, y) = vy(x, y) and uy(x, y) = −vx(x, y).
Remark 2.12. In order to prove the equivalence to (a) to (c), one uses the Cauchy’s integral represen-
tation, in general. But to prove the equivalence of (b) and (c) without integral representation, it seems
useful to recall the notion of Pringsheim regularity as follows, see Pestov [30]:
A function f is said to be Pringsheim regular in U if the Taylor series of f converges in
a neighborhood of every point of x ∈ U (though not necessarily to the function f itself).
3. The case with finite Grassmann generators
To clarify the problem, we first gather results when the number L of Grassmann generators is finite,
i.e. the special case of Banach-Grassmann algebra, which are mainly treated by Vladimirov and Volovich
[35] and Boyer and Gitler [4], though the terminology is slightly modified from them.
3.1. The Grassmann algebras with finite Grassmann generators. Preparing Grassmann genera-
tors {σj}Lj=1 for finite L, we put
BL = {X =
∑
I∈IL
XIσ
I | XI ∈ R and ‖X‖ =
∑
I∈IL
|XI| <∞},
BL,ev = {X =
∑
|I|=ev,I∈IL
XIσ
I | XI ∈ R and ‖X‖ =
∑
|I|=ev,I∈IL
|XI| <∞},
BL,od = {X =
∑
|I|=od,I∈IL
XIσ
I | XI ∈ R and ‖X‖ =
∑
|I|=od,I∈IL
|XI| <∞},
where IL = {I = (i1, · · ·, iL) ∈ {0, 1}
L}, IL ∋ I = (i1, · · ·, iL) →֒ (i1, · · ·, iL, 0, · · ·) ∈ I.
Regarding BL as a vector space R
2L , we introduce its topology as Euclidean space, or ‖X‖ =∑
I∈IL
|XI| for X ∈ BL. We define a superspace as
B
m|n
L = B
m
L,ev ×B
n
L,od,
identified with R2
(L−1)(m+n) as vector space.
Proposition 3.1 (Proposition 2.4 of [31]). If X = (x, θ) ∈ B
m|n
L satisfies
〈Y |X〉 = 〈y|x〉+ 〈ω|θ〉 = 0 for any Y = (y, ω) ∈ B
m|n
L
with x = (x1, · · ·, xm), y = (y1, · · ·, ym) ∈ B
m
L,ev, θ = (θ1, · · ·, θn), ω = (ω1, · · ·, ωn) ∈ B
n
L,od,
〈y|x〉 =
m∑
j=1
yjxj , 〈ω|θ〉 =
n∑
k=1
ωkθk,
then, 
(i) xj = 0 for j = 1, · · ·,m,{
(ii−1) θk = λkσ1· · ·σL with some λk ∈ R if L is finite, for k = 1, · · ·, n,
(ii−2) θk = 0 if L =∞, for k = 1, · · ·, n.
Though the following property is important and mentioned in [35] and also in Khrennikov [24], but
their proofs are not necessarily correct. Therefore, we re-prove the following statement:
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Proposition 3.2 (Lemma 2.2 of [35]). Suppose that there exist elements {Ai}Li=1 ⊂BL satisfying
(3.1) σjAi + σiAj = 0 for any i, j = 1, · · ·, L.
Then there exists an element F ∈ BL such that Ai = σiF for i = 1, · · ·, L.
To prove this, we prepare the following lemma, modified version of Lemma 1.7 in [4]:
Lemma 3.3. If A is any algebra and I1, · · ·, In are ideals in A satisfying
(KM) ∩k−1j=1 (Ij + Ik) = ∩
k−1
j=1 Ij + Ik for any k,
then there exists an exact sequence
(3.2) ∩k Ik
ι
→ A
α
→ ⊕kA/Ik
β
→ ⊕(k,j)A/(Ik + Ij).
Here ι is the injection, α is the diagonal followed by the natural projection, denoting [ak] ∈ A/Ik, and
[ak − aj ] ∈ A/(Ik + Ij) where (k, j) runs over all pairs n ≥ k > j ≥ 1 and we put
β([a1], · · ·, [an]) = (
n(n−1)/2︷ ︸︸ ︷
[a2 − a1], [a3 − a1], [a3 − a2], · · · · · ·, [an − a1], · · ·, [an − an−1]).
Proof. (i) By the definition of maps, it is obvious that Image of α ⊂ Kernel of β.
(ii) We prove the following claim which clearly implies Image of α ⊃ Kernel of β.
Claim 3.1. Let ℓ be a positive finite integer, then we may prove the following;
(3.3) ai = aj mod (Ii + Ij) for any 1 ≤ i, j ≤ ℓ =⇒ ∃b such that b = ai mod Ii for 1 ≤ i ≤ ℓ.
Proof of Claim: We prove this by induction.
(i) In case (E2), from a1 = a2 mod (I1 + I2), there exist x ∈ I1 and y ∈ I2 such that a1 − a2 = x + y.
Putting b = a1 − x = a2 + y, we have b = ai mod Ii for 1 ≤ i ≤ 2.
(ii) To prove (Ek), we assume not only (Ek−1) holds, i.e.
(Ek−1) : ai = aj mod Ii+Ij for any 1 ≤ i, j ≤ k − 1 =⇒ ∃c such that c = ai mod Ii for 1 ≤ i ≤ k − 1,
but also the left hand side of (Ek) holds. Then, we have, for 1 ≤ i ≤ k − 1,
c− ak
mod Ii= ai − ak
mod (Ii+Ik)
= 0 =⇒ c− ak ∈ ∩
k−1
i=1 (Ii + Ik).
This implies by (KM) that c− ak = ∃y+ ∃z with y ∈ ∩
k−1
i=1 Ii and z ∈ Ik. Putting b = c− y = ak + z, we
have b = c− y
mod Ii= ai − 0 for 1 ≤ i ≤ k − 1 and b = ak + z
mod Ik= ak + 0. This b guarantees that (Ek)
holds. Therefore, we may take k = ℓ. 
Proof of Lemma 3.2. Putting Ii = 〈σi〉 = {σiX | X ∈ BL}, we have Ii ∩ Ij = 〈σiσj〉, etc. Then it
is clear that these {Ii} satisfy (KM). Taking i = j in (3.1), we have σiAi = 0 which implies ∃Bi ∈ BL
such that Ai = σiBi. Putting this into (3.1), we have σiσj(Bj −Bi) = 0, i.e., Bi −Bj ∈ Ii + Ij =Kernel
of multiplication σiσj . Therefore, (B1, · · ·, BL) ∈Kernel of β. This implies, by Lemma 3.3, there exists
F such that F = Bi + ai (ai ∈ Ii), then σiF = σiBi = Ai. 
Remark 3.1. (i) The above condition (KM), the proofs and the following facts are due to Kazuo Masuda.
(ii) Without the condition (KM), there exists a counter-example for Lemma 1.7 of [4]:
SUPERSMOOTH FUNCTIONS 13
Adding to R2 the trivial multiplication, a·b = 0 for any a, b ∈ R2, we take this as A. Since
I1 = R+0, I2 = 0+R, I3 = {(x, x) ∈ R2 | x ∈ R} are ideals satisfying I1+ I2 = I1+ I3 =
I2 + I3 = A, we have ∩3j=1Ij = 0, A = R
2, ⊕3j=1A/Ij = R
3, ⊕(i,j)A/(Ii + Ij) = 0. Since
the sequence 0→ R2 → R3 → 0 is never exact, we don’t have (3.2) in this case.
(iii) We want to claim that the inductive argument proposed in [35] seems not correct. To explain this,
we change slightly the notation in [35] as follows;
ej −→ σj ,
right-multiplication −→ left-multiplication,
G(q) −→ BL.
As same as above proof of Lemma 3.2, they have σiσj(Bj − Bi) = 0 for i, j = 1, · · ·, L. From this,
they claim that there exists an element F ∈ BL such that
(VV2.22) σiBi = σiF for i = 1, · · ·, L.
They try to prove this claim by induction w.r.t. L as follows:
(i) L = 2: As σiAi = 0 for each i = 1, 2, Ai ∈ 〈σi〉, that is, there exist elements Bj ∈ [σ1, σ2]=the algebra
generated by {σ1, σ2} such that
A1 = σ1B1, A2 = σ2B2.
From σ1σ2(B2 −B1) = σ1A2 + σ2A1 = 0, we should have
B2 −B1 = ∃x+ ∃y ∈ 〈σ1〉+ 〈σ2〉.
Therefore, putting
F = B2 − y = B1 + x,
we have σiBi = σiF for i = 1, 2.
(ii) L = 3: By the same talk as above, there exist B1, B2, B3 ∈ [σ1, σ2, σ3] such that Ak = σkBk ∈ 〈σk〉,
By the inductive hypothesis for L = 2, there exist elements F3 ∈ [σ1, σ2], F2 ∈ [σ3, σ1], F1 ∈ [σ2, σ3] such
that 
Ai = σiBi = σiF3 with F3 = a0 + a1σ1 + a2σ2 + a3σ1σ2 for i = 1, 2,
Ai = σiBi = σiF2 with F2 = b0 + b1σ3 + b2σ1 + b3σ3σ1 for i = 3, 1,
Ai = σiBi = σiF1 with F1 = c0 + c1σ2 + c2σ3 + c3σ2σ3 for i = 2, 3.
From these, we have
A1 = σ1F3 = σ1F2 =⇒ σ1(F2 − F3) = 0,
A2 = σ2F3 = σ2F1 =⇒ σ2(F3 − F1) = 0,
A3 = σ3F2 = σ3F1 =⇒ σ3(F1 − F2) = 0.
=⇒

a0 = b0, a2 = 0, b1 = 0.
b0 = c0, a1 = 0, c2 = 0,
c0 = a0, c1 = 0, b2 = 0.
That is, we have
F3 = a0 + a3σ1σ2, F2 = a0 + b3σ2σ3, F1 = a0 + c3σ3σ1.
Therefore, without using (3.1), we may take F = a0 which satisfies Aj = σja0. On the other
hand, since a superdifferentiable function satisfies the second equation in (3.14) below, there occurs some
discrepancy. This stems from their argument that they assume as if Fj ∈ [σ1, σ2, σ3] instead of F3 ∈
[σ1, σ2] etc.
3.2. Super F - or G-differentiable functions on B
m|n
L .
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3.2.1. Super F - or G-differentiability.
Definition 3.1 (Definition 2.5 of [31]). Let UL be an open set in B
m|n
L and f : UL → BL. Then,
(a) f is said to be in F0R on UL, denoted by f ∈ F
0
R(UL : BL), if f is continuous on UL,
(b) f is said to be 1-time super F -differentiable on UL, denoted by f ∈ F1R(UL : BL), or f ∈ F
1
R, if there
exist m+n continuous functions FA : UL → BL, (A = 1, · · ·,m+n) and a function ρ : B
m|n
L → BL such
that, if X = (x, θ) and Y = (y, ω) are in UL with X + Y ∈ UL,
(3.4) f(X + Y ) = f(X) +
A∑
j=1
YA FA(X) + ‖Y ‖ ρ(Y ;X)
with ρ(Y ;X)→ 0 when ‖Y ‖ → 0. FA(X) is denoted by fXA(X).
(c) For any positive integer p, if f is in F1R(UL : BL) and Fk ∈ F
p−1
R (UL : BL), we denote it f ∈ F
p
R(UL :
BL) or simply f ∈ F
p
R. We remark here, Fm+k (k = 1, · · ·, n) is not necessarily unique, but unique up to
〈σ1· · ·σL〉 = {σ1· · ·σLX | X ∈ BL}.
(d) f ∈ F∞R (UL : BL) or f is said to be F
∞
R (or ∞-times super F -differentiable) on UL, if f is F
p
R on
UL for any positive integer p.
(e) f ∈ FωR(UL : BL), or f is said to be in F
ω
R (or superanalytic) on UL, if f is expanded as absolutely
convergent power series in Banach topology;
f(X + Y ) =
∞∑
|a|=0
Y afa with a = (α, a) ∈ N
m × {0, 1}n, |a| = |α|+ |a|,
Y a = yαθa, yα = yα11 · · ·y
αm
m , θ
a = θa11 · · ·θ
an
n , fa = fα,a ∈ BL.
(f) Let g : UL → B
r|s
L . Then, g is said to be in F
∞
R (or F
ω
R) on UL if each of the r + s components of g
is F∞R (or F
ω
R).
Remark 3.2. (i) Rogers calls above functions as G-differentiable, but to distinguish it from Gaˆteaux (or
G-) differentiability, we prefer to denote them as FR, F stands for Fre´chet and R comes from Rogers.
But remark her definitions are applicable also to functions on B
m|n
∞ .
(ii) Though Rogers nor Volvich and Vladimirov don’t introduce G-differentiability, but we may define
G∞SD(UL : BL) analogously as above.
We have the following Taylor’s formula:
Proposition 3.4 (Theorem 4.2.1 of [33]). Let UL be an open set in B
m|n
L . Assume f ∈ F
∞
R (UL : BL).
Take any X = (x, θ), Y = (y, ω) ∈ B
m|n
L such that X + tY ∈ UL for all t ∈ [0, 1]. Then, for any positive
integer N , we have
(3.5) f(X + Y ) =
N∑
p=0
∑
|α|+|a|=p
|a|≤n
1
α!
yαωa∂αx ∂
a
θ f(X) +
∑
|α|+|a|=N+1
|a|≤n
1
α!
yαωa
∫ 1
0
dt ∂αx ∂
a
θ f(x+ ty, θ + tω)
with
ωa = ωa11 · · ·ω
an
n , ∂
a
θ f = ∂
an
θn
(∂
an−1
θn−1
· · ·(∂a1θ1 f)).
Proof. For any N and u ∈ CN+1([0, 1]), we have
u(1) =
N∑
ℓ=0
1
ℓ!
u(ℓ)(0) +
∫ 1
0
dt
(1 − t)N
N !
u(N+1)(t).
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Take u(t) = f(X + tY ) and remarking
(x1 + · · ·+ xk)
ℓ =
∑
α∈Nk
|α|=ℓ
(
ℓ
α
)
xα with
(
ℓ
α
)
=
ℓ!
α1!· · ·αk!
,
a! = 1 for a ∈ {0, 1}n and components in
∑m
j=1 yj∂xj and
∑n
k=1 ωk∂θk are commutative, we have
1
ℓ!
( d
dt
)ℓ
f(X + tY )
∣∣∣∣
t=0
=
∑
|α|+|a|=ℓ
|a|≤n
1
|α|!|a|!
( m∑
j=1
yj∂xj
)|α|( n∑
k=1
ωk∂θk
)|a|
f(x, θ)
=
∑
|α|+|a|=ℓ
|a|≤n
∑
|β|=|α|
|b|=|a|
1
|α|!|a|!
(
|α|
β
)
yβ∂βx
(
|a|
b
)
ωb∂bθf(x, θ) =
∑
|α|+|a|=ℓ
|a|≤n
1
α!
yαωa∂αx ∂
a
θ f(x, θ). 
Inspired by the above expansion, we put
Definition 3.2 (Definition 4.2.2 of [33]). Let V be an open set of R and let VL be an open set in B
m|0
L
such that V = πB(VL). For any f ∈ C∞(V : BL), we define the Grassmann continuation of f on R to
VL as
(3.6) f˜(x) =
∞∑
|α|=0
1
α!
∂αq f(q)
∣∣
q=xB
xαS where x = xB + xS.
Remark 3.3. Since xαS = 0 if |α| ≥ log2(L + 1), the summation above is finite for fixed L < ∞.
Though Rogers calls this expression (3.6) as Grassmann analytic continuation, but we prefer to abbriviate
“analytic” because in case L =∞, we don’t claim the “absolute convergence” of the series obtained.
We have readily
Lemma 3.5 (Theorem 4.2.3 of [33]). Let U ⊂B
m|0
L be open. For f, g ∈ C
∞(UB : BL), we have
(a) f˜ ∈ F∞R , (b) ∂xj f˜(x) = ∂˜qjf(x), (c) f˜ ·g(x) = f˜(x)g˜(x).
Proof. (c) stems from the fact that the classical Taylor expansion of the sum or the product of
functions is the sum or product of the Taylor expansion of the functions, respectively. 
Proposition 3.6 (Theorem 4.2.4 of [33]). Let UL be an open set in B
m|n
L . Putting
CSS(UL : BL) = {f : UL → BL | f(x, θ) =
∑
|a|≤n
θaf˜a(x) with fa(xB) ∈ C
∞(πB(UL) : BL)},
we have
(3.7) F∞R (UL : BL) = CSS(UL : BL).
Proof. Let f ∈ F∞R (UL : BL). Putting u(t) = f(xB + txS, tθ) in (3.5), we have
f(xB + xS, θ) =
N∑
p=0
∑
|α|+|a|=p
|a|≤n
1
α!
xαSθ
a∂αx ∂
a
θ f(xB, 0) +
∑
|α|+|a|=N+1
|a|≤n
1
α!
xαSθ
a
∫ 1
0
dt ∂αx ∂
a
θ f(xB + txS, tθ).
Since xαS = 0 if 2|α| > L, for sufficiently large N , the reminder term is 0. Therefore, rearranging the
finite sum in the first term above, we have
f˜a(x) =
N∑
|α|=0
1
α!
xαS∂
α
x ∂
a
θ f(xB, 0) = ∂
a
θ f(x, 0) with fa(q) = ∂
a
θ f(x, 0)
∣∣
x=q
.
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Conversely, if f(x, θ) =
∑
|a|≤n θ
af˜a(x) with fa(q) ∈ C∞(πB(UL) : BL), then f is F∞R (UL : BL) by using
Lemma 3.5. 
Remark 3.4. An element in CSS is called supersmooth here, but is also called Z-expansion by Rogers or
superfield expansion by physicist.
3.2.2. Characterization of functions in F1R(B
m|n
L : BL). We denote
eA = (
A︷ ︸︸ ︷
0, · · ·, 0, 1, 0, · · ·, 0︸ ︷︷ ︸
m+n
) ∈ Rm+n and H = (HA)
m+n
A=1 =
m+n∑
A=1
HAeA ∈ B
m|n
L .
By definition of G-differentiability in Banach space B
m|n
L , using (2.7), we have
(3.8) dGf(X ;H) =
d
dt
f(X + tH)
∣∣
t=0
=
m+n∑
A=1
f ′XA(X ;HAeA) with H = (HA)
m+n
A=1 ∈ B
m|n
L .
Proposition 3.7 (Lemma 2.1 of [35]). Let UL be an open subset of B
m|n
L . Then, f ∈ F
1
R(UL : BL) if
and only if f is F -differentiable and there exist continuous functions FA(X) defined on UL such that
(3.9) f ′XA(X ;HAeA) = HA FA(X), A = 1, · · ·,m+ n for any H ∈ B
m|n
L .
Proof. =⇒) f ∈ F1R(UL : BL) implies F - and also G-differentiability and using (3.8), we have readily
m+n∑
A=1
f ′XA(X ;HAeA) = dGf(X ;H) = dF f(X ;H) =
m+n∑
A=1
HA·FA(X).
Therefore, we have (3.9) by taking HA appropriately.
⇐=) Clearly, F -differentiability with (3.8) and (3.9) implies f ∈ F1R(UL : BL). 
Following characterization of superdifferentiability is announced as Theorem 2.1 of [35]:
Proposition 3.8 (Theorem 2.1 of [35]). Let UL be an open subset of B
m|n
L . Then, f ∈ F
1
R(UL : BL) if
and only if f is F -differentiable and its derivatives satisfy the following equations for A = 1, · · ·,m+ n,
(3.10)
{
GAf
′
XA(X ;HAeA)− (−1)
p(HA)p(GA)HAf
′
XA(X ;GAeA) = 0,
f ′XA(X ;HAGAeA) = HAf
′
XA(X ;GAeA) for p(HA) = 0, p(XA) = p(GA).
Proof. =⇒) Multiplying GA to (3.9) from the left and changing the role of GA and HA in the
obtained equality, we have the first equation of (3.10). The second equation in (3.10) is derived from
(3.9) by
f ′XA(X ;HAGAeA) = HAGAFA(X) = HAf
′
XA(X ;GAeA) for p(HA) = 0, p(XA) = p(GA).
⇐=) Putting GA = 1 in (3.10) and defining FA(X) = f
′
XA
(X ; 1) which yields (3.9) for A = 1, · · ·,m. The
case for A = m+1, · · ·,m+n, i.e. p(XA) = 1, will be given at the end of Proof of Proposition 3.10 in the
next subsection. 
Remark 3.5. (a) The second equation in (3.10) is said to be that the differential is BL,ev-linear.
(b) Concerning the construction of FA(X) for A = m+ 1, · · ·,m+ n from (3.10), there seems some flaw
in Lemma 3.2 of [35] or in Lemma (1.7) of [4]. In spite of these, thanks to Masuda’s reasoning, we justify
the key statement in Lemma 3.2 of [35].
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Cauchy-Riemann relation. To understand the meaning of supersmoothness, we need to give more
precisely the dependence w.r.t “coordinates”.
Let UL be an open set in B
m|n
L and let a function f : UL ∋ X → f(X) =
∑
I
fI(X)σ
I ∈ BL be given
such that fI(X + tY ) ∈ C∞([0, 1] : R) for each fixed X,Y ∈ UL. Let X = (XA) = (xj , θk) be represented
by XA =
∑
I
XA,Iσ
I with XA,I ∈ R where A = 1, · · · ,m+ n.
Now, we put
(3.11)

∂f(X)
∂XA,I
=
d
dt
f(X + tEA,I)
∣∣∣∣
t=0
with EA,I = σ
IeA, |I| =
{
ev for 1 ≤ A ≤ m,
od for m+ 1 ≤ A ≤ m+ n,
∂f(X)
∂XA,(k)
=
d
dt
f(X + tEA,(k))
∣∣∣∣
t=0
with EA,(k) = σkeA, for m+ 1 ≤ A ≤ m+ n,
Here 1 ≤ k ≤ L. As HAeA =
∑
I∈IL
HA,IEA,I, we have
(3.12) f ′XA(X ;HAeA) =
d
dt
f(X + t
∑
I∈IL
HA,IEA,I)
∣∣
t=0
=
∑
I∈IL
HA,I
∂f(X)
∂XA,I
.
Using above coordinate {XA,I}, we rewrite Proposition 3.7 as
Proposition 3.9 (Proposition 1.5 of [4]). f ∈ F1R(UL : BL) if and only if f ∈ C
1
F (UL : BL) and there
exists continuous functions
gA(f) : UL → BL, 1 ≤ A ≤ m+ n,
such that
(3.13)
∂f(X)
∂XA,I
= σI·gA(f)(X) for |I| =
{
ev for 1 ≤ A ≤ m,
od for m+ 1 ≤ A ≤ m+ n.
Proof. =⇒) Since f ∈ F1R(UL), it is G-differentiable and (3.9) holds, therefore
∂f(X)
∂XA,I
=
d
dt
f(X + tEA,I)
∣∣
t=0
= σI·FA(X)
with FA(X) being continuous w.r.t. X . Put gA(f)(X) = FA(X), then the assertion holds.
⇐=) Multiplying HA,I ∈ R to both side of (3.13) and adding w.r.t. I, we have
f ′G(X ;HAeA) =
d
dt
f(X + tHAeA)
∣∣
t=0
=
∑
I∈IL
HA,I
∂f(X)
∂XA,I
=
∑
I∈IL
HA,Iσ
I·gA(f)(X) = HA·gA(f)(X) = f
′
F (X ;HAeA).
Therefore, by Proposition 3.7, we get the result. 
Proposition 3.10 (Theorem 2.2 of [35] and Theorem 1.6 of [4]). Let UL ⊂ B
m|n
L be open and let
f ∈ C1G(UL : BL) be considered as a function of 2
(L−1)(m+ n) variables {XA,I} with values in BL. f(X)
is F1R(UL)-differentiable if and only if f(X) satisfies the following (Cauchy-Riemann type) equations.
(3.14)

∂f(X)
∂XA,I
= (−1)τ(I;I−J,J)σI−J
∂f(X)
∂XA,J
for |I− J| = ev, 1 ≤ A ≤ m+ n,
σi
∂f(X)
∂XA,(j)
+ σj
∂f(X)
∂XA,(i)
= 0 for i, j = 1, · · ·, L, m+ 1 ≤ A ≤ m+ n.
Here, integer τ(I; I − J,J) is defined in (2.6).
Proof due to [4]. =⇒) From (3.13), if J ⊂ I and |I− J| =even, then
∂f(X)
∂XA,I
= σI·gA(f)(X) = (−1)
τ(I;I−J,J)σI−JσJ·gA(f)(X) = (−1)
τ(I;I−J,J)∂f(X)
∂XA,J
.
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Also from (3.13) with i, j = 1, · · ·, L and I = 1,
σi
∂f(X)
∂XA,(j)
+ σj
∂f(X)
∂XA,(i)
= σiσjgA(f)(X) + σjσigA(f)(X) = 0.
⇐=) We have to construct functions FA(X)(1 ≤ A ≤ m+ n) such that
d
dt
f(X + tH)
∣∣
t=0
=
m+n∑
A=1
HA FA(X) for X ∈ UL and H ∈ B
m|n
L .
Putting J = 0˜ = (
L︷ ︸︸ ︷
0, · · ·, 0), |I|=even and multiplying HA,I to both sides of the first equation of
(3.14), we have
f ′G(X ;HAeA) =
d
dt
f(X + tHA)
∣∣
t=0
=
∑
I∈IL
HA,I
∂f(X)
∂XA,I
=
∑
I∈IL
HA,Iσ
I
∂f(X)
∂XA,0˜
= HA
∂f(X)
∂XA,0˜
.
Therefore, for A = 1, · · ·,m, we define
FA(X) =
∂f(X)
∂XA,0˜
for 1 ≤ A ≤ m, X ∈ U.
To define FA(X) for m+1 ≤ A ≤ m+ n, we need to use the second equation of (3.14). From that,
applying Proposition 3.2, we know there exists an element FA(X) satisfying
∂f(X)
∂XA,(i)
= σiFA(X) for m+ 1 ≤ A ≤ m+ n.
Applying the first equation of (3.14) with |I|=odd, we have, when i1 = 1,
∂f(X)
∂XA,I
= σIˇ
∂f(X)
∂XA,(i1)
= σIˇσi1FA(X) = σ
IFA(X) with Iˇ = (0, i2, i3, · · ·, iL) ∈ {0, 1}
L.
Therefore,
f ′XA(X ;HAeA) =
∑
I∈IL
HA,I
∂f(X)
∂XA,I
=
∑
I∈IL
HA,Iσ
IFA(X) = HAFA(X) for m+ 1 ≤ A ≤ m+ n.
This implies the superdifferentiability of f and also finishes Proof of Proposition 3.8. 
3.2.3. Characterization of superdifferentiability on B
m|n
L .
Lemma 3.11.
F1R(UL : BL) ∩C
∞
G (UL : BL) =⇒ F
∞
R (UL : BL).
Proof. Since we prove this analogously as will be given in Theorem 4.15, we omit it here. But as
B
m|n
L
∼= R2
(L−1)(m+n), it is unnecessary to introduce “admissibility” and to distinguish the Fre´chet and
Gaˆteaux differentiability in C∞-category. 
Theorem 3.12. Let UL be a open set in B
m|n
L and let a function f : UL → BL be given. Following
conditions are equivalent:
(a) f is super F-differentiable on UL, i.e. f ∈ F∞R (UL),
(b) f ∈ C∞G (UL) ∩ F
1
R(UL),
(c) f ∈ C∞G (UL) and its (G–) differential df is BL,ev-linear,
(d) f ∈ C∞G (UL) and its (G–) differential df satisfies Cauchy-Riemann equations,
(e) f is supersmooth, i.e. it has the following representation, called superfield expansion, such that
f(x, θ) =
∑
|a|≤n
θaf˜a(x) with fa(q) ∈ C
∞(πB(UL)) and f˜a(x) =
∞∑
|α|=0
1
α!
∂αfa(q)
∂qα
∣∣∣∣
q=xB
xαS .
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Proof. (a)=⇒(b) trivially, (b)=⇒(c) by Proposition 3.8, (c)=⇒(d) by Proposition 3.10, (d)=⇒(e)
by Lemma 3.11, (e)=⇒(a) by Proposition 3.6. .
4. The definition and characterization of supersmooth functions on FG-algebra
4.1. Remarks on FG-algebras. Though we introduced FG-algebras in §2 by using the sequence space
ω, we prepare another definition using projective limits in order to clarify the relation to §3. We define
index sets as
I = {I = (i1, i2, · · ·) ∈ {0, 1}
N | |I| =
∞∑
j=1
ij <∞} = ∪
∞
d=0I
(d) = ⊕∞d=0I
[d],
where I(d) = {I = (i1, i2, · · ·) ∈ I | |I| ≤ d}, I
[d] = {I = (i1, i2, · · ·) ∈ I | |I| = d},
IL = {I = (i1, i2, · · ·, iL) ∈ {0, 1}
L} = ∪Ld=0I
(d)
L = ⊕
L
d=0I
[d]
L ,
where I
(d)
L = {I = (i1, i2, · · ·, iL) | |I| ≤ d}, I
[d]
L = {I = (i1, i2, · · ·, iL) | |I| = d}.
Clearly, we have
I
(d)
L → I
(d) and IL → I in ω when L→∞.
Besides C, for any L and d ≤ L, we put
CL = {X =
∑
I∈IL
XIσ
I | XI ∈ C}
∼=
∧
C
(RL)=the exterior algebra of forms on CL with coefficients in C ∼= C2
L
,
C
(d)
L =
{
X =
∑
I∈I
(d)
L
XIσ
I | XI ∈ C
}
and C
[d]
L =
{
X =
∑
I∈I
[d]
L
XIσ
I | XI ∈ C
}
.
CL is called L-skelton of C, etc. Since the family {CL}L≥0 and the natural projections {ψLK} for K > L,
defined by ψLK : CK → CL with ψLK(
∑
I∈IK
XIσ
I) =
∑
I∈IL
XIσ
I, we have the set (CL, ψLK) which
forms a projective system and yields a projective limit C∞. More precisely, the topology of C∞ is defined
as follows: Elements X(n) converges to X in C∞ if and only if for any ǫ > 0 and I, there exists an integer
n0 = n0(ǫ, I) such that |X
(n)
I
−XI| < ǫ when n > n0.
Claim 4.1. When L→∞, we have the projective limits
CL → C∞ = C, CL,ev = {X =
∑
I∈IL,|I|=ev
XIσ
I | X0˜ ∈ C, XI ∈ C} → Cev,
CL,od = {X =
∑
I∈IL,|I|=od
XIσ
I | XI ∈ C} → Cod and C
m|n
L = C
m
L,ev × C
n
L,od → C
m|n.
C
(d)
L =
{
X =
∑
I∈I
(d)
L
XIσ
I | XI ∈ C
}
→ C(d), C
[d]
L =
{
X =
∑
I∈I
[d]
L
XIσ
I | XI ∈ C
}
→ C[d].
Claim 4.2. We denote the natural projection from C to CL as pL defined by
pL : C ∋ X =
∑
I∈I
XIσ
I → XL = pL(X) =
∑
I∈IL
XIσ
I.
The projection pL from C∞ onto CL is continuous and open for any L ≥ 0.
Remark 4.1. Same holds for R, RL, RL,ev, RL,od, R
(d)
L and R
[d]
L . We remark also
dimC CL = 2
L, dimR RL = 2
L+1 − 1.
For supersmooth functions on UL ⊂ R
m|n
L , we have the same conclusion as Theorem 3.12.
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Lemma 4.1. Suppose that there exist elements {Ai}∞i=1 ⊂ Rod satisfying
(4.1) σjAi + σiAj = 0 for any i, j ∈ N
Then there exists a unique element F ∈ R such that Ai = σiF for i = 1, · · ·,∞.
Proof. We follow the argument in Lemma 4.4 of [38]. Since Ai is represented by Ai =
∑
J∈I a
i
J
σJ
with ai
J
∈ C and σiAi = 0, we have
∑
{J | ji=0}
ai
J
σJ = 0. Therefore, each Ai can be written uniquely
as Ai = (
∑
{J | ji=0}
bi
J
σJ)σi for some b
i
J
∈ C. From the condition (4.1), we have bi
J
= bj
J
for J with
ji = jj = 0. Letting bJ = b
i
J
for {J | ji = 0}, we put
F =
∑
J∈I
bJσ
J =
∞∑
i=1
(
∑
{J | ji=0}∈I
bi
J
σJ)
which is well-defined and further more Ai = σiF holds for each i. Since we may change the order of
summation freely in R, we have
F =
∑
{J | ji=0}
bJσ
J +
∑
{J | ji 6=0}
bJσ
J =
∑
{J | jj=0}
bJσ
J +
∑
{J | jj 6=0}
bJσ
J. 
Repeating above argument, we have
Corollary 4.2 (Lemma 4.4 of [38]). Let {AJ ∈ R | |J| = od} satisfy
σKAJ + σ
JAK = 0 for J,K ∈ Iod.
Then there exists a unique element F ∈ R such that AJ = σJF for J ∈ Iod.
Definition 4.1. We denote the set of maps f : Rod → R which are continuous and Rev-linear (i.e.
f(λX) = λf(X) for λ ∈ Rev, X ∈ Rod) by f ∈ LRev (Rod : R).
Corollary 4.3 (The self-duality of R). For f ∈ LRev (Rod : R), there exists an element uf ∈ R satisfying
f(X) = X·uf for X ∈ Rod.
Proof. Since f : Rod → R is Rev-linear, we have f(XYZ) = XY f(Z) = −XZf(Y ) for any
X,Y, Z ∈ Rod. By putting X = σk, Y = σj , Z = σi and fi = f(σi) ∈ R for i = 1, · · ·,∞, we have
σk(σjfi + σifj) = 0 for any k. Therefore, σjfi + σifj = 0, and by Lemma above, there exists uf ∈ R
such that fi = σiuf for i = 1, · · ·,∞.
For I = (i1, · · ·) ∈ {0, 1}N with |I| = odd and ik = 1 for some k, rewriting I = (−1)i1+···+ik−1σIˇkσk
with Iˇk = (i1, · · ·, ik−1, 0, ik+1, · · ·), by Rev-linearity of f , we have f(σI) = (−1)i1+···+ik−1σIˇkf(σk). Then,
this map is well-defined because of σjfi+σifj = 0, that is, it doesn’t depend on other decomposition of I.
In fact, for I = (i1, · · ·, ij−1, 1, ij+1, · · ·, ik−1, 1, ik+1, · · ·), we put I˜ = (i1, · · ·, ij−1, 0, ij+1, · · ·, ik−1, 0, ik+1, · · ·).
Then, for ℓ = i1 + · · ·+ ij−1 + ij+1 + · · ·+ ik−1 ∈ N, remarking |I˜| =odd, we have
σI =
{
(−1)ℓσkσjσI˜
−(−1)ℓσjσkσI˜,
=⇒
{
f((−1)ℓσkσjσI˜) = (−1)ℓσjσI˜f(σk),
f(−(−1)ℓσjσkσI˜) = −(−1)ℓσkσI˜f(σj).
By σjfk + σkfj = 0, we have
f((−1)ℓσkσjσ
I˜)− f(−(−1)ℓσjσkσ
I˜) = −(−1)ℓσI˜[σjfk + σkfj ] = 0.
We extend f˜ as f˜(X) =
∑
I∈I XIf(σ
I) for X =
∑
I∈I XIσ
I ∈ Rod. Then, since XI ∈ C, f˜(X) =∑
I∈I XIσ
Iuf = X·uf . In fact, if I with |I|=odd with ik 6= 0, then, by fk = f(σk) = σuf andRev-linearity,
f˜(σI) = f(σI) = (−1)i1+···+ik−1σIˇkf(σk) = (−1)
i1+···+ik−1σIˇkσkuf = σ
Iuf .
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Clearly f˜(X) = f(X). 
4.1.1. BL is not self-dual. K. Masuda gives the following example which exhibits that BL is not neces-
sarily self-dual.
A counter-example: Let L = 2. Define a map f as
f(X1σ1 +X2σ2) = X1σ2 for any X1, X2 ∈ R.
Then, remarking that (b0+b1σ1σ2)(X1σ1+X2σ2) = b0(X1σ1+X2σ2), we have readily f ∈ LB2,ev (B2,od :
B2). If we assume that there exists a uf ∈ B2 such that f(X) = X·uf , then σ1f(σ1) = σ1 · σ1·uf = 0 but
σ1f(σ1) = σ1 · σ2 6= 0, contradiction! Hence, there exists no uf ∈ B2 such that f(X) = X·uf .
4.2. C-valued functions and superdomains.
Lemma 4.4. Let φ(t) and Φ(t) be continuous C-valued functions on an interval [a, b] ⊂ R. Then,
(1)
∫ b
a dt φ(t) exists,
(2) if Φ′(t) = φ(t) on [a, b], then
∫ b
a
dt φ(t) = Φ(b)− Φ(a),
(3) if λ ∈ C is a constant, then∫ b
a
dt (φ(t) · λ) =
(∫ b
a
dt φ(t)
)
· λ and
∫ b
a
dt (λ · φ(t)) = λ ·
∫ b
a
dt φ(t).
Moreover, we may generalize above lemma for a C-valued function φ(q) on an open set Ω ⊂ Rm.
Definition 4.2. We put π−1B (U) = {X ∈ R
m|0 | πB(X) ∈ U} for a set U ⊂ R
m. A set Uev ⊂ R
m|0
is called an even superdomain if πB(Uev) = Uev,B ⊂ Rm is open and connected and π
−1
B (Uev,B) = Uev.
When U ⊂ Rm|n is represented by U = Uev × Rnod with a even superdomain Uev ⊂ R
m|0, U is called a
superdomain in Rm|n. A set U is called coarse-open in Rm|n if there exists an open set U ⊂ Rm such
that U = π−1B (U).
4.3. Superdifferentiability of functions on Rm|n. Since R, C and Rm|n are Fre´chet spaces, we define
G- or F -differentiability of functions between them as in subsection 2.3.
Definition 4.3. Let f be a C-valued function on a superdomain U ⊂ Rm|n. Then, a function f is said to
be super C1−G -differentiable, denoted by f ∈ G
1−
SD(U : C) or simply f ∈ G
1−
SD if there exist C-valued functions
FA(X) (1 ≤ A ≤ m+ n) on U such that
(4.2)
d
dt
f(X + tH)
∣∣∣∣
t=0
= f ′G(X ;H) =
m+n∑
A=1
HAFA(X) for each X ∈ U and H ∈ Rm|n
where f(X + tH) is considered as a C-valued differentiable function w.r.t. t ∈ R. Moreover, if FA(X)
is continuous, we say f is super C1G-differentiable and is denoted by f ∈ G
1
SD. We denote FA(X) by
fXA(X). Moreover, for r ≥ 2, f is said to be in G
r−
SD if FA are G
r−1
SD . f is said to be G
∞
SD = G
∞
SD(U : C)
or super G-differentiable if f is GrSD for all r ≥ 1.
Definition 4.4. Let f be a C-valued function on a superdomain U ⊂ Rm|n. A function f is said to be
super C1F -differentiable, denoted by f ∈ F
1
SD(U : C) or simply f ∈ F
1
SD if there exist C-valued continuous
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functions FA (1 ≤ A ≤ m+ n) on U and functions ρA : U×Rm|n → C such that
(4.3)
(a) f(X +H)− f(X) =
m+n∑
j=1
HAFA(X) +
m+n∑
A=1
HAρA(X ;H) for X ∈ R
m|n,
(b) ρA(X,H)→ 0 in C when H → 0 in R
m|n,
for each X ∈ U and X + H ∈ U. f is said to be super C2F -differentiable, when FA ∈ F
1
SD(R
m|n : C)
(1 ≤ A ≤ m + n). We define analogously the super CrF -differentiablity. A function f is called super
C∞F -differentiable, or simply super F-differentiable if it is in F
∞
SD = ∩
∞
r=0F
r
SD(R
m|n : C).
Remark 4.2. (i) If f is super Fre´chet-differentiable at x, we have
f ′G(x;h) = f
′
F (x)h =
m∑
j=1
f ′xj(x;hj) =
m∑
j=1
hjFj(x) = 〈h|(Fj(x))〉
with Fj(x) =
∂f
∂xj
(x) = f ′G(x; ej), ej = (
j︷ ︸︸ ︷
0, · · ·, 0, 1, 0, · · ·, 0︸ ︷︷ ︸
m
).
(ii) Let V be an open set Cm|n. When f : V→ C is in F∞SD, f is also said to be superanalytic. It is clear
that if f : Cm|0 → C is superanalytic, then f(zB) for zB ∈ Cm is analytic in ordinary sense. Therefore,
superanalyticity is another name of super Fre´chet-differentiability for functions from Cm|0 to C.
4.4. Definition and properties of the Grassmann continuation.
Existence of the Grassmann continuation: Proof of Lemma 2.4. Denoting by
x1 = x1,B + x1,S with x1,B = X1,∅ ∈ R, x1,S =
∑
|I|=k1=ev≥2
X1,Iσ
I where X1,I ∈ C,
x
[k1]
1,S =
∑
|I|=k1
X1,Iσ
I = the k1-th degree component of x1,S,
we put
(xα11,S)
[k1] =
∑
α1=p1,1+···+p1,ℓ1∑ℓ1
i=1 r1,ip1,i=k1, r1,i≥2
(x
[r1]
1,S )
p1,1 · · · (x
[rℓ1 ]
1,S )
p1,ℓ1 and (xαS )
[k] =
∑
k=k1+···+km
(xα11,S)
[k1]· · ·(xαmm,S)
[km].
Using these notations, we define
(4.4) f˜ [k](x) =
∑
2|α|≤k
∂αq f(q)
α!
∣∣∣∣∣
q=xB
∑
k=k1+···+km
(xα11,S)
[k1]· · ·(xαmm,S)
[km].
For example, we have
f˜ [0](x) = f(xB),
f˜ [1](x) = 0,
f˜ [2](x) =
m∑
j=1
∂qjf(xB)(xj,S)
[2],
f˜ [3](x) = 0,
f˜ [4](x) =
m∑
j=1
∂qjf(xB)(xj,S)
[4] +
1
2
m∑
j=1
∂2qjf(xB)(x
2
j,S)
[4] +
∑
j 6=k
∂2qj qkf(xB)(xj,S)
[2](xk,S)
[2], etc.
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Since f˜ [j](x) 6= f˜ [k](x) (j 6= k) in C, we may take the sum
f˜(x) =
∞∑
k=0
f˜ [k](x) =
∞∑
k=0
∑
2|α|≤k
∂αq f(xB)
α!
(xαS )
[k] =
∞∑
|α|=0
∂αq f(xB)
α!
xαS ∈ C = ⊕
∞
k=0C
[k]. 
Remark 4.3. In (4.4), the sum w.r.t. α is finite but (xα11,S)
[k1] is not finite sum w.r.t. J ∈ I for |J| = k1.
Corollary 4.5. Let U ⊂ Rm be an open set and let f ∈ C∞(U : C) be represented by
(4.5) f(q) =
∑
J∈I
fJ(q)σ
J with fJ(q) ∈ C
∞(Uev,B : C) for each J ∈ I.
Then, we may define a mapping f˜ from Uev into C, called the Grassmann continuation of f , by
(4.6) f˜(x) =
∑
|α|≥0
1
α!
∂αq f(xB)x
α
S where ∂
α
q f(xB) =
∑
J
∂αq fJ(xB)σ
J.
Since this is obtained analogously as above, proof is omitted here.
Corollary 4.6 (Corollary 2.3 of [19]). If f and f˜ be given as above, then (i) f˜ is continuous, (ii) f˜(x) = 0
in Uev implies f(xB) = 0 in Uev,B and (iii) if we define the partial derivatives of f˜ by
(4.7) ∂xj f˜(x) =
d
dt
f˜(x+ t ej)
∣∣∣∣
t=0
where ej = (
j︷ ︸︸ ︷
0, · · ·, 0, 1, 0, · · ·, 0) ∈ Rm|0,
then we get
(4.8) ∂xj f˜(x) = ∂˜qjf(x) for j = 1, · · ·,m.
Analogously, we have
(4.9) ∂αx f˜(x) = ∂˜
α
q f(·)(x).
(iv) Moreover, for y = (y1, · · ·, ym) ∈ Rm|0,
(4.10)
d
dt
f˜(x+ ty)
∣∣∣∣
t=0
=
m∑
j=1
yj
∑
α
1
α!
∂αq ∂qjf(xB)x
α
S =
m∑
j=1
yj∂xj f˜(x).
Proof. Let yj = yj,B + yj,S ∈ Rev. For y(j) = yjej = yj,Bej + yj,Sej = y(j),B + y(j),S ∈ R
m|0, as
d
dt
f˜(x+ ty(j)) =
d
dt

∞∑
|α|=0
1
α!
∑
j
∂αq fj(xB + ty(j),B)σ
j
 (xS + ty(j),S)α
 ,
we get easily,
d
dt
f˜(x + ty(j))
∣∣∣
t=0
= y(j),B
∞∑
|α|=0
1
α!
∑
j
∂qj∂
α
q fj(xB)σ
j
 xαS + y(j),S ∞∑
|αˇ|=0
1
αˇ!
∑
j
∂αq fj(xB)σ
j
 xαˇS
= yj
∑
α
1
α!
∂αq ∂qjf(xB)x
α
S = yj ∂˜qjf(x).
Here αˇ = (α1, · · ·, αj − 1, · · ·, αm). Putting yj = 1 in the above and by (4.7), we have (4.8). Last equality
is proved by induction with the length |α|. 
More generally,
Lemma 4.7. Let f(q) ∈ C∞(Rm), we have the Taylor formula for f˜ : For any N , there exists τ˜N (f ;x, y) ∈
C such that
(4.11) f˜(x + y) =
N∑
|α|=0
1
α!
∂αx f˜(x)y
α + τ˜N (f ;x, y),
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with
τ˜N (f ;x, y) =
∑
|α|=N+1
yα
∫ 1
0
dt
1
N !
(1− t)N∂αx f˜(x+ ty).
Proof. Substituting q = xB and q
′ = yB in
f(q + q′) =
N∑
|α|=0
1
α!
∂αq f(q)q
′α +
∑
|α|=N+1
q′α
∫ 1
0
dt
1
N !
(1− t)N∂αq f(q + tq
′),
and extending both sides, we have the desired result by (4.8) because ∂˜αq f(x) = ∂
α
x f(x), q˜
′α = yα. 
Corollary 4.8. For f(q) ∈ C∞(Rm), f˜(x) ∈ F1SD(R
m|0).
Proof. For N = 1 in (4.11), we have
f˜(x + y) = f˜(x) +
m∑
j=1
yj∂xj f˜(x) +
m∑
j=1
yjρj(x, y)
with
(4.12)
∂xj f˜(x) = ∂˜qjf(x) ∈ C,
ρj(x, y) =
m∑
k=1
ykgj,k(x, y), gj,k(x, y) =
∫ 1
0
(1− t)∂2xjxk f˜(x+ ty)dt.
We want to show
Claim 4.3. If y → 0 in Rmev, then for each x ∈ R
m
ev and j = 1, · · ·,m, ρj(x, y)→ 0, i.e, for any ǫ > 0, j
and x ∈ Rmev, there exists δ > 0 such that if distm|0(y) < δ then dist1|0 ρj(x, y) < ǫ.
Take I ∈ Iev arbitrarily and decompose it as I = J+K. Remarking Corollary 4.6, we have
∂2xjxk f˜(x+ ty) =
∞∑
|α|=0
∂2qjqk∂
α
q f(xB + tyB)
α!
(xS + tyS)
α.
If I = 0˜, we have
| proj0˜ ρj(x, y)| ≤
m∑
k=1
|yk,B||πBgj,k(x, y)| → 0 when yB → 0.
For each fixed I 6= 0˜, there exist a family of finite index sets {K | K ⊂ I}, {xB+ tyB | t ∈ [0, 1], |yB| ≤ 1}
is compact and proj
K
(xS + tyS)
α = 0 if 2|α| > |K|. Therefore, we may find constant CK = CK(xS, yS)
such that∣∣∣∣projK( ∞∑
|α|=0
∂2qjqk∂
α
q f(xB + tyB)
α!
(xS + tyS)
α
)∣∣∣∣ ≤∑
α
∣∣∂2qjqk∂αq f(xB + tyB)∣∣
α!
∣∣projK(xS + tyS)α∣∣ ≤ CK.
In fact, as ∣∣proj
K
(gj,k(x, y))
∣∣ ≤ ∫ 1
0
dt (1 − t)
∣∣proj
K
(∂2xjxk f˜(x+ ty))
∣∣
≤
∑
2|α|≤|I|
maxt
∣∣∂2qjqk∂αq f(xB + tyB)∣∣
α!
∫ 1
0
dt
∣∣projK(xS + tyS)α∣∣,
with projK(xS + tyS)
α = 0 if 2|α| > |K|,
CK = CK(xS, yS) =
∫ 1
0
dt
∣∣projK(xS + tyS)α∣∣→ 0 in C when yS → 0 in C,
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we have ∣∣projI(ρj(x, y))∣∣ ≤ m∑
k=1
∑
I=J+K
∣∣projJ(yk)∣∣∣∣projK(gj,k(x, y))∣∣ ≤ m∑
k=1
∑
I=J+K
∣∣projJ(yk)∣∣CK,
and this finite sum tends to 0 when y → 0, which implies f˜(x) ∈ F1SD(R
m|0). 
Remark 4.4. Concerning the meaning of the Grassmann continuation f˜ of f , in p.7 of [10], de Witt
claimed as follows:
“The presence of a soul in the independent variable evidently has little practical effect on
the variety of functions with which one may work in applications of the theory. In this
respect Rev is a harmless generalization of its own subspace R, the real line.”
To guarantee his intuitional claim in a certain sense, we have
Proposition 4.9. Let F ∈ C∞G (R
m|0 : C). Putting f(q) = F (q) for q ∈ Rm, we have f˜ = F .
Proof. We claim that if H = H(x) =
∑
J∈I σ
JHJ(x) is C
∞
G -differentiable from R
m|0 to C which is
0 on Rm, i.e. ∂αq HJ(q) = 0 for any α and q ∈ R
m, then H is 0 on Rm|0, that is, for any I ∈ I, we should
have proj
I
(H(x)) = 0.
To show this, we apply the Taylor formula (2.8) on general Fre´chet space to have, for any N and J,
HJ(xB + xS) = τN (HJ;xB, xS) =
∑
|α|=N+1
xαS
∫ 1
0
dt
1
N !
(1− t)N∂αxHJ(xB + txS).
Now, we need to show projI(τN (HJ;xB, xS)) = 0. Since all terms in x
α
S have degree at least 2|α|, if
2|α| > |I| ≥ 0, then projI(x
α
S ) = 0. Taking N sufficiently large such that for all α with |α| = N + 1 with
proj
I
(xαS ) = 0, we have projI(τN (HJ;xB, xS)) = 0 for any J. Therefore, we have
proj
I
(
∑
J∈I
σJτN (HJ;xB, xS)) = 0.
Putting H(x) = F (x)− f˜(x), we have the desired result. 
Notation: Hereafter, for the sake of notational simplicity, f˜ is denoted simply by f unless there
occurs confusion.
Following is claimed in (1.1.17) of [10] without proof and cited as Theorem 1 in [27] with “proof”:
Claim 4.4. Let f be an analytic function on an open set V ⊂ C to C. Then, we may extend f uniquely
to a function f˜ : C1|0 → C as
(4.13) f˜(z) =
∞∑
n=0
1
n!
f (n)(zB)z
n
S for z = zB + zS with zB ∈ V,
which is superanalytic. That is,
f˜(z + w) = f˜(z) + wF (z) + wρj(z, w) with ρj(z, w)→ 0 in C when w→ 0 in C
1|0.
Remark 4.5. We know that above claim is derived from Corollary 4.8 because F-differentiability in C
to C implies f˜ ∈ F1SD(C
1|0 : C). Moreover, by Theorem 4.15 bellow, we have f˜ ∈ F∞SD(C
1|0 : C), that is, f˜
is superanalytic.
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But I feel some insufficiency in their proof itself. They first claim the convergence of the right-hand
side of (4.13) as is re-guaranteed in subsection 4.4. And using this, they have
f˜(z + w) =
∞∑
n=0
1
n!
f (n)(zB + wB)(zS + wS)
n
=
∞∑
n=0
1
n!
( ∞∑
ℓ=0
1
ℓ!
f (ℓ+n)(zB)w
ℓ
B
)( n∑
k=0
n!
k!(n− k)!
zn−kS w
k
S
)
(analyticity of f on C)
=
∞∑
n=0
[ ∞∑
ℓ=0
1
ℓ!
f (ℓ+j+k)(zB)w
ℓ
B
( ∑
k+j=n
1
k!j!
zjSw
k
S
)]
(renumbering)
=
∞∑
n=0
1
n!
[ ∞∑
j=0
1
j!
f (n+j)(zB)z
j
S
( ∑
ℓ+k=n
n!
ℓ!k!
wℓBw
k
S
)]
(rearranging)
=
∞∑
n=0
1
n!
( ∞∑
j=0
1
j!
f (n+j)(zB)z
j
S
)
(wB + wS)
n =
∞∑
n=0
1
n!
f˜ (n)(z)wn.
From this, they claim that f˜ is superanalytic. From their argument, we should have
f˜(x+ y)− f˜(x) = F (x)y + yρ(x, y),
with
F (z) = f˜ (1)(z), ρ(z, w) =
∞∑
n=2
1
n!
f˜ (n)(z)wn−1.
Therefore F (x) should be continuous w.r.t. z and ρ(z, w) should be horizontal w.r.t. w. But this last part
of horizontality is not so transparent at least for me.
Remark 4.6. If f is real analytic on Rm, there exists a function δ(q) > 0 such that when |q′| ≤ δ(q),
f(q + q′) has the Taylor series expansion at q. From above proof, f˜(x + y) is Pringsheim regular for
|yB| ≤ δ(xB).
4.5. Supersmooth functions and their properties.
Definition 4.5. (1) For a given even superdomain Uev ⊂ Rm|0, a mapping f˜ from Uev into C is called a
supersmooth function if f˜ is the Grassmann continuation of a smooth mapping f from Uev,B = πB(Uev)
into C. We denote by CSS(Uev : C), the set of supersmooth functions on Uev.
(2) A mapping f from a superdomain U ⊂ Rm|n to C is called supersmooth, if it has the following
form:
(4.14) f(X) = f(x, θ) =
∑
|a|≤n
θafa(x) with fa(x) ∈ CSS(Uev : C)
where a = (a1, · · ·an) ∈ {0, 1}n and θa = θ
a1
1 · · · θ
an
n . In the following, supersmooth functions are as-
sumed to be homogeneous (i.e., for each a, fa(x) is homogeneous, fa(x) ∈ Cev or Cod), unless otherwise
mentioned and we denote the set of them by CSS(U : C). More especially, we put
/CSS(U) = {f(x, θ) ∈ CSS(U : C) | fa(xB) ∈ C}.
(3) For f(X) =
∑
|a|≤n θ
afa(x) ∈ CSS(U : C), j = 1, 2, · · ·,m and s = 1, 2, · · ·, n, we put
(4.15)

Fj(X) =
∑
|a|≤n
θa·∂xjfa(x),
Fs+m(X) =
∑
|a|≤n
(−1)l(a)θa11 · · ·θ
as−1
s · · ·θ
an
n ·fa(x)
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where l(a) =
∑s−1
j=1 aj and θ
−1
s = 0. FA(X) are called the partial derivatives of f with respect to XA at
X = (x, θ) and are denoted by
(4.16)

Fj(X) =
∂
∂xj
f(x, θ) = ∂xjf(x, θ) = fxj(x, θ) for j = 1, 2, · · ·,m,
Fm+s(X) =
∂
∂θs
f(x, θ) = ∂θsf(x, θ) = fθs(x, θ) for s = 1, 2, · · ·, n
or simply by
(4.17) FA(X) = ∂XAf(X) = fXA(X) for A = 1, · · ·,m+ n.
Remark 4.7. (1) We only use the derivatives defined above which are called the left derivatives with
respect to odd variables. (Some people call these as right derivatives, cf. Vladimirov and Volovich [35],
etc.) Similarly, we define the right derivatives with respect to odd variables as follows: Put
C
(r)
SS (U : C) = {f(x, θ) =
∑
|a|≤n
f˜a(x)θ
a | fa(x) ∈ CSS(Uev : C)}.
For f ∈ C
(r)
SS (U : C), j = 1, 2, · · ·,m and s = 1, 2, · · ·, n, we put
F
(r)
j (X) =
∑
|a|≤n
∂xjfa(x)·θ
a,
F
(r)
s+m(X) =
∑
|a|≤n
(−1)r(a)fa(x)·θ
a1
1 · · ·θ
as−1
s · · ·θ
an
n
where r(a) =
∑n
j=s+1 aj. F
(r)
A (X) are called the (right) partial derivatives of f with respect to XA at
X = (x, θ) and are denoted by
F
(r)
j (X) =
∂
∂xj
f(x, θ) = ∂xjf(x, θ), F
(r)
m+s(X) = f(x, θ)
←
∂
∂θs
= f(x, θ)
←
∂ θs
for j = 1, 2, · · ·,m and s = 1, 2, · · ·, n.
(2) As we use the infinite dimensional Grassmann algebras, the expression (4.15) is unique. In fact,∑
a θ
afa(x) ≡ 0 on U implies fa(x) ≡ 0 (compare the underlined part in p. 322 of Vladimirov and
Volovich [35].)
(3) The higher derivatives are defined analogously and we use the following notations.
∂αx = ∂
α1
x1 · · ·∂
αm
xm and ∂
a
θ = ∂
an
θn
· · ·∂a1θ1 ,
for multi-indeces α = (α1, · · ·, αm) ∈ (N ∪ {0})m and a = (a1, · · ·, an) ∈ {0, 1}n.
Repeating the argument in proving Corollary 4.6 if necessary, we get
(4.18) f ∈ CSS(U : C) =⇒ dGf(X ;Y ) =
d
dt
f(X + tY )
∣∣∣∣
t=0
=
m∑
j=1
yj
∂
∂xj
f(X) +
n∑
k=1
ωk
∂
∂θk
f(X)
where X = (x, θ), Y = (y, ω) ∈ Rm|n such that X + tY ∈ U for any t ∈ [0, 1]. Therefore,
Corollary 4.10. CSS(U : C) =⇒ G∞SD(U : C).
Proposition 4.11. Let U be an open subset of Rm|n. Then, f ∈ G1SD(U : C) if and only if f is G-
differentiable and there exist continuous functions FA(X) defined on U such that
(4.19) f ′XA(X ;HAeA) = HA FA(X), A = 1, · · ·,m+ n for any H ∈ R
m|n.
Proof. =⇒) f ∈ G1SD(U : C) implies G-differentiability and we have readily (4.19) by taking H =
(HA)
m+n
A=1 suitably.
⇐=) G-differentiability (2.11) with (4.19) clearly implies superdifferentiabilty. 
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Proposition 4.12. Let U be an open subset of Rm|n. Then, f ∈ G1SD(U : C) if and only if f is G-
differentiable and its derivatives satisfy the following equations for A = 1, · · ·,m+ n,
(4.20)
{
GAf
′
XA(X ;HAeA)− (−1)
p(HA)p(GA)HAf
′
XA(X ;GAeA) = 0 for p(XA) = p(GA) = p(HA),
f ′XA(X ;HAGAeA) = HAf
′
XA(X ;GAeA) for p(HA) = 0, p(XA) = p(GA).
Proof. =⇒) Multiplying GA from the left to (4.19) and changing the role of GA and HA in the
obtained equality, we have the first equation of (4.20). The second equation in (4.20) is derived from
(4.19) by
f ′XA(X ;HAGAeA) = HAGAFA(X) = HAf
′
XA(X ;GAeA) for p(HA) = 0, p(XA) = p(GA).
⇐=) Putting GA = 1 in (4.20) and defining FA(X) = f ′XA(X ; eA) which yields (4.19) for A = 1, · · ·,m.
The case for A = m+ 1, · · ·,m+ n is given in the Proof of Proposition 4.14 in the next subsection. 
To relate functions in CSS and G
∞
SD or F
∞
SD, we need the following notion which are not necessary
on the finite dimensional space BL.
Definition 4.6 (p.246 of [38]). Let U be an open set in Rm|n and f : U → R(or → C). f is said to
be admissible on U if there exists some L ≥ 0 and a R(or C)-valued function φ defined on UL = pL(U)
such that f(X) = φ◦pL(X) = φ(pL(X)). For r (0 ≤ r ≤ ∞), f is said to be admissible C
r (or simply
f ∈ CrY (U : C) where Y in Y stands for Yagi) if φ ∈ C
r(UL : R) (or C
r(UL : C)).
Let f(X) =
∑
I∈I σ
I·fI(X) with fI is R(or C)-valued on U. For each I ∈ I, if fI is admissible Cr
(or simply f ∈ CrY ) on U, f is called admissible C
r
Y (U : C) on U. More precisely, there exists some LI ≥ 0
and a R(or C)-valued function φI defined on UL = pL(U) such that fI(X) = φI◦pL(X) = φI(pL(X)).
Moreover, we define its partial derivatives by
(4.21)
∂f
∂XA,K
=
∑
J
σJ·
∂fJ
∂XA,K
=
{
|K| = ev if 1 ≤ A ≤ m,
|K| = od if m+ 1 ≤ A ≤ m+ n
.
Remark 4.8. In the above, ∂fJ∂XA,K is considered as the ordinary partial derivative on R
m|n
L .
Definition 4.7 (p.246 of [38]). A R (or C)-valued function f on U is said to be projectable if for each
L ≥ 0, there exists a R(or C)-valued function fL defined on UL ⊂ R
m|n
L such that pL◦f = fL◦pL on U.
Claim 4.5. A projectable function on U is also admissible on U.
Proof. For each I ∈ I, we define L = LI = maxj{j | I = (i1, · · ·, ij , 0, · · ·) ij = 1}. Using the map
projI introduced in §2, we have
U
f
−−−−→ R
pL
y ypL
UL −−−−→
fL
RL
=⇒
U
proj
I
◦f
−−−−−→ C
pL
y yId
UL −−−−−−→
proj
I
◦fL
C
.
In fact, fI = projI◦f = fI,L◦pL with fI,L = projI◦fL. 
Lemma 4.13 (Theorem 1 of [38]). Let U be a convex open set in Rm|n. If f : U→ R is in G1SD, then f
is projectable and C1Y on U.
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Proof. Since ddsf(X + sH) =
∑m+n
A=1 HAFA(X + sH), we have
(4.22) f(X +H)− f(X) =
∫ 1
0
d
ds
f(X + sH)ds =
m+n∑
A=1
HA
∫ 1
0
FA(X + sH)ds.
This means that if pL(HA) = 0, then pL(f(X +H) − f(X)) = 0. Therefore if we define fL : UL → RL
by fL(pL(Z)) = pL(f(Z)), then it implies that f is projectable and so admissible.
Putting EA,I = σ
IeA = (
A︷ ︸︸ ︷
0, · · ·, 0, σI, 0, · · ·, 0) ∈ Rm|n, from the definition of partial derivatives in
R
m|n
L , we define
(4.23)
∂
∂XA,I
f(X) =
d
dt
f(X + tEA,I)
∣∣∣∣
t=0
and since f ∈ G1SD, there exists continuous FA(X) satisfying
(4.24)
∂
∂XA,I
f(X) = σIFA(X), |A| = |I|,
thus the admissible function f is C1Y on U. .
4.6. Cauchy-Riemann relation. To understand the meaning of supersmoothness, we consider the
dependence with respect to the “coordinate” more precisely.
Proposition 4.14 (Theorem 2 of [38]). Let f(X) =
∑
I
fI(X)σ
I ∈ G1SD(U : C) ∩ C
∞
G (U : C) where U
is a superdomain in Rm|n. Let X = (XA) be represented by XA =
∑
I
XA,Iσ
I where A = 1, · · ·,m + n,
XA,I ∈ C for |I| 6= 0 and XA,0˜ ∈ R. Then, f(X), considered as a function of countably many variables
{XA,I} with values in C, satisfies the following (Cauchy-Riemann type) equations.
(4.25)

∂
∂XA,I
f(X) = σI
∂
∂XA,0˜
f(X) for 1 ≤ A ≤ m, |I| = ev,
σK
∂
∂XA,J
f(X) + σJ
∂
∂XA,K
f(X) = 0 for m+ 1 ≤ A ≤ m+ n, |J| = od = |K|.
Conversely, let a function f(X) =
∑
I
fI(X)σ
I be given such that fI(X + tY ) ∈ C∞([0, 1] : C) for
each fixed X,Y ∈ U and f(X) satisfies above (4.25) with (4.23). Then, f ∈ G1SD(U : C).
Proof. Putting J = 0˜ in (4.24), we have
∂
∂XA,0˜
f(X) =
∂
∂XA
f(X) for 1 ≤ A ≤ m,
Therefore, for 1 ≤ A ≤ m and |J| =even in (4.24), we get readily the first equation of (4.25). Replacing
I with J or K in (4.24), for m + 1 ≤ A ≤ m + n and |J| = odd = |K| and multiplying σK or σJ from
left, respectively, we have the second equality in (4.25) readily.
To prove the converse statement, we have to construct functions FA(1 ≤ A ≤ m+n) which satisfies
(4.26) dGf(X ;H) =
d
dt
f(X + tH)
∣∣
t=0
=
m+n∑
A=1
HAFA(X) for X ∈ U and H = (HA)
m+n
A=1 ∈ R
m|n .
For 1 ≤ A ≤ m, we put FA(X) =
∂
∂XA,0˜
f(X) for X ∈ U.
On the other hand, from the second equation of (4.25) and Lemma 4.1, we have an element
FA(X)(m+ 1 ≤ A ≤ m+ n) such that σ
JFA(X) =
∂
∂XA,J
f(X).
Using these {FA(X)} defined above, we claim that (4.26) holds following Yagi’s argument.
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Since f is admissible, for any L ≥ 0, pL◦f is so also, therefore there exist some N ≥ 0 and a
RL-valued C
∞ function fN such that pL◦f(X) = fN◦pN (X) on X ∈ U. By natural imbedding from RL
to RN , we may assume N ≥ L. Then, we can show that
∂
∂XA,K
fN(pN (X)) =
pL
( ∂
∂XA,K
f(X)
)
if K ∈ IN ,
0 if otherwise.
Therefore, for any L ≥ 0,
pL
( d
dt
f(X + tH)
∣∣∣∣
t=0
)
=
d
dt
pL(f(X + tH))
∣∣∣∣
t=0
(
∵) pL(
d
dt
g(t)
∣∣
t=0
) =
d
dt
(pL(g(t))
∣∣
t=0
)
,
=
d
dt
fN (pN (X + tH))
∣∣∣∣
t=0
(
∵) pL(f(X)) = fN(pN (X))
)
=
∑
A
∑
K
(pN (H))A,K·
∂
∂XA,K
fN (pN (X))
(
∵) finite dimensional case
)
=
∑
A
∑
K
(pN (H))A,K·pL
( ∂
∂XA,K
f(X)
)(
∵) pL(g(X)) = gN(pN (X))
)
=
∑
A
∑
K
(pN (H))A,K·pL(σ
KFA(X))
(
∵) by (4.25)
)
=
∑
A
∑
K
(pN (H))A,K·pL(σ
K)·pL(FA(X))
=
∑
A
(∑
K
(pN (H))A,K·pL(σ
K)
)
pL(FA(X))
=
∑
A
pL((pN (H))A,K·pL(σ
K))pL(FA(X))
=
∑
A
(pL(H))A·pL(FA(X)) = pL(
∑
A
HAFA(X)).
Thus, we have (4.26). The continuity of FA(X) is clear. 
Remark 4.9. For function with finite number of independent variables, it is well-known how to define
its partial derivatives. But when that number is infinite, it is not so clear whether the change of order of
differentiation affects the result, etc. Therefore, we reduce the calculation to the cases with finite number
L of generators and making that L to infinity.
Theorem 4.15 (Theorem 3 of [38]). Let U ⊂ Rm|n be a coarse open set. If f ∈ C∞G (U : C)∩ G
1
SD(U : C),
then f is G∞SD(U : C).
Proof. Since f ∈ G1SD, it satisfies Cauchy-Riemann equation (4.25). As f is C
∞(U : C), FA(X) =
∂
∂XA,0˜
f(X) also satisfies the C-R equation, for 1 ≤ A ≤ m. In fact, for 1 ≤ B ≤ m, |J| =even,
∂
∂XB,J
FA(X) =
∂
∂XB,J
∂
∂XA,0˜
f(X)
admissible
=
∂
∂XA,0˜
∂
∂XB,J
f(X)
(4.24)
=
∂
∂XA,0˜
σJ
∂
∂XB,0˜
f(X) = σJ
∂
∂XB,0˜
∂
∂XA,0˜
f(X) = σJ
∂
∂XB,0˜
FA(X).
And for m+ 1 ≤ B ≤ m+ n, |J| = |K| =odd,
σK
∂
∂XB,J
FA(X) + σ
J
∂
∂XB,K
FA(X) = σ
K
∂
∂XB,J
∂
∂XA,0˜
f(X) + σJ
∂
∂XB,K
∂
∂XA,0˜
f(X)
admissible
=
∂
∂XA,0˜
(
σK
∂
∂XB,J
f(X) + σJ
∂
∂XB,K
f(X)
)
(4.25)
= 0.
Hence FA(X)(for 1 ≤ A ≤ m) is G
1
SD(U : C).
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Analogously, for m + 1 ≤ A ≤ m + n, ∂∂XA,J f = σ
J· ∂∂XA f is also G
1
SD on U. In fact, we have, for
|K|=even,
∂
∂XB,K
σJ·
∂
∂XA
f = σJσK
∂
∂XB,0˜
∂
∂XA
f = σK
∂
∂XB,0˜
(
σJ
∂
∂XA
f
)
.
And for |I|, |J|, |K|=odd, m+ 1 ≤ B ≤ m+ n,
=
(
σK
∂
∂XB,J
+ σJ
∂
∂XB,K
)
σI·
∂f(X)
∂XA
= −σI
(
σK
∂
∂XB,J
+ σJ
∂
∂XB,K
)
= 0.
Thus for m + 1 ≤ A ≤ m + n, ∂∂XA f(X) also satisfies the C-R equations on U and hence G
1
SD on U.
Therefore f(X) is G2SD on U. By induction, f ∈ G
∞
SD. 
Lemma 4.16 (Lemma 5.1 of [38]). Let f ∈ G∞SD(R
0|n : C). Then
f(θ) = f(θ1, · · ·, θn) =
∑
|a|≤n
θafa with fa ∈ C.
Moreover, if a function f has this structure, then f ∈ G∞SD(R
0|n : C).
Proof. For n = 1 and |J|=odd, we have,
∂
∂θJ
f(θ) =
d
dt
f(θ + tσJ)
∣∣
t=0
= σJ·
d
dθ
f(θ) with θ =
∑
I∈Iod
θIσ
I, θI ∈ C.
Since f(θ + tσJ + sσK) is C2 w.r.t. t, s ∈ R, we have
∂
∂θK
∂
∂θJ
f(θ) =
∂
∂s
∂
∂t
f(θ + tσJ + sσK)
∣∣∣∣
t=s=0
= σK·σJ·
d
dθ
d
dθ
f(θ)
=
∂
∂t
∂
∂s
f(θ + tσJ + sσK)
∣∣∣∣
t=s=0
= σJ·σK·
d
dθ
d
dθ
f(θ).
Since |J|, |K| are odd, we have σJσK = −σKσJ and therefore
∂
∂θK
∂
∂θJ
f(θ) =
1
2
σK·σJ·
d
dθ
d
dθ
f(θ) = 0.
This implies that by representing f(θ) =
∑
I
fI(θ)σ
I, the each component fI(θ) is a polynomial of degree
1 with variables {θJ | J ∈ Iod}. Then σ
I·
d
dθ
f(θ) =
∂
∂θI
f(θ) is constant for any |I| =odd. Thus
d
dθ
f(θ) is
constant denoted by a ∈ C. Then,
d
dθ
(f(θ)− θa) = 0. Therefore there exists b ∈ C such that f(θ) = θa+b.
We proceed by induction w.r.t. n. Let f be a G∞SD function on an open set U ⊂ R
0|n. Fixing
θ1, · · ·, θn−1, f(θ1, · · ·, θn−1, θn) is a G∞SD function with one variable θn. Thus, we have
f(θ1, · · ·, θn−1, θn) = θng(θ1, · · ·, θn−1) + h(θ1, · · ·, θn−1) with
∂
∂θn
f(θ) = g(θ1, · · ·, θn−1).
Therefore g is G∞SD w.r.t. (θ1, · · ·, θn−1), h is also G
∞
SD w.r.t. (θ1, · · ·, θn−1). 
Remark 4.10. Though this lemma with a sketch of the proof is announced in [10] and is cited in [27]
without proof, but I feel some unclearness of their proof. This point is ameliorated by [38] like as above.
Lemma 4.17 (Lemma 5.2 of [38]). Let U ⊂ Rm|0 be a coarse open set. Let f ∈ G∞SD(U : C) which
vanishes identically on UB = πB(U). Then, f vanishes identically on U .
Proof. It is essential to prove the case m = 1. Take an arbitrary point t ∈ UB and we consider the
behavior of f on π−1B (t). Let X ∈ π
−1
B (t) and XL = pL(X). Then {XK | K ∈ IL, |K| = ev ≥ 2} is a
coordinate for (π−1B (t))L as the ordinary space C. Let fL be the L-th projection of f . Then,
∂
∂XK
fN(XL) = σ
K·
∂
∂X0˜
fL(XL) for K ∈ IL and |K| = ev.
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If K1, · · ·,Kh ∈ IL, |Kj | =even> 0 and 2h > L, then σK1 · · ·σKh = 0 and
∂
∂xK1
· · ·
∂
∂xKh
fL(XL) = 0.
This implies that fL is a polynomial on (π
−1
B (t))L. Moreover, for any h ≥ 0,
∂
∂xK1
· · ·
∂
∂xKh
fL(t) = σ
K1 · · ·σKh
(
∂
∂X0˜
)h
fL(t).
Since f vanishes on UB, we have (
∂
∂X0˜
)h
fL(t) = 0 on UB
and hence
∂
∂xK1
· · ·
∂
∂xKh
fL(t) = 0 for any h ≥ 0 and K1, · · ·,Kh ∈ IL with |Kj | = even > 0.
Thus the polynomial fL
∣∣
π−1B (t)
must vanish identically and hence fL ≡ 0 on UL. This holds for any L ≥ 0.
Thus f ≡ 0 on U . 
4.7. Proof of Main Theorem 1. It is clear from outset that (a)⇒ (b)⇒ (c)⇒ (d). From Proposition
4.14, (d)⇒ (a). Lastly, the equivalence of (d) and (e) is given by
Theorem 4.18 (Thorem 4 of [38]). Let f be a G∞SD function on a convex open set U ⊂ R
m|n. Then,
there exist R-valued C∞ functions ua on UB such that
f(x, θ) =
∑
|a|≤n
θau˜a(x).
Moreover, this expression is unique.
Proof. =⇒) For fixed x, by Lemma 4.16, f(x, θ) has the representation f(x, θ) =
∑
|a|≤n θ
aϕa(x)
with ϕa(x) ∈ C. Since f ∈ G∞SD, it is clear that for each a, ϕa(x) ∈ C is on R
m|0 and moreover ϕa(xB)
is in C∞(Rm). Denoting the Grassmann continuation of it by ϕ˜a(x), we should have ϕ˜a(x) = fa(x) by
Lemma 4.17.
⇐=) Since the supersmoothness leads the C-R relation, we get the superdifferentiability. 
Appendix A. Is the Hamilton flow supersmooth w.r.t. initial data?
Let an even supersmooth function H(t, x, ξ, θ, π) on R×R2m|2n be given. We consider a Hamilton
flow (x(t), ξ(t), θ(t), π(t)) defined by
(A.1)

d
dt
xj =
∂H(t, x, ξ, θ, π)
∂ξj
,
d
dt
ξj = −
∂H(t, x, ξ, θ, π)
∂xj
,
d
dt
θk = −
∂H(t, x, ξ, θ, π)
∂πk
,
d
dt
πk = −
∂H(t, x, ξ, θ, π)
∂θk
,
with initial data at time t = t given by
(A.2) (x(t), ξ(t), θ(t), π(t)) = (x, ξ, θ, π).
Problem A.1. Is the Hamilton flow supersmooth w.r.t. the initial data x, ξ, θ, π, for a given supersmooth
Hamiltonian function H(t, x, ξ, θ, π)?
Since this problem is rather vague, we explain by taking a simple concrete example; the time-
independent Hamiltonian stemming from the Pauli equation.
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Let a system of PDE be given by
(A.3)
H
(
q,
~
i
∂
∂q
)
=
1
2M
[ 3∑
j=1
σj
(~
i
∂qj − eAj(q)
)]2
+ µV (q)
=
1
2M
3∑
j=1
(~
i
∂qj − eAj(q)
)2
+ µV (q)
+
e~
2iM
[
F12(q)σ1σ2 + F23(q)σ2σ3 + F31(q)σ3σ1
]
.
Here, we put
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
and Fjk(q) =
∂Aj(q)
∂qk
−
∂Ak(q)
∂qj
.
Putting M = 1, e = 1 and µ = 1 above, we may derive an even super Hamiltonian given by
(A.4)
H(x, ξ, θ, π) =
1
2
3∑
j=1
(ξj −Aj(x))
2 + V (x)
+
1
2
F12(x)〈θ|π〉 +
i~
2
(
F23(x) + iF31(x)
)
θ1θ2 +
i~−1
2
(
F23(x) − iF31(x)
)
π1π2
where Aj(x), Fjk(x) are Grassmann continuations of Aj(q), Fjk(q), respectively.
Then, we restate the above problem as
Problem A.2. For the initial value problem (A.1) with the given (A.4), do it have the representation
(A.5)

x(t) =
∑
|a¯|+|b¯|=0,2,4
xa¯b¯(t)θ
a¯πb¯, ξ(t) =
∑
|a¯|+|b¯|=0,2,4
ξa¯b¯(t)θ
a¯πb¯,
θ(t) =
∑
|a¯|+|b¯|=1,3
θa¯b¯(t)θ
a¯πb¯, π(t) =
∑
|a¯|+|b¯|=1,3
πa¯b¯(t)θ
a¯πb¯
where 
xa¯b¯(t) = xa¯b¯(t, x, ξ) = ∂
b2
π2
∂b1π1∂
a2
θ2
∂a1θ1
x(t, x, ξ, 0, 0),
ξa¯b¯(t) = ξa¯b¯(t, x, ξ) = ∂
b2
π2
∂b1π1∂
a2
θ2
∂a1θ1
ξ(t, x, ξ, 0, 0),
θa¯b¯(t) = θa¯b¯(t, x, ξ) = ∂
b2
π2
∂b1π1∂
a2
θ2
∂a1θ1
θ(t, x, ξ, 0, 0),
πa¯b¯(t) = πa¯b¯(t, x, ξ) = ∂
b2
π2
∂b1π1∂
a2
θ2
∂a1θ1
π(t, x, ξ, 0, 0),
with a¯ = (a1, a2), b¯ = (b1, b2) ∈ {0, 1}2. Here, xa¯b¯(t, x, ξ), · · ·, πa¯b¯(t, x, ξ) should be the Grassmann
continuations of xa¯b¯(t, q, p), · · ·, πa¯b¯(t, q, p) with q = πB(x), p = πB(ξ), respectively.
We assume the following (analogous to those in Yajima [37] for Schro¨dinger equation):
(A): Aj(q) ∈ C∞(R3) is real-valued and there exists ǫ > 0 such that
|∂αq Fjk(q)| ≤ Cα(1 + |q|)
−1−ǫ for |α| ≥ 1,
|∂αq Aj(q)| ≤ Cα for |α| ≥ 1.
(V): V (q) ∈ C∞(R3) is real-valued and
|∂αq V (q)| ≤ Cα for |α| ≥ 2.
Proposition A.3 (Proposition 2.1 of Inoue-Maeda [20]). Let H(x, ξ, θ, π) be given as in (A.4). Under
Assumptions (A) and (V), for any T > 0 and any t ∈ [−T, T ], there exists a unique solution of (A.1)
with (A.2) which is denoted by x(t) or x(t, x, ξ, θ, π), · · · , π(t) or π(t, x, ξ, θ, π), etc, depending on the
context.
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Main ingredient of the proof of this proposition is that we decompose dependent variables, using
degree w.r.t. Grassmann generators, as follows:
(A.6)
xj(t) =
∞∑
ℓ=0
x
[2ℓ]
j (t) = xj,B(t) + xj,S(t),
ξj(t) =
∞∑
ℓ=0
ξ
[2ℓ]
j (t) = ξj,B(t) + ξj,S(t),
θk(t) = θk,S(t) =
∞∑
ℓ=0
θ
[2ℓ+1]
k (t),
πk(t) = πk,S(t) =
∞∑
ℓ=0
π
[2ℓ+1]
k (t),
with
xj,B(t) = x
[0]
j (t), xj,S(t) =
∞∑
ℓ=1
x
[2ℓ]
j (t),
ξj,B(t) = ξ
[0]
j (t), ξj,S(t) =
∞∑
ℓ=1
ξ
[2ℓ]
j (t).
Remark A.1. (i) Here, the weakness of the topology of R is essential. In fact, to prove that
∑∞
ℓ=0 x
[2ℓ]
j (t)
exists in ⊕∞ℓ=1R
[2ℓ] = R, it is sufficient to prove that x
[2ℓ]
j (t) exists. But it seems very hard to prove that∑∞
ℓ=0 x
[2ℓ]
j (t) converges in ℓ
1 topology.
(ii) Moreover, by the uniqueness of the decomposition (A.6), we have the unique solution of (A.1) with
(A.2).
We investigate the smoothness (in ordinary sense) of (x(t), ξ(t), θ(t), π(t)) w.r.t. the initial data
(x, ξ, θ, π). In order to fix the notation, we give the brief proof.
Proposition A.4 (Proposition 2.3 of Inoue-Maeda [20]). Let {Aj(q)}3j=1, V (q) ∈ C
∞(R3 : R) and
T > 0. The solution (x(t), ξ(t), θ(t), π(t)) of (A.1) and (A.2) on [−T, T ] is “s-smooth” in (t, x, ξ, θ, π).
That is, smooth in t for any fixed (x, ξ, θ, π) and supersmooth in (x, ξ, θ, π) for any fixed t ∈ [−T, T ].
Remark A.2. We claim there that (x(t), ξ(t), θ(t), π(t)) are C∞G -smooth w.r.t. the initial data (t, x, ξ, θ, π).
But the super-smoothness is not proved yet there which is pointed out by Y. Inahama.
Proof. For notational simplicity, we represent x(t, x, ξ, θ, π) as x(t) or x, etc.
(I) In oder to prove the smoothness w.r.t. the initial data, we differentiate (A.1) and (A.2) formally
w.r.t. (x, ξ, θ, π), which gives us the following differential equation:
(A.7)
d
dt
J 〈1〉(t) = H〈2〉(t)J 〈1〉(t) with J 〈1〉(0) = I.
Here
(A.8) J 〈1〉(t) =

∂xx ∂ξx ∂θx ∂πx
∂xξ ∂ξξ ∂θξ ∂πξ
∂xθ ∂ξθ ∂θθ ∂πθ
∂xπ ∂ξπ ∂θπ ∂ππ
 , ∂xx =
∂x1x1 ∂x2x1 ∂x3x1∂x1x2 ∂x2x2 ∂x3x2
∂x1x3 ∂x2x3 ∂x3x3
 , etc.
with arguments (t, x, ξ, θ, π) and
(A.9) H〈2〉(t) =
(
H〈2|0〉(t) H〈1|1〉(t)
H〈1|1〉(t) H〈0|2〉(t)
)
=

∂x∂ξH ∂ξ∂ξH −∂θ∂ξH −∂π∂ξH
−∂x∂xH −∂ξ∂xH ∂θ∂xH ∂π∂xH
∂x∂πH ∂ξ∂πH −∂θ∂πH −∂π∂πH
∂x∂θH ∂ξ∂θH −∂θ∂θH −∂π∂θH

where
H〈2|0〉(t) =
(
∂x∂ξH ∂ξ∂ξH
−∂x∂xH −∂ξ∂xH
)
, ∂x∂ξH =
∂x1∂ξ1H ∂x2∂ξ1H ∂x3∂ξ1H∂x1∂ξ2H ∂x2∂ξ2H ∂x3∂ξ2H
∂x1∂ξ3H ∂x2∂ξ3H ∂x3∂ξ3H
 , etc.
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with arguments (x(t), ξ(t), θ(t), π(t)). We may prove that the solution of (A.1) and (A.2) is in fact
differentiable w.r.t. (x, ξ, θ, π) and satisfies (A.7).
Furthermore, for each positive integer k ≥ 1 and ℓ ≥ 2, putting
(A.10) J 〈k〉(t) =
∂αx ∂βξ ∂aθ ∂bπ

x
ξ
θ
π


|α+β|
+|a+b|=k
and H〈ℓ〉(t) =
(
∂αx ∂
β
ξ ∂
a
θ ∂
b
πH
)
|α+β|
+|a+b|=k
respectively, we have the following differential equation for k ≥ 2:
(A.11)
d
dt
J 〈k〉(t) = H〈2〉(t)J 〈k〉(t) +R〈k〉(t) with J 〈k〉(0) = 0
where R(k)(t) =
k∑
p=2
∑
k=k1+···kp
cp,kH
〈p+1〉(t)J 〈k1〉(t)⊗ · · · ⊗ J 〈kp〉(t).
Here, cp,k are suitable constants. As above, this equation has the unique solution and therefore the
solution of (A.1) and (A.2) is in fact k-times differentiable w.r.t. (x, ξ, θ, π).
We need to explain how to make rigorous the formal arguments above: Denoting the solution of
(A.1) with the initial data (x+ ǫekyk, ξ, θ, π) as
x˜i(t) = xi(t, x+ ǫekyk, ξ, θ, π), · · ·, π˜b(t) = πb(t, x+ ǫekyk, ξ, θ, π), ek = (
k︷ ︸︸ ︷
0, · · ·, 0, 1, 0, · · ·, 0︸ ︷︷ ︸
m
),
Z˜(t) = (x˜(t), ξ˜(t), θ˜(t), π˜(t)) = (Z˜A(t))
2(m+n)
A=1 , Z(t) = (x(t), ξ(t), θ(t), π(t)) = (ZA(t))
2(m+n)
A=1 ,
we have
(A.12)
d
dt
x˜i(t) = Hξi(x˜(t), ξ˜(t), θ˜(t), π˜(t)) or x˜i(t)− x˜i(0) =
∫ t
0
dsHξi(x˜(s), · · ·, π˜(s)), etc.
Considering (A.12) as ODE with parameter R ∋ ǫ 6= 0, we have the difference quotients
(A.13)
d
dt
x˜i(t)− xi(t)
ǫ
=
Z˜A(t)− ZA(t)
ǫ
gA.i(t, ǫ)
with
gA.i(t, ǫ) =
∫ 1
0
dτ HZAξi(τZ˜(t) + (1− τ)Z(t)).
Here, we used below:
f(X˜)− f(X) =
∫ 1
0
dτ
d
dτ
f(τX˜ + (1− τ)X) = (X˜ −X)
∫ 1
0
dτ
∂
∂X
f(τX˜ + (1− τ)X).
Before making ǫ→ 0 in (A.13), we remark
lim
ǫ→0
gA.i(t, ǫ) = HZAξi(Z(t)).
Regarding x˜i(t)−xi(t)ǫ , · · ·,
π˜a(t)−πa(t)
ǫ as unknown functions satisfying (A.13) analogous to the ODE with
parameter ǫ and following the procedure used to prove the continuity and differentiability of solutions
w.r.t. ǫ, we have the limit
lim
ǫ→0
x˜i(t)− xi(t)
ǫ
=
∂xi(t)
∂xk
which satisfies
d
dt
y
k
∂xi(t)
∂xk
= y
k
∂xj(t)
∂xk
Hxjξi(x(t), ξ(t), θ(t), π(t)) + · · ·+ yk
∂πℓ(t)
∂xk
Hπℓξi(x(t), ξ(t), θ(t), π(t)).
Taking y
k
= 1 above, we have
d
dt
∂xi(t)
∂xk
=
∂xj(t)
∂xk
Hxjξi(x(t), ξ(t), θ(t), π(t)) + · · ·+
∂πℓ(t)
∂xk
Hπℓξi(x(t), ξ(t), θ(t), π(t)).
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Re-taking the initial data as (x, ξ, θ, π + ǫem+bρb) and proceeding as above, we have
d
dt
ρ
b
∂πa(t)
∂πb
= −ρ
b
∂xj(t)
∂πb
Hxjξi(x(t), ξ(t), θ(t), π(t)) − · · · − ρb
∂πc(t)
∂πb
Hπcξi(x(t), ξ(t), θ(t), π(t)).
Since we may take ρ
b
∈ Rod arbitrary, we have
d
dt
∂πa(t)
∂πb
= −
∂xj(t)
∂πb
Hxjξi(x(t), ξ(t), θ(t), π(t)) − · · · −
∂πc(t)
∂πb
Hπcξi(x(t), ξ(t), θ(t), π(t)).
Combining these, we show that (A.7) holds rigorously. Analogously (A.11) holds for any k. Therefore,
(x(t), ξ(t), θ(t), π(t)) belongs to C∞G w.r.t (x, ξ, θ, π).
(II) For notational simplicity, we put
x˜i(t; ǫ) = x˜i(t, x+ ǫy, ξ + ǫη, θ + ǫω, π + ǫρ), x˜i(t; 0) = xi(t, x, ξ, θ, π) = xi(t),
ξ˜i(t; ǫ) = ξ˜i(t, x+ ǫy, ξ + ǫη, θ + ǫω, π + ǫρ), ξ˜i(t; 0) = ξi(t, x, ξ, θ, π) = ξi(t),
θ˜a(t; ǫ) = θ˜a(t, x+ ǫy, ξ + ǫη, θ + ǫω, π + ǫρ), θ˜a(t; 0) = θa(t, x, ξ, θ, π) = θa(t),
π˜a(t; ǫ) = π˜a(t, x+ ǫy, ξ + ǫη, θ + ǫω, π + ǫρ), π˜a(t; 0) = πa(t, x, ξ, θ, π) = πa(t).
Then, since these are proved to be C∞G -differentiable, we have readily that
dx˜i(t; ǫ)
dǫ
∣∣∣∣
ǫ=0
= y
j
∂xi(t)
∂xj
+ η
j
∂xi(t)
∂ξ
j
+ ωa
∂xi(t)
∂θa
+ ρ
a
∂xi(t)
∂πa
,
with
∂xi(t)
∂xj
,
∂xi(t)
∂ξ
j
∈ Rev,
∂xi(t)
∂θa
,
∂xi(t)
∂πa
∈ Rod.
Therefore we have
dGxi(t, Z;H) =
2m+2n∑
A=1
HA
∂xi(t, Z)
∂HA
with Z = (x, ξ, θ, π), H = (y, η, ω, ρ),
this implies xi(t, Z) is G1SD differentiable by Proposition 4.11. Same hold for dGξ(t, Z), dGθk(t, Z) and
dGπk(t, Z). 
Appendix B. Inverse and implicit function theorems
Following is the slight modification of the arguments in Inoue and Maeda [19].
B.1. Composition of supersmooth functions.
Definition B.1. Let U ⊂ Rm|n and V ⊂ Rp|q be superdomains and let ϕ be a continuous mapping from
U to V, denoted by ϕ(X) = (ϕ1(X), · · ·, ϕp(X), ϕp+1(X), · · ·, ϕp+q(X)) ∈ Rp|q. ϕ is called a supersmooth
mapping from U to V if each ϕA(X) ∈ CSS(U : R) for A = 1, · · ·, p+ q and ϕ(U) ⊂ V.
Proposition B.1 (Composition of supersmooth mappings). Let U ⊂ Rm|n and V ⊂ Rp|q be superdo-
mains and let F : U→ Rp|q and G : V→ Rr|s be supersmooth mappings such that F (U) ⊂ V. Then, the
composition G ◦ F : U→ Rr|s gives a supersmooth mapping and
(B.1) dXG(F (X)) = [dXF (X)][dYG(Y )]
∣∣
Y=F (X)
.
Or more precisely,
(B.2) dXG(F (X)) = (∂XA(G ◦ F )B(X)) = (
r+s∑
C=1
∂XAGC(X))(∂YCFB(Y ))
∣∣
Y=F (X)
).
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Proof. Put F (Y ) = (GB(Y ))
r+s
B=1, F (X) = (FC)
p+q
C=1, X = (XA)
m+n
A=1 , and Y = (YC)
r+s
C=1. By smooth
G-differentiability of the composition of mappings between Fre´chet spaces, we have the smoothness of
Φ(X + tH) w.r.t t. Moreover, we have (B.2).
By the characterization of supersmoothness, we need to sayRev-linearity of dFΦ, i.e. dFΦ(X)(λH) =
λdFΦ(X)(H) for λ ∈ Rev which is obvious from
d(G ◦ F )(X)(λH) =
d
dt
G(F (X + tλH))
∣∣∣∣
t=0
= (
r+s∑
C=1
λHA∂XAGC(X))(∂YCFB(Y ))
∣∣
Y=F (X)
)
= λ
d
dt
G(F (X + tH))
∣∣∣∣
t=0
= λd(G ◦ F )(X)(H). 
Definition B.2. Let U ⊂ Rm|n and V ⊂ Rp|q be superdomains and let ϕ : U → V be a supersmooth
mapping represented by ϕ(X) = (ϕ1(X), · · ·, ϕp+q(X)) with ϕA(X) ∈ CSS(U : R).
(1) ϕ is called a supersmooth diffeomorphism if
(i) ϕ is a homeomorphism between U and V and
(ii) ϕ and ϕ−1 are supersmooth mappings.
(2) For any f ∈ CSS(V : R), (ϕ∗f)(X) = (f ◦ ϕ)(X) = f(ϕ(X)), called the pull back of f , is well-defined
and belongs to CSS(U : R).
Remark B.1. It is easy to see that if ϕ is a supersmooth diffeomorphism, then ϕB = πB ◦ ϕ is an
(ordinary) C∞ diffeomorphism from UB to VB.
Remark B.2. If we introduce the topologies in CSS(V : C) and CSS(U : C) properly, ϕ
∗ gives a continuous
linear mapping from CSS(V : C) to CSS(U : C). Moreover, if ϕ : U→ V is a supersmooth diffeomorphism,
then ϕ∗ defines an automorphism from CSS(V : R) to CSS(U : R).
B.2. Inverse and implicit function theorems. We recall
Proposition B.2 (Inverse function theorem on Rm). Let U be an open set in Rm. Let f : U ∋ x→ y =
f(x) ∈ Rm be a Ck (k ≥ 1) mapping such that f ′(x0) 6= 0 for some x0 ∈ U .
Then, there exist a neighbourhood W of y0 = f(x0) and a neighbourhood U0 ⊂ U of x0, such that
f maps U0 injectively onto W . Therefore, f |U0 has its inverse φ = (f |U0)
−1 : W → U0 ∈ Ck(W ).
Moreover, for any y = f(x) ∈ W with x ∈ U0, we have φ′(y) = f ′(x)−1.
Applying this, we have
Theorem B.3 (Inverse function theorem on Rm|n). Let F = (f, g) : Rm|n ∋ X → Y = F (X) ∈ Rm|n
be a supersmooth mapping on some superdomain containing X˜. That is,
f(X) = (fi(X))
m
i=1 ∈ R
m
ev, g(X) = (gk(X))
n
k=1 ∈ R
n
od,
More precisely, we put
f(X) = (fi(X))
m
i=1 ∈ R
m
ev, g(X) = (gk(X))
n
k=1 ∈ R
n
od,
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such that
(B.3)
fi(x, θ) =
∑
|a|=ev≤n
fia(x)θ
a, gk(x, θ) =
∑
|b|=od≤n
gkb(x)θ
b ∈ /CSS(R
m|n)
with
{
fia(xB), gkb(xB) ∈ C if |a|, |b| 6= 0,
fia(xB) ∈ R if |a| = 0.
We assume the super matrix [dXF (X)] is invertible at X˜, i.e. πB(sdet[dXΦ(X)]|X=X˜) 6= 0. Then,
there exist a superdomain U, a neighbourhood of X˜ and another superdomain V, a neighbourhood of
Y˜ = F (X˜) such that F : U→ V has a unique supersmooth inverse Φ = F−1 = (φ, ψ) : V→ U satisfying
φ(Y ) = (φi′(Y ))
m
i′=1 ∈ R
m
ev, ψ(Y ) = (ψk′(Y ))
n
k′=1 ∈ R
n
od
and
(B.4) Φ(F (X)) = X for X ∈ U and F (Φ(Y )) = Y for Y ∈ V.
Moreover, we have
(B.5) dY Φ(Y ) = (dXF (X))
−1
∣∣
X=Φ(Y )
in V.
Proof. (I) To make clear the point, we consider the case m = 1, n = 2, that is, U,V ⊂ R1|2. Let
F (X) = F (x, θ) = (f(x, θ), g1(x, θ), g2(x, θ)) : U→ V
with
(B.6)

f(x, θ) = f(0)(x) + f(12)(x)θ1θ2,
g1(x, θ) = g1(1)(x)θ1 + g1(2)(x)θ2,
g2(x, θ) = g2(1)(x)θ1 + g2(2)(x)θ2,
and f(0)(xB) ∈ R, f(12)(xB), gk(l)(xB) ∈ C.
In this case, we have
dXF (X) =
f ′(0)(x) + f ′(12)(x)θ1θ2 g′1(1)(x)θ1 + g′1(2)(x)θ2 g′2(1)(x)θ1 + g′2(2)(x)θ2f(12)(x)θ2 g1(1)(x) g2(1)(x)
−f(12)(x)θ1 g1(2)(x) g2(2)(x)
 = (A C
D B
)
with
sdet(dXF (X)) = det[A− CB
−1D](detB)−1 and detB = β(x) = g1(1)(x)g2(2)(x)− g1(2)(x)g2(1)(x).
Therefore,
(B.7) πB(sdet(dXF (X))) = f
′
(0)(xB)β(xB)
−1.
We need to find Φ = (φ, ψ1, ψ2) such that
(B.8)

φ(f(xB, θ), g1(xB, θ), g2(xB, θ)) = xB,
ψ1(f(xB, θ), g1(xB, θ), g2(xB, θ)) = θ1,
ψ2(f(xB, θ), g1(xB, θ), g2(xB, θ)) = θ2
with

φ(y, ω) = φ(0)(y) + φ(12)(y)ω1ω2,
ψ1(y, ω) = ψ1(1)(y)ω1 + ψ1(2)(y)ω2,
ψ2(y, ω) = ψ2(1)(y)ω1 + ψ2(2)(y)ω2.
To state more precisely, we have
yB = f(0)(xB), yS = f(12)(xB)θ1θ2,
φ(0)(yB + yS) = φ(0)(yB) + φ
′
(0)(yB)yS,
φ(12)(yB + yS) = φ(12)(yB) + φ
′
(12)(yB)yS,
and from the first equation of (B.8),
(B.9)
{
φ(0)(yB) = φ(0)(f(0)(xB)) = xB,
φ′(0)(yB)yS + φ(12)(yB)β(xB)θ1θ2 = [φ
′
(0)(yB)f(12)(xB) + φ(12)(yB)β(xB)]θ1θ2 = 0.
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Since f ′(0)(x˜B) 6= 0, there exists a neighborhood U0 ⊂ R of x˜B and V0 ⊂ R of f(0)(x˜B) where we
find a function φ(0)(yB) satisfying the first equation (B.9). Moreover, since β(xB) 6= 0, taking the smaller
neighborhood if necessary, we define
φ(12)(yB) = −φ
′
(0)(yB)f(12)(xB)β(xB)
−1
∣∣
xB=φ(0)(yB)
.
On the other hand, putting
ω1 = g1(1)(xB)θ1 + g1(2)(xB)θ2,
ω2 = g2(1)(xB)θ1 + g2(2)(xB)θ2, ω1ω2 = β(xB)θ1θ2
and remarking ySωj = 0 for j = 1, 2, from the last two equations of (B.8), we should have
ψ1(1)(yB)(g1(1)(xB)θ1 + g1(2)(xB)θ2) + ψ1(2)(yB)(g2(1)(xB)θ1 + g2(2)(xB)θ2) = θ1,
ψ2(1)(yB)(g1(1)(xB)θ1 + g1(2)(xB)θ2) + ψ2(2)(yB)(g2(1)(xB)θ1 + g2(2)(xB)θ2) = θ2,
that is, (
ψ1(1)(yB) ψ1(2)(yB)
ψ2(1)(yB) ψ2(2)(yB)
)(
g1(1)(xB) g1(2)(xB)
g2(1)(xB) g2(2)(xB)
)
=
(
1 0
0 1
)
.
Therefore, we have ψ∗(yB), which satisfy the desired property.
(II) Do analogously as above for general m,n by putting
fi(x, θ) =
∑
|a|=ev≤n
fi,a(x)θ
a, gk(x, θ) =
∑
|b|=od≤n
gk,b(x)θ
b,
and
φi′(y, ω) =
∑
|a′|=ev≤n
φi′,a′(y)ω
a′ , ψk′(y, ω) =
∑
|b′|=od≤n
ψk′,b′(y)ω
b′ ,
but with more patience. 
Remark B.3. Above theorem holds for functions fi ∈ CSS(Rm|n : Rev) and gk ∈ CSS(Rm|n : Rod).
Moreover, we have
Proposition B.4 (Implicit function theorem). Let Φ(X,Y ) : U×V→ Cp|q be a supersmooth mapping and
(X˜, Y˜ ) ∈ U×V, where U and V are superdomains of Rm|n and Rp|q, respectively. Suppose Φ(X˜, Y˜ ) = 0
and ∂Y Φ = [∂yjΦ, ∂ωrΦ] is a continuous and invertible supermatrix at (X˜B, Y˜B) ∈ πB(U)× πB(V). Then,
there exist a superdomain V ⊂ U satisfying X˜B ∈ πB(V) and a unique supersmooth mapping Y = f(X)
on V such that Y˜ = f(X˜) and Φ(X, f(X)) = 0 in V. Moreover, we have
(B.10) ∂Xf(X) = − [∂XΦ(X,Y )][∂Y Φ(X,Y )]
−1
∣∣
Y=f(X)
.
Proof. (B.10) is easily obtained by
0 = ∂XΦ(X, f(X)) = (∂XΦ(X,Y ) + ∂Xf(X)∂Y Φ(X,Y ))|Y=f(X) .
The existence proof is omitted here because the arguments in proving Proposition B.3 work well in this
situation. 
B.3. Global inverse function theorem. We have the following theorem of Hadamard type:
Proposition B.5 (Global inverse function theorem on Rm). Let f : Rm ∋ x → y = f(x) ∈ Rm
be a smooth mapping on Rm. We assume the Jacobian matrix [dxf(x)] is invertible on R
m, and
‖(det[dxf(x)])‖ ≥ δ > 0 for any x. Then, f gives a smooth diffeomorphism from Rm onto Rm.
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Proposition B.6 (Global inverse function theorem on Rm|n). Let F = (f, g) : Rm|n ∋ X → Y =
F (X) ∈ Rm|n be a supersmooth mapping on Rm|n. We assume the super matrix
dXF (X) =
(
∂fi
∂xj
∂gk
∂xj
∂fi
∂θl
∂gk
∂θl
)
is invertible at any X ∈ Rm|n, and there exists δ > 0 such that for any x
‖πB(sdet
∂fi
∂xj
)‖ ≥ δ > 0, and {x | πB det(
∂gk
∂θl
) = 0} = ∅.
Then, F gives a supersmooth diffeomorphism from Rm|n onto Rm|n.
Proof. From the proof of above Theorem B.3, it is obvious. 
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