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Bilinear-biquadratic Spin-1 rings:
an SU(2)-symmetric MPS algorithm for periodic boundary conditions
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An efficient algorithm for SU(2) symmetric matrix product states (MPS) with periodic boundary
conditions (PBC) is proposed and implemented. It is applied to a study of the spectrum and
correlation properties of the spin-1 bilinear-biquadratic Heisenberg model. We characterize the
various phases of this model by the lowest states of the spectrum with angular momentum J = 0, 1, 2
for systems of up to 100 spins. Furthermore, we provide precision results for the dimerization
correlator as well as the string correlator.
PACS numbers: 71.27.+a, 05.10.Cc, 02.70.-c, 75.10.Pq
I. INTRODUCTION
About 25 years ago the density-matrix renormaliza-
tion group (DMRG) emerged as a precision tool for
the numerical description of one-dimensional quantum
many-body systems [1]. Starting with Ref. [2] it was
applied successfully to many spin and strongly interact-
ing electron systems. Later it was realized that DMRG
can be reformulated in terms of matrix product states
(MPS) [3, 4]. A comprehensive review of MPS algorithms
and their relation to DMRG is presented in Ref. [5]. In
this review most algorithms are formulated without re-
gard to symmetries such as U(1) or SU(2).
However, already O¨stlund and Rommer [3, 4] in an at-
tempt to understand the success of DMRG used SU(2)
symmetric MPS. They realized that the local matrices
(tensors) decompose into a structural part given by the
symmetry and a degeneracy part. The structural part
consists of a Clebsch-Gordan coefficient, and the (vari-
ational) parameters of the model reside in the degener-
acy part only. The number of parameters to be deter-
mined is therefore significantly reduced with respect to
a non-symmetric theory. This approach, first suggested
by O¨stlund and Rommer, was generalized to higher or-
der tensors in Ref. [6] and then applied to MERA tensor
network calculations [7–9].
However, in addition to this basic implementation of
symmetry into a tensor network with the purpose of
reducing the number of independent parameters, it is
possible to entirely eliminate the structural tensors and
develop algorithms in terms of the degeneracy tensors
only [10–13]. This reduces the requirements for compu-
tational resources significantly, and in turn enables sig-
nificant improvements to the accuracy of the results that
can be obtained. The elimination of structural tensors
from the algorithms requires changes to standard (non-
symmetric) tensor network implementations, e.g. via
precomputation schemes as suggested in Ref. [9].
It is the purpose of the present paper to develop an al-
gorithm for SU(2) symmetric MPS with periodic bound-
ary conditions (PBC) in terms of reduced tensors only.
We stress that we express symmetric tensors (using the
Wigner-Eckart theorem) in terms of reduced tensors (de-
generacy tensors) and structural tensors consisting of
products of Clebsch-Gordan coefficients. To this end
we strictly follow the methods and conventions of Ed-
monds [14]. We do not use the tree decompositions ad-
vocated in Ref. [9] for the representation of symmetric
tensors. The linear maps relating different tree decom-
positions of symmetric tensors derived in Ref. [9] di-
rectly correspond to expressions relating different cou-
pling schemes [14] in terms of Racah 6j, Wigner 9j, or
more general symbols. Consequently, the precomputa-
tions for the linear maps suggested in Ref. [9] may be
expressed in terms of such symbols.
Furthermore, we apply the proposed algorithm to a
physically rather complex one-dimensional model: the
spin-1 bilinear-biquadratic Heisenberg (BBH) model on
a ring,
H =
N∑
i=1
[
cos θ ~si ⊗ ~si+1 + sin θ (~si ⊗ ~si+1)2
]
(1)
with N + 1 set to 1 and ~si the spin-s SU(2) matrix rep-
resentations. In doing so we will reproduce a number
of well-known results, e.g. a precise calculation of the
Haldane gap in order to check the capabilities of the pro-
posed algorithm. Moreover, we will study the spectrum
of the BBH Hamiltonian for PBC and various θ, which
have not yet been addressed in the literature. This will
shed some light on old questions concerning the phase
structure to be discussed below.
The BBH model describes the behavior of atomic
spinor condensates in optical lattices [15–19] under cer-
tain conditions. It also models the physics of some
quasi-one-dimensional crystals, e.g., in LiVGe2O6 [20]
or Ni(C2H8N2)2NO2ClO4 (NENP) [21]. Furthermore, it
was extensively used as a test bed for new tensor net-
work algorithms [22–24]. However, these algorithms do
not explicitly implement SU(2) symmetry, and the meth-
ods developed here (and for infinite systems in Ref. [25])
could serve well to implement SU(2) symmetry into those
approaches.
The continuous SU(2) symmetry of the BBH model
cannot be broken due to the Mermin-Wagner-Coleman
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FIG. 1. (color online) Phase diagram of the infinite-size bilinear-
biquadratic spin-1 Heisenberg model. The existence of the separate
(nematic) phase at −0.75 < θ/pi . −0.67 has been long under
debate.
theorem [26, 27]. As a consequence the eigenstates of
this Hamiltonian can be characterized by the total an-
gular momentum quantum number J . Due to the (dis-
crete) translational symmetry, the eigenstates can also
be labelled by the quasi-momentum quantum number p.
However, unlike SU(2) symmetry, translational symme-
try will not be built into our MPS ansatz explicitly in
the present paper. The BBH model has other symme-
tries not explicitly built into the MPS here, e.g. SU(3)
symmetry at θ = 14π and θ = − 34π, a symmetry not easily
uncovered in the spin representation of the model [28].
As a function of the control parameter θ the infinite-
size spin-1 bilinear-biquadratic Heisenberg model ex-
hibits the rich phase structure shown in Fig. 1 [29]. We
briefly discuss the various phases moving around the cir-
cle of the phase diagram in a clockwise direction.
For pi4 > θ > −pi4 the system is in the gapped Haldane
phase with hidden topological order [30, 31]. The ground
state has spin J = 0 and is non-degenerate. The first ex-
cited state is a triplet (spin-1). At θ = 0 the model cor-
responds to the simple Heisenberg antiferromagnet and
at θ = arctan 13 the ground state is the AKLT state [32].
At θ = −pi4 the gap vanishes and there is a second order
phase transition to the dimerized phase [33, 34].
The dimerized phase extends from θ = −pi4 to θ = − 3pi4 .
The ground state is a doubly degenerate J = 0 state with
a gap to either spin-1 or spin-2 excited state [35]. It
shows non-zero dimer order [36, 37]. At θ = −pi2 the (bi-
quadratic) model can be mapped to the spin-1/2 XXZ
model and, therefore, it is exactly solvable using the
Bethe Ansatz [37, 38]. This point is characterized by
very long-ranged spin correlations [38] and ‘maximum’
nearest-neighbor entanglement.
According to [39, 40], the dimer order parameter
behaves non-typically in the parameter region θc ≈
−0.67π > θ > − 3pi4 , and quadrupolar spin correla-
tions increase dramatically there. The conjecture of
Chubukov [41] that there is a gapped nematic phase in
this parameter region was debated in Refs. [16, 42] and
rejected in Ref. [43]. However, the existence of the ne-
matic gapless phase in the narrow vicinity of θ = −3π/4
is not ruled out, since the values to be calculated are com-
parable with the precision of the numerical calculations
in that parameter region [40, 44].
In the region 5pi4 > θ >
pi
2 the system is in a gap-
less ferromagnetic phase with a multi-fold degenerate
ground state. At the critical point θ = − 3pi4 the sys-
tem exhibits SU(3) symmetry [28]. The ferromagnetic
phase is followed by a gapless phase with dominating
quadrupolar spin correlations [40, 45] for pi2 > θ >
pi
4 .
At the Lai-Sutherland point θ = pi4 the system undergoes
a Kosterlitz-Thouless phase transition [36, 46] into the
Haldane phase. At the Lai-Sutherland critical point the
system shows SU(3) symmetry and is exactly solvable by
the Bethe Ansatz (see, e.g., [35, 47]).
Using the proposed SU(2) symmetric MPS algorithm
for PBC, we calculate energy spectra and characteristic
correlation functions in different phases of a spin ring at
selected parameter values θ. The calculated energy gaps
between these states enable already an elucidation of the
phase structure from finite system results. In particular,
the existence of a fifth (nematic) phase can be addressed.
For the Haldane phase we calculate the string correla-
tor of the ground state and in the dimerized phase the
dimerization from the lowest two J = 0 states. These two
states form a degenerate doublet in the thermodynamic
limit.
The paper is organized as follows. In Sec. II we briefly
review the MPS formalism for periodic boundary condi-
tions which is based on the algorithm proposed by Ver-
straete, Porras, and Cirac [48]. In Sec. III this algorithm
is rewritten using SU(2) symmetric tensors only. As al-
ready emphasized, it is a major objective of the present
paper to eliminate all structural tensors from the PBC
algorithm. This is more complicated than for OBC since
higher order tensors must be considered. These tech-
nical developments are relegated to several appendices,
which form an important part of the present article and
should enable a straightforward implementation of the
algorithm.
As a consequence we only need to handle the degen-
eracy parts of the tensors explicitly. This enables signif-
icant improvements to the efficiency of the implementa-
tion. In fact, the MPS virtual dimensions we are able
to use are much larger than in various recently pro-
posed implementations for PBC without SU(2) symme-
try, e.g. [22, 23]. We provide the reduced MPO represen-
tation for the bilinear-biquadratic spin-s Hamiltonian as
well as the corresponding reduced representation for H2
and other operators. This enables the calculation of the
variance 〈H2〉 − 〈H〉2 of the various eigen-energies.
We apply the proposed SU(2) symmetric algorithm
to the bilinear-biquadratic spin-1 Heisenberg model in
Sec. IV and discuss the low lying spectrum in all phases
except the ferromagnetic phase. We also briefly address
3in Appendix F the spin-1/2 Heisenberg model and com-
pare our numerical results with Bethe Ansatz calcula-
tions. The results of our work are summarized in sec-
tion V.
II. REVIEW: THE MPS FORMALISM FOR PBC
An MPS formalism for PBC was originally proposed
in [48] and extended in [49] and [18]. We summarized
the algorithm in Refs. [50, 51], and therefore we only
briefly review here those aspects which are relevant for
the present discussion.
The state of a 1D quantum many body system of size
N is approximated in terms of a matrix product state
|ψ〉 =
∑
{σ},{a}
M [1],σ1a0,a1 · · · M [N ],σNaN−1,aN |σ1 . . . σN 〉. (2)
Here, the σi represent the local degrees of freedom at
site [i]. The local Hilbert space is assumed to be finite
dimensional, and its basis is enumerated by the {σi}.
The elements M
[i],σi
ai−1,ai of the rank-3 tensors M
[i] are the
parameters characterizing a particular state. For periodic
systems we set a0 = aN , and the dimension of the bond
indices ai is set to m.
Analogously, operators are written as matrix product
operators
O =
∑
{σ},{σ′},{I}
W
[1],σ1,σ
′
1
I0,I1
. . . W
[N ],σN ,σ
′
N
IN−1,IN
(3)
|σ1 . . . σN 〉〈σ′1 . . . σ′N |.
EachW [i] is a rank-4 tensor: W
[i],σi,σ
′
i
Ii−1,Ii
with I0 = IN . The
bond indices I of operators have dimension mW , and the
operators studied in the present work can be expressed
exactly in terms ofW tensors with small bond dimension.
Matrix elements of MPO in MPS,
〈φ|O|ψ〉 = Tr (E[1]W (A,B) · . . . ·E[N ]W (A,B)), (4)
can be expressed in terms of the rank-6 (generalized)
transfer tensor E
[i]
W with the tensor elements
(E
[i]
W )(I¯,a¯,b¯),(I,a,b) =
∑
σ,σ′
W
[i],σ,σ′
I¯ ,I
A
∗[i],σ
a¯,a B
[i],σ′
b¯,b
. (5)
The matrices A and B characterize the states |φ〉 and
|ψ〉, respectively. The special transfer tensor E[i]1 (A,B)
represents the matrix element 〈φ|ψ〉 of the identity oper-
ator (with I¯ = I = 1). Note, that we chose to write the
algorithm in terms of higher-rank tensors in order to ease
the implementation of SU(2) symmetry in the next sec-
tion. Parentheses are used to group indices conveniently.
In order no minimize the energy variationally, due to
PBC one has to solve at each update step the generalized
eigenvalue problem
H
[i]
eff ν
[i] = ǫ[i]N
[i]
eff ν
[i] (6)
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FIG. 2. (left) Graphical representation of the transfer tensor EW
Eq. (5). (right) Enlarging a ‘block’ tensor (oval) by one transfer
tensor (rectangle) on the right. The lines connecting the block
tensor and transfer tensor represent contractions.
written in terms of the effective Hamiltonian matrix Heff
and the effective normalization matrix Neff . The ele-
ments of these matrices are obtained from
(H
[i]
eff)[σiaiai−1],[σ′ia′ia′i−1] =
mW∑
kl
W
[i],σi,σ
′
i
k,l × (7)
(H
[i]
R )(l,ai,a′i),[paNa′N ] · (H
[i]
L )[paNa′N ],(k,ai−1,a′i−1),
(N
[i]
eff)[σiaiai−1],[σ′ia′ia′i−1] = δσiσ′i × (8)
(N
[i]
R )(1,ai,a′i),[1aNa′N ] · (N
[i]
L )[1aNa′N ],(1,ai−1,a′i−1).
The ‘blocks’ H
[i]
L , N
[i]
L and H
[i]
R , N
[i]
R are contractions of
the transfer tensors EW and E1 (as defined in Eq. (5))
to the left or to the right of the site i, respectively. (In
order to define what is left and right we initially label the
sites from 1 to N , and keep this labeling throughout the
calculation. All sites with label smaller than i are left of
site i and all sites with label larger than i are right of
site i.) A contraction of a block with a transfer tensor
is depicted in Fig. 2. The block and transfer tensors
are kept rank-6 throughout the algorithm. We assume
summation over repeated indices, however, for clarity we
sometimes write out the summations explicitly. Brackets
are used in order to indicate fusion of several indices into
a combined single index. The update is performed in
the standard DMRG ‘sweeping’ manner as proposed in
Ref. [48].
The value ǫ[i] eventually converges to the ground state
energy during the iterative update procedure. The up-
dated MPS is obtained by a suitable partitioning of the
vector into a tensor:
ν
[i]
[σiaiai−1]
=M [i],σiai−1,ai . (9)
After each update step the local MPS tensor is regauged
in order to keep the algorithm stable, i.e. we modify
each local MPS tensorM [i] such that one of the following
relations is fulfilled,
QL,[i] =
∑
σi
M [i],σi†M [i],σi = 1, left-norm. (10)
QR,[i] =
∑
σi
M [i],σiM [i],σi† = 1, right-norm. (11)
4The algorithm presented above not only allows the
variational determination of ground states but also the
calculation of excited states. They can be constructed by
finding the lowest state in the (sub)space orthogonal to
the space spanned by the states already found [18]. In
order to implement a corresponding update procedure for
an MPS in this subspace we need to solve the generalized
eigenvalue problem
P [i]H
[i]
effP
[i]†ν[i] = ǫ[i]P [i]N [i]effP
[i]†ν[i] (12)
where P [i] projects the effective Hamiltonian (7) and the
effective normalization matrix (8) into the relevant sub-
space. I.e., the local MPS tensor must not only minimize
the effective Hamiltonian, but must also be constructed
in such a way that the MPS |ψ〉 of a ‘new’ excited state
to be calculated is orthogonal to all MPS |φk〉 already
calculated before: 〈ψ|φk〉 = 0 for all k. Here, k enumer-
ates these states: k = 0 for the ground state, k = 1 for
the first excited state, etc.
We denote the tensors of the states |φk〉 by Φ[i]k and
the tensors of the ‘new’ excited state by M [i]. Then the
local projection operator P [i] must fulfill the condition
P [i]y[i] † = 0 with y a matrix of k row vectors
(y
[i]
k )[σiaiai−1] =
∑
a′
i
a′
i−1
(O
[i]
R,k)(1,ai,a′i),[1aNa′N ] × (13)
(O
[i]
L,k)[1aNa′N ],(1,ai−1,a′i−1) · (Φ
[i]
k )
σi
a′
i−1,a
′
i
obtained from the condition 〈ψ|φk〉 = 0 for all k. The
projection matrix P [i] is determined by an orthogonal-
ization of the matrix y[i]. The rank-6 ‘block’ tensors
O
[i]
L,k and O
[i]
R,k are the contractions of all transfer ten-
sors E1(M,Φk) to the left or right of site i, respectively.
(Again, summation over repeated indices is assumed in
Eq. (13))
III. SU(2)-SYMMETRIC MPS ALGORITHM
FOR PBC
We now introduce SU(2) symmetry into the formalism
presented above: we assume an SU(2) symmetric Hamil-
tonian and SU(2) symmetric states, i.e. the symmetry
is not broken. This holds in 1D due to the Mermin-
Wagner-Coleman theorem. Technically, all tensor indices
can then be chosen to be SU(2) invariants, i.e. they de-
compose into a total spin (angular momentum) index s,
a spin projection index ms as well as a degeneracy index
t, which counts the number of times a specific SU(2) rep-
resentation occurs, e.g. σ = (s, t,ms). For the physical
indices of MPS we have t = 1, however the spins in the
bond indices are highly degenerate. In practice, we only
need moderate degeneracies t < 10 for our calculations.
First we briefly introduce SU(2) symmetric MPS and
discuss the construction of states with given total an-
gular momentum J . We eliminate all structural tensors
from the algorithm in subsection III B as well as several
appendices.
A. Construction of SU(2)-symmetric MPSs for
PBC
First we discuss how to construct SU(2) invariant
states, i.e. states with total spin J = 0. The set of
MPS matrices defined in Eq. (2) must be brought into
an SU(2) symmetric form at every site i.
The structure of the rank-3 local tensor M [i] at posi-
tion i is determined by the Wigner-Eckart theorem [9]
according to which the tensor decomposes into a degen-
eracy part M and a structural part C
M sms(jtm),(j′t′m′) =M(jt),(j′t′)Cj,s,j
′
m,ms,m′
(14)
with the structural part fixed by SU(2) symmetry and
given in terms of the Wigner 3j symbol [52]
Cj1,j2,j3m1,m2,m3 = (−1)j1−m1
(
j1 j2 j3
−m1 m2 m3
)
. (15)
The degeneracy part (also often called “reduced tensor”)
is denoted by a script letter while the corresponding full
tensor is denoted by a roman letter. Here, for simplicity,
we omit the position index i (this index will be reintro-
duced whenever necessary). It is often convenient to use
a combined index γ = (j, t), i.e. M(jt),(j′t′) =Mγ,γ′.
The degeneracy part M does not depend on the spin
projections and contains the (variational) parameters of
the state. Note that the reduced matrix elements of the
MPS for which the spins j, s, j′ do not fulfill the ‘triangle
rule’ {
|j − s| ≤ j′ ≤ j + s
j + s+ j′ is integer
can be set to zero, as the corresponding 3j symbol van-
ishes under these conditions. This makes the reduced
MPS matrices rather sparse, in fact, they have a banded
block structure.
We will call the set of all (jt) which character-
ize a reduced matrix its degeneracy set d, e.g. d =
{(1/2, 2), (3/2, 4), (5/2, 3)}. In practice, we want to
choose the smallest possible set with few different spins j
and small degeneracies t. However, it must be noted that
at present we have no method in order to choose this set
algorithmically. Of course, for a large system we expect
that the required degeneracies will be large. On the other
hand the size of the degeneracy sets is strictly limited by
the available computing resources. We will discuss this
issue further in the following sections.
We now turn to the construction of covariant states
with total spin J 6= 0. To achieve this a fictitious non-
interacting (local) spin J > 0 [8, 11] is inserted into the
system. The fictitious spin is inserted at the site N +
1, i.e. between site N and site 1. The tensor at this
additional site takes the form
F JM(jtm),(j′t′m′) = F(jt),(j′t′)Cj,J,j
′
m,M,m′ , (16)
5and the resulting MPS has total spin 0. For complete-
ness, we define F 0,0 = 1. After optimization of the tensor
network with the fictitious spin one needs to obtain the
covariant state |JM〉, which is given by
|JM〉 =
∑
{msi}
Tr(M [1],(sms1) · · ·M [N ],(smsN )F J,−M )
|ms1ms2 · · ·msN 〉 (17)
This state must be normalized if required. In practice,
we seldom need to reconstruct the state using Eq. (17),
since the calculation of SU(2) invariant observables can
be expressed in terms of the reduced tensors only as is
shown further down in this section.
B. The optimization algorithm for SU(2)
symmetric MPS for PBC
In order to make best use of the symmetry, it is advan-
tageous to introduce a reduced tensor structure not only
for the MPS but for all other tensors of the algorithm
as well. This enables to express the whole algorithm in
terms of degeneracy tensors only, and spin projection in-
dices and the structural parts of the MPS will be com-
pletely eliminated from the algorithm. As a consequence,
the computations are significantly more efficient, and cal-
culations with much larger virtual dimensions become
feasible.
In the present section we will explain how the PBC
algorithm presented in section II is rewritten in terms of
reduced tensors only. Technical details will be relegated
to several Appendices. The results contained in these
Appendices will enable a rather straightforward imple-
mentation of the proposed algorithm. For open bound-
ary conditions a similar strategy was followed by McCul-
loch [13] but not described in much detail. However, for
PBC we face a number of differences, in particular, the
‘block’ tensors, i.e., the products of transfer tensors, are
rank-6 tensors for PBC, while they are rank-3 in the OBC
implementation.
In the following, we will provide the general defini-
tion of reduced tensors and exemplify the construction
of reduced tensors for rank-4 W tensors, which are the
building blocks of MPO. We then go on to describe the
variational algorithm for the determination of MPS in
terms of reduced tensors.
In order to introduce rank-k SU(2) invariant tensors
Ta1,...,ak each index has to be decomposed into a spin
index, a degeneracy index, and a spin projection index,
e.g. a1 = (j1, t1,mj1) in the same way we did for the
tensor indices of MPS tensors in Eq. (14). For k ≥ 3
an element of a SU(2)-invariant rank-k tensor may be
obtained from the generalized Wigner-Eckart theorem [6,
j’ j
s s
je
FIG. 3. Coupling scheme corresponding to the decomposition of a
rank-4 W tensor of an MPO Eq. (19). Each vertex represents a C
factor or 3j symbol. Summation over the indices of internal edges
is implied.
9, 14]
Ta1,a2,··· ,ak =
∑
je1 ,te1 ,me1...
jek−3 ,tek−3 ,mek−3
(T je1 ,··· ,jek−3 )γa1 ,γa2 ,··· ,γak ·
· (Qje1 ,··· ,jek−3ja1 ,ja2 ,··· ,jak )ma1 ,ma2 ,··· ,mak ,me1 ,··· ,mek−3 (18)
where e1, . . . , ek−3 are intermediate indices to be
summed over, (T je1 ,··· ,jek−3 )γa1 ,γa2 ,··· ,γak is a reduced
matrix element while Q
je1 ,··· ,jek−3
ja1 ,ja2 ,··· ,jak is a rank-k inter-
twiner of SU(2) (generalized Clebsch-Gordan coefficient).
Obviously, the tensor (14) of an MPS is a special case
of (18) for k = 3 (there are no intermediate indices, and
the index σ decomposes trivially as σ = (s, 1,ms) or sim-
ply σ = (s,ms)).
A rank-k intertwiner may be decomposed into a prod-
uct of C factors defined in Eq. (15). Different decom-
positions are possible and they may be represented as
different coupling schemes as explained in more detail
in Ref. [14] and Ref. [9]. Here, we will choose coupling
schemes which we find convenient for our purposes.
Let us illustrate the construction of SU(2) invariant
tensors using an MPO tensor W as example. Such ten-
sors have rank-4, therefore we need one intermediate in-
dex e = (je,me). The MPO has two physical indices
(s,ms) and (s,m
′
s) (assuming that at each site there are
particles with the same spin s) and two virtual indices
(jtm), (j′t′m′). The W tensor is then decomposed as
W
(sms),(sm
′
s)
(jtm),(j′t′m′) =
=
√
2s+ 1
∑
je,me
Wje(jt),(j′t′)Cj,je,j
′
m,me,m′
Cs,je,sms,me,m′s (19)
with a rank-3 reduced tensor Wjeγ,γ′ (the factor
√
2s+ 1
is introduced for convenience in order to free the reduced
unity tensor from an s dependence). Our definition of
the reduced tensor corresponds to the coupling scheme
shown in Fig. 3. We note that te = 1 because fusion of
two equal spins s gives a non-degenerate spin. Due to
the restrictions imposed by the structural C factors as
well as the high sparseness of the MPO in its full form,
many reduced tensor elements can be chosen to be zero,
6and the reduced tensorW assumes a characteristic sparse
structure. This is demonstrated by the reduced tensor
representations of the Hamiltonians needed in the present
paper given in Appendix A. We also provide a reduced
representation for the H2 operator in Appendix D.
As was already stated, the W tensors of many im-
portant operators can be obtained exactly as well as
their reduced tensor representation W . This repre-
sentation is characterized by a degeneracy set d =
{(j0, t0), . . . (jn, tn)}, e.g. for the BBH Hamiltonian one
finds d = {(0, 3), (1, 1), (2, 1)} as is shown in Appendix A.
Similarly, one can expand higher rank tensors like the
block tensors HR and HL into reduced tensors. Details
are given in Appendix B. As a consequence, the opti-
mization (update) step Eq. (6) can be formulated as a
generalized eigenvalue problem in terms of the reduced
effective Hamiltonian Heff and the reduced effective nor-
malization matrixNeff (both given explicitly in Eq. (C1))
Heff ν = ǫNeff ν. (20)
We stress again that the reduced normalization matrix
arises due to PBC and both Heff and Neff change at each
iteration step. The updated matrix M is then obtained
from a suitable partition of the vector ν into a matrix,
Mγ,γ′ = ν[γ′γ] as well as zeros for those tensor elements
which do not fulfill the triangle rule.
Details of the derivation of the optimization step in
terms of reduced tensors are given in Appendix C. A
reduced form of the projection operator P defined in
Eq. (12) is also given there. This enables the calcula-
tions of excited states in different spin sectors. The re-
gauging step (Eq. (10)) in terms of reduced tensors is
briefly described in Appendix E. A first demonstration
that the proposed algorithm works as expected is given
in Appendix F.
C. Calculation of observables
If the operator O of an observable is SU(2) invariant,
its expectation value Eq. (4) can be calculated using re-
duced tensors only. In the present paper we do not con-
sider covariant operators. Using Eq. (3) for the operator
and Eq. (17) for the wavefunction |JM〉, one can write
〈J ′M ′|O|JM〉 = δJ′J δM ′M×
Tr[(
∑
σ1,σ′1
W [1],σ1,σ
′
1 ⊗M [1],σ1∗ ⊗M [1],σ′1)×
× · · · × (
∑
σN ,σ′N
W [N ],σN ,σ
′
N ⊗M [N ],σN∗ ⊗M [N ],σ′N )×
× (1⊗ F J,−M∗ ⊗ F J,−M )].
The expectation values of the SU(2) invariant operator
are equal for different spin projections: 〈JM |O|JM〉 =
〈JM ′|O|JM ′〉. Therefore, we can write
〈J |O|J〉 = 1
2J + 1
∑
M
〈JM |O|JM〉 =
= Tr(E
[1]
W (M,M) · · ·E[N ]W (M,M)E1(F, F ))
=
∑
je1 ,je3
1
2je1 + 1
TrBLje1 ,je1 ,je3 , (21)
if the MPS tensor F at the fictitious site is normalized
such that QR = 1. For simplicity we did not label the
MPS matrices with their corresponding local spin index.
In the last line we have represented the expectation value
as a reduced left block tensor as defined in Appendix B.
It is this represenation which we use for a recursive calcu-
lation of expectation values using the formulas provided
in Appendix B.
An example of an SU(2) invariant operator is the
dimerization operator (22). On the other hand, the string
correlator (23) is not SU(2) symmetric due to the parity
factor
∏i+l−1
j=i+1 exp(iπs
z
j ). For such operators a full MPS
needs to be reconstructed using (17), and the MPO in its
full form must be used.
IV. BILINEAR-BIQUADRATIC SPIN-1
HEISENBERG MODEL WITH PBCS
In this section we present a numerical study of the spin-
1 bilinear-biquadratic Heisenberg (BBH) model Eq. (1).
This model has been studied extensively in recent years,
and we have given a number of pointers to the literature
in the Introduction. The present study is distinguished
by its particular treatment of SU(2) symmetry in peri-
odic systems. With moderate computational effort and
relatively small numbers of variational parameters we ob-
tain results of high precision. We present results for the
low lying spectrum of the BBH model as well as for se-
lected correlation functions. In order to do calculations
using the proposed algorithm one needs to choose an ap-
propriate degeneracy set for the virtual spins. The larger
this set the larger is the computational effort. An algo-
rithmic procedure for automatic selection of a suitable
degeneracy set is presently under development.
In order to select the degeneracy sets we use the entan-
glement structure for guidance. Obviously, for highly en-
tangled states one needs large degeneracy sets with many
virtual spins. In order to estimate the entanglement of
the states at different θ, we use exact diagonalization for
a system of N = 10 spins and determined the negativ-
ity [53] of the ground state to quantify nearest-neighbor
qutrit-qutrit entanglement (see Fig. 4). The negativity
N is obtained from the reduced 2-qutrit density matrix
ρ,
N(ρ) =
1
2
(‖ρT1‖ − 1),
where T1 denotes the partial transpose of ρ with respect
to the first qutrit and ‖.‖ the trace norm.
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FIG. 4. (color online) The negativity (full blue) of the spin-1
bilinear-biquadratic Heisenberg ring of N = 10 spins as a function
of θ obtained using exact diagonalization. The total spin J of the
ground state (dashed orange) is J = 0 for −0.75 < θ/pi . 0.22,
J = 1 for 0.22 . θ/pi < 0.5 and J = N for 0.5 < θ/pi < 1.25. We
plot the quantity J/(2N).
It is obvious from Fig. 4 that bipartite entanglement
is largest in the dimerized phase, while in the Haldane
phase and the critical phase the states are less strongly
bipartite entangled. Therefore, we cautiously expect that
the largest computational resources will be needed in
the dimerized phase. At the AKLT point θ = arctan 13
there is a local entanglement minimum. At this point we
just need the trivial virtual spin representation {(1/2, 1)}
for a quasi-exact calculation for any system size. The
bi-partite entanglement vanishes at the point θ = π/2
(which happens even for large systems). At θ = −3π/4
the negativity vanishes as well, however, at this point the
ground state is in fact highly entangled. It resembles a
state similar to the Greenberger-Horne-Zeilinger (GHZ)
state, which is maximally entangled but measures zero
nearest-neighbor entanglement.
Our choice for the virtual spin representations and
their degeneracies is partly guided by these entanglement
results. The negativity shows characteristic singulari-
ties at various points, foreshadowing clearly already for
N = 10 the phase structure one observes in the thermo-
dynamic limit. Interestingly, there is a weak singularity
at the Heisenberg point θ = 0, where there is no phase
transition in the thermodynamic limit.
Together with the bipartite entanglement we also plot
in Fig. 4 the quantity J/(2N) (J is the total spin of the
ground state) for N = 10. In the parameter region of the
critical phase J = 1, while it is zero in all other phases
except the ferromagnetic phase.
The MPSs we construct are eigenstates of the BBH
Hamiltonian as well as eigenstates of the total angular
momentum operator (therefore we label the states with
angular momentum J). However, they are not necessarily
eigenstates of quasi-momentum operator as well. Never-
theless, if the constructed eigenstates are non-degenerate
(apart from the SU(2) degeneracies), we determine in
some cases the quasi-momentum of the constructed states
and label the states and their energies with the momen-
tum label p. The operator Tn of the translation over n
FIG. 5. (color online) Lowest (red dots) and highest (black dots)
energy per site with J = 0 as a function of θ for the spin-1 bilinear-
biquadratic Heisenberg ring with N = 100 spins. The lowest energy
in the J = N sector (blue dashed line) E/N = cos θ + sin θ is
independent of the system size. In the ferromagnetic phase this
energy corresponds to the ‘global’ ground state, while in the region
− 1
2
< θ/pi < 1
4
this energy corresponds to the ‘global’ highest
excited state.
sites acts on an eigenstate with well-defined momentum
p as
Tn|ψ〉 = e−ipn|ψ〉.
Therefore, for such states p = 2πnp/N (np = 0, . . . , N −
1) can be determined from the expectation value of the
translation operator, 〈ψ|Tn|ψ〉 = e−ipn, which is easily
calculated in the MPS framework using Eq. (4) and a
cyclic shift of the MPS tensors in |ψ〉.
A. Ground state energy
Fig. 5 shows results for the ground state energies per
site in the J = 0 and J = N sectors for N = 100 spins
as a function of the parameter θ. The ‘global’ ground
state, i.e. the lowest state of all spin sectors, is J =
0 except in the critical phase (14 < θ/π <
1
2 ), where
the ‘global’ ground state is J = 1 for N = 100, and
the ferromagnetic region. Due to the symmetry H(θ) =
−H(θ + π) the minimal and maximal eigen-energies are
related by Emin(θ) = −Emax(θ+π) (this maximal energy
is also shown in Fig. 5). With few exceptions we used
the representation {(1/2, 6), (3/2, 6), (5/2, 5)} in order to
produce this plot. Note that results for N = 100 are
rather close to the thermodynamic limit.
At θ/π = − 34 ,− 12 ,− 14 , 14 , 12 exact ground state energies
per site are known from Bethe Ansatz calculations. We
compare with these results in Table I and find rather good
agreement. It is interesting that our numerical results are
obtained using half-integer virtual spins only (we obtain
similar values with integer virtual spins, however, at a
somewhat larger numerical cost). Precise calculations
are most resource intensive for the two SU(3) symmetric
points, θ = π/4 and θ = −3π/4. In particular, virtual
spins j = 7/2 are necessary in the degeneracy set d in
the vicinity of θ = −3π/4.
8θ/pi E/N ET /N ∆E/ET d
0.25 0.21058604015 {6, 6, 5, 0}
0.5 1.00000004283 1.0 4.3 · 10−8 {1, 1, 1, 0}
-0.75 -1.4100386467 -1.4142135624 3.0 · 10−3 {3, 3, 3, 2}
-0.5 -2.7967884870 -2.7969307339 5.1 · 10−5 {6, 6, 5, 0}
-0.25 -2.8286690852 {7, 7, 6, 0}
TABLE I. Ground state energy per site for the bilinear-biquadratic
spin-1 Heisenberg ring of N = 100 sites at various values of
the parameter θ. ET are finite-size predictions for θ/pi =
0.5,−0.75,−0.5 (e.g., [38]). Infinite-size Bethe ansatz results
for θ/pi = 0.25 [35, 47] E/N = 0.20986075311 and θ/pi =
−0.25 E/N = −2.8284271247 [33]. The spin representations
d = {(1/2, x1), (3/2, x2), (5/2, x3), (7/2, x4)} are simply denoted
as {x1, x2, x3, x4}.
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FIG. 6. (color online) Low lying spectrum of the bilinear-
biquadratic Heisenberg ring of N = 50 spins in the parameter range
−3/4 < θ/pi < 1/2. Two lowest spin-0 states, one or two spin-1
states and one spin-2 state are shown. The ground state energies
are shifted to E = 0. The ticks mark the values of θ where the
spectrum is calculated. The color code for the various phases is
introduced in Fig. 1.
In the ferromagnetic region 12 < θ/π <
5
4 the bilinear-
biquadratic spin-1 Heisenberg model has a 2N+1 degen-
erate spin-N ground state for any system size N . It is
possible to work out the ground state energy analytically
within the proposed MPS algorithm as the virtual spin
configuration is simply {(N/2, 1)}. We demonstrate this
in Appendix G.
B. Low lying spectrum
While it is possible to extract much information on
the phase structure from an analysis of the ground state
properties, in the present paper we will concentrate on
the low lying excitation spectrum, and we will discuss the
spectrum at selected points in the phase diagram. We
will emphasize characteristic differences of the low lying
spectrum in different phases which show up already for
finite systems.
The spectrum for a system of 50 sites within the range
− 34 < θ < 12 is presented in Fig. 6. We include the lowest
two spin-0 states, one or two spin-1 states and one spin-2
state. The states are labelled by their momentum p in
some cases. We discuss the spectra in the various phases
J E/N EC/N ∆E/EC d
0 -1.4014840187 -1.4014840390 [56, 57] 1.4 ·10−8 {6, 6, 6}
1 -1.3973744069 -1.3973792452 [22, 57] 3.5 · 10−6 {9, 9, 9}
TABLE II. Lowest energies per site of the bi-linear spin-1 Heisen-
berg ring of N = 100 sites. The spin representations used are
d = {(1/2, x1), (3/2, x2), (5/2, x3)}, which we denote simply as
{x1, x2, x3}. The Haldane gap is ∆E = 0.41096 (best estimate:
∆E = 0.41048). EC are results from other numerical calculations
as indicated by the citations. EC for J = 1 is deduced from best
estimates for the Haldane gap and for the energy of the J = 0 state.
shown in Fig. 6 from right to left:
Characteristically, in the critical phase (14 < θ/π <
1
2 )
the ground state for 50 spins is doubly degenerate spin-
1. There is small gap to the lowest spin-2 state, and
there are slightly larger gaps to two lowest spin-0 states.
Consequently, the lowest excitation is expected to be
quadrupolar in this phase, which confirms predictions
for spin chains in [40]. Our numerical results for the
ground state for the systems with 50 or 100 sites at
θ = 0.4π agree quantitatively very well with predictions
in Ref. [54] obtained by extrapolation of the results for
relatively small systems.
The ground state in the entire Haldane phase (− 14 <
θ/π < 14 ) is J = 0, and the lowest excited state is
J = 1. The gap between these two states remains finite
in the thermodynamic limit (Haldane gap). Numerical
data for the J = 0 state and J = 1 state for a purely
bi-linear Heisenberg ring with N = 100 sites are given
in Table II. From these results one obtains the Haldane
gap ∆ = 0.41096 as compared to ∆ = 0.41048 given in
Ref. [22, 55]. At the given precision N = 100 cannot be
distinguished from infinite systems. The calculated en-
ergy of the J = 0 state agrees well with the results from
previous studies [56, 57]. The data presented in Fig. 6
refer to 50 sites. It is observed that at θ = 0 the first ex-
cited state in the spin-0 sector lies much above the lowest
spin-1 state, and it is nearly degenerate with the lowest
spin-2 state (see also [55]).
The dimerized phase (− 34 < θ/π < − 14 ) has been the
subject of many investigations in the history of the BBH
model, and we will address the calculation of the dimer-
ization in the next subsection. This phase is character-
ized by the fact that the first excited spin-0 state is lower
than the lowest spin-1 and spin-2 states. The spin-1 state
is lower than the spin-2 state for θ/π > − 12 but above
this state for θ/π < − 12 . At θ = −π/2 the lowest spin-1
and spin-2 states form a degenerate pair (see also [36]).
In the thermodynamic limit, the two lowest J = 0 states
are degenerate, however with a finite gap to the lowest
J = 1 or J = 2 states. As shown in Table III the calcu-
lated energies of the three lowest states at the biquadratic
point θ = −π/2 agree very well with the Bethe Ansatz
calculations of Sørensen and Young [38]. According to
the heuristic entanglement analysis presented in the in-
troduction to this section we expect calculations to be
9J E/N EBA/N ∆E/EBA d
0 -2.7974653891 -2.7974930571 1.0 ·10−5 {8, 8, 7, 0}
0 -2.7958843262 -2.7959185488 1.2 ·10−5 {8, 8, 7, 0}
1 -2.7897606968 -2.7899887203 8.2 ·10−5 {8, 8, 8, 0}
2 -2.7897789933 {6, 6, 6, 6}
TABLE III. The energies per site of four low-lying states
of the purely biquadratic (θ = −pi/2) spin-1 Heisenberg ring
of N = 50 sites. The Bethe ansatz results EBA are
taken from [38]. The spin representations used are d =
{(1/2, x1), (3/2, x2), (5/2, x3), (7/2, x4)}, which we denote simply
as {x1, x2, x3, x4}. The calculated gap between the two J = 0
states is ∆00 = 0.0791 (Bethe Ansatz: ∆00 = 0.0787). The calcu-
lated gap between the spin-0 ground state and the spin-1 state is
∆01 = 0.3852 (Bethe Ansatz: ∆01 = 0.3752).
rather “hard” at this point. And indeed, we need large
degeneracy sets in order to achieve reasonable precision.
In the parameter region of the debated nematic phase
close to θ = −3π/4 PBC rings of N ≤ 16 sites were
investigated in [42]. We extend this work for systems of
up to 50 sites. We observe that the lowest spin-2 state
is significantly lower than the first excited spin-0 state
as well as the lowest spin-1 state. As a consequence,
quadrupolar correlations increase strongly in this region
as pointed out in [40].
One may be tempted to conjecture the existence of the
separate phase in this region from our results. However,
in order to do so one must study the behaviour of the
spectrum in the thermodynamic limit, which we do using
finite-size scaling analysis for the gaps ∆00 and ∆02. The
conjecture of Ref. [41] about the existence of the gapped
nematic phase (i.e., ∆∞00 > 0 and ∆∞02 = 0) was rejected
in earlier works [16, 42, 43]. In fact, these calculations
suggest that ∆∞00 = 0. However, there exists still the
possibility that ∆∞02 = 0 in a narrow region of − 34 <
θ/π . −0.7. Earlier DMRG calculations for OBC [40]
were not able to resolve extremely small values of ∆∞02.
From a finite size scaling analysis we obtain ∆∞00 .
2 · 10−4 at θ/π = −0.72. This suggests that the gap
between the two lowest spin-0 states closes in agreement
with earlier calculations. In fact, ∆00(N) can be fitted
very well by a power law ∆00(N) = BN
−α. In line with
this, the dimerization remains finite, D∞ = (4±2) ·10−3,
as discussed in more detail in the following subsection. In
contrast, ∆02(N) shows exponential behavior. From a fit
to our data we obtain a gap between the lowest spin-0
and the spin-2 states of size ∆∞02 ≃ 0.009 at θ = −0.72π.
Moreover, we observe a monotonic decrease of the scaled
gap N∆00(N) and a monotonic increase of the scaled
gap N∆02(N) with increasing of N , which also indicates
the absence of a nematic state at this θ. However, as
pointed out in [44], the possibility of the existence of
such a state even closer to θ/π = − 34 cannot be excluded.
Calculations closer to the ferromagnetic region for larger
systems are presently under way.
FIG. 7. (color online) Dimer order parameter Eq. (22) calculated
for the bilinear-biquadratic Heisenberg ring of N = 50 sites as
a function of θ. D(N) ≃ 0.6015 at θ = −pi/2. The theoretical
prediction for the infinite system at θ = −pi/2 is indicated by a
cross [58, 59], and our extrapolated value D∞ ≃ 0.568 is in good
agreement with theory.
C. Correlation functions
Finally, we also calculate a few physically interesting
correlations in the BBH model. In the area −3/4 <
θ/π < −1/4 we determine the dimerization correlator
D =
1
N
∑
i
(−1)i[cos θ ~si⊗~si+1+sin θ (~si⊗~si+1)2], (22)
shown for a system of N = 50 sites in Fig. 7. In fact,
due to translational symmetry, the ground state as well
as the excited states of a finite-size PBC ring are not
dimerized. In order to calculate the dimerization we take
a symmetric/antisymmetric superposition of the lowest
two J = 0 states with different momenta. These two
states are separated by a very small gap for finite systems,
and they should develop into the degenerate doublet in
the thermodynamic limit. The dimer order parameter
calculated in this way is
D =
1
2
〈0(0) ± 0(pi)|D|0(0) ± 0(pi)〉 = ±〈0(0)|D|0(pi)〉.
The dimerizationD can be calculated analytically for θ =
−π/2 in the thermodynamic limit, where the BBH model
can be mapped to a spin-1/2 XXZ model. According to
Refs. [58, 59] D =
√
5
2
∏∞
n=1 tanh
2(n arccosh32 ) ≃ 0.5622,
which agrees with the Monte-Carlo result of Ref. [38].
We fitted our results for 30, 40 and 50 sites at θ = −π/2
by a function given in Eq. (6) of [44]:
D(N) = D∞ + cN−1 exp(−N/2ξ).
The fit gives D∞ ≃ 0.568 in good agreement with the
theory, and ξ ≃ 20.2. Calculations for larger systems
(about 100 sites) are needed to obtain a more precise
result.
The dimer order parameter (22) was calculated in [42]
for finite chains of up to 48 sites. In such OBC calcu-
lations there is no translational symmetry, and the de-
generate doublet is mixed automatically. For systems of
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FIG. 8. (color online) String order parameter calculated for the
bilinear-biquadratic Heisenberg ring as a function of θ (the dashed
line denotes the AKLT point). The system size is N = 100 and
the string length is l = 30 (to secure sufficient length of the string
as well as the rest of the system). The value for θ = 0 is g(l) ≃
0.374330 in a very good agreement with infinite-size calculations [2].
up to 50 sites the results for PBC are always slightly
larger than for OBC. There are also calculations of the
dimerization for spin rings in Ref. [18], however for the
four-point correlator 〈0(0)|D2|0(0)〉. Our extrapolated re-
sult for θ = −0.65π is consistent with the result of [18].
Finally we come back again to the Haldane phase: This
phase is characterized by the presence of a nonzero string
correlator of the ground spin-0 state [60],
g(l) = −〈szi (
i+l−1∏
j=i+1
exp(iπszj ))s
z
i+l〉, (23)
that does not decay in the limit N, l →∞. Fig. 8 shows
the string correlator g(l) as a function of θ. The system
size is N = 100, and the string length is taken as l = 30.
This choice allows sufficient length of both the string and
the rest of the system, in order to resemble the infinite-
system properties (numerical results indicate that g(l) is
constant to a high degree for 20 ≤ l ≤ 40). Our results
in the range −0.2 ≤ θ/π ≤ 0.2 agree quantitatively very
well with infinite-size calculations presented in [61].
Our numerical calculations indicate that long-ranged
string order is present in the Haldane phase only (how-
ever, it is numerically hard to obtain precise values at
the boundaries of the Haldane phase). The string cor-
relator for the AKLT point (θ = arctan 1/3) can be cal-
culated exactly [32]: g(∞) = 4/9, which is reproduced
extremely well in our calculation for N = 100 sites. The
curve has the maximum at this point. The best esti-
mate for a string correlator for the bilinear Heisenberg
spin-1 model (θ = 0) is g(∞) ≃ 0.374325 [2]. Our result
g(30) = 0.374330 calculated for a system size of N = 100
spins agrees very well with this value.
V. CONCLUSIONS
In the present work we developed an algorithm for
SU(2) symmetric matrix product states (MPS) with pe-
riodic boundary conditions (PBC) that involves only re-
duced tensor elements. It was applied to a study of the
lowest-lying states of the spectrum of the spin-1 bilinear-
biquadratic Heisenberg model of up to 100 sites. The
characteristic differences of the spectrum in the various
phases of the model were stressed. Dimerization and
string order were studied in the dimerized and Haldane
phase, respectively. Our results agree rather well with
previous studies based on DMRG or Bethe Ansatz calcu-
lations, and we could extend previous studies to a more
complete coverage of the full parameter range, in par-
ticular in the dimerized phase close to the transition to
the ferromagnetic phase. We confirm the absence of a
nematic phase for θ/π > −0.72 within our numerical
precision.
The precision of the results we can achieve with our im-
plementation of the algorithm depends on the degeneracy
set d we choose for the representation of the virtual spin
indices of the MPS. Due to fact that we have eliminated
all spin projection indices, our algorithm achieves rather
large ‘effective’ virtual spin dimensions in comparison to
a non-symmetric implementation. E.g. a state with re-
duced MPS dimension m = 30 described by the degen-
eracy set d = {(0, 6), (1/2, 6), (1, 6), (3/2, 6), (2, 6)} corre-
sponds to an effective MPS virtual dimension m = 90,
which is already rather large for a PBC calculation.
Moreover, due to the sparse structure of each MPS re-
duced tensor, such a state is described by only 288 com-
plex parameters per site compared to 16200 complex pa-
rameters per site necessary to specify a non-symmetric
state. The number of parameters is also roughly one
order smaller than for a U(1) symmetric state. For
this state about 98% of the parameters used in a non-
symmetric calculation are actually zero due to symmetry.
As a consequence, the numerical effort for the solution of
the generalized eigenvalue problem at each update step
is reduced correspondingly. In fact, we suspect that the
states determined without explicit consideration of the
symmetry are incorrect even though their energy is de-
termined precisely. This needs to be investigated in more
detail in future work.
Of course, the numerical effort to be expected grows
with the size of the chosen degeneracy set d. And at
this stage this set is fixed from the start of our calcula-
tion. It would be desirable that the algorithm dynam-
ically chooses this set according to suitable algorithmic
criteria. The implementation of such a procedure is un-
der way using ideas presented in Ref. [56] and discussed
for PBC in Ref. [51].
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Appendix A: Reduced representation of MPOs
In Eq. (19) we have defined the W tensors of MPO
in terms of reduced tensorsW . Here, we will present ex-
plicit results for the reduced tensors needed in the present
study. In fact, all formulas in this Appendix are valid for
arbitrary spin-s.
In order to construct the reduced tensor WH for the
spin-s BBH Hamiltonian, we rewrite this Hamiltonian in
terms of the tensors Cs,je,sms,me,m′s , i.e. replace the spin ma-
trices by C tensors. In general, we would expect terms
with je = 0, 1, · · · , 2s−1, 2s, however one only finds non-
zero terms with je ≤ 2 for this Hamiltonian. The corre-
spondingWH tensors have dimension 11×11×s×s, which
can be grouped into three SU(2) singlets, one triplet and
one quintet. The reduced tensor WH is therefore labeled
by the degeneracy set d = {(0, 3), (1, 1), (2, 1)}. One then
finds for the first site i = 1 the WH matrices,
W [1],0H =


0 w0 1 0 0
0 0 w0 · Σ0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ,
W [1],1H =


0 0 0 w1 0
0 0 0 0 0
0 0 0 0 0
0 0 w1 · Σ1 0 0
0 0 0 0 0

 , (A1)
W [1],2H =


0 0 0 0 w2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 w2 · Σ0 0 0

 .
And for all other sites i = 2, · · · , N one obtains
W [i],0H =


1 0 0 0 0
w0 · Σ0 0 0 0 0
0 w0 1 0 0
0 0 0 0 0
0 0 0 0 0

 ,
W [i],1H =


0 0 0 0 0
0 0 0 0 0
0 0 0 w1 0
w1 · Σ1 0 0 0 0
0 0 0 0 0

 , (A2)
W [i],2H =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 w2
0 0 0 0 0
w2 · Σ0 0 0 0 0

 ,
with
w0 =
√
1
3
| sin θ| s2(s+ 1)2,
w1 =
√
3
2
| sin θ − 2 cos θ| s(s+ 1), (A3)
w2 =
√
10
3
| sin θ| (s− 1
2
)s(s+ 1)(s+
3
2
)
and Σ0 = Sgn(sin θ) and Σ1 = Sgn(sin θ − 2 cos θ). It
follows that for s = 1/2 we have w2 = 0 and W2 = 0.
Due to PBC the tensors at the first site have a different
structure than the tensors at the other sites.
The reduced tensors of the corresponding unity MPOs
are given by
W [i],01 = diag{
√
2j + 1}, (A4)
i.e. a diagonal matrix constructed from all j’s of the de-
generacy set d. E.g. for the set d = {(0, 3), (1, 1), (2, 1)}
the reduced unity operator is given by
W01 =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0
√
3 0
0 0 0 0
√
5

 . (A5)
This matrix is used at the site of the fictitious spin.
For the Heisenberg antiferromagnet (θ = 0) or ferro-
magnet (θ = π) the MPOs can be simplified. One ob-
tains: w0 = w2 = 0, Σ0 = 0, Σ1 = −Sgn(cos θ) = ∓1,
andW2 = 0. Therefore, the quintet and one singlet in the
basis can be omitted, so that the basis is {(0, 2), (1, 1)}.
Then, the reduced tensors take the form for i = 1
W [1],0H =

0 1 00 0 0
0 0 0

 , W [1],1H =

0 0 ω10 0 0
0 ω1 · Σ1 0

 ,
(A6)
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FIG. 9. Coupling scheme corresponding to the decomposition of a block tensor H, N or Ok (see Eq. (B1)). Each vertex represents a C
factor or 3j symbol. Summation over the indices of internal edges is implied.
and for the other sites i = 2, . . . , N
W [i],0H =

1 0 00 1 0
0 0 0

 , W [i],1H =

 0 0 00 0 ω1
ω1 · Σ1 0 0

 (A7)
with ω1 =
√
3s(s+ 1). The reduced unity tensor at the
site of the fictitious spin shrinks to
W01 =

1 0 00 1 0
0 0
√
3

 . (A8)
Appendix B: Reduced block tensors
The calculation of matrix elements of MPS in MPO Eq. (4) reduces to a finite product of transfer tensors (‘blocks’).
Similarly, the block tensors HL, HR, NL, NR, OL,k, OR,k which are necessary to build the generalized eigenvalue
problem (7), are finite products of transfer operators. The size of such blocks may be increased by multiplication of a
transfer tensor on the right or on the left of an existing block. Generically, we will denote these block tensors by BL
and BR, and the index distinguishes if the block is produced by left or the right multiplication.
In reduced form these tensors have three intermediate indices e1, e2, e3, and, therefore, a reduced block tensor BL
has rank 9. To define these reduced tensors we choose the coupling scheme shown in Fig. 9, which corresponds to the
following expression
(BL)(I¯,a¯,b¯),(I,a,b) =
∑
je1 ,me1
je2 ,me2
je3 ,me3
(Bje1 ,je2 ,je3L )(γI¯ ,γa¯,γb¯),(γI ,γa,γb)C
ja¯,je1 ,jb¯
ma¯,me1 ,mb¯ C
jI¯ ,je3 ,je1
mI¯ ,me3 ,me1 C
ja,je2 ,jb
ma,me2 ,mb C
jI ,je3 ,je2
mI ,me3 ,me2 (B1)
We can take te1 = te2 = te3 = 1 without loss of generality. For N - and O-blocks jI¯ = jI = 0 (and γI¯ = γI = 1) and,
consequently, je1 = je2 = je3 . For right blocks a similar expression may be written down. Using the orthogonality
relations of the 3j symbols [14], one can express the reduced tensor elements of the reduced block BL in terms of the
tensor elements of BL.
During the update procedure of the algorithm the length of the blocks has to be increased by right or left multi-
plication of transfer tensors as illustrated in Fig. 2. However, we only need to determine reduced blocks and want to
avoid reconstruction of the full block. In order to do that the summation over intermediate spin projection indices
must be carried out analytically using appropriate summation formulas for 3j symbols. Such formulas can be found
e.g. in Edmonds [14], and we will strictly follow the conventions of that reference.
An increase of the reduced left block by one transfer matrix may be formulated in terms of the following recursion
formula,
(B[i+1],je1 ,je2 ,je3L )(γI¯ ,γa¯,γb¯),(γI ,γa,γb) = (2je2 + 1)
∑
je,je2
γI ,γa,γb


jb si jb
jI je jI
ja si ja
je2 je3 je2

 (B[i],je1 ,je2 ,je3L )(γI¯ ,γa¯,γb¯),(γI ,γa,γb)×
×√2si + 1 W [i],jeγI ,γI α[i]∗γa,γa β[i]γb,γb . (B2)
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The analogous formula for right block is
(B[i−1],je1 ,je2 ,je3R )(γI′ ,γa′ ,γb′ ),(γI¯ ,γa¯,γb¯) = (2je1 + 1)
∑
je,je1
γI ,γa,γb


jb si jb′
jI je jI′
ja si ja′
je1 je3 je1

 (B[i],je1 ,je2 ,je3R )(γI ,γa,γb),(γI¯ ,γa¯,γb¯)×
×√2si + 1 W [i],jeγI′ ,γI α[i]∗γa′ ,γa β[i]γb′ ,γb . (B3)
Here 

j11 j12 j13
j21 j22 j23
j31 j32 j33
j41 j42 j43

 = (−1)j21+j22+j42+j43
{j11 j12 j13
j41 j22 j43
j31 j32 j33
}{
j21 j22 j23
j43 j42 j41
}
. (B4)
The expressions in curly brackets denote the Wigner 9j and the Racah 6j symbol, respectively. The matrices α and
β are the reduced tensors corresponding to the MPS tensors A and B, respectively, and W is the reduced W tensor
of an MPO. The local spin si = s for i ≤ N and J for the fictitious site. In order to avoid unnecessary indices we
again do not label this expression with the local spin index, which is fixed in our calculation.
The recursion is started from a reduced identity block tensor, which is easily obtained from Eq. (B1):
Ije1 ,je2 ,je3(γI¯ ,γa¯,γb¯),(γI ,γa,γb) = (2je1 + 1)(2je3 + 1) δγI¯ ,γI δγa¯,γa δγb¯,γb δje1 ,je2 δ(ja¯, je1 , jb¯) δ(jI¯ , je3 , je1) (B5)
with δ(j1, j2, j3) = 1 if j1, j2, j3 fulfill the ‘triangle rule’ and zero otherwise. Superficially it appears that the recursion
formula for BL is (appart from a trivial prefactor) independent of j1 and analogously BR independent of j2. However,
this is in fact not the case since both j1 and j2 enter via the initial condition of the recursion. We remark that the
reduced block tensors B are very sparse. Therefore, an implementation of arbitrary rank sparse tensors is needed for
their calculation and manipulation.
Appendix C: Optimization step in terms of reduced tensors
The reduced effective Hamiltonian Heff and the reduced effective normalization matrix Neff for the generalized
eigenvalue problem (20) are obtained from
(O[i]eff)[γa′γa],[γb′γb] =
∑
je,je1 ,je2 ,je3 ,je′1
γI ,γI′ ,γI¯ ,γa¯,γb¯
√
2si + 1
(2je1 + 1)(2je3 + 1)


jb′ si jb
jI′ je jI
ja′ si ja
je′1 je3 je2

 W [i],jeγI ,γI′ (B[i],je′1 ,je1 ,je3R )(γI′γa′γb′ ),[γI¯γa¯γb¯]×
× (B[i],je1 ,je2 ,je3L )[γI¯γa¯γb¯],(γIγaγb) (C1)
Of course, for Neff one has to take the W [i],jeγI ,γI′ of the identity operator, which leads to important simplifications in
the 6j and 9j symbols.
In the same way one also obtains the reduced vector yk for the calculation of excited states according to Eq. (12),
where the index k labels the different excited states,
(y
[i]
k )[γa′γa] =
∑
je1
γb,γb′ ,γa¯,γb¯
1
(2je1 + 1)
2


jb′ si jb
0 0 0
ja′ si ja
je1 je1 je1

 √2si + 1 (B[i],je1 ,je1 ,je1R,k )(1,γa′ ,γb′),[1 γa¯ γb¯]×
× (B[i],je1 ,je1 ,je1L,k )[1 γa¯ γb¯],(1,γa,γb) (φ
[i]
k )γb,γb′ (C2)
where φ
[i]
k denotes the reduced tensor of the MPS tensor Φ
[i]
k in Eq. (13). Analogously, the block tensors B that
correspond here to O tensors are labeled by the additional index k.
Appendix D: Calculation of 〈H2〉
The MPO of a squared operator is needed for the cal-
culation of the expectation value 〈H2〉. It is constructed
as explained in Appendix B of Ref. [51]. The two left
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and the two right virtual indices are fused into a single
virtual index each, and a summation over intermediate
spin projections of the physical spin s is performed.
In the SU(2) symmetric formalism, we need to express
the reducedW tensor of the squared operatorO2 in terms
of the reduced W tensor of the operator O. To this end
we follow section 7.1 of Edmonds [14]. Using Eq. (7.1.1)
and Eq. (7.1.5) of this reference one obtains
(WO2)je[(j1t1)(j2t2)](jt), [(j′1t′1)(j′2t′2)](j′t′) = (D1)
= (2je + 1)
√
(2j + 1)(2j′ + 1)(2s+ 1) (−1)je2 ×
×


j1 j j2
s je s
j′1 j′ j′2
je1 s je2

 (WO)je1(j1t1),(j′1t′1)(WO)je2(j2t2),(j′2t′2)
Here, je1 and je2 are the intermediate indices of reduced
WO tensors while je is the intermediate index of reduced
WO2 tensor. The left virtual indices (j1t1) and (j2t2)
of WO tensors are fused into one index (jt), and, analo-
gously, the right indices (j′1t′1) and (j′2t′2) are fused into
the index (j′t′). One can immediately read off Eq. (D1)
that for the bilinear-biquadratic spin-1 Heisenberg model
the reduced WH2 tensors have dimensions 3 × 36 × 36
with the virtual spins described by the degeneracy set
{(0, 11), (1, 11), (2, 10), (3, 3), (4, 1)}. These tensors are
rather sparse. Note, that the result (D1) holds for any
spin s.
Appendix E: Regauging SU(2)-symmetric MPS
Using Eq. (14) and the orthogonality relations of the
3j symbols it is easy to show that the expressionsQL and
QR defined in Eq. (10) are block diagonal. For instance,
the matrix element of QR
QR(j′,t′,m′),(j′′,t′′,m′′) = (E1)
= δj′,j′′δm′,m′′ · ( 1
2j′ + 1
∑
j,t
Msγ′,γ(Ms†)γ,γ′′δ(j, s, j′))
= δj′,j′′δm′,m′′Q˜
R
γ′,γ′′ .
An analogous result can be obtained for QL. There-
fore, the reduced tensor Q˜R/L can be diagonalized block-
wise. We then define the regauged reduced MPS M˜s =
(Q˜R)−1/2Ms or M˜s = Ms(Q˜L)−1/2 (if Q˜L/R cannot
be inverted, the pseudoinverse is used instead). It can
be easily shown that these regauged MPSs fulfill the
left/right normalization conditions Eq. (10), respectively.
Appendix F: Performance of the algorithm
In order to test the performance of the proposed algo-
rithm and its implementation we present a few results for
the bi-linear Heisenberg model (θ = 0 in Eq. (1)) for peri-
odic spin-1/2 systems. Benchmark results for comparison
are obtained from the finite-size Bethe Ansatz [62].
In Table IV we present ground state energies for sys-
tems of up to 50 sites with total spin J = 0 and J = 1.
The Bethe Ansatz results are reproduced with high pre-
cision. The (rather moderate) computational effort de-
pends on the degeneracy sets chosen for the virtual spins
of the MPSs. Our choice is listed in Table IV. Not sur-
prisingly, for larger systems we need bigger degeneracies
for each virtual spin. As mentioned already in the main
text, at this stage the virtual spins and their degeneracies
have to be preselected, and they are kept fixed through-
out the calculation.
We briefly analyze the performance of the algorithm as
a function of the degeneracy t of the symmetry sectors
for a ring with 30 spins, and determine the memory re-
quirements (RAM), CPU time as well the relative error
∆E/EBA of the J = 0 state as a function of t. We use the
degeneracy set d = {(0, t), (1/2, t), (1, t), (3/2, t), (2, t)}.
Since the calculations with different t may take different
number of sweeps to satisfy the prescribed convergence
criteria, we will calculate the CPU time required for the
optimization of the MPS at one site.
RAM scales with t roughly as O(t4) in line with the
fact that ‘block’ tensors have 4 indices corresponding to
MPS virtual indices. CPU time per site is proportinal
to t, i.e. O(m) for the spin 1/2 model. However for the
BBH Hamiltonian we observe a scaling of about O(t5).
The precision of the result measured by the relative er-
ror ∆E/EBA improves roughly exponentially slow with
increasing t.
The performance of the algorithm as a function of jmax
for the virtual spins is difficult to assess at this stage as
we can at present only use jmax < 4. An algorithmic se-
lection of jmax with appropriate degeneracy tmax for each
j is desirable, and an implementation of such a procedure
is currently underway.
Appendix G: Energy of the states with J = N in
spin-1 models
For this case the trivial virtual spin representation d =
{(N/2, 1)} is sufficient. Therefore, the reduced local MPS
tensor will be 1 × 1 matrix, as will also be the matrices
Neff and Heff .
According to translational invariance and the regaug-
ing rules (see Appendix E), the reduced MPS tensor at
each site (except the ‘fictitious site’) will be the same
and equal to M = (√N + 1). Therefore, one can easily
evaluate Neff , as it is independent of the model under
investigation. In this case the intermediate indices are
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N J E/N EBA/N ∆E/EBA d J E/N EBA/N ∆E/EBA d
10 0 -0.45154463545 -0.45154463545 < 10−11 {3, 3, 3, 3, 3} 1 -0.40922073467 -0.40922073467 < 10−11 {4, 4, 4, 4, 4}
20 0 -0.44521898185 -0.44521932640 7.7 · 10−7 {4, 4, 4, 4, 4} 1 -0.43432031232 -0.43432204931 4.0 · 10−7 {5, 5, 5, 5, 5}
30 0 -0.44406518996 -0.44406543530 5.5 · 10−7 {4, 4, 4, 4, 4} 1 -0.43915821100 -0.43916046223 5.1 · 10−6 {5, 5, 5, 5, 5}
40 0 -0.44366290056 -0.44366306970 3.8 · 10−7 {6, 6, 6, 6, 6} 1 -0.44088201219 -0.44088325383 2.8 · 10−6 {6, 6, 6, 6, 6}
50 0 -0.44347688297 -0.44347713230 5.6 · 10−7 {6, 6, 6, 6, 6} 1 -0.44168120000 -0.44168889567 1.7 · 10−6 {6, 6, 6, 6, 6}
TABLE IV. Ground state energy per site E/N in the J = 0 and J = 1 sectors for the spin-1/2 isotropic Heisenberg ring as a function of
N . EBA are results from finite size Bethe Ansatz [62]. The degeneracy sets are d = {(0, x1), (1/2, x2), (1, x3), (3/2, x4), (2, x5)} which we
abbreviate as {x1, x2, x3, x4, x5}.
always equal, therefore
(Neff)(1,1),(1,1) =
∑
je1
(−1)je1 (2je1 + 1)×
× (N !)
2
(N − je1 )!(N + je1 + 1)!
(
1− 2je1(je1 + 1)
N(N + 2)
)N
.
(G1)
The matrix Heff depends on the Hamiltonian un-
der consideration. For the spin-1 bilinear-biquadratic
Heisenberg model one finds
(Heff)(1,1),(1,1) = N(cos θ+sin θ)
∑
je1
(−1)je1 (2je1+1)×
× (N !)
2
(N − je1)!(N + je1 + 1)!
(
1− 2je1(je1 + 1)
N(N + 2)
)N
.
(G2)
Consequently, one obtains the energy of the J = N state
as E = 1N
(Heff )(1,1),(1,1)
(Neff )(1,1),(1,1) = cos θ + sin θ as expected. De-
spite the analytical simplicity of this result it cannot be
obtained numerically within the present implementation.
As is obvious from the analytical results the matrix ele-
ments of matrices Heff and Neff decrease with increasing
N . At about N ≃ 25 the numerical values cannot be
represented by machine precision numbers any more, and
the calculated values are arbitrary.
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