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With the foundation of the John von Neumann Institute for Computing (NIC) in 1987,
the former “Ho¨chstleistungsrechenzentrum HLRZ” and first National German Supercom-
puting Centre, the NIC contractors—at that time the Forschungszentrum Ju¨lich (FZJ), the
German Electron Synchrotron (DESY) and the once National Research Centre for Infor-
mation Technology (GMD)—decided to fund topical research groups working in selected
fields of computational science.
Currently, FZJ operates the research group “Computational Biology and Biophysics”.
The group succeeds the former research group “Complex Systems”, which acted at the
interface between biology and physics, and was led by Prof. Peter Graßberger. After
Graßberger’s retirement, the Computational Biology and Biophysics group started in July
2005 under Prof. Ulrich Hansmann. At Zeuthen, DESY supports the research group “Ele-
mentary Particle Physics” which is led by Dr. Karl Jansen. In 2006, the “Gesellschaft fu¨r
Schwerionenforschung, GSI” in Darmstadt will join the NIC with the intention to establish
a new research group in the field of “Computational Hadron Physics”.
The staff positions for the Computational Biology and Biophysics group at FZJ com-
prise the group head, six researchers and two Ph.D. students. At NIC-DESY/Zeuthen in
addition to the head again six researchers and two Ph.D. students are assigned to the group.
Both groups complement their teams by several third party funded positions. It is a dis-
tinctive feature of the NIC research groups that their leading persons are recruited for three
years with the option for prolongation to six years. The candidate must be a professor with
a permanent position at a University or research institute. This policy guarantees a high
flexibility for re-orientation of research towards new developments.
The mission of the NIC groups is to carry out excellent, internationally recognized
research in topical fields of the computational sciences, including life sciences, by means
of supercomputers of highest performance, state-of-the-art data processing capabilities and
fastest connections to Grids and the Web. The objective of the groups is to act both as cores
and as hubs for the establishment of novel fields in computational science, and to foster
novel developments in these fields, thus generating highest visibility of the computational
science activities of the NIC.
Furthermore, the NIC research groups concentrate on the development of new methods
and algorithms. The Complex Systems group, for example, has introduced a highly cited
approach for sequential sampling, the “Pruned Enriched Rosenbluth Method” (PERM), a
depth first algorithm including importance sampling and re-sampling. To mention an im-
portant application, PERM is most efficient for the simulation of low energy configurations
of lattice heteropolymers. The Elementary Particle Physics group has substantially boosted
the simulation efficiency of light dynamical fermions by exploiting several techniques as
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twisted mass fermions and combinations of algorithmic improvements including Hasen-
busch preconditioning. One should remark that the group in the past has paved the way
for the polynomial HMC scheme, now a standard technique which has led to the Rational
Hybrid Monte Carlo method. RHMC is used for instance by the QCDSF group, which
is led by Prof. Schierholz, a member of the NIC research group, to simulate very small
quark masses. The Computational Biology and Biophysics group has contributed with the
SMMP algorithm, now a freely available simulation package for protein folding which is
widely used. The group is continuing the development of the “generalized ensemble ap-
proach” with the goal to predict the structure of stable domains in proteins with finally up
to 200 residues.
A third major activity of the NIC research groups is to act as pilot users and driving
forces in the development of novel computing technologies. In the past, DESYs Elemen-
tary Particle Physics group was a forerunner in the usage of the Italian APE100 system
and was involved in the joint construction of APEmille and apeNEXT. Today, the NIC sci-
entists are among the first to utilize and to develop algorithms for the 45 Teraflop/s Blue
Gene /L leadership-class system installed at NIC-Ju¨lich in January 2006.
In the future, the NIC research groups will play a major role in the realization of the
integrated Helmholtz supercomputing concept. The research groups are foreseen to act
as the scientific focal points in simulation laboratories, created for the respective fields.
Following an open model, the simulation labs will be jointly operated by the NIC support
teams at the Central Institute for Applied Mathematics (ZAM) at FZJ and by members of
the scientific communities, maintaining a web portal for dissemination of best practice and
providing Grid based access to algorithms, optimized code elements, simulation data and
other data bases.
The NIC research groups are an essential element of NIC’s strategy towards a European
supercomputing centre. Their deep integration in existing pan-European research commu-
nities became evident at the workshops for the preparation of the European scientific case
for supercomputer infrastructures in Barcelona (11/2005) and Cadarache (2/2006).
In the coming years, the NIC will continue this successful research model and intends
to establish further groups. The NIC as a virtual computational science institute will be
expanded in order to meet the continuously growing importance of supercomputing, com-
putational methods and algorithms for computational science and engineering.
The next three contributions will give an overview of the activities of the NIC research
groups, starting with the Complex Systems groups, led until June 2005 by Prof. Peter
Graßberger, followed by the new Computational Biology and Biophysics group, led by
Prof. Ulrich Hansmann since July 2005, and finally presenting the Elementary Particle
Physics group of Dr. Karl Jansen.
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We give an overview over the main research activities in our group during the last two years. It
is mostly concentrated on two subjects: Efficient sequential Monte Carlo methods and pattern
analysis. As regards sequential Monte Carlo algorithms, we mainly developed a fast algo-
rithm for the simulation of lattice animals and lattice trees. This follows in spirit our PERM
(“pruned-enriched Rosenbluth method”) algorithm which was highly successful for polymers
and other problems, but it involves a number of non-trivial departures from plain PERM. In
the following, we will discuss results on various aspects of the animal problem obtained with
this algorithm. As regards pattern analysis, our main long-term commitment is to EEG analysis
for understanding epilepsy. One very important technique in this is independent component
analysis (ICA), which allows quite generally to decompose a signal into weakly interdepen-
dent sources. One essential ingredient in ICA is an algorithm to estimate this interdependency
with least bias. In our group we first developed a new estimator of mutual information (the
main information-based measure of interdependency), and we then used this in two new classes
of ICA algorithms. The first is a conventional algorithm called MILCA (“mutual information
based least-dependent component analysis”), the other is a simulated annealing method using
Markov chain Monte Carlo and is today the most efficient algorithm for problems with non-
negative sources arising in spectral analysis.
1 Introduction
The John von Neumann Institute has two research groups. One is for high energy physics,
the other for various problems of statistical physics and complex systems at the interface
between physics and biology. In the present paper I want to give a brief review of the
activities during the last two years when I was head of the group for complex systems.
As also during the previous years, our group was active in two main fields: Efficient
Monte Carlo sampling by means of recursive sequential algorithms, and signal analysis.
Although members of the group have also worked on other important problems, I will in
the following concentrate on these two, and will present one achievement in each.
2 PERM Simulations for Lattice Animals
As regards Monte Carlo methods, one distinguishes Markov chain (Metropolis-Hastings)
methods and sequential methods. It is fair to say that simulations in statistical physics
use overwhelmingly the Metropolis strategy, and sequential algorithms have traditionally
occupied niches like neutron transport theory1, diffusion type quantum Monte Carlo meth-
ods2, and some algorithms (called “static” in this field) for sampling polymer configura-
tions3–6. But the last years have seen a resurgence of sophisticated sequential methods,
mostly among statisticians8, while physicists have still been more busy with more sophis-
ticated algorithms of the Metropolis type.
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Our group has made a major contribution with the PERM algorithm (for a review,
see7), which is a recursively implemented (“depth first”) version of sequential sampling
with importance sampling and re-sampling8. Although this is a general purpose strategy
and was applied to as different problems as reaction-diffusion systems9, percolation7, and
sequence analysis10, its main application was to polymer statistics. It allowed e.g. the
first detailed test of the logarithmic corrections predicted for so-called Θ-polymers by the
renormalization group11, and provides today the most efficient algorithm for determining
low energy configurations of lattice heteropolymers which provide toy models for protein
folding12.
During the last two years, we have applied the basic strategy of PERM to the simulation
of lattice animals and lattice trees. Lattice animals (or “polyominoes”, as they are also
called by mathematicians13) are just connected clusters of sites on some regular lattice,
similar to percolation clusters. But while the latter come with non-trivial statistical weights
which are due to the fact that percolation clusters are created by randomly removing bonds
or sites from a fully occupied lattice, the animal ensemble is defined so that all clusters
with the same number of sites have the same weight. Thus understanding the animal
problem essentially corresponds to counting the numbers of different cluster shapes. The
interest for statistical physics derives on the one hand from the fact that lattice animals
form the simplest model in the universality class of randomly branched polymers14. On
the other hand, they are closely related to a number of other problems. A famous theorem,
conjectured by Parisi and Sourlas15 and proven much later16, connects lattice animals in d
dimensions to the Lee-Yang problem in d−2 dimensions. As a consequence, some critical
exponents are known exactly in 3 and 4 dimensions, while other exponents are not known
exactly even in 2 dimensions, because animals are not conformally invariant17.
Efficient simulations of lattice animals have always posed a problem. For lattice trees
(which are just animals with tree topology) a version of the pivot algorithm18 is fairly
efficient, but even that is much more cumbersome and slow than algorithms for percola-
tion clusters or for unbranched polymers. For percolation clusters, in particular, one has
very simple growth algorithms first given by Leath19, which can be implemented either as
breadth or as depth first20.
Our PERM algorithm starts by growing slightly subcritical percolation clusters and re-
weighs them as appropriate for the animal ensemble. It is crucial that this can be done while
the cluster is still growing. So one can check whether the weight is just right, too small, or
too large (as measured against the average over previous clusters; at the start, when there
are not yet any previous clusters, every cluster is ‘just right’). If it is too large, the cluster
is “cloned”, each clone receives half of the weight, and continues to grow independently of
the other. If the weight is too small, the cluster is killed with probability 1/2 and the weight
of the survivors is doubled. All this could be done with an explicit population of clusters as
in an evolutionary (genetic) algorithm, but we found it more convenient to use a depth-first
(stack oriented, recursive) implementation. Notice that here “depth-first” refers not to the
way how an individual cluster grows, but to the way how the state space tree of different
growth paths is sampled. Indeed, we found that for an efficient algorithm it is crucial to
use a breadth-first growth algorithm.
The algorithm involves a number of other parameters and choices, all of which are
crucial for efficiency, although very precise choices of the parameters are often not needed.
For instance, we have to choose the control parameter of the percolation process with which
4
Figure 1. A typical 3-d lattice animal with 16000 sites on the bcc lattice. According to our simulations, there are
about 1016776.0±0.4 different cluster shapes of this size.
we start, and we have to choose a “fitness function” which tells us when to clone and kill.
All these details are described in21. A large typical animal (16,000 sites) is shown in Fig.1,
animals of somewhat smaller sizes were simulated with high statistics in all dimensions
between 2 and 9.
Among the results obtained with this algorithm is, first of all, the verification that the
critical exponents are in agreement with the Parisi-Sourlas conjecture, with exponents as
obtained by field theoretic methods for the Lee-Yang problem. For the exponent ν in 2
dimensions (〈R2〉 ∼ N2ν where R is the radius of gyration and N is the number of sites)
we obtain excellent agreement with exact enumeration results.
For clusters grafted to an attractive surface we find the expected phase transition be-
tween desorbed and adsorbed phases, and we verify partially a striking prediction by
Janssen and Lyssy22: The cross-over exponent is exactly 1/2 in 3 and 4 dimensions. In
d = 2, Janssen and Lyssy also conjectured a value 1/2, but with less theoretical justifica-
tion. Indeed we find small deviations for d = 2 which seem to be significant.
In order to understand whether conformal invariance is replaced for lattice animals by
some other simple property, we simulated clusters grafted to the apex of 2 − d cones and
wedges (a cone is a wedge whose two sides are glued together)23. While the exponent ν
is independent of the opening angle α of the wedge/cone, the entropic exponent θ does
depend on α. For conformally invariant theories, this dependence is θ ∝ 1/α. While we
found this to be true in the limit α → 0, the dependence for large angles is linear, θ ∝ α.
In spite of the suggestive simplicity of this result, we have not found an easy explanation.
Finally, we have simulated collapse transitions due to attractive forces between the
‘monomers’ making up to clusters. There are two natural parameters for this attraction24.
Correspondingly, one obtains a 1-dimensional collapse line in a 2-dimensional phase plot.
Critical (bond) percolation is obtained with special choices of these two parameters and
sits exactly on the phase transition line. Away from it, the exact location of the transition
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line is not known, as are also the critical exponents associated with it. Even worse, also
the topology of the phase diagram is still debated24, 25. Our simulations26 gave very precise
results in part of the phase diagram, but not in all. In particular, we still cannot clearly
resolve the dispute about its topology.
3 Independent Component Analysis and Other Applications of
Mutual Information
As said above, we have a long-standing commitment to understand the EEG of epilepsy
patients. The main goals there are to predict seizures in advance (typically a few minutes),
and to locate the epileptic focus precisely for later resection. The latter should be done
preferentially only from data obtained during from seizure-free intervals. A recent review
of the successes and difficulties encountered by our collaboration on this project is in27.
One of the main features of epilepsy is the very strong EEC signal during seizures,
which can only be generated by strong synchronization effects. One expects interdepen-
dencies between the EEC signals obtained from different regions in the brain to show some
traces of this also when there is no seizure. Thus we started already rather early to study
interdependence measures28. We did not use at that time mutual information (MI), theoret-
ically the ideal measure because of its strong information theoretic background29, because
of the well-known problems to obtain unbiased MI estimates (for a recent discussion, see
e.g. Ref. 30).
This changed when we found that a class of estimators, based on the k-th nearest neigh-
bour method of Kozachenko and Leonenko31 for estimating differential Shannon entropies
for real-valued variables, has surprisingly good properties32. It has small statistical errors,
is reasonably fast when implemented carefully, and seems to have zero bias when applied
to random variables which actually are independent. The latter purely numerical observa-
tion (we have no proof for it) is very astonishing, and is particular useful for applications
to independent component analysis (ICA)33.
It was therefore mainly to the latter that we applied it up to now. ICA is based on the
assumption that a set of simultaneously measured signals xi(tk) are actually composed of
more or less independent sources. In the simplest case, there is no additional noise (or,
otherwise said, some of the sources are just noise), these sources are strictly independent,
and the signals are obtained from them by linear superposition with a constant (i.e. time
independent) and instantaneous mixing matrixA. In “blind source separation”, bothA and
the sources are assumed to be unknown, and the goal is to recover them from the statistics
of the signals alone. Obviously, when the number of possible sources is not larger than the
number of measured components, this is done by applying an instantaneous time-constant
“demixing” matrix W = A−1 such that the reconstructed sources si(t) = (Wx(t))i are
as independent as possible.
A crucial ingredient for any version of ICA is obviously a good measure of statistical
dependencies. If one takes the simple linear correlation coefficients, then the problem can
be solved by linear analysis, the result being just a principle component decomposition.
Usually this is used as a first step in the analysis (“pre-whitening”), and ICA proper is
obtained by using a more sophisticated (in general non-linear) measure of dependence.
Very popular are various approximations to MI or higher order cumulants like skewness
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Figure 2. Estimated independent components of the heart beat of a pregnant woman, using the public domain
JADE algorithm. Traces nr. 5 and 6 are dominated by the heart beat of the fetus, but the signals are still quite
noisy.
or kurtosis (e.g. in the JADE34 and FastICA33 algorithms), but also time-delayed linear
correlations are used, as e.g. in the TDSEP algorithm35.
In real world applications, the mixing might be not strictly linear or might involve some
time delays, or the true sources might be not strictly independent. Thus we have to expect
the reconstructed sources not to be strictly independent either. Our strategy is then to
lump together sources whose MIs are above a given threshold into one multi-dimensional
source. This is done by using a hierarchical clustering algorithm where MI is used as
proximity measure36. Possible time delays can be incorporated easily by working with
delay embeddings37 familiar from nonlinear analysis of univariate signals. In order to see
the contribution of any particular reconstructed (multi-dimensional) source to the measured
signals, one turns off all other sources and applies the inverse of the reconstructed demixing
matrix.
When implemented in a rather standard way, i.e. with pre-whitening and with an it-
erated deterministic gradient descent method for the minimization of MI, we called our
algorithm MILCA (“MI based least dependent component analysis”). By applying it to
various test cases, we invariably found it to be better than all competitors, with the excep-
tion of a recent method also based on k-th nearest neighbour entropy estimators38. The
latter uses a rather time consuming trick which the authors called ‘data augmentation’.
When we included augmentation in our bag of tricks, our algorithm did even beat that
method.
In Figs. 2 to 4 we show the more realistic case of the heart beat (ECG) of a pregnant
woman. The original data39 have 8 channels recorded for 5 seconds. In Fig. 2 we show
the results obtained with a standard public domain algorithm, JADE34. We see that the
heartbeat of the fetus is reasonably well separated from that of the mother and from sources
which mainly consist of noise. When applying MILCA, we compare two versions: one
without delay embedding, and one with three delay times, which blows the number of
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Figure 3. Dendrogram obtained from the dependencies between the 24 sources reconstructed with MILCA.
Heights of each cluster correspond to the MI between its elements.
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Figure 4. Short segment (a) of the original EC; (b) of the mother and (c) of the fetus contributions estimated
with MILCA, but without delay embedding; and (d), (e) mother and fetus contributions obtained with delay
embedding.
channels from 8 up to 24. In Fig. 3 we show the dendrogram obtained from the cluster
analysis for the latter. We see two main clusters, obviously the heartbeat of the mother
and the heartbeat of the fetus, while the other sources seem to be just noise. Suppressing
everything except one of these two main clusters and applying the inverse demixing, we
obtain the contributions of the two hearts to the full ECG. For better visibility we only show
blow-ups of part of one single channel. This original recording of this channel is seen in
Fig. 4a. In Figs. 4b and 4c we see the mother and fetus contributions, as estimates with
MILCA without delay embedding. Finally, in Figs. 4d and 4e we see the results obtained
with delay embedding. Even the heart beat of the fetus, which seems sometimes to be
completely masked by the mother heart beat in the original data, is now recovered with
extremely small noise.
Another large field of applications for blind source separation is spectroscopy. There
one has typically a spatially (or temporally) inhomogeneous mixture of different sub-
stances, so that spectra obtained from different locations (at different times) correspond
to different superpositions of the pure spectra. Here frequency plays the roˆle that time had
played before. Most ICA algorithms are based on the assumption that the signals are iid
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(independent and identically distributed), i.e. that time correlations are absent. This is cer-
tainly a rather poor assumption for spectra. Also, spectra of different chemical substances
often have large overlaps. Finally, many spectra not only are non-negative, they also have
spectral regions where the intensity is close to zero. In such cases, looking just for decom-
positions with minimal MI might give rather poor results. In particular, this might lead to
unphysical solutions with negative intensities. Indeed, negativities are in many cases in-
troduced already in the prewhitening pre-processing step, and are then maintained during
the main part of the ICA algorithm. There are methods to eliminate these negativities in a
post-processing step, but then there is no control what happens to the independencies dur-
ing this post-processing40. MILCA as described above performs thus for several test cases
from the literature as good as typical state of the art codes, but not spectacularly good40.
A more elegant way is to abandon prewhitening completely, and to perform an iterative
demixing where non-negativity is preserved during each individual step. It turns out that
a constraint greedy deterministic algorithm would then be very inefficient. Instead, we
propose in42 a Metropolis-type simulated annealing41 algorithm with MI as cost function
and with non-negativity as hard constraint. Results obtained with this SNICA (“stochastic
non-negative independent component analysis”) algorithm show that it gives better perfor-
mance than any other algorithm proposed so far42.
4 Discussion and Outlook
Obviously, there remains much to do. We started our work on ICA with the intention to
apply it to the EEC, mainly of epilepsy patients. So far we have not done it, and since I
now retired, I can only hope that others will continue with this work. There are of course
many more applications of MI, in practically all fields of science. Whether our new MI
estimators will become useful there, is a yet open question.
On the other side, there are also many more potential applications of sequential sam-
pling algorithms. I mentioned already sequence analysis, where the generation of large
samples of sequence pairs (or tuples, more generally) with prescribed statistics is needed
for testing the significance of a found alignment. Another possible application is the gen-
eration of large random networks with given global properties (e.g. degree sequences)43,
which is also needed for null hypothesis testing.
Finally, there is a growing interest in the statistical community to apply Monte Carlo
methods to Bayesian inference problems. This has obvious connections to nonlinear time
series analysis, and would therefore tie together the two lines of research discussed in this
review. Of course it was our long-time hope to bridge this gap sooner or later, but it seems
now that this has to be done by other researchers.
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We summarize shortly the research program of the newly installed research group “Compu-
tational Biology and Biophysics” at NIC. This group exists since July 2005 and investigates
the Biophysics and Biochemistry of biological macromolecules by means of high performance
computing.
1 Introduction
As of July 1st 2005 the ”Complex Systems” group at NIC has been replaced by the new
research group ”Computational Biology and Biophysics” anticipating that this area of re-
search will in the next years have more and more a need for high performance computing.
This is because a new challenge has emerged after the successful deciphering of whole
genomes: for most sequences we do not know the function of the corresponding proteins,
the workhorses in a cell that are responsible for transporting molecules, catalyzing bio-
chemical reactions, or fighting infections.
Proteins are only functional if they assume specific shapes. Despite decades of re-
search it is still an open question how these structures emerge from a protein’s chemical
composition (the sequence of amino acids as specified in the genome). An answer to this
question could lead to a deeper understanding of various diseases that are caused by the
miss-folding of proteins, and enable the design of novel drugs with customized properties.
Computer experiments offer one way to gain such knowledge but are extremely dif-
ficult for realistic protein models1: all-atom models of proteins lead to a rough energy
landscape with a huge number of local minima separated by high energy barriers. Conse-
quently, sampling of low-energy conformations becomes a hard computational task, and
physical quantities cannot be calculated accurately from simple low-temperature molecular
dynamics or Monte Carlo simulations. The difficulties become even more pronounced if
the structure of a protein depends on its interaction with other bio-molecules. Overcoming
these obstacles may be one of the defining challenges in high performance computing for
the next few years and will require the use of massive parallel computers such as JUMP
and the new BlueGene computer JUBL in Ju¨lich.
Research in the new group is concerned with the development and test of algorithms
for these machines that allow atomistic simulations of stable domains in proteins (usually
of order 50-200 residues), i.e. for overcoming the protein-folding problem2. Protein-
protein interactions are the topic of another line of research. Especially interesting are
the conditions under which proteins mis-fold and aggregate. As abnormally folded and
aggregated proteins are related to the outbreak of various diseases, such simulations may
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provide insight into the mechanism of their pathogenesis. Protein-ligand binding and pro-
tein interaction networks belong to the same research direction and provide an interface for
collaborations with bioinformatics groups.
Related to the above described research is the development and publication of new
software for simulations of protein. These programs will be included in future updates of
SMMP3, the freely available program package that was developed by my group.
2 Algorithms for Protein Simulations
The key-idea behind the novel techniques employed by us is to replace the canoni-
cal weights, that suppress the crossing of an energy barrier of height ∆E by a factor
∝ exp(−∆E/kBT ) (kB is the Boltzmann constant and T the temperature of the system),
with such weights that allow the system to escape out of local minima. Often the weights
are chosen in such a way that a Monte Carlo or molecular dynamics simulation will lead
to a uniform distribution of a pre-chosen physical quantity. For instance, in multicanonical
sampling4 the weight w(E) leads to a distribution
P (E) ∝ n(E)w(E) = const, (1)
with n(E) the density of states. A free random walk in the energy space is performed that
allows the simulation to escape from any local minimum. From this simulation one can
calculate the thermodynamic average of any physical quantity A by re-weighting5:
< A >T =
∫
dx A(x) w−1(E(x)) e−E(x)/kBT∫
dx w−1(E(x)) e−E(x)/kBT
. (2)
Here, x labels the configurations. The weightsw(E) are not a priori known and estimators
have to be determined by an iterative procedure described in Refs. 4,6. The first application
of this technique to protein studies can be found in Ref. 7.
The computational effort increases in multicanonical simulations with the number of
residues as ≈ N4 . While this is a much better numerical performance than in canoni-
cal simulations where one would expect a supercritical slowing down (i.e. the computer
time would grow as ∝ eaN with a an unknown constant), this scaling limits the size of
systems that can be studied. In general, the computational effort in generalized-ensemble
algorithms scales as ∝ X2 where X is the variable in which one wants a flat distribution.
This is because these algorithms generate an unbiased 1D random walk in the ensemble
coordinate. In the multicanonical algorithm the coordinate is the potential energy X = E.
Since E ∝ N2 the scaling relation for multicanonical simulations is recovered. Hence, a
better scaling of the computer time can be obtained by choosing a more appropriate en-
semble coordinate than the energy. We have demonstrated this recently for the 36 residue
villin headpiece sub-domain HP-368 using the helicity as system coordinate. We are now
extending this approach to proteins that have not only helices as secondary structure ele-
ments. This requires to explore possible parameters for generalized-ensembles other than
the energy or the helicity. Examples are the simple scoring function of Chang et al.9 or the
so-called hydrophobic ratio of Silverman10.
All generalized-ensemble techniques are designed to explore low energy configurations
but avoiding at the same time entrapment in local minima. In energy landscape paving
(ELP), a new optimization method that proved to be very promising in protein studies11,
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this is achieved by performing low-temperature Monte Carlo simulations with a modified
energy expression that steers the search away from regions already explored:
w(E˜) = e−E˜/kBT with E˜ = E + f(H(q, t)) . (3)
Here, T is a (low) temperature, E˜ serves as a replacement of the energyE, and f(H(q, t))
is a function of the histogram H(q, t) in a pre-chosen “order parameter” q. Within ELP
the weight of a local minimum state decreases with the time the system stays in that min-
imum till it is no longer favored. The system will then explore higher energies till it falls
into a new local minimum. Obviously, for f(H(q, t)) = f(H(q)) the method reduces
to the various generalized-ensemble methods2 (for instance for f(H(q, t)) = lnH(E) to
multicanonical sampling).
Another way of enhancing the sampling of low-energy protein configurations that is
especially interesting for parallel computing is parallel tempering (also known as replica
exchange)12, a technique that was first introduced to protein folding in Ref. 13. In its most
common form, one considers an artificial system built up of N non–interacting copies of
the molecule, each at a different temperature Ti. In addition to standard Monte Carlo or
molecular dynamics moves that affect only one copy, parallel tempering introduces a new
global update12: the exchange of conformations between two copies i and j = i+ 1 with
probability
w(Cold → Cnew) = min(1, exp(−βiE(Cj)− βjE(Ci) + βiE(Ci) + βjE(Cj))) . (4)
This exchange of conformations leads to a faster convergence of the Markov chain than is
observed in regular canonical simulations. Note that parallel tempering does not require
Boltzmann weights. The method can be combined easily with other generalized-ensemble
techniques as was demonstrated first in Ref. 13.
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Figure 1. Time series of energy and temperature for a Parallel Tempering simulation of the protein HP-36
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Figure 2. Energy landscape of the 20-residue trp-cage protein
I show as an example in Fig. 1 the time series of temperature and energy of one
arbitrary chosen replica as obtained in a parallel tempering simulation of the 36-residue
protein HP-36 (the figure is taken from Ref. 14). Note how the resulting random walk
in temperature leads to one in energy that enables escapes out of local minima. In this
way sampling of low-energy structures will be enhanced. A simple implementation of
this and other modern protein simulation techniques can be found in the free program
package SMMP (Simple Molecular Mechanics for Proteins)3 which is available from
www.phy.mtu.edu/biophys/smmp.htm. The present version allows only simulation of iso-
lated molecules but we are now re-writing the program to allow simulation of more than
one (interacting) macromolecules. The package is written in FORTRAN but we are cur-
rently working on a C++ version. Test, modification and/or optimization of SMMP for
Grid-computing are also planned.
3 Physics of Folding
Current applications focus on probing the mechanism of folding in small proteins and the
conditions under which proteins mis-fold and aggregate. It is now widely believed that the
energy landscape of proteins (in contrast to random heteropolymers) resembles a partially
rough funnel with a free energy gradient toward the native structure (for a review, see,
for instance, Ref. 15). Folding occurs by a multi-pathway kinetics and the particulars
of the funnel landscape determine the transitions between the different thermodynamic
states16, 17. Fig. 2 shows as an example a two-dimensional projection of the folding funnel
of the 20-residue trp-cage protein as determined in a computer simulation. Configurations
found at the bottom of the funnel resemble closely the experimentally determined structure
(the figure is taken from Ref. 18).
In the above described case we have used that the protein is built up out of only α-
helices. This allows in a simple way the definition of an ”order parameter” for the fold-
16
ing process. The situation is different for αβ-proteins such as Fsd-Ey, the LysM-domain
and Chymotrypsin Inhibitor 2. These molecules have both α-helices and β-sheets as sec-
ondary structure elements and are therefore of higher complexity. While they allow a
more general study of small proteins, the problem is that there is no obvious reaction co-
ordinate describing folding. However, such coordinate can be extracted a posteriori from
generalized-ensemble simulations using the fact that these techniques allow one to sam-
ple whole ensembles of low-energy structures and to construct the corresponding energy
landscape.
Analyzing the data from simulations of the 28-residue protein Fsd-Ey and the 48-
residue LysM domain with clustering techniques, our group attempts to sample the en-
semble of local minima of both proteins. For each pair is probed whether there is a path
between them that does not require crossing a free energy barrier of pre-set height. In this
way, one obtains a connectivity network for the protein energy landscape. While it is inter-
esting in itself to study the topology of these networks, the main emphasis is on identifying
the “optimal” path(s) that lead from high energy configurations down to the native state.
Using dimension reduction techniques we try to identify the true degrees of freedom in the
protein motion along the optimal path in the connectivity network. While protein motion is
in general non-linear, we start the investigation with principal component analysis (PCA)
albeit this is a globally linear method and leads to a higher dimensional than necessary
sub-space. We hope that the combination of our sophisticated sampling techniques with
PCA will help identifying the true degrees of freedom and reaction coordinates for describ-
ing the folding process. We use these techniques to test whether the energy landscape of
Fsd-Ey, the LysM-domain, Chymotrypsin Inhibitor 2, and apo calbindin D9K can be de-
scribed with the funnel concept, how the tertiary structure formation is related to collapse
and secondary structure formation, whether there are nucleation sites, and whether entropic
or energetic factors guide the path(s) toward the native structure. The relative stability of
secondary structure elements is another question that we want to probe.
The above mentioned tools is also used by us to research the effect of various solvent
representations on protein simulations. We use the data from simulations of Fsd-Ey and
later the LysM-domain to study the energy landscape of these proteins as a function of the
solvent representation. Especially interesting is how the distribution of low-energy states
depends on the solvent model and how it differs from the gas phase model. In this way,
we will study systematically the accuracy of the model, and explore potential avenues
for their betterment. Separating the effects of intramolecular and hydration interactions,
such research allows one also to study to which extent folding is determined by intrinsic
properties of the protein.
4 Mis-folding and Aggregation
Particularly interesting and important are situations where proteins fold incorrectly as ab-
normal protein folding and aggregation appears to be involved as a general mechanism in a
number of diseases such as Alzheimer’s, Huntington’s or spongiform encephalopathies
(prion-mediated)19. The most common of these diseases is Alzheimer’s. Associated
with its neuropathology are amyloid deposits, composed mainly of the β-amyloid pep-
tide (βA). It is found in body fluids in a soluble form that has partial α-helical structure.
In Alzheimer’s disease, βA undergoes a conformational change toward a β-sheet structure
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Figure 3. Low-energy configurations of the peptide EKYLRT
in which it is insoluble and assembles in fibrils 60-90 A˚ in diameter. Fibrillar amyloids
form lesions 10-200 µm in diameter known as senile plaques. These plaques are sur-
rounded by degenerating and swollen nerve terminals, and found in extra-cellular space
of the brain. The neurotoxity of the βA-peptide is related to the degree of β-aggregation.
A similar situation is observed in a family of inherited neurodegenerative diseases that in-
cludes Huntington disease20. These polyglutamine (polyQ) disorders are characterized by
long (> 35) glutamine repeats in the affected proteins forming protein aggregates that show
a fibrillar morphology similar to that observed in Alzheimer21. Hence, the analysis of the
structural changes in polyQ molecules or the βA-peptide, and their subsequent aggrega-
tion, could contribute to developing understanding of the biogenesis of the corresponding
neurological disorders19. A possible mechanism for the growth of the toxic fibrils may be
that the incorrectly folded protein induces mis-folding in close-by molecules. For instance,
the peptide EKAYLRT likes to form a β-strand when in the vicinity of an other β-strand
(Fig3b) , while further away (or isolated) it tends to form an α-helix (Fig. 3a). The figure
is taken from Ref. 22.
We start our research with investigating the mechanism of β-sheet versus α-helix for-
mation in polyQ peptides. Chains of increasing length are simulated in order to compare
our results with the observed pathogenic threshold of ∼ 35 − 40 glutamines. We expect
to find as local minima the soluble α-helix form and the insoluble β-sheet structure, but
other structures may also exist at room temperature as local minima in the free energy
landscape. The relative weight of the different structures as a function of chain length are
determined and the separating free energy barriers measured. This will allow us estimating
the life times of these conformers and to identify possible pathways between these local
free-energy minima. Principal component analysis will be used to identify the true degrees
of freedom describing the motion along these pathways.
The autocatalytic properties of βA or polyQ fibrils let us expect that surface effects
play an important role in the formation of β-sheets and the aggregation of the β-sheet
18
form. Hence, we simulate the molecule in the presence of hydrophobic (which will model
previously aggregated molecules) or hydrophilic surfaces. We are especially interested in
observing how the free-energy landscape of the peptide is modified through the presence
of the surface, and how this change in the energy landscape depends on the characteristics
(especially its hydrophobicity) of the surface. We expect that such a detailed investigation
of the free energy landscape of βA and its change with environment will lead to a better
understanding of the mechanism of β-formation in this peptide. Simulations and analysis
will then be repeated for the 42-residue β-A peptide, and the mechanism of mis-folding
and aggregation compared for both molecules.
5 Closing Remarks
I have outlined a group of research projects in the newly found research group ”Compu-
tational Biology and Biophysics” that uses high performance computing to study proteins
and their interactions. Their center piece is the continuing development of novel algo-
rithms (the ”generalized-ensemble” approach) toward the final goal of structure prediction
of stable domains in proteins (usually of order 50-200 residues). One challenge in the next
years will be to extend these lines of research to larger and medically relevant proteins.
Other research will focus on the interaction of proteins with different biological molecules
(flexible docking) in order to understand how biomolecules interact and regulate each other
in a cell. Application of the current research may also include the use of proteins for as-
sembling nanostructures.
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We discuss the activities of the NIC research group Elementary Particle Physics and show that
the group could achieve important results over the last two years in the field of lattice gauge
theory.
1 Introduction
Results from lattice QCD simulations enter more and more the particle data booklet (pdg)1
which can be considered to be the “bible” for high energy physicists. In fig. 1 we show the
relative difference between lattice QCD predictions and the experimental findings of only
those physical observables for which lattice results have been taken by the particle data
group itself1. The figure demonstrates that some of the observables are known from lattice
QCD simulations already rather precisely. Moreover, no deviation from the predictions of
QCD are detected presently, confirming thus QCD as our theory of the strong interaction
at least to the accuracy obtained so far in experiment and from lattice simulations.
Although it is certainly very much encouraging that lattice results are taken seriously
as a theoretical input to interprete and to compare experimental data, it has to be admitted
Figure 1. Comparison of lattice and experimental results for a number of physical quantities taken from the par-
ticle data booklet. Shown is the relative difference between the lattice prediction from QCD and the experimental
finding.
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that lattice calculations still have a number of systematic errors and that full dynamical
simulations still present a challenge. The NIC research group Elementary Particle Physics
focuses in its work in understanding and controlling these systematic errors and facing and
overcoming the problem of dynamical quarks. This report about the work of the group will
summarize the results of these attempts and presents some very important achievements
that could be obtained over the last two years.
Before entering the main research area of lattice QCD, I would like to mention that the
research group is also concerned with aspects of non-perturbative aspects of quantum field
theories different from QCD:
• In the 2-dimensional Schwinger model, a prototype model to study aspects of much
harder to tackle 4-dimensional QCD, a detailed scaling test of various fermion actions
could be achieved with a precision that showed in part deviations from analytical, ap-
proximative predictions2. In addition, new ways of simulating chiral invariant overlap
fermions dynamically were addressed3.
• In another 2-dimensional model, the Gross-Neveu model, the phase structure in the
large-N approximation could be computed analytically, revealing interesting insights
that can also be relevant for QCD4.
• A special class of gauge actions were investigated that are constructed such that the
topology of the gauge fields is fixed in the numerical simulations. It could be demon-
strated that the topology is indeed stabilized using these actions, although a complete
fixation could not be achieved5.
2 Results for Lattice QCD
2.1 Phase Diagram of Lattice QCD
The NIC research group achieved for the first time a comprehensive picture of the phase
diagram of lattice QCD6–11. The knowledge about the existence and the structure of the
Wilson lattice QCD phase diagram can certainly be considered as a breakthrough in lattice
field theory and the work by the group received a lot of attention and has been represented
at numerous conferences and workshops.
The reason is that, somewhat surprisingly, the phase structure turns out to be rather
complicated. Instead of a single phase transition line at which the pseudo scalar mass
vanishes as suggested by the continuum picture, various phase transitions were found.
The most relevant for a continuum limit is a first order phase transition with the peculiar
property that unlike in the continuum the pseudo scalar mass does not vanish, but assumes
a non-zero, minimal value. Our present understanding of the lattice QCD phase diagram is
sketched in fig. 2.
The phase structure and many properties of the corresponding phase transitions can
be computed both, numerically and analytically using tools from chiral perturbation the-
ory12–17. Both of these approaches provide a consistent picture that leads to the phase
diagram of fig. 2. For a more detailed discussion of the properties and consequences of
the existence of the first order phase transition, we refer to our project discussion in this
proceedings volume.
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Figure 2. Current knowledge of the lattice QCD zero-temperature phase diagram with Wilson fermions as a
function of the inverse gauge coupling β ∝ 1/g2, the hopping parameter κ (which is inversely proportional to
the quark mass) and the twisted mass parameter µ.
Another major part of the work of the NIC research groups was a detailed scaling test of
a new formulation of lattice fermions, so-called twisted mass fermions18, 19. This test came
out very positive20–23. Again we refer to the report about this project in these proceedings.
2.2 The Strange Quark Mass
One important and essential strength of lattice QCD simulations is that even the funda-
mental parameters of QCD, the strong coupling αs and the values of the quark masses
can be directly and ab-initio computed from the QCD Lagrangian alone. Lattice QCD is
presently the only method that allows for such an ambitious goal. The recent years have
seen even progress in calculating these fundamental parameters in the very demanding sit-
uation of dynamical quarks, see the discussion below. The NIC research group has very
actively pursued such simulations and were one of the first to give a number for a value of
the strange quark mass24–26. We show a compilation of world-wide results for the strange
quark mass ms in fig.3. Here the lattice results are converted to the more commonly used
MS renormalization scheme and a scale of 2GeV was taken.
2.3 Algorithmic Improvements – Shifting of the Berlin Wall
The biggest obstacle today in “solving” QCD at least numerically is the shear cost of the
numerical simulations for which even nowadays state of the art supercomputers are not
sufficient. The dilemma has been most drastically discussed a the 2001 Berlin lattice sym-
posium. A number of research groups world-wide has been asked to present their status of
dynamical simulations and estimate the cost. The example of the CP-PACS collaboration,
represented by A. Ukawa at the conference provided the rightmost curve in fig. 4.
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Figure 3. Results for mMSs (2GeV ) versus a2fm2 using the axial Ward identity (AWI, upper plot) and vector
Ward identity (VWI, lower plot). The results are presented with the collaborations preferred units and scales.
NPR denotes non-perturbative renormalisation, while TI-PT denotes tadpole improved perturbation theory. The
results from the HPQCD collaboration are forNf = 2+1 flavours, the other results are all for Nf = 2 flavours.
This result showed that the simulation cost increases dramatically when the ratio of the
pseudo scalar to the vector meson mass are driven to its value as observed in experiment
and which is represented by the arrow in the plot. The vertical axis shows the teraflop years
needed to generate 1000 configurations. The sharp, wall-like increase of the simulation
cost triggered the name “Berlin wall” and plots showing this behavior are titled nowadays
as Berlin wall plots.
By combining several algorithmic techniques to simulate dynamical quarks, the NIC
research group27, 28 has been able to substantially shift this Berlin wall, see fig. 4. Indeed
the shift is so dramatic that simulations with realistic values of of the pseudo scalar and
vector meson masses seems perfectly feasible, at least for a value of the lattice spacing
of a ≈ 0.09fm and a box length of about 2.4fm. Although lowering the value of the
lattice spacing and increasing the box length to 3fm (or even larger) would increase the
computation cost again, such simulations seem not to be completely out of range as the old
location of the Berlin wall had suggested.
2.4 apeNEXT
We close this section with a remark about the status of the massively parallel apeNEXT
system, the latest development in the APE-line29–31. These machines are constructed for
a peak performance of 10 teraflops. The hardware of the apeNEXT systems is now ready,
tested and working in prototype installations. The APE group is starting to install large
systems Europe-wide in Italy (12Teraflops), France (2Teraflops) and Germany (3Teraflops
DESY, 5Teraflops Bielefeld). It is to be expected that these installations will provide a
major and most important computer resource for lattice physicists in Germany.
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Figure 4. Shift of the Berlin wall through recent algorithmic improvements.
3 Conclusion
The NIC research group has worked very successfully in the last years. It has tested the
Wilson twisted mass formulation of lattice QCD and found it to be a most promising tool
for future QCD simulations. The group has explored the phase diagram of lattice QCD
and obtained for the first time a comprehensive picture of the phase structure which is,
moreover, in accordance with analytical results from chiral perturbation theory. As an
example of a physics result we presented the computation of the mass of the strange quark
in the case of dynamical quarks which is one of the most important quantities to come from
lattice simulations.
The group found a new version of an algorithm to simulate dynamical quarks which
shifted the Berlin wall considerably such that even simulations at the physical point where
the pion mass assumes its experimentally measured value become possible. In parallel,
machines of the apeNEXT type are now ready to be installed, providing computer power
in the 10 teraflops regime.
All these results of the NIC research group are substantial improvements, if not break-
throughs in lattice gauge theory and the next years will certainly see the fruits of this work
resulting in the computation of many physically relevant quantities.
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Figure 5. One rack of the apeNEXT installation in Zeuthen. A rack as shown here, has 512 nodes and can deliver
640 gigaflops
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Today we know that the universe is full of dark energy, dark matter, a few percent in mass
of ordinary matter, and a very small mass fraction in super-massive black holes. As the
universe evolves, large scale structure is evolving, with ever larger scales, and ever more
massive black holes at the centers of big galaxies. Although we do not even have any clue
what dark energy is, and even wonder, whether the term itself might mislead us, we are
beginning to try some ideas as to what dark matter is. Using the assumption, that dark
matter interacts only gravitationally, and can be described as some unknown particle, with
the help of supercomputers we can simulate the structure formation of the universe, and
we can also try to understand how the black holes interact and grow. The interaction of
black holes with stars may correspond to observable features at both the stellar mass scale,
possibly related to Gamma Ray Bursts, as well as the super-massive mass scale, typically
found in galactic nuclei. Nowadays we observe both Gamma Ray Bursts as well as Active
Galactic Nuclei at redshifts beyond 6, so at a time, when the age of the universe was less
than 1 billion years, while today our age is 13.7 billion years. Only with the large scale
simulations can we hope to describe the universe, from the very large scale structure, all
the way down to the early growth of black holes.
Large scale simulations of the universe
The radiation residuals of the Big Bang are still observable in the angular structure and the
spectrum of the microwave background, predicted in the late 1940ies, and now observed.
The WMAP project has finally given us in 2003 a good set of numbers that describe the
universe in terms of dark energy (0.73 of critical density), dark matter (0.23), and baryonic
matter (0.04). We do not understand dark energy, we surmise that dark matter is some
unknown particle, and observationally we find only ten percent of the baryonic matter,
certain to be there. And yet, the mathematical description is remarkably accurate, with
residual errors in the range of typically 1 - 2 percent. Therefore, only large scale extensive
simulations help us even ask all the right questions, of what we observe out there, like the
missing dwarf galaxies. The work of Gottlo¨ber et al. is an example of what can be done,
and has to be done, going for the proper microphysics of the formation and evolution of
dwarf galaxies to understand their scarcity in the real world.
Black holes
One aspect which is important here is the formation of the massive black holes at the
centers of the biggest galaxies. They clearly form early in the universe, as observed, and
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their early growth is a puzzle for some. How can one grow a black hole from a stellar size
to 3 billion solar masses in much less than 1 billion years? Or do black holes of stellar
size and super-massive scale form differently, say, from exploding super-massive stars? Or
does dark matter enter here, by feeding the early black holes so very efficiently?
There are many indications that the physics of black holes at the various masses scales
scale with mass, all the way from stellar mass to the super-massive scale, and if that is true,
it is of very general merit to try to understand also the stellar explosions, which may lead
to black holes, as Gamma Ray Bursts are generally believed to represent.
Also, as most super-massive black holes are rather quiescent most of the time, the
occasional encounter with a star yields a great way to understand its physics. This may
have been observed already, and so simulations such as done by Rosswog and Spurzem et
al. allow us to study black hole physics in extreme situations.
Outlook
The next stage will certainly be on the one hand to test various models for what dark
matter particles are - if particles are the correct starting point - and to include spin of the
black holes in all such simulations. There is evidence that the spin of many black holes is
near maximum, and that leads to many new effects, which may be observable; one such
effect is the flip of the spin direction upon the merger of a super-massive black holes with
another smaller black hole, whose orbital spin points in a very different direction. There
are observations which strongly suggest such an interpretation. On the other hand, from
particle physics we have a few clues now, that suggest that the growth of black holes, and
the nature of dark matter may be related questions.
Only simulations on the structure formation in the universe, and including the effect of
the birth, growth and influence of black holes, allow us to study these questions further.
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We use high resolution cosmological simulations to study the formation and evolution of small
and large scale cosmological structures.
1 Introduction
The exciting observational developments of the past couple of decades have been followed
closely by comparable progress in our theoretical understanding of the main processes that
govern the evolution of structure in the Universe. A substantial part of this progress is due
to the increasing possibilities to simulate the formation and evolution of structure on dif-
ferent scales using the new generation of massively parallel supercomputers. The standard
model of cosmological structure formation is based on surprisingly few parameters which
can be measured at present with high accuracy: the current rate of universal expansion,H0,
the mass density parameter, Ωmat, the value of the cosmological constant, ΩΛ, the primor-
dial baryon abundance, Ωb, and the overall normalization of the power spectrum of initial
density fluctuations, typically characterized by σ8, the present-day rms mass fluctuations
on spheres of radius 8h−1 Mpc.
Within the last decade new satellite and earth based observations have been used to
determine the cosmological parameters. Most of the cosmologists agree in the “concor-
dance” cosmological model according to which at present the evolution of the Universe
is dominated by a cosmological constant (ΩΛ = 0.7). The Universe is spatially flat
(ΩΛ+Ωmat = 1) and the matter consists mainly of dark matter particles (85 %) the nature
of which is not yet known. Baryons contribute only by 15 % to the matter density in the
Universe. The present expansion rate of the Universe, the Hubble parameter is H0 = 70
km/s/Mpc and the amplitude of the power spectrum is given by σ8 = 0.9.
Based on those few numbers numerical simulations allow us to compute the abundance
and distribution of galaxies in the Universe. Whereas for the largest objects, clusters of
galaxies, simulations and observational surveys do agree very well, there is a discrepancy
on the scale of small objects, dwarf galaxies. In fact simulations over-predict substantially
the abundance for both, isolated dwarf galaxies in cosmological low density regions and
galactic satellites. Numerous solutions have already been proposed, ranging from modify-
ing the dark matter properties to attributing it to the effect of stellar feedback. However,
the nature of the discrepancy is still controversial. The abundance of observable dwarf
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galaxies depends one the large scale environment as well as on local processes. Therefore,
a convincing solution can only be found in numerical simulations which take into account
both effects.
Our simulations on the NIC supercomputers were in particular designed to derive re-
alistic abundances of small objects in the Universe, like dwarf galaxies. This entails that
a cosmological representative volume has to be simulated. The formation of a galaxy is
still affected by tidal fields of massive objects at distances of millions of light years. The
simulation has to cover such a volume. A dwarf galaxy is in contrast stretched over a few
thousand light years at most. The numerical challenge is to cope with more than seven
orders of magnitude in spatial and mass resolution. During the past two years we have car-
ried out several simulations which gave considerable new insight into the interplay between
large-scale environment and the small scale galaxy formation.
2 Numerical Simulations
During the early inflationary phase of the evolution of the Universe quantum fluctuations
became classical perturbations in the density field. These perturbations are predicted to be
scale free. At present we cannot measure the fluctuations directly, but we observe their
imprint on the cosmic microwave background radiation at recombination, about 400,000
years after the Big Bang. Those temperature fluctuations of the radiation field and the as-
sociated density fluctuations are of the order of 10−5. They can be well described by linear
perturbation theory. After recombination baryonic density fluctuations are decoupled from
the radiation field and start to grow in the potential wells of the dark matter fluctuation.
The density fluctuations become soon nonlinear, so that the further evolution can be stud-
ied only numerically. In the early eighties first codes have been developed to handle the
nonlinear evolution of density perturbations. These codes could follow only 323 particles,
present codes can handle billions of particles.
Since 85 % of (dark) matter is mainly responsible for the gravitational dynamics, first
codes have taken into account only the gravitational interaction of dark matter particles.
Nevertheless, these dark matter codes gave and still give many new insights into the for-
mation of large and small scale structures. State-of-the-art hydrodynamical simulations
follow also the baryonic gas physics (including radiative cooling) and the formation of
stars and their back reaction onto the baryonic gas. Consequently, they are numerically
much more expensive and they do not yet reach the same high resolution as pure dark
matter codes do.
2.1 The Initial Conditions
The initial Gaussian density fluctuations predicted by inflationary models can be described
completely by a power spectrum with a spectral index n = 1. This has been confirmed
by observations within the present accuracy of measurements. Since fluctuations grow
differently during the radiation and the matter dominated phases of the cosmic expansion,
the moment when matter density equals radiation density is imprinted on the original power
spectrum. The characteristic scale (the horizon at this time) corresponds to the maximum
of the present day power spectrum at about 500 Mpc. Moreover, baryonic and dark matter
fluctuations grow differently. The resulting changes are described by the transfer functions,
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which can be calculated by solving numerically the Boltzmann equation. The transfer
function depends on the cosmological model, in particular on the measured mean density
of dark matter and baryons, the geometry (i.e. the total density) and the expansion rate.
The transfer function of the concordance model is well known and the power spectrum of
the initial density perturbations can be calculated. The amplitude of the power spectrum is
chosen in accordance with the observed temperature fluctuations of the cosmic microwave
background and the present day large scale (quasi linear) density fluctuations.
To start a numerical simulation one has first to decide about the size of the box the
evolution of which should be simulated. For a given number of particles (which is limited
by the power of the computer) this is always a compromise between higher mass resolution
(smaller boxes) and a representative volume of the Universe (larger box). Due to the pe-
riodical boundary conditions the Universe is assumed to be homogeneous on scales larger
than the box size. For a given box size and number of particles one creates a statistical real-
ization of the power spectrum. The displacement of the particles is determined by the entire
set of waves that can be represented numerically in the simulation box of size L, i.e. the
initial displacements and velocities of N particles are calculated using all waves ranging
from the fundamental mode k = 2pi/L to the Nyquist frequency kNy = 2pi/L×N1/3/2.
If we are interested in the evolution of certain objects in a cosmological environment we
use a mass refinement technique. To construct suitable initial conditions, we first create an
unconstrained random realization at very high resolution which is limited by the available
memory (At the SP4 of NIC we can calculate the initial displacement of up to 20483 (∼ 8.6
billion) particles.) Then we reduce the resolution by merging particles and assigning to
them a velocity and a displacement equal to the average values of the original small-mass
particles. We run at small computational costs a simulation which evolves 1283 or 2563
particles until the present epoch and selected from this simulation regions or objects in
which we are interested.
Now we can construct for this region the initial density field with very high accuracy
whereas the surrounding field is given by much larger masses. To this end we go back
to the original sample of small-mass particles in the regions of interest. We construct
a series of shells around this region where we progressively merge more and more of the
particles until the low resolution is reached again far away from the objects of interest. This
procedure ensures that the selected objects evolve in the proper cosmological environment
and with the right gravitational tidal fields.
2.2 The Code
For most of our simulations we use the publicly available code GADGET-2. It allows to
include both the dominant dark matter component and the baryonic matter, i.e. gas and
stars. This code was developed by Volker Springel. It is a full MPI N-body code based
on the TREE-PM algorithm. The gravitational forces acting on each particle are splitted
in two parts, a long range force due to distant particles and the short range gravitational
forces due to the neighboring particles. The long range force is evaluated by means of
the classical Particle-Mesh algorithm, which consists of solving the Poisson equation on a
regular mesh by Fast Fourier Transforms. The short range forces are computed by means
of a Tree algorithm which categorize the particles according to the distance to any other
one.
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The baryonic component is also discretized in particles carrying the fluid information
with them. The hydrodynamical quantities at any position in space can be found using
interpolation from the fluid particles. The equations of gas dynamics are solved by means
of the Smoothed Particle Hydrodynamics method.
In addition to the modeling of gravity and gas dynamics, the code also implements ad-
ditional physics for the baryons, like Compton cooling due to interactions with photons of
cosmic background radiation, radiative cooling due to atomic recombination and photoion-
ization by ultraviolet photons due to the presence of a homogeneous background coming
from quasar and galactic sources. When gas cools, its density increases and eventually it
will form dense molecular clouds in which stars will be born. Although the physics of this
process is not well known, the code implements a model of the star-gas interactions that at-
tempts to mimic the multiphase nature of the interstellar medium. The final outcome of the
model is to transform gas particles into collisionless star particles representing star-burst.
Switching on and off the different models implemented in the code, one can use it to
simulate the pure dark matter gravitational evolution (using the N-body algorithm only), or
the dark matter and gas dynamics (using N-body and SPH), or everything together (N-body
+ SPH + star formation).
All the different parts of the code are done in parallel using MPI routines. The par-
allelization is done by domain decomposition of the simulation volume to distribute the
particles among the different processors. If only N-body and SPH algorithms are used, the
code scales pretty well with the number of processors. When the non-adiabatic physics
module (cooling, heating, star formation) is switched on, the enormous differences in den-
sity and timing between star forming regions and the rest of the simulation makes the
scaling not very efficient beyond several dozens of processors.
2.3 The Data Analysis
With 1 billion of particles a numerical code produces per time step at least 28 Gb of data (3
positions, 3 velocities and one id for each particle), in case of multi mass simulations also
masses must be stored. It is a challenge to find structures and substructures in the distri-
bution of those particles. To find structures at virial over-density one can use a friends-of-
friends algorithm with a certain linking length (0.17 of the mean interparticle distance for
the concordance model at redshift zero). The resulting particle clusters are in general three-
axial objects. Substructures can be identified as particle clusters at smaller linking lengths
(higher over-densities). The more different linking lengths are used the better substructures
will be resolved. Thus a whole hierarchy of friends-of-friends clusters have to be calcu-
lated. To this end we have developed a hierarchical friends-of-friends algorithm which is
based on the calculation of the minimum spanning tree of the given particle distribution.
The minimum spanning tree of any point distribution is a unique, well defined quan-
tity which describes the clustering properties of the point process completely. The min-
imum spanning tree of n points contains N − 1 connections. Based on the minimum
spanning tree we sort the particles in such a way that we get a cluster-ordered sequence
P = {p1, p2, ..., pn}. Any cluster is a segment of the sequence P , i.e. it consist of points
pi, pi+1, ..., pj for some indexes i and j. Neighboring clusters, i.e. clusters which merged
immediately after increasing r, are neighboring segments on P . Let us denote the length
at which clusters pi, pi+1, ..., pj and pj+1, pj+2, ..., pk merge, by rj+1/2. The sequences
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Figure 1. Gas distribution in a void region of 10h−1 Mpc in diameter. The color represent the gas density. The
bright spots are the areas of high density gas that has cooled down to form stars in dwarf galaxies.The 3d positions
of 2 million gas particles of mass 105M are shown.
P and R are sufficient for deriving the complete list of clusters at any linking length r. In
fact, the segment pi, pi+1, ..., pj of the sequence P is an r-cluster if and only if ri−1/2 > r,
rj+1/2 > r and rk+1/2 ≤ r, k = i, i + 1, ..., j − 1. In other words, if all points would
be located on a line with distances rj+1/2, j = 1, 2, ..., n− 1 between neighboring points,
the line would break into the sequence of all r-clusters after cutting of all segments larger
than r. Obviously, the sequences P andR (each of length np×4 byte) is the most compact
form to store the information about the whole hierarchy of friends-of-friends clusters.
The minimum spanning tree and the cluster analysis are done within MPI programs.
The basic idea of parallelization is the calculation of separate trees in different regions of
the box and merging the subtrees later on. The algorithm is very fast. We need on 8 CPUs
of the SP4 at NIC about 30 minutes for the MST and another 10 minutes for the FOF
analysis on 11 density (resp. linking length) levels for a simulation with 5123 particles.
3 Problems at Short Scales: The Overproduction of Dwarf Galaxies
The major problem of the standard Cold Dark Matter (CDM) scenario of structure for-
mation is the overproduction of small structures. All CDM simulations predict that there
should be many dwarf galaxies orbiting around the big ones, like our Milky Way, and that
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Figure 2. Interaction between two galaxies. Blue gives the gas distribution and yellow/red the distribution of
stars. This galaxy is a small part from a 50h−1Mpc simulation box. One can also clearly see the distribution of
satellite galaxies and gas clouds.
there should be a large population of such objects in void regions, in which no bright galaxy
has been formed. In the Universe, neither we see so many satellites around disk galaxies
nor we detect a population of dwarfs in voids. One way out of this discontenting situation
is the claim that baryonic physics is responsible for the absence of luminous matter within
the small dark halos. After all, the predictions from N-body simulations correspond to the
dark matter distribution only. The baryons could have a different distribution than the dark
component and stars could be formed only under special conditions.
In order to get a deeper insight into this question we have carried out a series of hydro-
dynamical simulations with increasing resolution of a void region of 10 Mpc in diameter,
extracted from a larger box. We have included all the relevant physical processes of the
baryonic matter: i.e cooling, UV photoionization, star formation and stellar feedback.
In Figure 1 we show the gas density within the void. The little white dots indicate
where the gas has collapse due to cooling and have formed a dwarf galaxy. This plot
shows that a void region is far from being empty. Moreover, it mimics the filamentary
structure that is seen at much larger scales. But how many of these little gas spots have
been able to produce a reasonable amount of stars that can allow us to see them today
with powerful enough telescopes? Thanks to the kind of simulations we have done in
the JUMP supercomputer at NIC we can compute the luminosity of these objects as a
function of the physics we put in. The main conclusion of our study is that, although
there is a considerable effect of suppressing star formation in these little objects due to
the cosmic ultraviolet photoionization background, it is not enough to actually suppress all
dwarf galaxies to form stars. If results from these simulations were correct, we should see
a substantial amount of faint objects in voids. Therefore, another mechanism apart from
photoionization should be responsible for suppressing the luminosity of dwarf dark halos
in voids.
We are currently investigating this problem of excess of short scale structure in regions
of higher density. To this end, we are now simulating, with the same resolution as in the
void regions, other parts of the original box in which denser structures form, ranging from
isolated galaxies, small groups and even clusters of galaxies. These simulations are of
course much more demanding in terms of computational resources and will take longer
to finish. In Figure 2 we show one example of the interaction of two galaxies and their
satellites.
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Figure 3. Gas distribution, color coded according to temperature, for a small part (75h−1 Mpc) of a hydrody-
namical simulation with 2 billion particles.
4 Large Scale Structure of the Universe
The problem of the formation of Large Scale Structures in the Universe is another in-
teresting research topic that can only be investigated with very big simulations. If only
collisionless dark matter is used in a simulation, the number of particles that can currently
be treated is of the order of 1010, using computational resources equivalent to 16 nodes
of JUMP. Although these simulations provide a very detailed description of the structure
formed by dark matter, they lack the baryonic physics, so a direct comparison with obser-
vational results is not possible. If one wants to include gas dynamics in the simulation,
then one has to reduce the number of particles. We have investigated the structures formed
both in gas and dark matter by means of these kind of large simulations. In particular we
studied the correlation of orientations of clusters of galaxies and of super-clusters using a
simulation with 2× 5123 particles done in JUMP.
Using 16 nodes of 32 CPUs each on JUMP we can run a 2 billion simulation with dark
matter and gas together. Recently, we have investigated the structures formed both in gas
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and dark matter using such an extreme simulation. Due to the large volume (500h−1 Mpc
cubic box) most of the structures in the simulation evolve independently to some extent.
Thus we could resort to the slower communication of a PC cluster system and run the
simulation in the new massively parallel IBM supercomputer MareNostrum (BSC, Spain)
during about 500 wall clock hours using 512 PowerPC processors (256000 CPU hours, 1
Tbyte of memory). All the post-processing of the data has been done again in JUMP, where
we can use our memory-intensive MPI + OpenMP programs for analysis. In Figure 3 the
gas distribution in a small part of the simulation is shown.
5 Outlook
Simulations with a very large number of particles running in parallel supercomputers are
the main tool for studying cosmological structure formation. But running a big simulation
is just the starting point of the research work. All the data processing takes usually as much
computing time as the simulation itself.
Over the next years our groups are planning to simulate as accurate as never before
the formation and evolution of our local neighborhood in the Universe. These constrained
simulations will be done within one of the DEISA Extreme Computing projects in which
NIC participates.
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I describe the results that have been obtained within the project Stellar encounters with Black
Holes on the JUMP supercomputer of the John von Neumann Institute for Computing in Ju¨lich.
The main results from three types of encounters are summarized: the coalescence of a Neutron
Star Black Hole binary system that merges due to the emission of gravitational waves, the
disruption of a solar type star by a stellar-mass Black Hole and finally the tidal compression
and possible thermonuclear explosion of a White Dwarf by a Black Hole of a few hundred solar
masses.
1 Introduction
Like human beings stars undergo evolutionary stages from birth to death. Depending on
their initial mass they will finally end up as either as a White Dwarf, a Neutron Star or a
Black Hole.
The most common stars with masses comparable to that of our Sun, but below 8 M,
will become White Dwarfs (1 M = one solar mass= 1.99 · 1033 g; in the following I will
refer to such stars as Main Sequence stars). Such a White Dwarf is a burnt out stellar
corpse, with a size similar to our planet earth, but a mass comparable to that of our Sun.
Often White Dwarfs are surrounded by beautifully colored, so-called planetary nebulae.
Rarer, more massive stars (M > 8 M) will end their lives in one of the most spectacular
fireworks that our Universe has to offer: a (core-collapse) Supernova explosion. Once such
a massive star has used up the nuclear fuel in its center, its balance between the outward
directed pressure forces and the inward-pulling gravity is lost and the star starts to collapse
under its own gravitational attraction. If the star is not too massive, say below 25 M, this
collapse can be halted once the matter in the stellar center has been compressed to densities
similar to the those inside an atomic nucleus (ρnuc ≈ 3 · 1014 g cm−3). Above this density
matter becomes extremely incompressible and this brings the collapse to a halt, reverses it
and launches an outward moving shock wave that initiates the Supernova explosion. Such
an explosion will leave behind an extremely dense stellar remnant: a Neutron Star. With
a mass of 1.4 M, but a radius of about 15 km, this ultra-compact star itself has densities
around nuclear density and can therefore be regarded as a “giant atomic nucleus”. For even
heavier stars (M > 25 M) not even the matter pressure at nuclear densities can stop the
collapse, the ultimate fate of such stars is the formation of a Black Hole.
As every star will finally form such a compact remnant, the Universe contains myriards
of them. The problem is their detection as, under normal circumstances, they do not reveal
much about themselves. In some regions of the Universe, for example close to the centers
of galaxies or in dense gravitationally bound stellar systems, so-called Globular Clusters,
the stellar densities are large enough to frequently allow for collisions. In a given place, say
a specific globular cluster, such encounters may be rare by standards of a human lifetime,
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but as some of the encounters release huge amounts of energy, they may be visible way
beyond their own host galaxy. Therefore, despite being a rare event per galaxy they may
still possess a large observable rate.
I will discuss here several types of such collisions that have -in part or completely-
been calculated using the JUMP supercomputer facilities: the coalescence of a stellar-
mass Black Hole Neutron Star binary system (see Sect. 3), the disruption of a solar-type
star by a Black Hole (see Sect. 4) and finally the close encounter of a White Dwarf with a
Black Hole of several hundred solar masses (see Sect. 5).
2 Model Ingredients and Numerical Methods
The different types of encounters require very different input physics. Encounters between
Black Holes and a Main Sequence star are well described by just following the gas dy-
namics around the hole. The equation of state is well approximated by using a simple
polytropic law. As all interesting length scales of the cases we investigated are much larger
than the Schwarzschild radius of the Black Hole, the gravity from the hole can be treated
to a very good approximation in a Newtonian way.
In the Neutron Star Black Hole case a crucial model ingredient is the equation of state
(EOS). It must be able to handle the hadronic physics from several times nuclear density
(several times 1014 g cm−3) down to densities of a few g cm−3. The expected tempera-
tures are in a range of up to a few times 1011 Kelvin, so about 10 000 times larger than in
the center of the Sun. Therefore, despite the very high densities (where often temperature
effects can be neglected) the EOS has to take effects from a non-zero temperature into ac-
count. To include neutrino emission also quantities like chemical potentials etc. have to be
provided by the EOS. A detailed treatment of the different neutrino flavors is also imple-
mented in our models. In terrestrial material the mean free path of a neutrino of a few MeV
is of the order of astronomical units (= distance from earth to the Sun), i.e. such material is
completely transparent to neutrinos. In the center of a Neutron Star, however, the neutrino
mean free path can be as short as 10 cm, but parts of the debris of a disrupted Neutron
Star can again be completely neutrino-transparent. Therefore the neutrino treatment has to
account for such opacity effects. In the Neutron Star Black Hole case, relativistic effects
are important and they are incorporated into the simulation via a Paczynski-Wiita poten-
tial7. For details of the physics and the implementation the interested reader is referred to
Rosswog et al.9–17.
For our Black Hole White Dwarf cases we are interested in the question whether/under
which conditions the White Dwarf can explode by thermonuclear fusion. This means in
particular that the energy release due to nuclear reactions has to be fed back into the hy-
drodynamics. This is computationally extremely challenging as each fluid element (in our
case an SPH-particle, see below) has to know its nuclear composition and has to evolve
this composition in time. Once nuclear burning becomes important, the nuclear reaction
time scales can be shorter than the hydrodynamic time scales by many orders of magni-
tude. Therefore it is indispensable to apply operator splitting methods. Our approach to
this computational challenge is described in detail in Rosswog and Ramirez-Ruiz (2006)
and Ramirez-Ruiz and Rosswog (2006)18, 19.
In all of the described cases the Smoothed Particle Hydrodynamics (SPH) method is
used to solve the equations of hydrodynamics. It is a Lagrangian particle scheme, i.e. all
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the information about the flow is carried by particles that are evolved in time. The corre-
sponding equations can be derived form a Lagrangian, therefore the exact conservation of
mass, energy, linear and angular momentum are guaranteed even for the discretized fluid
equations. As in many of the problems angular momentum and its transport via gravi-
tational torques determines the dynamical evolution, its conservation is an indispensable
asset. The computationally most expensive part, common to all of these simulations, is the
treatment of self-gravity of the fluid. It is calculated via a parallelized binary tree (see e.g.
Benz 19903) that scales like N logN (N being the SPH particle number) rather than the
N2-dependence of the brute force, pairwise evaluation of gravity.
3 Coalescence of Neutron Stars with Black Holes
Binary systems consisting of two compact objects, either two Neutron Stars or a Neutron
Star and a stellar-mass Black Hole, are among the most promising sources for gravitational
waves that could be detected in the near future by ground-based detector facilities. The
gravitational waves carry away energy and angular momentum from the binary system,
therefore the two components of the system will slowly drift towards coalescence.
This final coalescence releases a tremendous amount of energy: more than 1053 ergs,
more than the energy our Sun could emit during the whole age of the Universe, are released
in fractions of a second. Such coalescences seem to be responsible4, 8, 5, 6, 1, 14 for a good
fraction of the most violent explosions in the Universe since the Big Bang: Gamma-ray
bursts, tremendoulsy violent explosions that emit copious amounts of gamma-rays.
We have simulated the last milliseconds in the life of a Neutron Star Black Hole binary
system. For technical reasons we have started this investigation focusing on the high-mass
end of the expected Black Hole mass distribution, i.e. we focused on Black Holes with
masses larger than 14 M. Black Holes possess a so-called innermost stable circular orbit
at a radius RISCO, inside of which no particle can revolve around the hole in a stable,
circular fashion. Our recent simulations17 show that the Neutron Star, once it has come
close enough to the Black Hole, transfers a large portion of its mass directly into the hole.
Only after that stage an accretion disk can form. Such disks are observed everywhere in
the Universe where gas with enough angular momentum is pulled towards an accreting
object: they occur around new-born stars, in freshly formed planetary systems, around the
supermassive Black Holes in the centers of Galaxies and they are believed to be a vital
ingredient for the central engine of a Gamma-ray burst. However, none of our investigated
cases formed the hot (several 1010 Kelvin) and massive (≈ 0.1 M ) accretion disk that
is needed to launch a Gamma-ray burst. Instead, the disk that finally forms has only a
relatively small mass. Most of it resides inside the innermost stable circular orbit and is
therefore falling rapidly towards the hole without having enough time to heat up. A small
amount of the initial Neutron Star mass takes up a lot of the orbital angular momentum
and transports it outward in rapidly expanding tidal tail. A snapshot of such a disruption
process is displayed in Figure 1, movies can be found at http://www.faculty.iu-
bremen.de/srosswog/movies.html.
This does not necessarily mean that Neutron Star Black Hole mergers generally have
to be ruled out as Gamma-ray burst central engines. However, the high mass end of the dis-
tribution that we began our study with does not seem to be promising. So if these systems
do not produce a Gamma-ray burst how else would they make themselves known? They
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Figure 1. Snapshot of the tidal disruption process of a 1.4 solar mass Neutron Star by a Black Hole of 14 solar
masses. Color-coded is the column density through the Neutron Star debris.
will definitely be a strong source of gravitational waves. The tidal tails also hold some
promise for observation. Depending (quite sensitively) on the mass of the Black Hole, up
to 0.2 M of the Neutron Star get thrown out into space with velocities of about half the
speed of light. This material initially has very high densities where nature favors very large
nuclei containing hundreds of neutrons and protons. As this material expands very rapidly,
the physical conditions and therefore the preferred nuclei change continuously. This leads
to a constant transmutation/decay of the present nuclei and goes along with constant elec-
tromagnetic emission. This could (like a type Ia Supernova) lead to an electromagnetic
emission that is powered by radioactive decays. It will produce a flash with a maximum
intensity in the optical/near infrared band17.
4 Disruption of Main Sequence Stars by Black Holes
In dense stellar systems like globular clusters stellar-mass Black Holes, with, say,
10 M, will also collide with the most common type of stars: Main Sequence stars
like our Sun. This will in most cases be a fatal event for the star. Such a disruption
of solar-type star would occur on substantially longer time scales than the previously
described encounter with a Neutron Star, here the disruption process will take many hours.
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Figure 2. A solar-type star becomes tidally disrupted by a 10 M Black Hole. After a first close fly by the hole
grabs some of the stellar material in the form of an accretion disk while most of the stellar debris gets flung out
again (panel one). The self-gravity of the latter material is strong enough to lead to the formation of a stellar
core-like object (high density region in panel one) that falls -in a second approach- back towards the Black Hole.
This approach completely disrupts the star (panel two) whose remains continue to rain down on the accretion disk
around the Black Hole (panel three; 1 code unit= 1010 cm).
A movie of such a simulation can be found under http://www.faculty.iu-
bremen.de/srosswog/pop science.html. Some snapshots of such a disruption
process of a solar-type star by a 10 M Black Hole are displayed in Figure 2. After the
first close encounter the Black Hole grabs some material that gathers in an accretion disk
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around the hole while most of the debris is flung away from the Black Hole (first panel).
The self-gravity of this latter material is strong enough to form a stellar core of about
0.3 M which then falls back towards the Black Hole. In a nearly central collision with
the hole this core is completely disrupted and its remains rain down onto the previously
formed accretion disk (second and third panel of Fig. 2).
Depending on the closeness of the impact, the accretion process may have to compete
against nuclear burning processes that are triggered by the disruption. In some cases the
hydrogen of the star will ignite explosively (i.e. on a time scale shorter than the one on
which the star can react) as a particular, hydrogen-explosion Supernova.
Figure 3. Tidal ignition and detonation of a White Dwarf. As the Carbon-Oxygen White Dwarfs passes the point
of maximum compression it heats up to about 5 · 109 K and ignites its nuclear fuel (left panel; temperatures are
in units of 106 K). During the passage more than its entire gravitational binding energy is released via nuclear
burning processes, therefore the White Dwarf blows up in a violent explosion.
5 White Dwarf Explosions Induced by Black Hole Fly Bys
As most stars in the Universe have masses comparable to that of our Sun, the most common
remains after a stellar lifetime will be White Dwarfs. In a Globular cluster about 10 % of
the disrupted stars will be White Dwarfs2. A star passing a Black Hole will be disrupted if
the tidal forces (similar to the forces that produce the tides on earth) overwhelm the self-
gravity of the star. As we want to know whether a White Dwarf can be compressed enough
to trigger a thermonuclear explosion, we are interested in the strongest possible encounters
with the distance of closest approach being much smaller than the tidal radius where the
star becomes disrupted. Such requirements cannot be met by all types of Black Holes as
for the most massive ones, such as the one in the center of our Galaxy, the White Dwarf
would be swallowed by the Black Hole before it can be disrupted. Therefore for this study
only Black Holes with masses smaller than 104 M are interesting.
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In a good fraction of the investigated cases the White Dwarfs become strongly enough
compressed so that the temperatures rise beyond 109 K, i.e. to more than a hundred times
the temperatures in the center of the Sun. At the end of their normal stellar lifetimes
White Dwarfs had stopped nuclear burning as there was no means to reach high enough
temperatures to ignite the ashes form previous burning stages (mostly Helium, Carbon or
Oxygen). In such a fly by, however, a White Dwarf can reach much higher temperatures
than ever before in its life. They are large enough to ignite the ashes the White Dwarf
is made of and the nuclear reactions that now set in can become extremely fast: more
than 1051 ergs, more than the energy our Sun would radiate in a billion years, will be
released within fractions of a second. A White Dwarf cannot react on this short time
scale by expanding and thus slowing down the nuclear reactions, it has to take up all this
thermonuclear energy and then blow up in a violent detonation.
An example of a thermonuclear explosion induced by tidal compression is shown in
Fig. 3. A 1.2 M White Dwarf composed of Carbon and Oxygen passes close to a 500
solar mass Black Hole. At the point of maximum compression more than 5 · 109 K are
reached which ignites the White Dwarf. The deposition of more than 1051 ergs results in a
violent thermonuclear explosion.
6 Concluding Remarks
I have summarized the current status of our project Stellar encounters with Black Holes
(S.R., International University Bremen, Germany and E. Ramirez-Ruiz, Institute for Ad-
vanced Study, Princeton, USA). This project contains several sub-projects that are very dif-
ferent in terms of the involved physics and astrophysical questions that we hope to answer.
The implications of these sub-projects range from gravitational waves over the production
of heavy elements to stellar explosion mechanisms and Gamma-ray bursts.
We achieved substantial progress over the time span of this project. Several questions
have found satisfactory answers, but also many more interesting ideas and exciting new
questions have turned up in the course of this work. They will certainly keep us -and
JUMP- busy for the next few years.
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This project studies the formation, growth, and co-evolution of single and multiple massive
black holes (MBHs) and compact objects like neutron stars, white dwarfs, and stellar mass
black holes in galactic nuclei and star clusters, focusing on the role of stellar dynamics. In this
paper we focus on one exemplary topic out of a wider range of work done, the study of orbital
parameters of binary black holes in galactic nuclei (mass, spin, eccentricity, orbit orientation) as
a function of initial parameters. In some cases the classical evolution of black hole binaries in
dense stellar systems drives them to surprisingly high eccentricities, which is very exciting for
the emission of gravitational waves and relativistic orbit shrinkage. Such results are interesting
to the emerging field of gravitational wave astronomy, in relation to a number of ground and
space based instruments designed to measure gravitational waves from astrophysical sources
(VIRGO, Geo600, LIGO, LISA).
1 Introduction
MBH formation and their interactions with their host galactic nuclei is an important ingre-
dient for our understanding of galaxy formation and evolution in a cosmological context,
e.g. for predictions of cosmic star formation histories or of MBH demographics (to predict
events which emit gravitational waves). If galaxies merge in the course of their evolution,
there should be either many binary or even multiple black holes, or we have to find out what
happens to black hole multiples in galactic nuclei, e.g. whether they come close enough
together to merge under emission of gravitational waves, or whether they eject each other
in gravitational slingshot. For numerical simulations of the problem all models depend on
an unknown scaling behaviour, because the simulated particle number is not yet realistic
due to limited computing power (Milosavljevic & Merritt 2001, 2003, Makino & Funato
2004, Berczik, Merritt & Spurzem 2005). Dynamical modelling of non-spherical dense
stellar systems (with and without central BH) is even less developed than in the spherical
case. Here we present a set of numerical models of the formation and evolution of binary
black holes in rotating galactic nuclei. Since we are interested in the dynamical evolution
of MBH binaries in their final phases of evolution (the last parsec problem) we somehow
abstract from the foregoing complex dynamics of galactic mergers. We assume that after
some violent dynamic relaxation a typical initial situation consists of a spherical or ax-
isymmetric coherent stellar system (galactic nucleus), where fluctuations in density and
potential due to the galaxy merger have decayed, which is reasonable on an (astrophysi-
cally) short time scale of a few ten million years. The MBHs, which were situated in the
centre of each of the previously merged galaxies, are located at the boundary of the dense
stellar core, some few hundred parsec apart. This situation is well observable
(e.g. Komossa et al. 2003).
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According to the standard theory, the subsequent evolution of the black holes is divided
in three intergradient stages (Begelman, Blandford & Rees 1980): 1. Dynamical friction
causes an transfer of the black holes’ kinetic energy to the surrounding field stars, the
black holes spiral to the center where they form a binary. 2. While hardening, the effect
of dynamical friction reduces and the evolution is dominated by superelastic scattering
processes, that is the interaction with field stars closely encountering or intersecting the
binaries’ orbit, thereby increasing the binding energy. 3. Finally the black holes coalesce
through the emission of gravitational radiation.
In this paper, the behavior of the orbital elements of a black hole binary in a dense
stellar system is investigated. The evolution of the eccentricity has been discussed for
some time (Makino et al. 1993, Hemsendorf, Sigurdsson & Spurzem 2002, Milosavljevic
& Merritt 2001, Berczik, Merritt & Spurzem 2005, Makino & Funato 2005). According
to Peters & Mathews (1963) and Peters (1964) the timescale of coalescence due to the
emission of gravitational radiation is given by
tgr =
5
64
c5a4gr
G3M1M2(M1 +M2)F (e)
(1)
wherein M1, M2 denote the black hole masses, agr the characteristic separation for gravi-
tational wave emission, G the gravitational constant, c the speed of light and
F (e) = (1− e2)−7/2
(
1 +
73
24
e2 +
37
96
e4
)
(2)
a function with strong dependence on the eccentricity e. Thus the coalescence time can
shrink by several orders of magnitude if the eccentricity is high enough, resulting in a
strengthened burst of gravitational radiation. Highly eccentric black hole binaries would
represent appropriate candidates for forthcoming verification of gravitational radiation
through the planned mission of the Laser Interferometer Space Antenna mission LISA.
The evolution of the semi-major axis can be consulted to characterize the hardening
process of the binary. The behavior of the inclination is potentially interesting to predict
processes related to angular momentum exchange between the black holes and the field
stars, and in particular to strengthen the hypothesis of of the connection between the ap-
pearance of so-called X-shaped galaxies and supermassive black hole mergers in galactic
nuclei (Merritt 2002, Zier & Biermann 2002).
2 Numerical Method, Initial Models
The simulations have been performed using NBODY6++, a parallelized version of
Aarseth’s NBODY6 (Aarseth 1999, Spurzem 1999, Aarseth 2003). The code includes
a Hermite integration scheme, KS-regularization (Kustaanheimo & Stiefel 1965) and the
Ahmad-Cohen neighbour scheme (Ahmad & Cohen 1973). No softening of the interaction
potential of any two bodies is introduced; this allows an accurate treatment of the effects
due to superelastic scattering events, which play a crucial part in black hole binary evo-
lution and require a precise calculation of the trajectories throughout the interaction. The
code and its parallel performance has been described in detail in this series and elsewhere
(Spurzem 1999, Khalisi et al. 2003). The survey has been carried out for a total particle
numberN = 64 000 including two massive black holes with M1 =M2 = 0.01 embedded
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in a dense stellar system of 63998 equal-mass particles m∗ = 1.5625 · 10−5. The total
mass of the system is normalized to unity.
The initial stellar distribution was taken from generalized King models with rotation
(Lagoute & Longaretti 1996, Longaretti & Lagoute 1996, Einsel & Spurzem 1999). Main
parameters are the dimensionless central potential W0, describing the degree of central
concentration, and the dimensionless rotation parameter ω0. We have performed a series
of models for W0 = 0, 3, 6, ω0 = 0.0, 0.3, 0.6 (the last value means that there is a 20%
fraction of rotational kinetic energy in the system, which is still a mild flattening); further-
more we have varied the initial velocity of the MBHs to be vc,
√
2vc, and 0.136vc, where
vc is the tangential velocity of a circular orbit at the initial MBH position. Other param-
eters of the problem, which we have not yet varied extensively, are the mass ratio of the
black holes to the stars and the mass ratio of the black holes to each other.
3 Simulations
3.1 Evolution of the Binding Energy
We measure the relative two-body energy, angular momentum and other orbital elements
of the MBH binary from the beginning of our simulations. In the first evolutionary stage,
each black hole individually suffers from dynamical friction with the surrounding low mass
stars, which is the main process of losing energy. Note that for simplicity we also use the
above defined energy (and also the eccentricity definition e of a bound two-body orbit)
even if the MBH binary is not yet bound. In such a case E and e are just numerical values
which give informations about the relative state of motion of the two MBHs, but do not
imply that they are already bound.
The role of dynamical friction decreases when a permanently bound state occurs, as the
dynamical friction force acts preferentially on the motion of the now formed binary rather
than on the individual black holes. Superelastic scattering events of field stars at the binary
shall be more and more important for the reduction of its energy. These events cause a
stochastic variation ofE and e in our models. Nevertheless energy and angular momentum
(which determined e) undergo a diffusive process with a net change of orbital parameters
on top of the stochastic variations. In the stage when superelastic scattering dominates the
picture, the energy loss rate is commonly written in terms of the dimensionless hardening
constant H
d
dt
(
1
a
)
= HG
ρ
σ
(3)
where a is the separation of the black holes, ρ the mass density and σ the velocity disper-
sion in the environment of the binary (see e.g. Merritt 2001). In other words, the process
leads to a continous hardening of the MBH binary, provided there are always enough inter-
action partners available (the ”loss cone is full”, see discussions in Milosavljevic & Merritt
2003, Berczik, Merritt & Spurzem 2005).
Our measured hardening constants are in majority slightly below the H = 8.4 pub-
lished elsewhere (Hemsendorf, Sigurdsson & Spurzem 2002), where a Plummer model
was used, however. The lower values can be possibly explained by the fact that dynamical
friction might still have a noticeable influence. Regarding our calculated ah as criteria for
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Figure 1. Time evolution of the MBH eccentricity. King parameter W0 = 6; ω0 = 0.0 left, no rotation,
ω0 = 0.6 right, rotation. Different initial velocities are indicated with different colours, v0 = 0.136vc blue,
v0 = vc green, and v0 =
√
2vc red.
the domination of superelastic scattering events, the hardening separation could be signif-
icantly smaller if σ increases during the simulation as ah ∝ σ−2. An enhanced σ can be
expected for ρ/σ =const. if it is assumed that the black hole would capture stars during
the simulation and raise the central density.
3.2 Eccentricity
The eccentricity is given by
e =
√
1 +
2El2
µ(GM1M2)2
(4)
where Mi (i = 1, 2) are the masses of the two black holes, µ = M1M2/(M1 +M2) is
the reduced mass, G the gravitational constant, E the energy, and l the specific angular
momentum of the two black holes relative to each other. Fig.1 shows some results for
the calculated eccentricity evolution. Each plot assorts simulations of a fixed pair of King
parameters under variation of the initial velocity.
Obviously, simulations with an initial velocity comparable to the circular velocity tend
to end up in low-eccentricity motions of the black hole components, while v0 = 0.136vc
runs reach generally higher final eccentricities. This behavior was already indicated by
Makino et al. (1993), who simulated two black holes of the masses M = 0.01 im a Plum-
mer sphere of 16348 particles. They found very high final eccentricities e ∼ 0.99 applying
very low initial velocities, while their largest value, v0 = 0.5vc, reached a noticeably
smaller final e ∼ 0.665.
The dependency of the final eccentricity on initial velocities can be understood by
considering the black hole trajectories. In Fig. 2, for v0 = vc, the black holes spiral at
first independently of each other to the center. The influence of dynamical friction causes
a steady loss of kinetic energy. Within the time interval t = [10.11; 20.14], the total energy
becomes negative and the binary reaches a bound state; in the following the binary hardens,
the separation decreases due to superelastic scattering events and the circular motion center
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Figure 2. Trajectories for the model W0 = 3, ω0 = 0.3, v0 = vc in the projection on the xy-plane. Red
and green mark the orbit of a black hole respectively. Solid lines indicate the trajectories passed through in the
time interval mentioned above each figure, the dotted lines hint the orbit before. Note the scaling of the axes in
different figures.
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Figure 3. the same as in Fig.2, but with v0 = 0.136vc
of mass of the binary itself becomes visible. At the time the attractive force between the
black holes becomes comparable to the gravitational force of the stellar distribution, the
individual trajectories of the black holes are still circular around the systems center of mass.
This means that the circular orbits generated by the initial velocity is ”conserved” until the
binary reaches a bound state and beyond as dynamical friction is not strong enough to
change the trajectories dramatically.
A different situation arises for v0 = 0.136. As a consequence of the low velocity,
the black holes must plunge near to the center, but dynamical friction is at the time of the
closest encounter (the pericenter of the relative motion) not sufficiently effective to prevent
the re-swing to the outer regions and to circularize the orbits in this way. Therefore, the
initial form of the orbits is kept until the end of the simulation. We have studied a much
wider parameter range than described here and also looked at other orbital elements of the
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Figure 4. Three-dimensional diagram of the centre-of-mass trajectories of our MBH, W0 = 6 and v0 =
0.136vc . The rotation parameters are ω0 = 0.0 left and ω0 = 0.6 right. The different colours indicate the
orbits in the denoted time intervals respectively.
MBH (e.g. its inclination relative to the galactic plane, which could be an observable due
to the large scale radio jets emitted from the central MBH engines in galactic nuclei), and
we have also studied the effect of co- and counterrotation (different angular momentum
axis of the stellar system and the initial MBH motion). The interested reader will find a
complete review of our results in Eichhorn & Spurzem (2006, MNRAS, in preparation).
3.3 Brownian Motion
The center of mass (CM) of a hardened binary is expected to to perform an irregular motion
in the central region of the stellar system. This motion is often described by the concept
of Brownian motion, as it is characterized by a friction force (dynamical friction) and a
fluctuating force (as the result of scattering events and encounters of field stars). We have
measured and analysed the Brownian motion of an MBH due to superelastic scatterings in
detail, but show here only one exemplary picture as a typical result.
We conclude from this section: (1) The final eccentricity is strongly dependent on the
initial black hole velocities. (2) The eccentricity is dependent on the rotation parameter of
the model. (3) Determined hardening rates agree within the expected systematic and sta-
tistical error with previously published work. (4) Only weak changes in the inclination and
in the orientation of the angular momentum vector direction have been observed, consis-
tent with simulations by Milosavljevic & Merritt (2001). (5) Counter rotation simulations
yield noticeably different results in eccentricity, in one case actually an extreme large value
e¯ = 0.997. (6) Brownian motion of the center of mass of the binary is influenced by the ro-
tation of the stellar system (points (4) to (6) are just given here but not discussed in further
detail).
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4 Computational and Algorithmic Issues
We use a timing model for our parallel code which is flexible and usable for many different
kinds of hardware. It is
T = α
(N2
np
+
NNn
np
+A ln2 np +BN
)
(5)
where T is the total wall clock time, the four summands (from left to right) are the reg-
ular and irregular (neighbour) force computation time, latency and bandwidth dominated
communication time (note that a new communication scheme is assumed here, which re-
duces the latency, which is not yet included in all our simulations. In the old case the
latency scaled linearly with np). N , Nn, np are the total particle number, the neighbour
number in the Ahmad-Cohen neighbour scheme, and np the processor number used. α, A,
B are a time and two dimensionless constants depending on the hardware. Measurements
on the IBM Jump deliver values of α ≈ 0.3µ sec, A ≈ 500, B ≈ 2, with fluctuations
of a factor of 2 to 3 depending on details of the simulation. With these new data we can
derive a new value for the optimal neighbour number, which is Nn,opt ∝ N3/5 for small
N (up to about 104) and Nn,opt ∝ N1/5 for larger N . This is significantly smaller than
the previously proposed value of Makino & Hut (1988), Nn,opt ∝ N3/4. With a smaller
neighbour number less communication is required and thus larger processor numbers can
be used. Our algorithm always works best if we have a balance between communication
and computation (this work and more details will be found in Glaschke, 2006, Ph.D. thesis
in preparation, and be published elsewhere, too).
Note also, that despite a very good efficiency of our code the use of special purpose
hardware such as GRAPE is more efficient for the largest particle numbers (such as 105
or 106). Recent supercomputers which combine standard CPUs with application acceler-
ation processors (e.g. CRAY XD1 with FPGA chips) offer a promising path to join both
advantages (A. Ernst, ongoing work in progress).
5 Outlook, Other Subprojects
In ongoing studies we are right now transcending the limits of Newtonian dynamics. At the
termination of the simulations shown above, in particular the very high e-cases, relativistic
corrections cause measurable (in the sense of the accuracy of the numerical model) changes
in the orbital elements. We have included these terms as perturbative forces in the KS
regularisation up to the so-called Post-Newtonian order 2.5, which includes two orders of
perihel shifts and the lowest dissipative term, sufficient to describe gravitational radiation
(Kupi, Amaro-Seoane & Spurzem 2005, in preparation). In future work more relativistic
effects could be included, such as spin-spin and spin-orbit couplings, and linear momentum
recoil at MBH binary coalescence. A collaboration with G. Scha¨fer and G. Achamveedu
(Jena) is being developed to properly formulate these terms. Scaling requires that one
cannot simulate such systems without realistic particle number. Such models are proposed
in the DEISA scheme.
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Computational chemistry has become an important area in all fields of chemistry; its sig-
nificance in molecular physics and pharmacy is also well-recognized. In the design of new
materials quantumchemical calculations to determine structural and stability properties of
molecules or molecular aggregates are routinely performed parallel to experiments. Sim-
ilarly, the calculation of energy surfaces to determine various minima (corresponding to
isomers) or to locate reaction barriers is undertaken quite efficiently in cooperation with
experimental work. Density functional (DFT) procedures are frequently the ”work horse”
because of their simplicity and because they account for some of the electron corelation.
First principle simulations, i.e. a combination of electron structure calculation with molec-
ular dynamic (MF) treatments are used for an increasing number of problems. In such
calculations up to a few hundred particles and their motion may be treated in small time in-
tervals. Such studies require large modern computer facilities such as the Ju¨lich installation
and cannot be done efficiently on small workstation clusters.
The examples chosen in this year’s book show the impact of modern simulation tech-
niques, a wide area of applications, the intense cooperation between computational and
experimental work and the need for further theoretical developments in computational
chemistry.
An unusual and novel study is the simulation of mechanically-induced chemical re-
actions. Such investigation is important for the detailed interpretation of single molecule
Atomic Force Microscopy (AFM). At the same time it gives information on rupture pro-
cesses, identifies mechanisms which lead to permanent deformation or ultimate material
failure in elastomers. Tailor-made chemical modifications investigated on the computer
can design ways to enhance material performance. The study of cooperative effects of var-
ious hydrogen bridges in biological materials and in solution requires also first-principle
simulations and cannot be performed by molecular dynamics treatments based only on
classical mechanics. One of the contributions shows how physical properties of water and
ice depend on size and the geometrical arrangment of small clusters; treated are up to 24
particles.
The study of catalytic properties of transition metal ions and of surfaces are always in
the main stream of computational chemistry work. This year’s contributions are excellent
examples of joint experimental and computational studies. The hydrogenation of an or-
ganic substance on a platinum surface (and an alloy of platinum with a second metal Sn) is
investigated with high resolution electron energy loss spectroscopy (HREELS) in conjunc-
tion with DFT calculations. All of the measured peaks in the HREELS spectra could be as-
signed from the calculations and lead to a deeper understanding of the absorption complex
and the catalytic mechanism. Another contribution related to catalysis treats the question
of rearrangement and decomposition pathways of molecular (transition-metal containing)
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complexes. This is a typical question in coordination and organometallic chemistry. The
novel feature in this study is the characterization of more local properties in terms of the
compliance matrix (related to the Hessian matrix) at a stationary point which describes
the stiffness of a molecular system, i.e. its resistance against distortion. In this case more
qualitative considerations can be extracted for further experiments.
The final contribution demonstrates again the large range of computational chemisty
projects. It is basic quantumtheoretical work and deals with relativistic effects of small
molecules with heavy atoms. The wavefunction is obtained in the 4-component form based
on the Dirac and not the Schro¨dinger equation. Two compontens can be interpreted as the
”usual” spin-dependent electronic wavefunctions while the other two describe anti-matter,
i.e. positrons. This procedure is merged with the most accurate quantumchemistry methods
(configuration interaction and coupled cluster treatment) which are designed to account for
electron correlation. The resulting implementation is the best theoretical method available
at present to determine with high accuracy spectroscopic properties of molecules contain-
ing heavy elements. So far its applicability is restricted to small molecules, however.
All articles show the impact of computational chemistry in various areas and at the
same time underline the essential role of the John von Neumann Institute for such work.
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We have used high level computer simulations to investigate modification of the chemical re-
activity of molecules under tensile stress. The application of a mechanical force can affect
the electronic structure and steric protection, opening up unexpected reaction pathways. These
phenomena have implications for the interpretation of single molecule atomic force microscopy
experiments which investigate the forced rupture of polymers, and the chemical basis of mate-
rial failure under a mechanical load.
1 Introduction: Improving Material Performance
The demand for new advanced materials, which while remaining stable over a range of
physical and chemical conditions are also non-toxic and can be produced efficiently, is
constantly challenged by the development of new technologies. Understanding how mate-
rials respond in different environments to mechanical manipulation on the molecular level
is essential for the improvement of performance and adaption for new applications. The
advent of single molecule experiments combined with high level computer simulations ex-
amine modified chemical processes which can occur in a material subjected to extreme
mechanical and environmental conditions.
Siloxanes are inorganic polymers with a flexible backbone made up of alternating sil-
icon and oxygen atoms, with bulky methyl groups attached to the silicon atoms (fig.1).
Their high flexibility and durability, and stability at high and low temperatures leads to
their application in a wide range of situations as adhesives, coatings, sealants and lubri-
cants. From aerospace down to microelectronics on account of their insulating and optical
properties, and medical applications because of their non-toxicity, they are an important
class of material for situations where mechanical strength and resistance to chemical degra-
dation play a crucial role. To understand the chemical basis of their strength, a collabora-
tion combining single molecule atomic force microscopy (AFM) with quantum chemistry
simulations seeks to characterize stress induced bond rupture processes.
2 Understanding Single Molecule Atomic Force Microscopy
Single Molecule AFM1, 2 has principally been used to investigate weak interactions in bio-
logical systems3, 4, but can also be used to investigate stronger covalent binding in synthetic
materials. In a single molecule AFM experiment a single polymer is pulled from a substrate
by an AFM tip until one of the bonds, either in the polymer backbone, at the attachments,
or within the substrate is ruptured yielding a force curve and rupture force, the magnitude
of which being dependent on the strength of the disrupted interaction. Grandbois and co-
workers5 found the rupture force corresponding to a covalent silicon - carbon bond at the
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Figure 1. The siloxane monomer (left) and the equilibrium geometry of the siloxane hexamer (right). Turquoise:
silicon, blue: oxygen, gold: carbon, white: hydrogen.
attachment of a polysaccharide polymer to an amylose functionalized silica substrate to
be 2.0 ± 0.3 nN. In order to identify the breaking bond within the system, static quantum
chemistry calculations6, 7 were used to compared the strengths of different possible bonds
at the attachment. Scenarios in which the strength of a synthetic single molecule have
also been investigated are that of a knot in a polyethylene molecule8–10 and a study of a
thiol molecule pulled from a gold surface11, both investigated using first principles molec-
ular dynamics simulations. While simulating systems representing AFM experiments, the
strength of polymers has been found to be dependent on pulling rate and oligomer length12
and the solvent surrounding the stretched molecule13 using Car-Parrinello molecular dy-
namics simulations. In order to correctly interpret the experimental force curves, theoreti-
cal investigations of the systems are necessary to identify the breaking bond, the chemical
mechanism of rupture, the influence of solvent and other species in the surrounding en-
vironment, and the surface / tip attachment. It is these issues which we address in this
study of siloxane rupture taking into account the possible modifications of the chemical
reactivity caused by the application of tensile stress. We also seek to determine how the
single molecule behavior relates to processes in the bulk siloxane elastomer subjected to a
mechanical load.
3 Simulating Molecules under Stress
We use first principles molecular dynamics simulations (Car-Parrinello Molecular Dynam-
ics14, 15) where a full calculation of the electronic structure using density functional the-
ory16, 17 is performed ’on the fly’ for each step of a molecular dynamics trajectory. Using
the parallel computing facilities at the John von Neumann Institute for Computing, Ju¨lich,
we can follow the evolution of the electronic structure of systems containing up to 300
atoms on a timescale of the order of a few picoseconds at room temperature. In the exper-
iments a siloxane elastomer is covalently attached between a silica substrate and silica tip
and pulled in a hexamethyldisiloxane (HMDS - the siloxane dimer) solvent. In the sim-
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Figure 2. The diagram shows the siloxane decamer (ten silicon atoms in the backbone) in the simulation. The
lower terminal silicon atom is fixed and the opposite terminal silicon atom is pulled at a predefined rate in the
direction indicated by the arrow so applying a tensile stress to the molecule. The inset shows a schematic repre-
sentation of the AFM set up with one molecule attached between a substrate and tip.
ulations siloxane oligomers of varying lengths (containing up to ten silicon atoms in the
backbone) are pulled at varying rates in different environments to describe the high force
regime of the AFM experiment (fig. 2). The mechanically induced rupture process can be
characterized and the factors which determine which covalent bond breaks assessed. This
information is then used to assign the mechanically measured rupture force.
4 Bond Rupture in the High Force Regime
The ways in which the siloxane elastomer can respond to an applied stress are shown for
the siloxane decamer (10 silicon atoms in the backbone) in fig.3. The high flexibility of
the molecule stems from the easy deformation of the Si-O-Si bond angle shown in 3 i),
which can take values up to 180O, allowing the polymer to be considered as a chain of
spaced silicon atoms. The average values of the stiffer O-Si-O bond angle and Si-O bond
length increase simultaneously and it can be seen in 3 ii) and iii) that although extreme
values for individual angles and bond lengths can occur, the siloxane does not rupture until
a threshold molecular extension has been reached.
The evolution of the electronic structure can be followed as the molecule is stretched
and is visualized with localized electron orbitals as shown in fig.4. As the molecule is
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Figure 3. The response of the siloxane decamer to tensile stress, each colour represents a different bond angle or
bond length as indicated in the polymer backbone. i) shows the flexibility of the Si-O-Si bond angle which can
take values up to 180o in the simulations. ii) shows how the average value of the stiffer O-Si-O bond increases.
iii) shows the increase of the average Si-O bond length. Although individual bonds can reach values of over 2.0A˚,
the siloxane does not rupture until the total extension has reached a threshold value18 .
stretched the Si-O-Si bonds become polarized, then an Si-O bond breaks via an ionic mech-
anism, whereby a negative charge is left on the oxygen atom and a positive charge on the
silicon, and finally proton transfer occurs from a methyl group to the negatively charged
oxygen to neutralize the products. In the case of the longer oligomers (hexamer and de-
camer), the charged fragments recede rapidly to their coiled equilibrium geometries before
proton transfer can occur leaving charged species in the system. The force required to rup-
ture a covalent silicon - oxygen bond can be calculated from the simulations and is shown
to be dependent on the pulling rate and oligomer length: slower rates and longer oligomers
lead to lower forces. We have calculated a rupture force of 4.4 nN for a siloxane decamer
pulled at 55 m/s18 which is an upper bound for the force as the experimental elastomers
are longer and the pulling rates slower.
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Figure 4. The localized orbitals (Wannier functions) of the electrons in the Si-O-Si backbond of the siloxane
dimer. i) shows the equilibrium starting electronic structure. ii) shows the polarization as the molecule is
stretched. iii) shows the rupture of an Si-O bond. iv) shows the proton transfer which neutralizes the rupture
products18 .
The computer simulations show that the siloxane oligomers are highly flexible and ef-
ficient at quickly distributing strain throughout the molecule. Once ruptured, either proton
transfer can occur depending on the immediate surroundings to neutralize the products, or
charged species are formed which could react further. Both outcomes have implications
for understanding the origins of stress induced material failure18.
5 Mechanically Induced Chemistry: Interaction with the
Environment
As the siloxane elastomer is stretched the silicon - oxygen bonds become polarized, lead-
ing to local concentrations of charge in the backbone, and the backbone becomes more
exposed as the methyl groups surrounding it become more spread out (fig. 2). This could
alter the reactivity of the normally inert siloxanes under tensile stress and open up new re-
action pathways with species in the surroundings. We are currently investigating possible
reactions with solvent molecules as used in the single molecule atomic force microscopy
experiments, and with trace amounts of water which could play a role in material failure
using computer simulations.
The solvent used in the experiments is hexamethyldisiloxane (HMDS - the siloxane
dimer) and we are simulating the stretching of a siloxane oligomer surrounded by HMDS
molecules at an appropriate density(fig. 5). Although there is no attraction between the
species if no force is applied to the elastomer, in its stretched state the polarized Si-O bond
and the exposure of the backbone aid the close approach of a solvent molecule. During
our simulations no attraction or interaction between the species was detected, their close
approach being hindered by the methyl groups, and so the solvent should not influence the
outcome of the experiments.
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Figure 5. The left hand figure shows the stretched siloxane hexamer surrounded by HMDS solvent molecules
during a simulation at an appropriate density. The right hand figure shows the siloxane hexamer surrounded by
water molecules, the simulation is to determine whether a water molecule can approach the siloxane and cause
its rupture.
We are also studying the influence of water on the rupture reaction mechanism. This
protic solvent could attack the polarized Si-O bond before the maximum extension has
been reached, resulting in lower measured rupture forces.
6 Pulling Elastomers from Silica
We have started simulating the pulling of a siloxane elastomer from a silica surface (fig.
6). In the sinlge molecule atomic force microscopy experiments a siloxane polymer is
covalently bound between a silica substrate and silica AFM tip and our simulations model
what is happening at the attachment bonds as the polymer is pulled away from the surface.
The substrate, attachment and siloxane molecule are all systems containing covalent silicon
- oxygen bonds: but which bond is most likely to break in the experiment and to what
extent can the substrate be deformed? Our simulations will show which bond is most
likely to break and identify the factors which determine which bond will break, allowing
the experiment to be tuned into investigating specific interactions.
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Figure 6. The siloxane hexamer pulled from a silica surface.
7 Conclusions: Implications of Mechanically Induced Chemistry for
the Elastomer under Stress
Our simulations have shown how the application of a tensile stress to siloxane elastomers
can alter their chemical reactivity by modifying their electronic structure and altering the
steric protection of bonds thereby opening up new reaction pathways. We can identify
and describe chemical rupture mechanisms as probed in single atomic force microscopy
experiments to identify the factors which determine the strength of an individual molecule.
We are also performing calculations to understand how reaction fragments can react with
one another in the bulk siloxane. Understanding rupture processes is key to identifying the
mechanisms which lead to permanent deformation and ultimate material failure in elas-
tomers. The modified chemistry of the stretched polymer therefore plays an important
role in the behavior of materials under stress and in developing ways to enhance material
performance.
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Long-range order in the form of water clusters is what gives liquid water, ice and gas clathrates
their particular properties. Liquid water, made up of hydrogen-bonded, cross-linked H2O
molecules, should boil nearly 200oC lower at approximately -100oC instead of at +100oC,
based on its position as a Group VIA hydride together with H2S, H2Se and H2Te. The pres-
ence of cooperative hydrogen bonding between the water monomers gives rise to liquid and
solid phases with considerable long-range order which helps to explain many of their physi-
cal properties. Liquid water is thought to be composed of ’flickering’ clusters of hexagonally
coordinated molecules in which the O-H bonds and the two lone-pair electrons of the oxygen
atom are arranged in a tetrahedrally symmetric fashion. Thus each water molecule in liquid
water, and indeed in Ice Ih, is bound on average by four hydrogen bonds to neighbouring wa-
ter molecules as a double hydrogen bond donor / double hydrogen bond acceptor. Because
the O-HD...OA-H hydrogen bonds form extended networks of alternating donors and acceptors
there is considerable cooperativity which enhances the stability of these networks and is the
explanation for the unusual properties of water, such as its specific heat or boiling point.
All the ice polymorphs consist of variations on the theme of tetracoordinated water molecules
in the form of hexagons. On the other hand, the gas clathrates are composed of tetracoordinated
water molecules hydrogen bonded to give structures formed of edge-sharing pentagons which
are stable under moderate pressures and reduced temperatures, such as are found on the ocean
floor. Deep-sea methane clathrates, produced naturally, are arguably the largest renewable en-
ergy resource available if methods for the recovery of the methane gas without disturbing the
equilibtrium of the oceans could be developed.
This project is centred on understanding the electronic and quantum chemical interactions
which stabilise these hydrogen-bonded water clusters with hexagonal (water and ice) or pen-
tagonal (clathrates) motifs and which give rise to their particular physicochemical properties.
Because it is necessary to study water clusters as large as (H2O)24 at a high level of quantum
chemical theory, it is essential to use computational facilities such as those available on the
IBMSC-Jump machine at NIC in Ju¨lich.
1 Introduction
Accurate electronic models of the molecular structure of liquid water are necessary not
only in order to understand the behaviour of water itself but are also particularly important
for the modelling of biologically significant molecules such as proteins or nucleic acids
which are hydrated in aqueous solution, being surrounded by a structured solvation shell
of water molecules. Modelling of the behaviour of the aqueous solvation shell made up
of hydrogen-bonded water molecules is critically dependent on correctly parametrising the
force-fields used for molecular mechanics (MM) and molecular dynamics (MD).
The methane clathrates, which are found in the deep oceans1, represent a large, poten-
tially usable renewable energy resource as the methane is produced by radioactive decay
from the earth’s core2. Clathrates are, however, unstable at ambient temperatures and
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Figure 1. Schematic picture of the various ice polymorphs reported.
pressures so that an understanding of the physical chemistry of these supramolecular ag-
gregates is required in order to able to extract them without disturbing the environmental
equilibrium. Explosive de-gassing of a large body of methane clathrates would lead poten-
tially to an environmental disaster as methane CH4 is a highly effective ’greenhouse’ gas.
Methane clathrate under high pressure is also thought to be the source of the methane in
Titan’s atmosphere3.
Whether one is dealing with liquid water, ice or gas clathrates, cooperative effects
between hydrogen-bonded water molecules are highly important in determining physical
behaviour as well as the electronic properties of these supramolecular aggregates.
2 Background
Liquid water is thought of in terms of so-called ’flickering clusters’ of hexagonal, inter-
locked ring systems made up of six hydrogen-bonded water molecules4. This produces
some long-range order even in liquid water at ambient temperatures, extending on average
out to at least the second or third hydration shell, as evidenced by radial distribution func-
tions determined from X-ray or neutron scattering experiments5, 6. The degree of structur-
ing detected by NMR chemical shifts is temperature dependent. The various polymorphs
of ice represent an extension of the use of a hexagonal motif in forming a solid structure
with very considerable long-range order and, interestingly, a density some 10% less than
that of liquid water. Fig. 1 gives a schematic overview over different ice polymorphs as
determined by X-ray and neutron diffraction. All of these are based on a hexagonal six-
membered ring of water molecules as the structural motif.
On the other hand, gas clathrates are made up of edge-fused pentagonal arrays of water
molecules7, 8, hydrogen bonded to one another so that there is a repetitive donor-acceptor
pattern. The structure for the sI methane clathrate in shown in Fig. 2 with two views at
right angles to one another.
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Figure 2. Structure of the methane clathrate taken from X-ray data.
3 Cooperativity
Cooperativity may be defined as occurring when the total effect, for example, stabilisation
energy, exceeds the simple, additive sum of the individual, isolated effects, e.g., the inter-
action energy between two water molecules in the water dimer, making up the total. The
term cooperativity may also be applied to hydrogen bonding in water clusters, in which the
electron density and its Laplacian at the bond critical point (BCP) for each hydrogen bond
are greater than those observed for the water dimer.
Cooperativity may be thought of as synonymous with synergism. This is most clearly
seen in the physical synchronisation, or phase-locking, of the O–H vibrational stretching
modes in the calculated IR spectrum for water clusters. Cooperativity or synergism are
also responsible for the very large OH-stretch IR red-shifts, of the order of 500–600 cm-1,
observed for large water clusters both experimentally and theoretically. The physical basis
for this cooperativity expressed as synchronisation of the O–H stretching vibrations in liq-
uid water, lies in ultrafast relaxation (approx. 4 pS), a short Fo¨rster radius and consequently
highly efficient resonant intermolecular transfer of vibrational energy9, 10.
3.1 Electron Density Topology
An analysis of the electron density topology for a relatively weak interaction such as a
hydrogen bond can provide extensive information on the type of bonding present. The
electron density distribution is obtained by generating a wave function file in Cartesians,
followed by an analysis of the shape of the three-dimensional electron density surface,
i.e., its topology. Four types of non-degenerate Morse critical points can be distinguished.
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All critical points are charactersised by a rank and signature. A bond critical point (BCP)
has a rank of 3 and a signature of -1, abbreviated to (3,-1), meaning that the surface is
three-dimensional and that there are two negative curvatures and one positive curvature
at critical point. A BCP represents an electron density minimum along the axis joining
the nuclear attractors, and a maximum in the plane orthogonal to this line. Other critical
points are associated with rings (3,+1), cages (3,+3) and nuclei (3,-3). Bader has proposed
an electron density partitioning system involving the zero-flux condition which he has
incorporated into his ’Atoms in Molecules’ theory - the so-called AIM theory11. This
partitioning scheme has the advantage that it is mathematically and quantum mechanically
more rigorous than other methods for partitioning electron density space. The value of
the electron density and its Laplacian (equation 1) at the BCP enables a distinction to be
made between a ’shared’ interaction – typical for a covalent bond – and a ’closed shell’
interaction - characteristic of weaker interactions such as hydrogen bonding, electrostatic
and van der Waals type interactions. A negative Laplacian indicates a relative excess of
charge at the BCP, characteristic of covalent bonding or a shared interaction, and a positive
value the reverse, typical of a closed–shell interaction.
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Cooperativity is manifest by shortening of the H...O hydrogen bond donor-acceptor dis-
tance and by an increase in the electron density at the (3,-1) bond critical point (BCP), as
shown in Fig. 3 and Fig. 4, as well as in the Laplacian of rho,∇2ρ(r). Natural bond orbital
(NBO) analysis12 shows increasing orbital overlap for the oxygen lone-pair bonding or-
bital and the O–H antibonding orbital, no =⇒ [O-H]*, with increasing electron occupancy
in the [O-H]* antibonding orbital and enhanced second-order perturbation or Fock matrix
element deletion stabilisation energies, as well as increasing %s character of the lone pair
electrons.
At an atomic level, increasingly cooperative hydrogen bonding in large water clus-
ters is associated with an increased negative charge (electrostatic monopole moment) on
the oxygen acceptor atom, stabilisation of the oxygen atom, with decreased charge (in-
creased positive charge) on the hydrogen donor atom, destabilisation of the hydrogen, and
a marked decrease in both atomic dipole polarisation and atomic volume for the hydro-
gen atom. Increased polarisation of the donor and acceptor in terms of charge, δ − ...δ+,
corresponds with the classical Pauling view of hydrogen bonding. Wave function con-
traction for the hydrogen atom, i.e., a reduction in atomic volume, is very marked as the
strength of hydrogen bonding increases. From a non-bonded value of around 21-22 au for
the hydrogen atom (3.11-3.26 A˚3, equivalent to an atomic radius of approx. 0.91-0.92 A˚),
values of 8-9 au are typical for strongly cooperative environments in tetrahedrally symmet-
ric water clusters. In other highly symmetric, strongly hydrogen bonded structures such as
protonated hydrated carbonyl compounds, atomic volume for the hydrogen atom is further
reduced to as low as 6 au (0.6 A˚3), with atomic dipole polarisation being close to zero.
Increasing cooperativity is more associated with a greater degree of tetrahedral sym-
metry in water clusters, together with occupation of both pairs of H-donor and lone-pair
acceptor sites, than with cluster size alone, once an optimal ring size of five or six water
molecules has been reached. Thus it is no accident that the hexagonal motif in liquid water
and ice, or the edge-fused pentagonal motif in the gas clathrates, both represent a structural
element for bi-coordinated water molecules in which cooperativity is maximised. Although
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Figure 3. Donor-acceptor (-H...O-) distances for the hydrogen bonds in simple rings.
further coordination of the water molecules ultimately giving almost perfect tetrahedrally
symmetrically 4-coordinated waters in the cluster, does not appear to alter the electron
density topological parameters of the hydrogen bond bond critical points (BCPs) by more
than a few percent over and above the values for five or six-membered rings, the effects
on the environment of the oxygen atoms are profound as evidenced by the 17O chemical
shielding tensors, and the 17O chemical shift, as described in the next section.
3.2 Chemical Shielding Tensors
Calculations in our laboratory of the absolute shielding tensor for 17O-water monomer
in the gas-phase at the MPW1PW91/6-311+G(2d,p) level of theory have yielded a value
of 327.3 ppm. This is excellent agreement with the rovibrationally corrected value of
327.7± 0.3 ppm arrived at by Vaara et al.13. Traditionally, attempts at calculating the
17O-NMR chemical shift for liquid water modelled by water clusters at a quantum me-
chanical level have not achieved adequate accuracy compared to the experimental value
for the ice Ih to gas-phase shift of 48.6 ppm14. Indeed, use of self-consistent reaction field
(SCRF) methods such as the polarised continuum model (PCM) or COSMO not only fail
to predict the correct magnitude for the 17O chemical shift but also give the wrong absolute
sign, with upfield shifts for small clusters15–17.
We have recently shown that ab initio quantum chemical methods using a combination
of a hybrid density functional and a Pople triple split-valence basis set with diffuse and
polarisation functions, is able to predict the full range of 17O chemical shift and, inciden-
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Figure 4. Electron density at the BCP for the hydrogen bonds in simple rings.
tally, also the 1H-proton chemical shift, on going from gas-phase water to ordered ice, so
long as account is taken of water coordination geometry, filling all four hydrogen bonding
donor-acceptor sites and ring cooperativity17.
The 17O NMR chemical shielding tensors show a consistent decrease (chemical shift
increases) as ring cooperativity and geometry improve and the water molecule is ulti-
mately tetracoordinated with almost ideal tetrahedral sp3 symmetry. In this case, each
water molecule has two O-H donors and two lone-pair acceptors occupied on the oxygen
atom.
The asymptotic value for the 17O chemical shielding tensor approaches 272 ppm, giv-
ing a chemical shift compared to gas-phase water of 55 ppm. Our results are illustrated17
graphically in Fig. 5 and Fig. 6.
This calculated shift of 55 ppm is sufficient to account for the experimentally observed
values. A deshielding (downfield shift) of 40 ppm is observed experimentally on going
from vapour phase water at 100oC to liquid water at room temperature. Approximately
a further 8 ppm deshielding takes place on going from liquid water to ice Ih, making in
total some 48 ppm compared to the gas-phase value14. At an electronic level, increasing
cooperativity and enhanced tetrahedral coordination result in the oxygen atom becoming
increasingly negatively charged, energetically stabilised, with an increased paramagnetic
component to the shielding tensor and decreased shielding anisotropy, as the electric field
gradient (EFG) decreases.
Our explicit atomic level electronic model of ordered water molecules in liquid wa-
ter and ice provides chemical shift values that are totally consistent with values obtained
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Figure 5. Oxygen-17 NMR chemical shielding tensor in simple rings with a tetra-coordinated water.
experimentally by NMR. In particular, since neither water vapour at 100oC is completely
dissociated nor is ice completely ordered at 0oC, our results currently provide probably the
most accurate model of the electronic environment of the oxygen atom in water permit-
ting not only an explanation of the change in chemical shift on going from water vapour
to liquid, and from liquid to ice, but also a quantitative explanation of the chemical shift
temperature sensitivity in the range 0-100oC. The only other realistic chemical shift values
for water have been provided by combined quantum mechanics and molecular dynamics,
the CPMD approach of Car-Parrinello18, as reported by Pfrommer et al.14 and Pennanen
et al.19. Whereas our ab initio cluster method provides an explicit snapshot of water order
and its electronic environment, the CPMD approach provides a time average for a water
molecule embedded in its solvation shell of neighbouring water molecules.
3.3 IR and Raman Spectroscopy
Cooperative effects in water clusters result in substantial red-shifts in both the IR and
Raman spectra, often amounting to some hundreds of wave numbers. The example of
the heptadecamer (n = 17) cluster is shown in Fig. 7. Increased red-shifting of the O–H
stretching vibration is common to all systems in which extensive hydrogen bond coopera-
tivity occurs20, 22, 21. In larger systems such as hydrated glucopyranose21 or water clusters
the O–H vibrations are strongly synchronised or phase-locked. Scaled values of the IR
and Raman frequencies for large water clusters are extremely good approximations to the
experimental values and spectral shape for liquid water and ice, lying within a few percent
of the spectroscopically determined value (unpublished data).
4 Conclusions
Tetrahedrally coordinated water clusters containing either the hexagonal or pentagonal ring
motif, provide an explicit means of investigating theoretically the physics and physical
chemistry of water at an atomic and electronic level, as found in nature as liquid water,
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Figure 6. Oxygen-17 NMR chemical shielding tensor in small ring systems and large water clusters. The effects
of ring size and coordination, defined in terms of hydrogen bonding, on the chemical shielding tensor in water
clusters. Reference values for the water monomer and dimer are shown in black; two-coordinated water molecules
in single ring systems are shown in blue; and tetrahedrally four-coordinated waters in cooperative clusters are
shown as red diamonds.
Figure 7. Calculated IR spectrum (scaled) for the heptadecamer water cluster, shown as inset.
ice or in the form of gas hydrates. Water is an extremely polar liquid which shows exten-
sive long-range order even in the fluid phase, and is characterised by a network of highly
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cooperative hydrogen bonds giving rise to synchronisation of the O–H vibrational modes.
Clarification of the detailed physical properties of water at atomic and sub-atomic level
remains a pre-requisite to understanding its unique role as the solvent without which bio-
logical life as we know it would not exist.
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Studies on heterogeneous catalysis such as the selective hydrogenation of α, β-unsaturated
aldehydes on transition metal surfaces represent a challenge to both experimentalists and the-
oreticians. Although numerous studies have been dedicated to systems like acrolein or prenal
on Pt(111) in recent years, the details of the molecule-surface bonding still remain under de-
bate. Yet the selectivities of such processes depend crucially on the structure of adsorption
complexes. Their characterization is even more complicated when alloy surfaces, which are
often used to optimize the properties of the catalyst, are considered.
Here we present a joint experimental and theoretical study on molecule-surface bonding of
prenal on Pt(111) and two Pt-Sn surface alloys based on the interpretation of HREEL spectra
using ab initio density-functional theory (DFT). HREELS experiments carried out on the three
model-catalysts show highly complex spectra of the adsorbed prenal at low temperatures. By
comparing the HREEL spectra with the results of the vibrational analysis obtained from the
DFT calculations, we are able to identify stable adsorption geometries, interpret the normal
modes corresponding to the measured loss peaks and point to likely reaction paths.
1 Introduction
Investigations of reaction mechanisms, selectivities or activities in catalytic processes re-
quire a profound understanding of the interactions of the reactants, intermediates and prod-
ucts with the catalyst itself. Since the surface structures of industrial catalysts are usually
highly complex, model systems with defined surface structures have to be used to perform
such investigations. Besides using mono- and multimetallic single-crystaline samples, also
alloying the surface of a monometallic substrate with a second metal can be used to create
well defined model catalyst surfaces.
A considerable number of studies have been performed to understand the hydrogena-
tion process and the adsorption properties of α,β-unsaturated aldehydes on single crystal
surfaces and alloys (See Refs. 1–4 and references therein). Most of these studies are dedi-
cated to the close-packed Pt(111) surface and well-ordered Pt-Sn/Pt(111) surface alloys as
model catalysts.
The hydrogenation of α,β-unsaturated aldehydes can lead to three different products.
Saturated aldehydes (Fig. 1), which represent the thermodynamically favoured hydrogena-
tion products, the saturated alcohols and unsaturated alcohols, which are of particular inter-
est for the chemical and pharmaceutical industry. The selectivity of this reaction depends
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strongly on the aldehyde itself as well as the catalyst1, 3. For instance it is known, that
the substitution of methyl-groups on the β-carbon of the C=C bond, leading from acrolein
(propenal) to crotonaldehyde (2-butenal) and to prenal (3-Methyl-2-butenal), increases the
selectivity towards the unsaturated alcohol. Similarly alloying the catalyst with other met-
als can increase the selectivity, which is in fact observed, when one alloys a Pt catalyst
with Sn1. Generally it is expected, that double bonds interacting with the surface are more
easily hydrogenated. Therefore, changes in the adsorption modes on the various model
catalysts could help to explain the observed selectivities.
O
H
O
H
O
O
Unsat. aldehyde
Unsat. alcohol
Sat. aldehyde
Sat. alcohol
H2 H2
H2 H2
Figure 1. Possible hydrogenation reactions of α,β-unsaturated aldehydes.
We employ high resolution electron energy loss spectroscopy (HREELS) in conjunc-
tion with density functional theory (DFT) to gain deeper insights into molecule-surface
interactions, surface processes and modifications by alloying effects.
In particular, the Pt(111) surface and two ultra-thin Pt-Sn surface alloys have been cho-
sen as model catalysts. For the experiments and the density functional theory calculations
in the present project, emphasis has been placed on the examples of crotonaldehyde and
prenal. Extending previous studies3, in this work all possible adsorption geometries on
Pt(111), Pt2Sn(111) and Pt3Sn(111) have been investigated. In addition to the total energy
calculations we report the computation of the vibrational spectra (HREELS, RAIRS) in
comparison with recent experiments performed in Bonn.
Here we focus on the adsorption of prenal. The varity of the conceivable adsorption
complexes of prenal on the three model-catalysts is increased by the fact, that prenal exists
in two rota-isomers, namely (s)-trans prenal and (s)-cis prenal. Both isomers differ in the
relative orientation of the C=C and C=O double bonds. In the gas phase both isomers are
energetically very similar, cis prenal being by 3.5 kJ/mol less stable.
Details regarding the theoretical calculations and the experiments are presented in
Sec. 2. The follwing discussion in Sec. 3 gives important results of the studies of pre-
nal on three model catalyst surfaces. Finally some conclusions will be drawn in Sec. 4
showing the potential and also limits of this joint theoretical and experimental approach.
2 The Theoretical and Experimental Approaches
2.1 Computational Details
The DFT calculations have been performed using the VASP program5 at the general gra-
dient approximation (GGA, Perdew-Wang 916) with PAW pseudopotentials7. A tight
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convergence of the plane-wave expansion is obtained with a cut-off of 400 eV. For both
the Pt(111) and Pt2Sn(111)/Pt(111) surfaces a 3×3 cell of the adsorbate was consid-
ered (coverage of 1/9 monolayer, ML), consisting of a 4 layer metallic slab and a 5
layer thick vacuum with adsorption of the molecules on one side of the slab. For the
Pt3Sn(111)/Pt(111) surface a (2
√
3 × 2√3)R30◦ adsorbate periodicity was used. In the
cases of the Pt2Sn(111)/Pt(111) and Pt3Sn(111)/Pt(111) surface, a single alloy layer is
modeled above a Pt(111) bulk8, 9. For the geometry optimizations, only the two uppermost
metal layers and the molecule are relaxed whereas the two lowest metal planes are kept
frozen. 2D Brillouin zone integration is performed on a sufficiently converged 3 × 3 × 1
k-point grid. The vibrational frequencies are calculated by numerical computation of the
2nd derivatives of the potential energy surface, neglecting any coupling between molecular
modes and surface phonons lying in the 0-200 cm−1 range (see Ref. 4 for more details).
Therefore only the harmonic modes with frequencies above 320 cm−1 will be given. The
HREELS loss intensities are calculated from the 1st derivatives of the z-component of the
dynamical dipole moments4. Due to the large number of possible adsorption structures
of prenal and crotonaldehyde on the three chosen surfaces and the size of the supercells,
this project turned out to be computationally highly demanding. Numerous of the calcula-
tions have been performed at the computer center (ZAM) of the Forschungszentrum Ju¨lich
utilizing the newly established massively-parallel IBM supercomputer JUMP.
2.2 Experimental Details
The experiments were performed in an ultrahigh vacuum chamber (base pressure 10−8
Pa) equipped with a high resolution electron energy loss spectrometer (HREELS, VSW
IB2000), a back-view LEED optics, an Auger electron spectrometer (AES) and a
quadrupole mass spectrometer (QMS)9. The HREEL spectra were recorded with a primary
electron energy of 4.7 eV in a specular geometry 60◦ off normal incidence. The Pt(111)
sample was cleaned by repeated cycles of Ar+ sputtering at 900K (2 keV) and annealing
to 1150K.
The ordered PtnSn(111)/Pt(111) surface alloys have been prepared by depositing Sn
films at 300K onto the Pt(111) and subsequent annealing9. The amount of Sn deposited
was characterized by Auger electron spectroscopy. After annealing the Sn films to 600K,
a LEED pattern with a (
√
3×√3)R30◦ symmetry indicates the formation of a Pt2Sn(111)
surface alloy (Fig. 2). At higher temperatures of 1000K, the p(2 × 2) symmetry of a
Pt3Sn(111) surface alloy was found.
To characterize the thermal stability and reactivity of prenal on these surfaces, addition-
ally TPD and LEED experiments of prenal adsorbed at 100K were performed. On Pt(111)
the desorption of the prenal multilayer is detected at 160K followed by a desorption state
at 199K. Furthermore decomposition reactions are observed giving rise to desorption of
H2 and CO. The HREELS experiments carried out between 100K and 500K on Pt(111)
show highly complex spectra of the adsorbed prenal and its fragments, which form above
300K. On Pt2Sn/Pt(111) and Pt3Sn/Pt(111) this fragmentation process is suppressed. The
HREELS experiments on these surfaces show only intact prenal species on the surface.
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Figure 2. (a) Model of the Pt2Sn(111)/P t(111) (
√
3×√3)R30◦ surface. This surface shows only platinum
top and brigde adsorption sites. (b) Model of the Pt3Sn(111)/P t(111) p(2× 2) surface. On this surface pure
platinum threefold hollow sites are present, too.
3 Identification of the Adsorption Modes of Prenal
3.1 Prenal/Pt(111)
The HREEL spectrum of prenal on Pt(111) shown here (Fig. 3) was obtained after adsorp-
tion at 100K and subsequent annealing to 205K in order to desorb the multilayer phase as
determined by TPD experiments. It is highly complex and the loss signals measured show
characteristic intensity changes and shifts compared to the signals of a prenal multilayer.
The latter can be well described using the frequencies obtained from the calculation of
prenal in the gas phase.
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Figure 3. HREELS experiments and DFT calculations of prenal/Pt(111).
The theoretical modelling of the HREEL spectrum of the monolayer of prenal/Pt(111)
requires the calculated spectra of η4-(s)-trans-diσ(CC)+diσ(CO) (59 kJ/mol, A1), η3-(s)-
cis-diσ(CC) (49 kJ/mol, A2) and η2-(s)-trans-diσ(CC) (54 kJ/mol, A3) binding sites. Two
additional adsorption sites, η4-(s)-cis-pi(CC)+diσ(CO) (47 kJ/mol) and η2-(s)-cis-diσ(CC)
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(48 kJ/mol) can also not be excluded, neither from their adsorption energies nor from their
vibrational fingerprints.
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Figure 4. The identified adsorption geometries of prenal on Pt(111): η4-(s)-trans-diσ(CC)+diσ(CO) (59 kJ/mol,
A1), η3-(s)-cis-diσ(CC) (49 kJ/mol, A2) and η2-(s)-trans-diσ(CC) (54 kJ/mol, A3).
As seen from the superposition of these computed HREEL spectra with the experimen-
tal spectrum, the agreement of the frequencies is excellent in the region between 300 and
2000 cm−1 with errors of ca. 1%. Below 300 cm−1 the neglect of the surface phonons
during the vibrational analysis and the limited thickness of the 4 layer metal slab leads to
slightly larger errors (ca. 3%). In the CH-stretching region above 2500 cm−1 also sizeable
errors are induced in the calculations. These are due to the anharmonicity of the potential
and Fermi-couplings, which are ignored in the numerical frequency analysis.
All of the measured loss peaks in the HREEL spectra can be assigned from the DFT
calculations. The most important assignments are presented in table 3.1.
Experimental: [cm−1] Assignment from DFT [cm−1]:
1666 ν(C=O) of η2-(s)-trans (1686).
ν(C2=C3) of η2-(s)-trans (1189), inactive.
1445 sym. and asym. δ’(CH3),
1361 δ”(CH3) and u(CH3) of all ads. sites.
1181 ν(C2=C3) of η3-(s)-cis (1181).
1183, 1164 ν(C2=C3) and ν(C=O) of η4-(s)-trans, both weak.
1064 ν(C1-C2) of η3-(s)-cis (1063),
ν(C1-C2) of η2-(s)-trans (1039) and
γs”(C4H3, C5H3) of η4-(s)-trans (1040).
923-980 mainly γas(C1H1, C2H2) of η2-(s)-trans (943).
842 γs(C1H1, C2H2) of η3-(s)-cis (859).
512-580 ν(Pt-C3) of η2-(s)-trans (511), νas(Pt-CC) of
η3−(s)-cis (539), νas(Pt-CC) (554) and
δ(O-C1-C2) (521) of η4-(s)-trans.
464, 375 δ(C2=C3-C4,C5) (444), νs(Pt-CC) (417) of
η4−(s)-trans and δ(C3-C4,C5) of η2-(s)-trans (413).
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To highlight the sensitivity of the double bond stretching frequencies to the various ad-
sorption modes, their positions shall be compared at this point. At 1666 cm−1 the ν(C=O)
vibration of the η2-(s)-trans-diσ(CC) agrees with the experiment. It is only slightly shifted
compared to the gas phase value of 1677 cm−1 since it is not directly involved in the
interaction to the substrate. The corresponding ν(C=C) vibration of this site is shifted
strongly to 1189 cm−1 in agreement with its diσ(C=C) bonding configuration. In the case
of the η3-(s)-cis-diσ(CC) geometry both vibrational normal modes are computed with size-
able shifts at 1453 cm−1 (ν(C=O), inactive) and 1181 cm−1 (ν(C=C)). The frequency of
the latter mode again indicates the diσ(C=C) bonding configuration. At 1183 cm−1 the
ν(C=C) normal mode of the η4-(s)-trans-diσ(CC)+diσ(CO) site is calculated with weak
intensity in agreement with the measured spectrum. Its ν(C=O) vibration is computed at
1164 cm−1.
3.2 Prenal/Pt3Sn(111)
Also in the case of prenal on the Pt3Sn/Pt(111) surface alloy a model can be deduced by
combining the HREELS experiments with the DFT calculations (Fig. 5). Experimentally it
is seen in TPD and HREELS, that prenal adsorption is completely reversible on this surface
and that the adsorption strength of the monolayer species is sizeably decreased compared
to Pt(111).
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Figure 5. HREELS experiments and DFT calculations of prenal/Pt3Sn(111).
The analysis of this model system leads to the identification of two η1-(s)-trans-top-
OSn adsorption structures (Fig. 6), in which prenal interacts solely with the oxygen of
the aldehydic function with Sn atoms on the surface. Both related sites differ only by the
relative orientation of the molecule. Due to the alloying with Sn the adsorption energies
decrease strongly: With 39 (B1) and 31 kJ/mol (B2) the adsorption energies are only 66%
of those on pure Pt(111).
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Figure 6. The two identified η1-(s)-trans-top-OSn adsorption geometries of prenal on Pt3Sn(111).
Again a full vibrational assignment can be given from the DFT calculations. Impor-
tantly, the ν(C=O) and ν(C=C) vibrations of the two η1-(s)-trans-top-OSn adsorption struc-
tures lead to an intensive loss signal between 1567 and 1616 cm−1. The DFT calculations
indicate as expected, that the ν(C=O) normal modes (1616/1615 cm−1) of these adsorp-
tion complexes show larger shifts compared to the gas phase due to the interaction with the
surface than the ν(C=C) vibrations (1588/1583 cm−1). In the gas phase calculations, the
ν(C=O) and ν(C=C) vibrations appear at 1677 and 1633 cm−1 respectively.
3.3 Prenal/Pt2Sn(111)
For adsorption of prenal on Pt2Sn/Pt(111), only small shifts and slight changes in relative
loss intensities are found in the HREEL spectra for all the considered exposures. This sug-
gests that prenal is weakly bound on this surface alloy, which is being supported by the
calculated adsorption energies (< 20.0 kJ/mol). Using only the most stable sites such as
η3-(s)-trans-pi(CC)-OSn, we are not only unable to reproduce the HREEL spectra satisfac-
torily, but even find several signals that are not present experimentally. On the other hand,
the best correspondence is achieved by considering the calculated spectra of η2-(s)-trans-
diσ(CC) and η2-(s)-trans-pi(CC) (both ca. 1.5 kJ/mol). These calculated spectra show the
smallest difference compared to the gas phase frequencies. By fixing prenal at a distance
of 4 A˚ parallel to the surface in the calculations, it is not only possible to reproduce the gas
phase frequencies in agreement with the measured HREEL spectra, but also the computed
intensities are well in agreement with the loss intensities detected.
Here both the theory and the experiment have difficulties to reach a convincing ex-
planation when considered on their own. Yet the combination of the results from both
approaches allows to reach the conclusion, that prenal is physisorbed in this case.
4 Conclusions
In the present study, the interactions of a multifunctional molecule (prenal) with mono-
and bimetallic model catalyst surfaces has been investigated with combined experimental
(HREELS) and theoretical (DFT) studies. Besides the adsorption on Pt(111), also the key
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role of alloying the Pt surface with a second metal (Sn) on the adsorption of such com-
plex molecules is adressed. Although qualitatively a larger number of possible adsorption
complexes can be conceived on the Pt-Sn surface alloys, the presence of Sn simplifies
the number of competitive stable adsorption states, hence leading to less complex HREEL
spectra.
In terms of the adsorption energy, Sn induces a direct destabilization of the molecule-
surface interaction. While on Pt3Sn(111) prenal is still chemisorbed, it only physisorbs
when the surface concentration of Sn is increased like in the case of the Pt2Sn(111) surface
alloy. According to the change of adsorption sites from flat geometries like η4 and η3
on Pt(111), in which both double bonds are interacting with the surface, to the vertical
η1−top-OSn sites on Pt3Sn(111), an increase of selectivity may be expected, since on this
alloy surface the interacting C=O bond will probably be preferred for hydrogenation.
This study shows how a joint experimental and theoretical approach not only provides
a good understanding of the vibrational spectra of the adsorbed prenal but also leads to a
deeper understanding of the adsorption complexes on the pure Pt(111) and the discussed
model-catalyst surfaces P3Sn/Pt(111) and P2Sn/Pt(111).
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1 Introduction
Experimental and computational investigations of rearrangement and decomposition path-
ways of molecular phosphine transition-metal complexes are of fundamental interest in
coordination and organometallic chemistry and in catalysis. One of the central topics of
our research group is the chemistry of 2H-azaphosphirene complexes 1 and the genera-
tion, reaction and/or rearrangement of reactive intermediates 2 (i) (so called phosphinidene
complexes) and 3 (nitrilium phosphanylide complexes) (ii) from precursor 11–3. Recently,
we had discovered that electrophilic terminal phosphinidene tungsten complexes 2 with
bulky substituents at phosphorus (R = C5Me5 or CH(SiMe3)2) do not dimerize in the
absence of trapping reagents4. Therefore we became interested in their fate. The compu-
tational studies comprise a density functional method-based study of the hypersurfaces of
phosphinidene complexes 2 and nitrilium phosphanylide complexes 1 as well as a char-
acterization of bonding situations by the method of the compliance matrix; probing and
establishing this rarely used method - especially in the field of transition metal complexes
- makes it a goal in itself and will be discussed below.
P
C N
Ar
R(OC)5W
- ArCN P
R(OC)5W
o
P
R(OC)5W
N
CAr
i)ii)
3                                                       1               
                                          2
Scheme 1. Rearrangement and decomposition of 2H-azaphosphirene complexes 1.
2 Computational Methods
All optimizations and frequency calculations were performed using GAUSSIAN 03
RevB.035 on the IBM Regatta p690 cluster (JUMP) of the John von Neumann Institute
for Computing (NIC) at the Forschungszentrum Ju¨lich. The standard method throughout
this work is B3LYP/6-311G(d,p) combined with an effective core potential description of
tungsten using the Los Alamos LanL2DZ (for short: B3LYP/6-311**/LanL2DZ)6. Sta-
tionary points have been characterized by analytical second derivatives (the Hessian) with
respect to redundant cartesian coordinates. Transition states (one imaginary frequency)
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were identified by a reaction path following (IRC). The Hessian provided by the GAUS-
SIAN 03 calculation was transformed to non-redundant internal coordinates using Pulays
INTC/FCTINT set of algorithms7. The inversion of the transformed Hessian to the com-
pliance matrix was accomplished by standard methods.8. A typical production job, e.g.
C19H24NO5PSi2W 1 (Scheme 1) with 242 electrons, uses more than 1000 Gaussian-basis
functions and thus needs parallelized computations on fast processors, which can only be
provided by a computing centre like the John von Neumann Institute for Computing (NIC).
3 Usage and Interpretation of the Compliance Matrix
The physical model behind force constants and thus compliance constants is a spring
model: if the molecule at equilibrium geometry is distorted by a vibrational movement
the various internal coordinates (modeled by springs) interact according to the molecular
force field. In the harmonic approximation to vibrational theory the molecular hypersur-
face describing a vibrational movement is locally approximated by a quadratic form (Hik)
in the displacements of the internal coordinates (bonds, angles, dihedrals and linear com-
binations thereoff) from their equilibrium values
2V = ∆xt(Hik)∆x, (1)
where (Hik) is the matrix of second derivatives (Hessian) at a stationary point, the
diagonal elements Hkk are the force constants9. Equivalently the change in potential energy
during a vibration is described by a quadratic form in the forces (force displacements ∆f
to be precise) instilled in the coordinates upon distortion from equilibrium geometry
2V = ∆f t(Cik)∆f, (2)
where (Cik) = (Hik)−1 is the compliance matrix (inverse Hessian) at a stationary point,
the diagonal elements Ckk of which are the compliance constants (in [A˚/mdyn] for bond
stretchings and in [rad/mdyn] for angle bendings); the off-diagonal elements are associ-
ated with the couplings of the coordinates. While in the spring model force constants
Hkk describe the stiffness (resistance against distortion) the compliance constants Ckk are
associated with the compliance of coordinate k10.
4 Experimental and Theoretical Results
4.1 Formation of a Nitrilium Phosphanylide Complex
From experimental investigations of the thermolysis of 2H-azaphosphirene complex 1a11
the existence of nitrilium phosphanylide complex 3a (Scheme 1, path ii), R = CH(SiMe3)2,
Ar = Ph) as a reactive intermediate has been concluded, although, due to its assumed short
lifetime, there was no spectroscopic evidence for the intermediacy of 3a, so far. The DFT-
calculations on the hypersurface of 1a unambiguously showed that nitrilium phosphanylide
complex 3a is an isomer; the formation of which via a still unknown transition state pro-
ceeds endergonically by 19 kJ/mol. A comparison of selected experimental (X-ray crystal
structure) and calculated bond lengths of 1a as well as calculated bond lengths of 3a can
be taken from table 1. There is satisfying agreement between experiment and theory con-
cerning the geometry of 1a. It is noteworthy, that in 3a the almost linear benzonitrile unit
84
(angle NCC in 1a: 135 degree) is attached to a strongly pyramidal phosphorus (sum of
bond angles at P: 326 degree); the compliance constant of the P-N contact (0.552 A˚/mdyn)
provides a likely description of 3a as a N-P donor adduct of benzonitrile to phosphinidene
complex 2b (see Scheme 2, Figure 2 below).
Figure 1. (hydrogens except PCH are omitted) Table 1
4.2 Formation of a P-SiMe3-Substituted η1-E-Phosphaalkene Complex12
As experimentally shown heating diluted ortho-xylene solutions of 2H-azaphosphirene
complex 1a afforded almost quantitatively and stereoselectively the P-SiMe3-substituted
η1-E-phosphaalkene complex 4a (Scheme 2). The rearrangement of the thermally gener-
ated short-lived phosphinidene complex [(OC)5W{PCH(SiMe3)2}] 2 to complex 4 was
completely unexpected; we assume that a 1,2-(C-P)-trimethylsilyl shift takes place in this
case. Although the chemistry of short-lived electrophilic terminal phosphinidene tungsten
complexes13 has received increased attention during the last years, partially because of the
versatility of 2H-azaphosphirene complexes,14 only a single example of a rearrangement
yielding a P-Cl-substituted η1-phosphaalkene complex - via a 1,2-chlorine shift - has been
reported, so far15.
P
C N
Ph
CH(SiMe3)2(OC)5W
P C
SiMe3
HMe3Si
(OC)5W
- PhCN
P
CH(SiMe3)2(OC)5W
o
1a 2a,b 4a
Scheme 2. Rearrangement of transient phosphinidene complexes 2a,b into 4a,b.
DFT calculations in order to study the rearrangement of pentacarbonyl-tungsten phos-
phinidene complexes 2a (anti-periplanar) and 2b (syn-periplanar) to the corresponding
phosphaalkene complexes 4a and 4b revealed that the formation of the C-P double bonds
proceeds via transition state complexes TSa and TSb (Figure 2; hydrogens except P=CH
are omitted).
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Figure 2. Phosphinidene complexes 2a,b, transition states TSa,b and phosphaalkene complexes 4a,b.
In consequence, this rearrangement represents an interesting and unique example of
an intramolecular 1,2-silyl shift in phosphinidene complex chemistry. Relative energies
of the 1,2-silyl migration of 2a,b to corresponding 4a,b can be taken from figure 3.
Anti-periplanar phosphinidene complex 2a rearranges via transition state TSa to the E-
P C
SiMe3
HMe3Si
(OC)5W
P C
H
SiMe3Me3Si
(OC)5W
(E)
(Z)
2a (anti)
2b (syn)
4b
4a
TSa
TSb
Figure 3. Energy profile of the 1,2-(C to P)-silyl migrations in 2a and 2b.
phosphaalkene complex 4a. C1 symmetric phosphinidenes 2a,b exhibit a long and a short
C-Si bond; the former is the one involved in forming the three-membered ring of the transi-
tion state which contains a five-coordinated silicon center. From an estimated singlet-triplet
gap of about 40 kJ/mol under thermal reaction conditions phosphinidene complex 2a can
choose from two concurrent pathways: either undergo a fast reaction from the triplet ex-
cited state or - in the absence of suitable reaction partners - rearrange to E-phosphaalkene
complex 4a; the reverse 1,2-silyl shift is hindered by a substantial barrier of about 144
kJ/mol. These findings agree well with experimental results where reaction conditions
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could be optimized to synthesize pentacarbonyltungsten phosphaalkene complex 4a from
the 2H-azaphosphirene complex 1a. Apart from a smaller barrier (54 kJ/mol 2a to 4a vs.
74 kJ/mol for 2b to 4b) the major difference between TSa and TSb can be seen by compar-
ison of the P-Si and C-Si bond lengths involved in the transition state. While TSa is early
(according to the C-Si bond lengths) in TSb the position of the silicon center is almost in
between the originating carbon and the phosphorus.
4.3 Further Local Minima on the Hypersurface of [(OC)5W{PCH (SiMe3)2}]
So far at least six further local minima and a transition state have been located; four of
them are shown in scheme 3 and figure 4.
P C
SiMe3
HMe3Si
(OC)5W
P C
SiMe3
SiMe3H
(OC)5W
P C
SiMe3
SiMe3H
(OC)5W
P C
SiMe3
SiMe3H
(OC)5W
4a                                   5a                               5b
                                         6a
Scheme 3.
Due to the CH(SiMe3)2 substituent at phosphorus phosphinidene complexes 2a,b can also
undergo a 1,2-H-shift to yield phosphaalkene complexes 5a,b and, by a still unknown
transition state, highly unusual complex 6a. The nature of the related transition-state com-
plex 6b (figure 4) remains to be clarified since reaction path following calculations were
not conclusive yet. There is no automated way to find isomers of a given sum formular.
From the literature16 the ability of phosphinidene complexes to undergo intramolecular
C-H insertions is known. Thus we could locate corresponding isomers 7a,b (Scheme 4,
Figure 4; only selected hydrogens are shown for clarity), which are thermodynamically
more stable than phosphinidene complexes 2a,b by 100 kJ/mol and even more stable
than the phosphaalkene complexes 4 by 30 kJ/mol (7b) and by 20 kJ/mol (7a) respectively.
P
CH(SiMe3)2(OC)5W
o P
Si
(OC)5W
Me
Me
H
SiMe3
P
H2C Si
(OC)5W
Me
Me
H
SiMe3
H
o
H
2a,b 7a,b
Scheme 4. Intramolecular C-H insertion reaction of phosphinidene complexes 2a,b to yield 7a,b.
5 Use of Compliance Constants for the Description of Bonding
Situations
A compliance constant is the displacement of a bond due to the application of a unit force
on that bond including reorganization. That means, a higher numerical value is connected
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6a 6b (transition-state) 7a 7b
Figure 4.
with a weaker bond. Introduced to vibrational theory by Decius17 and others18 experimen-
tal compliance fields obtained by Jones and Swanson from vibrational data clarified the
bonding forces in metal cyanides and carbonyls19, while Williams used compliance matri-
ces for the description of chemical reactivity20. Calculations of full compliance fields have
been used to investigate Ga-Ga21 and Si-C22 multiple bonds, the metal-metal bond char-
acter in homoleptic transition metal carbonyls23, hydrogen bonds in Watson-Crick base
pairs24 and polyphosphorus compounds25. Recently, Andreoni and coworkers used com-
pliance constants plus Car-Parinello molecular dynamic simulations in order to analyze a
proposed Si-Si triple bond26. We could show recently the usefulness of compliance con-
stants in the description of agostic interactions27. In order to use compliance constants
(diagonal elements of the compliance matrix) to assess the strength of a particular bond
type (e.g. a tungsten-phosphorus bond) a set of reference compounds has to be calculated
(Figure 5). From the statistic three different strengths of bonding interactions can be in-
ferred: tungsten-phosphorus triple bonds range from 0.2-0.3 A˚/mdyn while phosphinidene
complexes of the type [(OC)5WR] seem to have a W(CO)5 unit doubly bonded to phos-
phorus; ordinary W-P single bonds have compliance constants greater than 0.7 A˚/mdyn.
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R= H Me Ph CH(SiMe3)2
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Figure 5. Compliance constants of P-C bonded compounds28 .
By a similar procedure phosphorus-carbon triple (0.1 A˚/mdyn), double (0.15-0.2 A˚/mdyn)
and single bonds (0.3-0.4 A˚/mdyn) can be identified (Figure 6). For example the P-C com-
pliance constant of phosphaalkene complex [(OC)5W{HP=C(SiMe3)2}] (Scheme 3) falls
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well within the range of a double bond (0.192 A˚/mdyn).
Figure 6. Compliance constants of P-C bonded compounds29 .
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Spectroscopic accuracy in electronic-structure calculations on heavy-element molecules re-
quires a simultaneous and high-level treatment of electron correlation and contributions owing
to special relativity. We present a general-order multi-reference coupled-cluster approach in the
4-component relativistic framework and its large-scale application to the spectroscopic proper-
ties of the CsLi molecular ground state. Using different relativistic Hamiltonians and varying
levels of electron correlation, we find that electron correlation leads to a larger bond contraction
than inclusion of “scalar” relativistic effects. By considering full iterative Triple excitations
in the coupled cluster treatment, we attain benchmark precision for the bond length and the
harmonic vibrational frequency in the 1Σ ground state.
1 Introduction
The smallest building blocks of matter of interest in chemistry and physics are comprised
— at the level above elementary particles — by atoms and small molecules. A detailed un-
derstanding of these systems is highly desirable, both for the sake of knowledge about
the small systems themselves as well as the implications of this knowledge for larger
molecules. A “small” molecule will be understood as consisting of not more than six
or seven atoms.
The first and foremost piece of information about atoms and small molecules relevant
to chemistry and molecular physics is delivered by the investigation of the electron “cloud”
surrounding the nuclei, the electronic structure. The theoretical framework for such inves-
tigations is provided by quantum mechanics, and the quantum mechanical methodology
for carrying out the relevant calculations is at the heart of quantum chemistry.
The accurate quantum chemical treatment of molecules containing heavy atoms from
the 5th period of the periodic table and beyond puts high requirements on the applied
methods. In particular, the precise determination of molecular spectra and properties, the
understanding of reactions etc. crucially depends on the description of electron correlation
which for heavy elements necessarily includes an adequate consideration of special relativ-
ity. The focus of our applied work lies on the precise determination of spectroscopic prop-
erties of small molecules containing heavy elements. This includes, e.g., high-precision
calculations of molecular equilibrium bond lengths, harmonic vibrational frequencies, and
dissociation energies within or even better than chemical accuracy (1 kcal/mole for energy
differences).
To obtain high precision in properties, the quantum chemical treatment must go be-
yond Hartree-Fock theory, i.e. a mean-field approach to the electron-electron interaction.
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Electron correlation must be described as precisely as possible. Alongside with improving
computer technology and increasing system size of standard molecular applications, the
coupled-cluster (CC) method has established itself as the most efficient ab initio method
for the assessment of a large fraction of the correlation energy1, 2. The exponential (or prod-
uct) parameterization of the wave function leads to size-extensive model theories — i.e. the
correlation energy scales correctly with the number of interacting particles — already at
the level of truncated cluster expansions. Furthermore, the exponential Ansatz accounts
for a compact representation of the wave function thus outperforming e.g. configuration
interaction (CI) theory at a given excitation level.
Non-relativistic implementations of the CC method with the cluster excitation operator
acting on a single-determinant reference (SRCC) have become widely used and are avail-
able in many quantum chemistry program packages (e.g.3–5). The SRCC method is a valid
and good approach in situations where the wave function of the system is dominated by
the single reference, e.g. the Hartree-Fock state, which is the case in many molecules of
chemical interest. It lacks applicability or becomes less efficient, though, when a given
state of interest is described by several electronic configurations of similar weights. This
occurs in typical open-shell systems, like compounds of the transition metal, lanthanide,
and actinide atoms6, 7, in bond-breaking regions of molecules with multiple bonds8, or in
the calculation of excited states9.
The most elegant way to overcome these difficulties is to re-define the reference
space in terms of a model space containing multiple determinants. These multi-reference
coupled-cluster (MRCC) methods are generally demanding both on the implementational
as well as the computational side and have therefore not become standard tools of quan-
tum chemistry, yet. A type of these are the state-selective or state-specific (SS) methods,
where a single reference comprised by a multideterminantal expansion with fixed weights
is employed10, 11.
Relativistic generalizations of the CC method have also been explored in the last
decade. The problematic objective here consists in the inclusion of internal magnetic cou-
plings, in particular the spin-orbit interaction. As spin and orbital angular momenta are
coupled, the concomitant quantum numbers lose relevance, and the methods require se-
vere structural modifications. The earlier SR implementations of closed- and open-shell
type12–15 using the no-pair Dirac-Coulomb Hamiltonian have recently been succeeded by
Fock-Space CC implementations16, 17 capable of simultaneously determining potential sur-
faces for different oxidation states and electronic levels of molecules9. The treatment of
general open-shell systems is still impossible with this method, as the same set of molecular
orbitals is used for all ionization levels of the treated system, which hampers convergence
when Fock space sectors higher than 2/-2 need to be included.
2 Method
The goal of our project is to obtain a universally applicable coupled cluster method which
suffers no limitations due to the number of open shells of a system state or the impor-
tance of relativistic contributions and possible non-additivity of relativistic contributions
and electron correlation. The most rigorous theoretical framework to account for all these
relativistic effects is Dirac’s relativistic quantum mechanics. Here, the Hamiltonian and the
wave function obtain 4-component form, the additional components owing to the descrip-
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tion of anti-matter, e.g. positrons. In 4-component relativistic theory, scalar relativistic
and magnetic effects are intertwined and consistently included. Our approach is based
on 4-component theory and approximative ansatzes within the 4-component framework,
both with respect to method development and application, and solutions are obtained to
the Dirac (-Coulomb), not the Schro¨dinger equation.
The precursor implementation we set out from is the general CI and CC program LU-
CIA18, 19. This very general approach to the CC method belongs to the category of state-
selective multi-reference CC techniques and allows for including cluster operators of ar-
bitrary excitation level. Its generality further rests upon the concept of generalized active
spaces (GAS), where the occupied and virtual orbital spaces are subdivided into a num-
ber of subspaces with defined occupation constraints, thus representing a multi-reference
expansion of the wave function. The reference model space is therefore comprised by a
(CAS) expansion onto which the cluster operators act. In contrast to single-reference CC,
the excitation manifold is extended to include excitations also from the additional reference
functions up to the specified level of cluster expansion.
The following hierarchical tree shall help provide a complete overview of the method-
ology we have recently implemented in a local version of the quantum chemistry program
package DIRAC20 and its interrelations:
Dirac−Coulomb
Hartree−Fock
KR−MCSCF
   (LUCIAREL CI)
MR−CC incl. spin−orbit
CC branch
New Multi−Reference Electron Correlation Programs in DIRAC
CI branch
spin−orbit freeMR−CC
LUCITA spin−orbit free
LUCIAREL CI
Olsen, Fleig
Fleig, Olsen, Visscher
Thyssen, Jensen, Fleig,
Visscher
Olsen, Fleig, Soerensen
Soerensen, Fleig, Olsen
Figure 1. An overview of the new relativistic 4-component electron correlation programs in DIRAC and the main
authors of the modules.
We have completed the spin-orbit free implementation of the multi-reference CC
method within this framework, and report applications in the following section. This
allows for electronic structure calculations on systems where spin-orbit interaction does
not affect properties severely, but where the so-called “scalar relativistic” effects need to
be accounted for. The latter lead to orbital contractions and self-consistent decontrac-
tions and thus modify the electron density of the system, strongly affecting properties in
heavy-element systems. In the 4-component framework, scalar relativistic effects are con-
veniently treated through the spin-free Dirac operator21. Our implementation generally
treats relativistic contributions and electron correlation simultaneously and on the same
footing.
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The full spin-orbit MR-CC code is currently being implemented by modification of the
fully relativistic CI program LUCIAREL22, 23 which is invoked from the new 4-component
multi-configuration self-consistent-field (MCSCF) program (KR-MCSCF)23, 24.
3 Application
3.1 Motivation
A number of small molecules containing heavy atoms have electronic ground states with
very small contributions from spin-orbit coupling. This is the case in diatomic molecules
with Σ states, examples of which are the ground states of the group 1 and group 2 diatomic
compounds (KCs,NaCs,Rb2,Cs2,BaLi and the like) and some molecules formed from
group 1 and lanthanide atoms (e.g. RbYb). The ultracold formation of these molecules25
and their capture into optical and magnetic traps26 is of particular interest in the study
of Bose-Einstein condensation27. In the ground states of these molecules the relativistic
effects are typically dominated by so-called scalar contributions such as mass-velocity and
the Darwin term in the molecular Hamiltonian. These effects cannot be neglected in any
heavy-element calculation since they are decisive for the determination of the shape and
spatial extent of the orbitals and therfore also the bonding situation in molecules. The
relatively weak bonding in such molecules also calls for an extensive treatment of dynamic
electron correlation as insufficiencies in the correlation treatment are likely to lead to large
errors in spectroscopic properties.
3.2 Problem and Approach
The chemical bond in the CsLi molecule can be reasonably described by considering only
the σ bond formed from the 6s orbital on Cs and the 2s on Li, resulting in a 1Σ+ ground
state. Correlation of the close-lying 5p and 5s orbitals (10 electrons in total) of Cs will give
a significant improvement on the desription of the bond. Further improvement is expected
when correlating the outer core 4d electrons of Cs and the 1s electrons of Li (22 electrons
in total) and going to higher excitation levels.
A series of calculations using our new implementation within the DIRAC program
package20 has been performed28. Our goal is to determine with highest precision the con-
tributions of scalar relativity, spin-orbit coupling, and electron correlation to spectroscopic
properties of the CsLi molecule. For this, we use a Levy-Leblond (non-relativistic), spin-
orbit free and the Dirac-Coulomb Hamiltonian which includes all leading relativistic terms.
The calculations are carried out with large uncontracted basis sets ({24s18p13d3f} func-
tions on Cs and {11s5p2d1f} functions on Li).
3.3 Results
Results for different levels of electron correlation ((0) Hartree-Fock, 10-electron coupled
cluster, 22-electron coupled cluster) are compiled in table 1.
The most striking overall trend is the large bond contraction upon correlating the elec-
trons. Our finding shows that the decrease in bondlength stems from moving density from
the predominantly delocalized bonding orbital to the more diffuse and localized low-lying
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Method corr. el. Re[A˚] ωe [cm−1] De [eV]
DCHF-SF 0 3.9092 173.868 -
DCHF 0 3.9094 173.833 -
CCSD-LL 10 3.7313 184.561 0.8480
CCSD-SF 10 3.6700 187.102 0.8257
CCSD 10 3.6688 187.277 0.8382
MRCCSD(2in2)-SF 10 3.6699 186.333 0.7916
CCSD(T)-SF 10 3.6419 186.508 -
CCSD(T) 10 3.6405 186.605 -
CCSDT-LL 10 3.7025 183.862 0.7665
CCSDT-SFa 10 3.6416 186.205 0.7432
CCSDT-SF 10 3.6423 186.358
CCSD-LL 22 3.7196 185.196 0.9001
CCSD-SF 22 3.6562 187.935 0.8798
CCSD 22 3.6560 188.372 0.8806
CCSD(T)-SF 22 3.6242 187.294 -
CCSD(T) 22 3.6232 187.385 -
CCSDT-SFa 22 3.6225 186.522 0.7522
CIPSIb 3.615 187.1
MELDc 3.65 183 0.72
CIPSId 3.604 0.717
Table 1. Spectroscopic properties of CsLi in its 1Σ ground state at various correlation levels and using different
Hamiltonians. LL denotes the Levy-Leblond, SF the spin-orbit free Hamiltonian. MR characterizes a multi-
reference CC expansion.
a Cutoff for virtuals at 6.2 a.u., b Reference29 , c Reference30 , d Reference31
3px and 3py orbitals on Li but not the 3pz thereby making the molecule more ionic and
leading to bond contraction. This is found by specifying various active orbital spaces
(GAS). As expected, the bond also becomes considerably shorter when including scalar
relativistic effects since the predominantly bonding 6s orbital on the Cs atom is contracted.
The inclusion of spin-orbit coupling, on the other hand, has virtually no effect on any of the
properties here. This is clearly visible by comparing the CCSD-SF and CCSD calculations
which refer to the fully relativistic Dirac-Coulomb Hamiltonian. The effect of outer core
correlation in general is small compared to the correlation effect as such (less than 10%
of the latter) though not neglible and about one third of scalar relativistic contributions.
It is just slightly smaller than increasing the excitation level from CCSD-SF (Singles and
Doubles) to CCSDT-SF (Singles, Doubles, and full iterative Triples). A multi-reference ex-
pansion improves results especially on dissociation, as the separated atoms and the bonded
molecule are described at better balance than in single-reference treatments.
Conclusively, an extensive correlation treatment in this weakly bound molecule is very
important to approach spectroscopic accuracy. The reported reference calculations have
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been carried out using effective core potentials and configuration interaction for describ-
ing electron correlation. No experimental results are available for direct comparison, but
we draw confidence for the accuracy of our calculations from the systematic study of all
relevant contributions and the stepwise improvement of the computational approach. We
are currently investigating the convergence of the dissociation energy with extensive MR
calculations correlating 22 electrons.
4 Concluding Remarks
The coupled cluster implementation we are pursuing here opens the possibility of the high-
precision calculation of molecular spectroscopic (and electric) properties due to the arbi-
trary cluster excitation level and the possibility of using multi-reference expansions. The
largest calculation reported here (CCSDT-SF 22) includes roughly 100 million cluster am-
plitudes and requires significant amounts of machine core memory. JUMP provides both
fast processors for running large-scale calculations of this quality as well as ample mem-
ory for storing the required intermediate quantities such as amplitude vectors, molecular
integrals, etc.
These requirements will become even more important when we have completed our
initial implementation including spin-orbit terms. We plan to apply the new program in
electronic-structure calculations of actinide-containing molecules, in particular small ura-
nium and plutonium compounds with several unpaired electrons. Currently, there is no
quantum-chemical methodology available for the treatment of such molecules which may
guarantee chemical accuracy for the properties we are interested in.
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In the physics of elementary particles a peculiar and fascinating situation has emerged. On
the one hand, a theoretical model for the description of the fundamental building blocks of
matter and their interactions exists, which has been confirmed in all those cases where ex-
perimental tests can be performed. This theory is called the Standard Model of elementary
particle physics. On the other hand, the Standard Model offers many open problems, which
are difficult to tackle experimentally or theoretically, but whose solutions are important for
the foundation of the Standard Model as well as for its phenomenological predictions. How
does this come about?
The Standard Model is formulated in the framework of relativistic quantum field the-
ory. The fundamental constituents of matter are fermions, which obey the Pauli principle.
These are the quarks, out of which the strongly interacting hadrons are built, and the lep-
tons, which comprise the electrons and their heavier sisters muon and tau, as well as the
neutrinos. Apart from gravity, which is negligible in the subnuclear world, three types of
fundamental interactions are known. These are the familiar electromagnetic forces, the
weak interactions and the so-called strong interactions. The latter are responsible for the
binding of quarks into hadrons, like protons, neutrons or mesons. In the Standard Model
the interactions are described in a mathematically very elegant way in terms of force me-
diating fields, which are associated with an infinite-dimensional symmetry, the local gauge
symmetry.
The greatest challenges in the theory of elementary particles are provided by the strong
interactions. The corresponding sector of the Standard Model is Quantum Chromodynam-
ics (QCD). A characteristic feature of the strong interactions is their “asymptotic freedom”.
This property implies that for processes at high energies or small distances the coupling
strength is small, so that perturbation theory can be applied to derive theoretical predic-
tions. The Nobel price for physics was awarded in 2004 to Gross, Politzer and Wilczek for
the discovery of asymptotic freedom in QCD. The flip side of the coin is that the coupling
increases at low energies such that the region of applicability of perturbation theory ends
there. Low-energy properties of hadrons, including their mass spectrum, are of a genuine
non-perturbative nature. In particular, the confinement of quarks, namely the fact that they
only exist bound inside hadrons, cannot be understood perturbatively.
The numerical simulation of QCD on high-performance computers is one of the most
powerful methods to investigate the non-perturbative regime. For this purpose the theory is
discretized on a space-time lattice with lattice spacing a and finite extent L. Monte Carlo
simulations of QCD and other physically interesting field theories have become a field of
very active international research. They also constitute a driving force for the development
of algorithms and machines.
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The first aim of Monte Carlo simulations of QCD is to test its claim to correctly de-
scribe the physics of strongly interacting particles. This means that non-perturbative quan-
tities are computed, which can be compared to experimentally known values. Notably the
spectrum of masses belongs to this class. Secondly, a large amount of present activities
is devoted to the calculation of fundamental parameters of the Standard Model, like quark
masses, coupling constants and mixing angles. These parameters are not directly accessi-
ble and difficult or even impossible to determine experimentally. Thirdly, one of the most
interesting aims is of course to arrive at predictions for new quantities or phenomena.
Systematic errors in Monte Carlo calculations of QCD are due to the finite lattice spac-
ing a and the finite lattice size L. Much effort is devoted to reach the regime of sufficiently
small lattice spacings, where properties of physics in the continuum can be extracted reli-
ably.
In recent years QCD simulations have reached a stage, where dynamical quarks can be
incorporated in physically relevant situations. Due to the Fermi statistics of quarks it is not
possible to incorporate them directly in terms of number valued variables. Their contri-
bution to the dynamics has to be included through the so-called fermion determinant. Its
calculation requires a huge amount of computing resources, so that in the past it often has
been neglected in the quenched approximation, where it is replaced by a constant. Present
supercomputer resources allow to implement situations where the fermion determinant is
taken into account on sufficiently fine and sufficiently large lattices.
In simulations with dynamical quarks another source of systematic errors occurs. The
masses of the lightest quarks in nature are rather small. The necessary computer time
increases drastically with decreasing quark masses. This has so far prevented calculations
with realistic values for the lightest quark masses. The article by Jansen describes attempts
to solve this problem by using new types of actions for lattice QCD.
Another aspect of the physics of quarks in lattice QCD is their chiral symmetry. This
symmetry of massless QCD in the continuum is broken by straightforward lattice dis-
cretizations. In order to minimize the effects of this artificial symmetry breaking one
can employ lattice actions which represent chiral symmetry as good as possible. Over-
lap fermions are an example. They are used in the calculations described in the article of
Schierholz. In this work the spectrum of hadron masses is calculated, as well as nucleon
matrix elements, which give valuable information about the internal structure of nucleons.
Overlap fermions are also being used by Wittig and collaborators in their research
about the decays of kaons. They address non-perturbative problems in connection with
these mesons, which are important for the understanding of the symmetries of the Standard
Model and their violations.
New types of particles are the subject of the article of Scha¨fer et al. Pentaquarks,
hadrons made out of five quarks, have been searched experimentally in recent years, but
not been identified convincingly. In the calculations described here the question whether
pentaquarks exist is addressed in the framework of lattice QCD.
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We present an overview of our quenched and dynamical tests of Wilson twisted mass fermions
at full twist as a promising candidate for large scale numerical simulations to “solve” Quantum
Chromodynamics.
1 Introduction
This project performed at the John von Neumann Institute for Computing aims at realistic
simulations of our theory of strong interactions, Quantum Chromodynamics (QCD), on a
4-dimensional Euclidean lattice, where with “realistic” we mean the following: the three
lightest –up, down, and strange– quarks should be taken as dynamical degrees of freedom
in the simulation; the masses of these quarks should be tuned such that the experimentally
observed values of the masses of the pion and the kaon are reproduced; the linear box
length should be about L = 3fm, since, e.g. the diameter of the proton is about 1fm and
it should fit comfortably; finally, the simulations have to be performed at a number of fine
enough values of the lattice spacing a, i.e. 0.05fm ≤ a ≤ 0.1fm in order to obtain a well
controlled continuum extrapolation.
Unfortunately, the original formulation of lattice QCD by Wilson1 has been found to
possess some shortcomings which drive the above sketched realistic scenario very difficult,
if not impossible with present and near future computer technology. The original Wilson
lattice QCD formulation exhibits lattice spacing effects that are linear in the lattice spacing
a and hence even a value of a = 0.05fm might not be sufficient to perform a controlled
continuum extrapolation. Even more severely, although connected, this formulation breaks
chiral symmetrya explicitly.
The spontaneous breaking of this chiral symmetry can explain the observed spectrum
of light mesons and has important consequences for the understanding and interpretation
of QCD. In particular, it is possible to write down an effective, low-energy theory of QCD,
the so-called chiral perturbation theory Lagrangian, which relies on chiral symmetry and
the mechanism of spontaneous chiral symmetry breaking and which has become a most
important and powerful tool to analyze QCD phenomena at low energies2, 3.
2 New Lattice QCD Actions
The last years have seen a number of attempts to overcome the above mentioned difficulties
of the original Wilson fermion action. In this project we have studied two of such formu-
lations, the chiral invariant overlap fermions4–7 and Wilson twisted mass fermions8. The
aChiral symmetry is a symmetry of continuum QCD and means the invariance of the theory under the interchange
of massless left- and right-handed fermions.
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approach of chiral invariant formulations of lattice QCD has been discussed in a previous
NIC proceedings contribution9.
Unfortunately, the beauty of an exact lattice chiral symmetry comes with a rather high
price of simulation cost which drives dynamical simulations with these kind of lattice
fermions unrealistic presently. An alternative promising candidate are maximally twisted
Wilson fermions10, 8. This recent development adds a so-called twisted mass term iµγ5τ3 to
the usual Wilson Dirac operator. The action of twisted mass fermions then takes the form
S[U,ψ, ψ¯] = a4
∑
x
ψ¯(x)(DW +m0 + iµγ5τ
3)ψ(x) ≡ Ψ¯DtmΨ . (1)
Here, DW is the standard, massless Wilson Dirac operator, m0 is the bare quark mass
parameter and µ the twisted mass parameter. Note that the Pauli-matrix τ3 acts in flavour
space. A first intriguing property of Wilson twisted mass fermions is that det[Dtm] =
det[DW (m0)
2 + µ2]. This determinant is regulated by the twisted mass parameter and
cannot exhibit dangerously small or even negative eigenvalues as in the case of the standard
Wilson Dirac operator. Note that the appearance of such very low-lying eigenvalues render
dynamical simulations very costly, if not impossible.
A second, very remarkable property of Wilson twisted mass fermions is that they can
be O(a) improvedb without the need of additional improvement terms as they are needed
for pure Wilson fermions11, 12. The O(a)-improvement can be obtained by choosing the
bare quark mass m0 to assume a critical value mcrit which can be realized by searching
for that value of m0 where, e.g., the quark mass is zeroc.
The twisted mass fermion action of eq. (1) can be derived from the standard Wilson
fermion action by performing an axial transformation on the fermion fields, i.e. ψ →
eiωγ5τ
3/2ψ. This “twisting” of the fermion fields is maximal when ω = pi/2. Since the
angle ω is related to the parametersm0 and µ of eq. (1) by tanω = µ/m with m = m0 −
mcrit, maximal twist is obtained when m0 = mcrit which was the condition for automatic
O(a)-improvement. Another important aspect of Wilson twisted mass fermions in practice
is that it reduces the unphysical mixing of operators13, 14. Finally also non-degenerate quark
masses can be realized, keeping the positivity of the fermionic determinant intact14.
Given all these advertised advantages, our collaboration set out to investigate the po-
tential of Wilson twisted mass fermions and test this new approach to lattice QCD. Our
first aim was to see, whether Wilson twisted mass fermions are able to allow for simula-
tions at considerably smaller pseudo scalar masses than with standard Wilson fermionsd.
Even more challenging is the question whether the values of pseudo scalar masses that are
reachable with Wilson twisted mass fermions are comparable with those of chiral invariant
overlap fermions.
The results of this first test of Wilson twisted mass fermions15 is shown in fig. 1. This
figure is a striking demonstration of the potential of Wilson twisted mass fermions. The
smallest value of the pseudo scalar mass is basically identical with the one of overlap
fermions and much smaller than the one from standard Wilson fermions.
A most intriguing question is, of course, whether one or the other formulation of lattice
fermions does have an advantage in the computational cost. We have therefore explored
bIn an O(a)-improved theory, the lattice spacing effects that appear linear in the lattice spacing are reduced and
sometimes, as in the case of non-perturbative O(a)-improvement, even eliminated.
cUsually the so-called PCAC quark mass is taken for this purpose.
dWe do not differentiate here whether original or non-perturbatively O(a)-improved Wilson fermions are used.
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Figure 1. Comparison of quenched results for the pseudo scalar mass squared as a function of the bare quark
mass for three lattice fermions: standard O(a) improved Wilson fermions, twisted mass fermions and overlap
fermions.
V,mpi Overlap Wilson TM rel. factor
124, 720Mev 48.8(6) 2.6(1) 18.8
124, 390Mev 142(2) 4.0(1) 35.4
164, 720Mev 225(2) 9.0(2) 25.0
164, 390Mev 653(6) 17.5(6) 37.3
164, 230Mev 1949(22) 22.1(8) 88.6
Table 1. The time in seconds on the NIC IBM JUMP machine to compute one propagator component using
overlap or Wilson twisted mass fermions.
a large variety of algorithmic tricks to find the best and fastest way of computing one
component of a fermion propagator with Wilson twisted mass and with overlap fermions16.
The timing of these tests are listed in table 1 for a number of pseudo scalar mass values.
Clearly, these results show that Wilson twisted mass fermions are at least one order of
magnitude cheaper to simulate than overlap fermions while reaching similar small values
of the pseudo scalar mass.
The next question is, whether Wilson twisted mass fermions indeed show the antici-
pated O(a)-improvement when m0 is tuned to some mcrit. That this is indeed the case can
be seen in fig. 217–19. Here we show the pion decay constant as a function of a2 at a fixed,
small pseudo scalar mass ofmPS ≈ 280MeV for two definitions of the critical quark mass
m0. For both definitions, the pion decay constant follows a linear behaviour in a2, thus con-
firming that the lattice spacing effects that appear in O(a) are indeed canceled. The figure
also illustrates that different definitions of mcrit, although leading to O(a)-improvement,
can have rather different strengths of the O(a2) effects. Hence, the lesson from this is that
care has to be taken to use an optimal definition of mcrit. We remark that such an optimal
definition is given by choosing the vanishing of the so-called PCAC quark as the value of
mcrit
19
. The effect of different choices of mcrit and the consequences on the O(a2) arte-
facts has been theoretically studied in chiral perturbation theory in refs.20–22 and put on a
more general ground in ref.23.
In fig. 3 we show the continuum behaviour of the pion decay constant (left figure)19
and the average momentum of a parton in a pion (right figure)24. Both graphs show that
with Wilson twisted mass QCD the behaviour of physical observables can be studied as a
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Figure 3. Continuum values of the pion decay constant (left) and the average momentum of a parton in a pion
(right) as a function of the pseudo scalar mass in physical units.
function of the pseudo scalar mass down to small values below 300MeV in the continuum.
It should be stressed that in principle even smaller values of the pseudo scalar mass could be
reached and that it is only a question of computer resources to perform such simulations. Of
course, in the here discussed quenched approximation it is presumably not worth spending
too much computer time since this approximation has an unknown systematic error which
does not allow for any reliable comparison with experiment in the end.
3 Dynamical Wilson Twisted Mass Simulations
The results discussed in the previous section are extremely encouraging if one thinks of
simulations with dynamical quarks. Since the twisted mass parameter µ regulates the
determinant, the simulations are expected to run very smoothly and light pseudo scalar
masses of mPS < 300MeV ought to be reachable. Our collaboration decided therefore to
start a scaling test for dynamical Wilson twisted mass fermions also for the case of two
flavours of dynamical fermions. As in the quenched approximation, we had the expecta-
tion that the pion mass in its role as a Goldstone particle can be made as small as required
from the experimental data and that the only obstacle in doing so ought to be the lack of
computer resources given the algorithms that exist presently.
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Figure 4. Left: Hysteresis curves for different gauge actions. Right: Non-vanishing minimal pseudo scalar mass
in comparison to the predicted behaviour of chiral perturbation theory.
This expectation is guided by the continuum picture, where we have a jump of the
scalar condensate at zero quark mass with the associated zero pseudo scalar mass as a
result of the Goldstone theorem applied to the spontaneous breaking of chiral symmetry
in QCD. This picture implies that the point of zero pseudo scalar mass is approached in
a completely smooth way when the quark mass is lowered. To our surprise, we found
that this picture fails completely! We refer to refs.25–28 for a detailed account of this
work. Instead of such a smooth behaviour, we found signs of rather strong first order
phase transitions manifesting themselves in hysteresis effects, as known e.g. in magnetic
systems, and long-living metastabilities with co-existing states. In fig. 4 we show such
hysteresis effects employing different gauge actions demonstrating that the strength of the
hysteresis and hence the strength of the first order phase transition depends strongly on the
choice of the gauge action. Although such hysteresis effects are only first and somewhat
naive indicators of the existence of a first order phase transition, in a number of works we
studied the phenomenon in more detail and could indeed establish the existence of the first
order phase transition.
Maybe, it is true that lattice QCD is already a rather old and mature field and almost
nothing really new can be discovered. So it holds also for the case at hand: in a paper by
Sharpe and Singleton29 already in 1998, using the tool of lattice chiral perturbation theory
the possibility of such a first order phase transition has been discussed and several proper-
ties of the phase transition were computed. The most remarkable and important of these
properties is that the pseudo scalar mass cannot reach zero, but only a certain minimal
value. In fig. 4 (right) we demonstrate this effect which shows up most clearly by the
fact that the pseudo scalar masses from the positive and negative quark mass side intersect
before reaching zero. We show also the anticipated behaviour from chiral perturbation
theory21, 30, 20, 31–33 as the solid lines.
4 Conclusion
In this project, our collaboration has performed a detailed investigation of Wilson twisted
mass fermions at full twist. The work has been presented at several international symposia
and workshops and summaries of our work can be found in refs.34, 28, 35. In the quenched
approximation, we have verified that maximally twisted Wilson fermions indeed lead to an
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O(a)-improvement of physical observables leaving even O(a2) effects small when the right
definition of the critical quark mass is chosen.
For dynamical fermions, we could establish that for values of the lattice spacing rele-
vant for a continuum extrapolation, we hit the phenomenon of a first order phase transition
with a non-zero and moreover large value of a minimal pseudo scalar mass. Although this
phenomenon is in accordance with results from chiral perturbation theory, it came some-
what a surprise. Anyhow, the phenomenon of this first order phase transition needed to
be clarified before a large scale dynamical simulation could be started. Our collaboration
has performed a detailed study of this question using numerical simulations and analytical
techniques from chiral perturbation theory. As a result, we now have for the first time
a comprehensive understanding of the lattice QCD phase diagram and the properties of
the first order phase transition, see the report of the NIC research group elementary par-
ticle physics in these proceedings for a generic picture of the Wilson lattice QCD phase
diagram.
As a main consequence of this work, we now know the action and the parameters where
dynamical simulations can be performed without being affected by the first order phase
transition. This is then the starting point for a detailed scaling study of Wilson twisted
mass QCD also in the dynamical case. First simulations in this direction have already
been started. Given the considerable algorithmic improvements obtained recently by our
collaboration36 and also by others37, such simulations are realistic with present computer
technology.
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We1 present first results from a simulation of quenched overlap fermions with improved gauge
field action. Among the quantities we study are the hadron masses and selected nucleon matrix
elements. To make contact with continuum physics, we compute the renormalization constants
of quark bilinear operators nonperturbatively.
1 Introduction
Lattice calculations at small quark masses, i.e. in the chiral regime, require actions with
good chiral properties. Overlap fermions2 have an exact chiral symmetry on the lattice3
and thus are predestinated for this task. A further advantage of overlap fermions is that
they are automatically O(a) improved4.
Previous calculations of hadron observables from quenched overlap fermions have been
limited to larger quark masses and/or coarser lattices due to the high cost of the simula-
tions5–8. To ensure that the correlation functions involved are not overshadowed by the
exponential decay of the overlap operator9, the lattice spacing a should be small enough.
Ideally mHa  1, where mH is the mass of the hadron. In addition, the spatial extent of
the lattice L should satisfy L  1/(2fpi) in order to be able to make contact with chiral
perturbation theory10.
Over the past years we have done extensive simulations of quenched overlap
fermions7, 11, 12. In this contribution we shall report a few of our results on hadron masses
and nucleon structure functions.
The massive overlap operator is defined by
D =
(
1− amq
2ρ
)
DN +mq (1)
with the Neuberger-Dirac operator DN given by
DN =
ρ
a
1 + DW (ρ)√
D†W (ρ)DW (ρ)
 , DW (ρ) = DW − ρ
a
, (2)
whereDW is the massless Wilson-Dirac operator with r = 1, and ρ ∈ [0, 2] is a (negative)
mass parameter. The operator DN has n− + n+ exact zero modes, DNψ0n = 0 with
n = 1, · · · , n−+n+, where n− (n+) denotes the number of modes with negative (positive)
chirality, γ5ψ0n = −ψ0n (γ5ψ0n = +ψ0n). The index of DN is thus given by ν = n− − n+.
The ‘continuous’ modes λi, DNψi = λiψi, satisfy (ψ†i , γ5ψi ) = 0 and come in complex
conjugate pairs λi , λ∗i .
To evaluate DN it is appropriate to introduce the hermitean Wilson-Dirac operator
HW (ρ) = γ5DW (ρ), such that
DN =
ρ
a
(1 + γ5 sgn{HW (ρ)}) , (3)
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where sgn{H} = H/√H2. The sign function can be defined by means of the spectral
decomposition
sgn{HW (ρ)} =
∑
i
sgn{µi}χiχ†i , (4)
where χi are the normalized eigenvectors of HW (ρ) with eigenvalue µi. Equation (4) is,
however, not suitable for numerical evaluation. We write
sgn{HW (ρ)} =
N∑
i=1
sgn{µi}χiχ†i + PN⊥ HW (ρ) , (5)
where
PN⊥ = 1−
N∑
i=1
χiχ
†
i (6)
projects onto the subspace orthogonal to the eigenvectors of the N lowest eigenvalues of
|HW (ρ)|, and approximate PN⊥ HW (ρ) by a minmax polynomial13. More precisely, we
construct a polynomial P (x), such that∣∣∣∣P (x) − 1√x
∣∣∣∣ <  , x ∈ [µ2N+1, µ2max] , (7)
where µN+1 (µmax) is the lowest (largest) eigenvalue of |PN⊥ HW (ρ)|. We then have
sgn{HW (ρ)} =
N∑
i=1
sgn{µi}χiχ†i + PN⊥ HW (ρ)P (H2W (ρ)) . (8)
The degree of the polynomial will depend on  and on the condition number of H2W (ρ),
κ = µ2max/µ
2
N+1, on the subspace {χi | (1− PN⊥ )χi = 0}.
We use the Lu¨scher-Weisz gauge action14
S[U ] =
6
g2
c0 ∑
plaquette
1
3
Re Tr (1− Uplaquette) + c1
∑
rectangle
1
3
Re Tr (1− Urectangle)
+ c2
∑
parallelogram
1
3
Re Tr (1− Uparallelogram)
 ,
(9)
where Uplaquette is the standard plaquette, Urectangle denotes the closed loop along the
links of the 1 × 2 rectangle, and Uparallelogram denotes the closed loop along the diago-
nally opposite links of the cubes. The coefficients c1, c2 are taken from tadpole improved
perturbation theory15:
c1
c0
= − (1 + 0.4805α)
20u20
,
c2
c0
= −0.03325α
u20
(10)
with c0 + 8c1 + 8c2 = 1, where
u0 =
(
1
3
Tr 〈Uplaquette〉
) 1
4
, α = − log(u
4
0)
3.06839
. (11)
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β V amq
8.00 163 32 0.0168 0.0280 0.0420 0.0560 0.0840 0.1400 0.1960
8.45 163 32 0.0280 0.0560 0.0980 0.1400
8.45 243 48 0.0112 0.0196 0.0280 0.0560 0.0980 0.1400
Table 1. Couplings, lattice volumes and mass parameters of the simulation.
We write
β =
6
g2
c0 . (12)
After having fixed β, the parameters c1, c2 are determined. In the classical continuum
limit u0 → 1 the coefficients c1, c2 assume the tree-level Symanzik values16 c1 = −1/12,
c2 = 0.
The simulations are done on the lattices and at the quark masses listed in Table 1. We
set the scale by the scale parameter r0. In the literature we find15 r0/a = 3.69(4) at
β = 8.0 and r0/a = 5.29(7) at β = 8.45, respectively. Taking r0 = 0.5 fm, this results
in the lattice spacings 0.135 fm at β = 8.0 and 0.09 fm at β = 8.45, respectively. The
couplings have been chosen such that the 163 32 lattice at β = 8.0 and the 243 48 lattice
at β = 8.45 have approximately the same physical volume. This allows us to study both
scaling violations and finite size effects.
We have projected out N = 40 lowest lying eigenvectors at β = 8.0 and N = 50
(N = 10) at β = 8.45 on the 243 48 (163 32) lattice. These numbers scale roughly with
the physical volume of the lattice. The degree of the polynomial P has been adjusted such
that 1/
√
H2W (ρ) is determined with a relative accuracy of better than 10−7.
The mass parameter ρ influences the simulation in two ways. First, it affects the lo-
cality properties9 of the Neuberger-Dirac operator. Secondly, the condition number of
PN⊥ H
2
W (ρ), κ = µ
2
max/µ
2
N+1, depends on ρ as well. We have chosen ρ = 1.4, which is
a trade-off between a small condition number κ and good locality properties. Our simu-
lations cover the range of pseudoscalar masses 250
 
mPS
 
900MeV as we shall see.
The lowest quark mass was chosen such that mPSL  3. On all our lattices we have
L 1/(2fpi).
O(a) improvement, both for masses and on- and off-shell operator matrix elements, is
achieved by simply replacing DN by4
DimpN ≡
(
1− aDN
2ρ
)−1
DN (13)
in the calculation of the quark propagator. In the following we shall always use the im-
proved propagator, without mentioning this explicitly. While the eigenvalues of DN lie on
a circle of radius ρ around (ρ, 0) in the complex plane, the eigenvalues of DimpN fall onto
the imaginary axis.
The inversion of the overlap operatorD is done by solving the system of equations
Ax = y , (14)
where A = D†D and y is a suitable vector. We use the conjugate gradient algorithm
for that. The speed of convergence depends on the condition number of the operator A,
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κ(A) = νmax/νmin, where νmax (νmin) is the largest (lowest) eigenvalue of A. For rea-
sonable values of the quark mass we have κ(A) ∝ 1/m2q. Thus, the number of iterations,
nD, needed to achieve a certain accuracy will grow like nD ∝ 1/mq as the quark mass is
decreased.
The convergence of the algorithm can be accelerated by a preconditioning method.
Instead of (14) we solve the equivalent system of equations
ACx = Cy ≡ A˜x , (15)
where C is a nonsingular matrix, which we choose such that κ(A˜) κ(A). Our choice is
C = 1 +
n∑
i=1
(
1
νi
− 1
)
vi v
†
i , (16)
where vi (νi) are the normalized eigenvectors (eigenvalues) of A. The condition number
of the operator A˜ is by a factor νn+1/ν1 smaller than the condition number of the operator
A, and the number of iterations in the conjugate gradient algorithm reduces to nD ∝
1/
√
νn+1 +m2q , which depends only weakly on the quark mass mq. We have chosen
n = 80, and the inversion was stopped when a relative accuracy of 10−7 was reached.
In the calculation of meson and baryon correlation functions we use smeared sources to
improve the overlap with the ground state, while the sinks are taken to be either smeared or
local. We use Jacobi smearing for source and sink17. To set the size of the source, we have
chosen κs = 0.21 for the smearing hopping parameter and employed Ns = 50 smearing
steps.
To further improve the signal of the correlation functions, we have deployed low mode
averaging by breaking the quark propagator into two pieces,
n∑`
i=1
ψi(x)ψ
†
i (y)
(1− amq/2ρ)λi +mq , (17)
where the sum extends over the eigenmodes of the n` lowest eigenvalues (including the
zero modes), and the remainder. The contribution from the low-lying modes (17) is aver-
aged over all positions of the quark sources. As the largest contribution to the correlation
functions comes from the lower modes, we may expect a significant improvement in the
regime of small quark masses. We have chosen n` = 40, mainly because of memory
limitations.
2 Hadron Masses
Let us now turn to the calculation of hadron masses. We consider hadrons where all quarks
have degenerate masses. So far we have generated 200 − 600 independent gauge field
configurations on each of our lattices.
To compute the pseudoscalar mass, mPS , we looked at correlation functions of the
pseudoscalar density P = q¯γ5q and the time component of the axial vector current A4 =
q¯γ4γ5q. Local sinks are found to give slightly smaller error bars than smeared sinks, so
that we will restrict ourselves to this case. Both correlators give consistent results. We will
use the results from the axial vector current correlator here.
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Figure 1. APE plot on the 243 48 lattice at β = 8.45 ( ) and on the 163 32 lattices at β = 8.0 () and
β = 8.45 (), together with the experimental value (∗).
To compute the vector meson mass,mV , we explored correlation functions of operators
Vi = q¯γiq and V 4i = q¯γiγ4q (i = 1, 2, 3). We found that the operator Vi, in combination
with a local sink, gives the best signal.
For the calculation of the nucleon mass, mN , we used Bµ = εabcqaµ(qbCγ5qc) (where
C = γ4γ2) as our basic operator, where we have replaced each spinor by q → qNR =
(1/2)(1+γ4)q
17
. These so-called nonrelativistic wave functions have a better overlap with
the ground state than the ordinary, relativistic ones. The nucleon mass is obtained from a
fit of the data by the correlation function A exp(−mN t) + B exp(−mN∗(T − t)) (where
T is the time extent of the lattice and mN∗ the mass of the backward moving baryon).
In Fig. 1 we show our results in form of an APE plot for our three lattices. At our
smallest quark masses we have mPS/mV ≈ 0.3, which is the lowest quark mass reached
so far in any lattice simulation.
3 Nucleon Matrix Elements
Information about the internal structure of the nucleon is encoded in its structure functions.
While they cannot be computed directly on the lattice, the operator product expansion
(OPE) provides a connection between their moments and nucleon matrix elements of local
operators. For the unpolarized structure function F1 the OPE reads
2
∫ 1
0
dxxn−1F1(x,Q
2) =
∑
q
EqF1,nv
q
n +O(1/Q
2) , (18)
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where q denotes the quark flavour, EqF1,n is the (perturbative) Wilson coefficient, and the
matrix element vqn is defined by
〈N(~p)|
(
Oq{µ1...µn} − traces
)
|N(~p)〉 = 2vqn(pµ1 . . . pµn − traces) , (19)
where
Oqµ1...µn = q¯γµ1
↔
Dµ2 . . .
↔
Dµn q . (20)
Similar relations hold for the other structure functions17. Both, the matrix element vqn and
the Wilson coefficient EqF1,n depend upon the choice of a renormalization scheme and
scale. Only in their product these dependencies cancel.
To compute the matrix elements (19) we consider the ratio17
R =
〈N(tsink)O(τ)N¯ (tsource)〉
〈N(tsink)N¯(tsource)〉 , (21)
from which vqn can be determined in the region tsource < τ < tsink. We always set
tsource = 0 and tsink = 9 (tsink = 13) in lattice units at β = 8.0 (β = 8.45), which
corresponds to a distance between source and sink of 1.4 fm.
For lack of space we are only considering the operator
Oq44 − 13 (Oq11 +Oq22 +Oq33) (22)
and flavor nonsinglet combinations, i.e. u - d (u and d labelling u and d quark, respec-
tively) corresponding to proton minus neutron structure function. In this case there is no
contribution from disconnected diagrams.
The operator (22) needs to be renormalized. It is logarithmically divergent. We com-
pute the renormalization factors in the RI′ −MOM scheme18. In this scheme the renor-
malization condition is formulated in terms of quark Greens functions, computed in Landau
gauge, with an operator insertion at zero momentum transfer:
CO(p) =
1
V
∑
x,y,z
e−ip(x−y)〈q(x)O(z)q¯(y)〉 . (23)
From this quantity we compute the amputated vertex function ΓO ,
ΓO(p) = S
−1(p)CO(p)S
−1(p) , (24)
where the quark propagator is given by
S(p) =
1
V
∑
x,y
e−ip(x−y)〈q(x)q¯(y)〉 . (25)
The renormalization condition at scale µ is
Zq(µ)ZO(µ)ΠO (ΓO(p))|p2=µ2 = 1 (26)
with ΠO(ΓO(p)) = 112 tr
(
Γ−1O,Born(p)ΓO(p)
)
. The wave function renormalization con-
stant Zq is determined from the relation ZqZAΠA (ΓA) = 1.
In order to convert the results to the MS scheme, we first determine the renormalization
group invariant renormalization constant ZRGIO ,
ZRGIO =
(
ZRI
′−MOM,RGI
O (µ)
)−1
ZRI
′−MOM
O (µ) , (27)
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Figure 2. The first moment 〈xu−d〉 of the unpolarized proton minus neutron structure function on the 163 32
lattice at β = 8.0 as a function of the pion mass in the MS scheme at 2GeV, together with the phenomenological
value (∗).
and then convert to the MS scheme at scale µ′ by ZMSO (µ′) = Z
MS,RGI
O (µ)Z
RGI
O . The
conversion functions to the scheme S are given by
ZS,RGIO (µ) =
(
2b1g
S(µ)
2
)− dO,12b1
exp
[∫ gS(µ)
0
dξ
(
γSO(ξ)
βS(ξ)
+
dO,1
b1ξ
)]
. (28)
The coefficients of the β and γ functions are taken from Ref. 19.
We obtain ZRGIO44 = 2.9 at β = 8.0 and Z
RGI
O44
= 2.6 at β = 8.45, respectively. Using
ZMS,RGIO44 (2GeV) = 0.737, we finally obtain Z
MS
O44
= 2.11 at β = 8.0 and ZMSO44 = 1.92 at
β = 8.45, respectively. A comparison with results obtained in one-loop tadpole-improved
lattice perturbation theory20 shows large discrepancies, telling us that the renormalization
of lattice operators has to be done nonperturbatively.
Our results for vu−d2 ≡ 〈x〉u−d are shown in Fig. 2. We see that the lattice numbers
start to bend down towards the phenomenological value, but only at pion masses
 
350
MeV. At the larger quark masses our results agree with previous results obtained from
improved Wilson fermions17.
4 Conclusions
It is important to do simulations at small quark masses, in order to reliably extrapolate the
lattice results to the chiral limit. Overlap fermions allow us to do so. By the time this
article goes to print we will have doubled our statistics. We hope that NIC will grant us the
CPU time to perform simulations with dynamical overlap fermions in the near future.
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We present a status report on our project to investigate the origins of the ∆I = 1/2 rule in
K → pipi decays using lattice simulations of Quantum Chromodynamics (QCD). In particular,
we seek to clarify the roˆle of the charm quark, which has long been suspected to be important
for the enhancement of the ∆I = 1/2 transition amplitude. Among the main ingredients
of our calculation is the use of fermionic discretisations which preserve chiral symmetry at
non-zero lattice spacing. Furthermore, we keep an active charm quark at all stages of the
calculation. Finally, we connect K → pipi amplitudes to the computationally simpler K → pi
transitions by matching QCD to Chiral Perturbation Theory in the so-called -regime. This
necessitates performing simulations very close to the massless limit. We report on the associated
numerical difficulties and how they can be solved via an exact treatment of a number of low-
lying eigenmodes of the discretised Dirac operator.
1 Introduction
K-mesons are quark-antiquark bound states in which one light quark flavour (up or
down) is paired with a “strange” flavour. Since the weak interaction does not conserve
strangeness, kaons exhibit many different decay modes1, as well as mixing phenomena,
such as oscillations between a neutral K-meson, K0, and its antiparticle, K¯0. The decay
and mixing patterns of kaons are important sources of information for our understanding of
fundamental symmetries and their violations. In the Standard Model CP symmetry, which
transforms particles into antiparticles, is not conserved. The strength of CP violation in
weak decays is determined by the elements of the so-called Cabibbo-Kobayashi-Maskawa
(CKM) matrix, and a lot of experimental and theoretical activity is currently spent to pin
down their values with high accuracy.
However, many efforts of gaining quantitative insight into weak processes involving
kaons are hampered by effects of the strong interaction: kaon decays cannot simply be
treated at the level of weak transitions between their fundamental constituents, i.e. the
quarks, as the latter are subjected to effects of the strong interaction as well. In principle,
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these effects can be computed in Quantum Chromodynamics (QCD), the gauge theory of
the strong interaction. However, since the strong coupling constant is not small at typical
hadronic mass scales, perturbative QCD is totally inadequate for providing a quantitative
description in this regime. Non-leptonic kaon decays are perhaps one of the most striking
examples for this failure: if a neutral kaon, having isospin 1/2, decays into a pair of pions,
the latter can either have isospin I = 0 or 2. The corresponding transition amplitudes
are then given by the amplitudes A0 and A2 (up to a phase factor). The experimentally
observed decay rates yield an unexpectedly large ratio of
A0/A2 ≈ 22.1, (1)
which implies that the decay in which isospin changes by 1/2 is favoured over the ∆I =
3/2 transition by a large margin, and this observation is usually called the ∆I = 1/2 rule.
By contrast, theoretical calculations based purely on perturbative QCD can only provide
a crude estimate for A0/A2 which turns out to be smaller by a full order of magnitude!
It remains a major challenge to explain the experimentally observed enhancement in the
framework of QCD.
The formulation of QCD on a discrete space-time lattice is designed specifically for
a non-perturbative treatment. However, decays like K → pipi are notoriously difficult to
address directly in lattice QCD2, 3. Here we follow the path of obtaining information on
K → pipi decays via the theoretically much simpler K → pi transition9. The connection
to the amplitudes A0 and A2 is then provided by matching results from lattice simula-
tions of QCD to an effective low-energy description of the strong interaction, called Chiral
Perturbation Theory4.
The aim of our project is to understand the mechanism which is responsible for the
∆I = 1/2 rule. In particular we seek to clarify whether the observed large enhancement in
A0 overA2 has a single origin or if it is the result of an accumulation of several moderately
large effects. To this end we specifically concentrate on the roˆle of the charm quark and
the fact that – owing to its large mass of around 1.3 GeV – it decouples from typical low-
energy QCD scales of a few hundred MeV. Unlike all previous lattice studies we use a
formulation in which the charm quark is “active” in the sense that it is not integrated out
from the theory. We first determine the amplitudes A0 and A2 for the unphysical situation
where the charm is degenerate with the light quark, mc = mu = md = ms. In a second
step we envisage monitoring the amplitudes for heavier charm, i.e. mc > mu = md = ms.
In this note we concentrate on the mass-degenerate case.
In order to keep this note accessible to a wider readership, we skip most technical
details and instead refer to our previous papers 5–8.
2 Matching QCD to Chiral Perturbation Theory
Chiral Perturbation Theory (ChPT) is an effective theory of the strong interaction: its fun-
damental fields are not the quarks and gluons of the QCD but rather the pseudo-Goldstone
bosons associated with the spontaneous breaking of chiral symmetry, i.e. the pions, kaons
and η-mesons. ChPT is parameterised in terms of empirical coupling constants (“low-
energy constants” – LECs) which incorporate the short-distance effects of the strong inter-
action, but are not calculable in ChPT. They must be computed from the underlying theory
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of QCD, e.g. by matching predictions of ChPT to simulation data of lattice QCD, but are
usually only determined phenomenologically using experimental data.
Since we are interested in investigating the roˆle of the charm quark inK → pipi we first
consider the mass-degenerate case mc = mu = md = ms. At leading order in ChPT the
amplitudes A0 and A2 are then related to LECs g+1 and g
−
1 via
A0
A2
=
1√
2
(
1
2
+
3
2
g−1
g+1
)
. (2)
At lowest order the effective interaction which describes K → pipi transitions in terms of
Goldstone fields is given by a
HChPTw = 2
√
2GF(Vus)
∗Vud
{
g+1 [Ô+1 ] + g−1 [Ô−1 ]
}
, (3)
where the operators Ô±1 mediate transitions in which strangeness changes by one unit.
The expression in eq. (3) is the effective low-energy transcription of the corresponding
Hamiltonian in QCD, i.e.
Hw =
√
2GF(Vus)
∗Vud
{
k+1 Q+1 + k−1 Q−1
}
, (4)
and the operatorsQ±1 are expressed in terms of quark fields according to
Q±1 =
{
(sγµP−u)(uγµP−d)± (sγµP−d)(uγµP−u)
}
− (u→ c). (5)
The Wilson coefficients k±1 in the above expression absorb short-distance effects and can
be computed reliably in perturbation theory. With these definitions, one can formulate a
matching condition between ChPT and QCD, which allows to express the unknown LECs
g±1 in terms of correlation functions that are evaluated in lattice simulations, as well as
some additional known factors:
g−1
g+1
H(x0, y0) =
k−1
k+1
· Ẑ
−
Ẑ+
· C
−
1 (x0, y0)
C+1 (x0, y0)
. (6)
Here, C±1 (x0, y0) denote three-point correlation functions of the operators Q±1 and left-
handed axial currents which are used as interpolating operators for the kaon and pion at
Euclidean times x0 and y0, respectively 5:
C±1 (x0, y0) =
∑
~x,~y
〈
(dγ0P−u)(x)Q±1 (0) (uγ0P−s)(y)
〉
, P− =
1
2 (1− γ5). (7)
The factors Ẑ± are inserted to account for the proper renormalisation of the operators
Q±1 . 10, 8 Finally, the chiral correction factorH(x0, y0) is the ChPT counterpart of the ratio
of correlation functions C−1 /C
+
1 , and can be computed in ChPT 5.
In its original formulation4 ChPT is an expansion in quark masses and momenta about
the massless limit. In this case the chiral correction factor H can only be computed at
leading order, since otherwise HChPTw must be supplemented with additional interaction
terms, whose coefficients are not known, so that predictivity is lost. From a conceptual
aHere GF is the Fermi constant, and Vus, Vud are CKM matrix elements.
119
point of view, an alternative kinematical region of ChPT is of particular interest: the so-
called -regime11 is defined by formulating the theory in a finite volume and for arbitrarily
small quark masses:
mΣV
 
1. (8)
Here m denotes the quark mass, Σ the chiral condensate, and V is the space-time volume.
In this situation, the chiral counting rules change in such a way that at next-to-leading
order no further terms in addition to those of eq. (3) must be taken into account. There-
fore, if one succeeds in performing the difficult numerical task of simulating close to the
massless limit, the LECs g±1 can be extracted with H determined beyond leading order.
Furthermore, long chiral extrapolations, which were the main weakness of previous lattice
studies, can be avoided.
3 Lattice Set-Up and Simulations
In all our simulations chiral symmetry is preserved at non-zero lattice spacing. A sufficient
condition for this to be the case is the Ginsparg-Wilson relation, i.e.
γ5D +Dγ5 = aDγ5D, (9)
where a is the lattice spacing, and D the discretised Dirac operator12, 13. A particular solu-
tion to this relation is defined by the Neuberger-Dirac operator14, which we have used in
our simulations. Preserving chiral symmetry has two key advantages for our project: first,
it allows for a clean matching between ChPT and QCD, since the underlying assumption in
standard ChPT is that chiral symmetry is only softly broken by the quark masses. Second,
chiral symmetry protects the operatorsQ±1 against mixing with lower-dimensional opera-
tors10. Thus, the complicated non-perturbative subtraction procedures outlined in2 can be
completely avoided.
The disadvantage of using Ginsparg-Wilson fermions is their large computational cost.
A particular definition of the massless Neuberger-Dirac operator is given by
DN =
1
a
{
1− A√
A†A
}
, A = 1− aDw, (10)
where Dw is the usual Wilson-Dirac operator. The inverse square root in eq. (10) must be
approximated by a polynomial in the matrix A. The degree of this polynomial, which is
typically of O(50-100), then serves as an estimate how much more expensive one single ap-
plication ofDN is in comparison toA = 1−aDw. Although efficient numerical techniques
have been developed, especially for the -regime15, practically all current simulations em-
ploying the Neuberger-Dirac operator are performed in the quenched approximation. Since
our primary aim is not focused on a high-precision calculation but rather on explaining a
large non-perturbative effect, the quenched approximation appears appropriate for this task.
During our first calculations of the correlation functions C±1 in the -regime, we ob-
served extremely large statistical fluctuations, whose origin could be traced back to the
spectrum of the Neuberger-Dirac operator. To illustrate the point it is instructive to con-
sider the spectral representation of the quark propagator, which is just the inverse of the
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Figure 1. Bootstrap distributions of C−1 /C
+
1 for x0/a = 5, y0/a = 15 at β = 5.8 on 83 · 20.
Dirac operator. It reads
S(x, y) =
1
V
∑
i
ηi(x) ⊗ ηi(y)†
λi +m
, (11)
where ηi(x) is an eigenvector of the Neuberger-Dirac operator with eigenvalue λi. If the
quark mass is of the same size as the smallest eigenvalue or even smaller, it no longer
provides an infrared cutoff on the spectrum. It is then possible that the contribution of a
few low-lying modes are amplified by the denominator in eq. (11), so that they completely
dominate in S(x, y). Moreover, low modes ηi(x) whose local magnitude at the point
x exceeds the average magnitude by far can also make a dominant contribution to the
propagator, if their weight in the spectral sum is enhanced by means of a small eigenvalue.
As a result, the Monte Carlo history of correlation functions may exhibit a number of
isolated “spikes”, where individual gauge configurations produce values which differ by
several orders of magnitude from the ensemble average. A reliable error estimate is then
not possible, and the signal is virtually lost.
It turned out that the bulk of the extreme fluctuations can be cured by separating off
a number of low-lying modes and treating their contributions exactly16, 17. This technique
was first tested successfully in the simpler case of two-point correlation functions17 and
subsequently extended to the three-point functionsC±1 . The effectiveness of this procedure
is shown in Fig. 1. Here we plot bootstrap distributions of the ratioC−1 /C
+
1 for a particular
choice of timeslices x0, y0. The plot clearly shows increasingly peaked distributions as the
number of low modes that are treated exactly is increased. We emphasise that without low-
mode averaging it is practically impossible to obtain a meaningful signal in the -regime.
Our main results were obtained on a lattice of size 163 · 32 at a bare gauge coupling
g0 corresponding to β ≡ 6/g20 = 5.8485. At this value the lattice spacing in physical
units is a ≈ 0.12 fm. We computed as many as 20 lowest-lying modes of the Neuberger-
Dirac operator, using the techniques described in15. Furthermore, the gauge configurations
were sorted according to their topological index |ν|, which counts the number of exact zero
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Figure 2. Left: the fraction of CPU time required for computing low modes of Dw (blue), low modes of DN
(purple) and correlation functions (white); Right: CPU time for the correlators (i.e. 57% of the total) divided up
further into percentages spent on inversions (blue), low-mode averaging (purple) and propagator traces (white).
modes ofDN. In addition to computingC±1 for two quark masses which lie in the -regime,
we also considered four heavier masses. This allows us to investigate the systematics of
our calculation, by comparing our results computed directly near the massless limit with
those obtained from chiral extrapolations from those heavier masses.
Our code is written in standard C, and was originally developed and optimised for PC
clusters. Thus, we made extensive use of SSE/SSE2 inline assembly statements, which on
an IBM facility like JUMP had to be switched off during compilation. The code allows
for communication in two of the four space-time directions, implemented via the Message
Passing Interface (MPI) library. On JUMP we typically used 32 processors for our 163 · 32
lattice. The typical compute speed for one application of the Wilson-Dirac operator was
about 1 GFlops per processor. It is interesting to compare this with the performance on a
PC cluster: on the cluster at DESY Hamburg, which uses Intel Xeon 1.7 GHz CPUs along
with Myrinet 2000 as the communication interconnect we achieved 950 MFlops with 32-
bit arithmetics, and around 500 MFlops in 64-bit precision.
On JUMP the calculation of three-point functions for two quark masses in the -regime
with 20 low-lying eigenvectors used in the low-mode averaging procedure takes on average
23 hours of CPU time for a single configuration. A detailed comparison of CPU times
for the various parts of the code is shown in Fig. 2. It is interesting to note that almost
90% of the total CPU time is spent on manipulations involving the low-lying modes of
the Neuberger-Dirac operator. We also wish to point out that the CPU time required to
determine the index ν and the lowest non-zero eigenmodes can fluctuate quite strongly.
Small values of |ν| are more frequently associated with very small eigenvalues, and in
this case our algorithm needs more iterations to distinguish reliably between a mode with a
small but non-zero eigenvalue and an exact zero mode. On our 163 ·32 lattice the maximum
time required to compute the low modes could be as much as 18 hours (that is, twice the
average time required for this step), which is close to the limit of the n long queue. Larger
lattices can therefore only be considered on JUMP if we parallelise the code in more than
two space-time directions.
4 Results and Outlook
We shall now present our preliminary results for three-point correlation functions com-
puted for a light, degenerate charm quark. In each topological sector characterised by |ν|
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Figure 3. Results for the fitted ratio C+1 /C
−
1 in each topological sector. The weighted average is represented by
the blue band.
Figure 4. Quark mass dependence of the ratioC+1 /C−1 . The four points coloured in blue lie outside the -regime.
we fitted the correlation function C±1 (x0, y0) to a constant in the intervals x0/a ∈ [9, 12]
and y0/a ∈ [20, 23]. In Fig. 3 we plot the ratio of the fitted correlators, C+1 /C−1 , for each
sector |ν|. The formulae of ChPT in the -regime at NLO predict that this ratio should not
show any dependence on |ν|, and indeed our data are practically constant within errors.
We therefore performed a weighted average over topological sectors, which has the added
advantage that those sectors which suffer most from statistical fluctuations caused by the
low-lying modes barely contribute to the final result.
The dependence of C+1 /C−1 on the quark mass is depicted in Fig. 4. Here we also show
the four data points at heavier masses, i.e. outside the -regime. The data exhibit a smooth
mass dependence, but one should be aware that over the whole mass range the data points
are subjected to non-uniform chiral corrections, which must be taken into account before
results for the combination of LECs g−1 /g
+
1 can be quoted. A detailed investigation of
these corrections is currently underway. Hence, we refrain from quoting an estimate for
g−1 /g
+
1 and instead refer the reader to a forthcoming paper18.
Here we simply state that our preliminary analysis indicates that for a light, degenerate
charm quark the ratio of amplitudes A0/A2 is significantly larger than the value derived
in early order-of-magnitude theoretical estimates, but that it still falls way short of the
experimental result. Our future work will focus on corroborating the current findings, but
more importantly we shall consider larger charm quark masses to study their effects in
relation to the ∆I = 1/2 rule directly. First test runs are currently being performed.
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Search for a New Kind of Particles:
The Θ+(1540) in Lattice QCD
Christian Hagen, Dieter Hierl, and Andreas Scha¨fer
Institut fu¨r theoretische Physik, Universita¨t Regensburg, 93040 Regensburg, Germany
In the last years several independent experiments have claimed the observation of a new kind
of particles called pentaquarks. The most prominent of these is the Θ+(1540). Lattice QCD
should be able to decide whether such states exist or not. We report on a study of the pentaquark
Θ+(1540), using a variety of different interpolating fields. We do not find any evidence for
the existence of a Θ+ with positive parity. We do observe, however, a signal compatible with
normal nucleon-kaon scattering states. For negative parity the results are inconclusive, due to
the potential mixture with nucleon-kaon and N∗-kaon scattering states.
1 Introduction
The possible discovery of the pentaquark-candidateΘ+(1540) by the LEPS Collaboration
at SPring-81 has initiated great interest in exotic baryons. While normal hadrons consist
of either three valence quarks (baryons like the proton) or a valence quark-antiquark pair
(mesons like the pion) these new states are supposed to have four valence quarks and one
valence-antiquark. Their possible existence has been predicted since many years, but the
great question was always how stable they would be. If the experimental data were correct
they would have to live about a factor 100 longer than normal hadron resonances, which
would be truely spectacular. Since then, there has been a large number of experiments
that have confirmed this result2–11 but also about the same number that could not confirm
it12–19. Presently the experimental situation is highly unsettled20, 21, but the tendency goes
clearly into the direction that the experimental signals for the Θ+(1540) were artefacts.
Lattice QCD should be able to come up with a clear prediction, implying that it should
come before the experimental situation is settled, but so far no conclusive answer was
reached22–30.
The difficulties are not only lying on the theoretical side, lattice QCD calculations also re-
quire a large amount of computer resources. In our calculations we performed a qualitative
study using different types of spin- 12 operators (called sources) with the quantum numbers
of the Θ+. We compute all cross-correlators and use the variational method31, 32 to extract
the lowest lying eigenvalues. The construction of the so-called cross-correlation matrix is
especially complicated for a particle which is as complex as the pentaquark. Thus, high
performance code and a large parallel machine with access to many CPUs are needed. This
is why we could perform this project only at Ju¨lich.
2 Theoretical Basics
Let us describe first some fundamental facts about lattice QCD and explain how the search
for new hadrons is done.
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All of QCD is contained in the generating functional:
Z[Jaµ , η¯
i, ηi] =
∫
D[Aaµ, ψ¯i, ψi] exp
(
i
∫
d4x
[LQCD − JaµAaµ − ψ¯iηi − η¯iψi]) (1)
There exists a fundamental relationship between quantum theory and statistical physics,
which is exploited by lattice QCD.
t ↔ −iτ
Schro¨dinger-Equ. ↔ Diffusion-Equ.
−i ∂
∂t
ψ(~x, t) =
1
2m
∆ψ(~x, t)↔ ∂
∂t
P (~x, t; ~x0, t0) = D ∆P (~x, t; ~x0, t0)
S =
∫
d4x(T − V ) ↔ i
∫
d4xE(T + V ) = iSE
eiS ↔ e−SE
This relationship is exact in the same way as analytic continuation is an exact operation in
mathematics and it implies that many classes of QCD problems can be solved by statistical
means, i.e. Monte Carlo techniques, just like e.g. diffusion problems. The typical plane
wave solutions of quantum mechanics translate into exponentially decaying correlations
proportional to exp(−Ex4). So, one puts combinations of quark-fields with the correct
total quantum numbers onto some sites on a lattice of space-time points (typically smeared
to about the physical size of the hadron under study) and evaluates their correlation as a
function of separation in the Euclidean time direction. This correlation is dominated by the
lowest energy state, which is the lowest mass state for the given set of quantum numbers.
So for the nucleon one can use e.g. the source (C = iγ2γ4 = C−1):
Bˆα(t, ~p) =
∑
~x
ei~p·~xijkuˆ
i
α(x) uˆ
j
β(x)(C
−1γ5)βγ dˆ
k
γ(x) (2)
and study the correlation
〈0|T
{
Bˆ(y4)Aˆ(x4)
}
|0〉 ⇒ e−(T−y4+x4)EB 〈B|Bˆ(0)|0〉〈0|Aˆ(0)|B〉
+ e−(y4−x4)EA〈0|Bˆ(0)|A〉〈A|Aˆ(0)|0〉 (3)
Where Aˆ generates a particles for which all quantum numbers are the negative of those of
the nucleon but which has also negative parity, while the nucleon has positive parity (this
is a consequence of the fact that the nucleon is a fermion). One can read off from equation
(3) that if the correlation is plotted against τ = x4 one will find the positive parity states
on the left side and the negative parity ones on the right. In the following we plot both
regions seperately. As our lattice has an extent of 24 sites in the temporal direction this
leaves us with a bit less than 12 sites per parity, see Fig.1.
While the ground state spectroscopy is thus very well understood, the spectroscopy of
excited states is still in its infancy, especially in full QCD. Therefore, one uses very often
the quenched approximation, in which the quark-antiquark fluctuations of the vaccuum are
neglected. This approximation should be a reasonably good one for the pentaquark which
is supposed to be stabilized by very specific properties of the gluon fluctuations, namely
gluon field configurations with non-trivial topology. (The gluons are treated exactly in the
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quenched approximation.) On the practical side, dynamical calculations for this problem
are presently computationally simply out of reach.
For excited states, instead of calculating a single correlator, which would be sufficient to
extract the ground state, one calculates a whole matrix of correlators using different oper-
ators for creating and annihilating the considered particle. Of course, these operators must
have the right quantum numbers and internal structure (e.g. s- versus p-wave function) to
have sufficent overlap with the physical states in question.
The operators for the pentaquark are especially complicated, for they contain five quarks,
whereas mesons and baryons only contain two or three quarks, respectively. Thus, the con-
struction of operators with the right quantum numbers is a more difficult task. Furthermore
the computational effort is growing exponentialy with the number of constituent quarks of
the considered particle. In our calculation we considered a large number of operators. The
simplest ones which have been suggested by Csikor/Fodor22 are the following:
I0/1 = abc[u
T
aCγ5db]{ues¯eiγ5dc ∓ (u↔ d)}, (4)
where we used vector notation for the Dirac spinors and explicitly denoted the color in-
dices. There are also other more complicated ones which have been suggested by Sasaki23
or L. Ya. Glozman33. We then use all possible combinations of these operators to compute
a matrix of correlators.
Before we were able to start our calculations for the Pentaquark Θ+, we first have
performed calculations for Nucleon and Kaon on the same lattice. We needed the results
from these calculations for a comparison with the results from the analysis of our Θ+ data.
Before we discuss the analysis of the results of our calculations in Section 4 and draw a
conclusion in Section 6 we would like to give some details of how these calculations have
been performed on the JUMP cluster at NIC in Ju¨lich.
3 Details of the Calculation
To get the chiral limit we use 10 different quark masses on a 123× 24 lattice. We organize
our code that every CPU is computing the correlator for quark mass and one timeslice.
So, after one run we have a complete 5 × 5 cross correlation matrix for the whole lattice
and one s-quark mass (see 4). So we need also a second s-quark mass to interpolate to
the physical s-quark mass. Without a parallel computer like the JUMP cluster at NIC, we
would not be able to perform this calculation. Every single parallel job takes about 3 hours
of computing time. To run such a task with a serial code would last more than 800 hours
because of the IO handling which is not necessary on the JUMP cluster due to the large
memory on the CPUs.
4 Analysis of the Results
We use the five interpolators to calculate a cross correlation matrix Cij(t) on the JUMP
cluster which is then inserted into the generalized eigenvalue problem
Cij(t)~v
(k)
i = λ
(k)(t)Cij(t0)~v
(k)
i . (5)
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size L3 × T 123 × 24
β 7.90
a [fm] 0.148
a−1 [MeV] 1333
L [fm] ≈ 1.8
#conf N 100
0.02, 0.03, 0.04, 0.05,
quark masses amq 0.06, 0.08, 0.10, 0.12,
0.16, 0.20
smearing parameters: n = 18, κ = 0.210
s-quark mass ams 0.0888(17)
Table 1. Parameters of our calculations.
The solutions of this equation behave like
λ(k)(t) ∝ exp
(
−m(k)(t− t0)
)
. (6)
These eigenvalues are used to compute effective masses according to
meff (t) = ln
(
λ(t)
λ(t+ 1)
)
. (7)
Ordering the five eigenvalues according to their absolute value the largest eigenvalue in
the positive parity channel should give the Θ+ mass, if Θ+ is a positive parity particle.
Else the second largest eigenvalue in the negative parity channel should give the Θ+ mass,
where the largest eigenvalue corresponds to the a N -K scattering state at rest.
In our quenched calculation, we use the Chirally Improved Dirac operator35–39. The gauge
fields are generated with the Lu¨scher-Weisz gauge action40, 41 at β = 7.90. The strange
quark mass is fitted using the pseudoscalar K meson. The parameters of our calculation
are collected in Table 1.
5 Results
The results of our calculations are shown in Fig. 1, where we plot the effective masses
of the two lowest lying states of both parity channels obtained with the cross-correlation
technique. These states are approaching a possible plateau very slowly as we expected,
since states consisting of five quarks are very complicated and therefore should contain a
large number of excited states which have to die out before the effective mass reaches a
plateau. We use in addition to the cross-correlation technique Jacobi smeared Gaussian
quark sources for all our quarks to improve the signal for the lowest lying states.
The lower horizontal line in the negative parity channel is the sum of the nucleon and
kaon mass at rest in the ground state obtained from a separate calculation on the same
lattice. Since we project the final state to zero momentum a scattering state can also be a
two particle state where the two particles have the same but antiparallel momentum, i.e.
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Figure 1. Results from cross-correlation of five interpolators. We use Jacobi smeared Gaussian quark sources for
all our quarks. Only the effective masses of the two largest eigenvalues are plotted.
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~pN = − ~pK . We use the relativistic E-p-relation to calculate the energy of such states,
E =
√
p2 +m2N +
√
p2 +m2K , (8)
where the smallest momentum is 2pi/L ≈ 700 MeV on our lattice. In Fig. 1 this energy is
represented by the upper horizontal line.
We find effective mass plateaus which are consistent with N -K scattering states in the
negative parity channel as we expect. We find that the second state is noisy but within
errors consistent with the energy in (8). Therefore, it is most likely that we do not observe a
Θ+ state in the negative parity channel. However, this conclusion is not completely certain,
if the Θ+ is broad, because such a Θ+ state would mix strongly with the continuum states.
In the positive parity channel one expects to find either a bound Θ+ or an excited N -K
scattering state. For such an excited state there are several possibilities, e.g., N∗-K , or
N -K with a relative angular momentum, and so on.
On the positive parity side, we also show the two lowest lying states obtained from our
calculation. Both of them can be identified with continuum states in the sense of Eq. (8)
Especially the second one is far too heavy to describe a Θ+ state. It probably corresponds
to an excitedN -K scattering state. If there were a signal belonging to theΘ+ it is supposed
to lie below the red line assuming that the chiral extrapolation (e.g. the extrapolation to the
nearly vanishing physical up- and down-quark masses) of the Θ+ does not lead to dramatic
effects below our smallest quark mass.
6 Conclusion
In this article we present the results of a pilot study of the Θ+ using different types of
operators. We find that for negative parity our results are in good agreement with a N -K
scattering state in the ground state and a quite noisy signal for the first excited state.
For positive parity we find a second state typically more than 500 MeV heavier than the
Θ+ and which is thus not compatible with a Θ+ mass of 1540MeV. This state is probably
a higher scattering state.
Thus our calculation do not show any hints for a Θ+ in the quenched approximation with
chiral fermions for the positive parity channel. In the negative parity channel we would
need smaller errors to be able to make a really firm statement in favour of or against the
existence of a Θ+ state, but it is clear that there is no indication for such a state in our data.
One should also be aware that lattice data cannot rule out the existence of a state with
near to zero overlap with the chosen sources. Therefore, it is crucial that many different
attempts are made with many different sources to search for the pentaquark states. This is
what happens presently.
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The science of materials has benefited immensely from the rapid improvement of computer
hardware and numerical algorithms. Today it is possible to calculate structural, cohesive,
and magnetic properties for complex systems with many atoms without using any informa-
tion from experiment. It is also possible to perform calculations simultaneously on many
smaller, but important systems in the time taken by one such calculation only a few years
ago. Such calculations can provide information about the properties of materials, such as
the motion of individual atoms, that is often unattainable by any other means. Radioactive,
poisonous, and short-lived atoms and molecular complexes present no special problems.
All this is true, in particular, for calculations using the density functional (DF) formalism,
which is the basis of most calculations in condensed matter physics that have no adjustable
parameters, and it has become an indispensable tool in theoretical chemistry. The follow-
ing contributions provide examples of how density functional and other calculations can
provide insight into important materials.
The electronic properties of interfaces present particular challenges, and three of the
case studies are from this area. Silicon carbide (SiC) is a wide-bandgap semiconductor
with remarkable structural and electronic properties in the bulk and at interfaces. The
work by Peng et al. focuses on the structure of (001) surfaces of SiC and the nature of its
reconstruction. The extension to the adsorption of acetylene (C2H2) on the SiC(001)-(2×1)
surface has also been carried out. The hydrogen induced metallization of SiC surfaces has
been studied in the case of the (001)-(3×2) surface. Surface and adsorbate structures are
also the focus of Stekolnikov et al., who investigate the Si(111) surface, one of the best
studied of all. This surface shows some remarkable quasi-1D structures when indium is
adsorbed on it, and different structures lead to band structures that have gaps or can show
metallic behaviour. Spin-polarized density functional calculations indicate that there is
only a weak tendency for spin ordering on reconstruction. Spin-polarized DF calculations
are, of course, essential in calculations involving magnetic properties, and these have been
performed by Bihlmayer et al. for several systems with complex magnetic ground states.
The systems studied include ultra-thin magnetic films and nanowires on stepped surfaces.
In collaboration with experimental groups, such calculations will be invaluable in aiding
the development of new devices.
The work of Entel et al. also uses spin-polarized DF calculations and focuses on other
materials of technological importance, namely alloys that exhibit magnetic shape mem-
ory. These calculations provide insight into the reasons for stability (and instability) in
Heusler alloys. Semiconductor quantum dots (QD) are the subject of the remaining contri-
bution (Lorke et al.). The strong interaction between carriers and phonons in these systems
requires a description in terms of polarons, and these authors have performed a quantum-
kinetic calculation to study the efficiency of different scattering processes and the way they
affect the optical spectra.
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These contributions give but a sample of the rich variety of materials problems that are
carried out on the supercomputers of the John von Neumann Institute for Computing. In
spite of the range and complexity of these applications and the insight obtained from them,
it should be noted that they are very demanding of computer resources. There are many
phenomena that involve even larger length and time scales than are currently accessible
using present computers, and much development in hardware and numerical algorithms
will be needed before we can describe the details of such extended systems.
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We report ab initio calculations on the atomic and electronic structure of clean and adsorbate-
covered SiC(001) surfaces carried out within local density approximation of density functional
theory. First we present a general structure model for clean SiC(001)-(n×2) surfaces that allows
us to identify the origin and nature of the n×2 reconstructions and to rationalize the occurrence
of Si addimer nanostrings. Next, we discuss acetylene adsorption on SiC(001)-(2×1). Finally,
we consider hydrogen adsorption on SiC(001)-(3×2) which has recently moved into the focus
of interest because of the discovery of hydrogen-induced surface metallization.
1 Introduction
Silicon carbide (SiC) is a wide-band gap compound semiconductor with intriguing proper-
ties. It has very promising potential for applications in microelectronics and electrooptical
devices1, 2. For example, blue light emitting diodes, high-frequency devices and sensors
working in harsh environments are only the first steps in the application of SiC as an
advanced material. Consequently, SiC is now in the focus of detailed experimental and
theoretical investigations1–5. From a fundamental point of view SiC is unique in that it
is a fairly ionic group-IV compound semiconductor. In particular, SiC is found to occur
in an extremely large number of polytypes. Among these cubic β-SiC appears to be very
important for technological use.
The very basis for most of the applications is the growth of high quality crystals which
turns out to be a formidable task. For a precise control of processes relevant in SiC growth
a detailed understanding of structural and electronic properties of SiC surfaces is highly
desirable. Ideal bulk-truncated SiC(001)-(1×1) surfaces are terminated either by a Si or a C
layer. At real SiC(001) surfaces more than ten different reconstructions have been observed
depending on surface stoichiometry and surface preparation conditions2, 3. Quite a number
of structural models for explaning the observed reconstructions has been suggested on
the basis of experimental results2, 3. Yet, more detailed investigations have shown that a
quantitative determination of the atomic structure of clean SiC(001) surfaces remains to be
a major challenge4, 5.
Adsorption of organic materials on semiconductor surfaces opens up entirely new fields
of applications in microelectronics. The combination of organic chemistry and semi-
conductor technology has the potential to realize customized devices for special applica-
tions6, 7. In this context SiC is an attrative substrate for the adsorption of organic molecules
because of its extraordinary bulk properties, its biocompatibility making it interesting for
sensor devices, and its surface reactivity which is completely different from that of Si. By
using appropriately reconstructed SiC surfaces as a substrate, organic molecules that can
not be bound to a Si surface may be chemisorbed on SiC.
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Recently, nanochemistry of SiC surfaces has attracted considerable interest. In partic-
ular, hydrogen adsorption has led to very surprising results that are not fully understood at
present. Derycke at al.8 have shown that molecular hydrogen readily adsorbs on SiC(001)-
c(4×2) while it hardly interacts with SiC(001)-(3×2) although both surfaces are character-
ized by similar dimers. In addition, adsorption of atomic hydrogen which usually saturates
dangling bonds and eliminates surface states from the band gap making the surface semi-
conducting leads to an amazing metallization of the SiC(001)-(3×2) surface9.
Our project is devoted to a thorough ab initio study of the structural and electronic
properties of clean and adsorbate-covered SiC(001) surfaces in order to determine reliable
structural models for the clean surfaces, as well as to contribute to a better understand-
ing of the anticipated functionalization of SiC surfaces by hydrocarbon adsorption and of
the observed hydrogen-induced metallization of SiC(001)-(3×2). After a brief outline of
our computational method in Sec. 2 we discuss in Sec. 3 some results of our extensive
calculations for clean SiC(001) surfaces. From these investigations a generalized model
emerges that describes the different observed n×2 reconstructions in a unified way. In
Sec. 4 we address acetylene adsorption on SiC(001)-(2×1) and in Sec. 5 we discuss the
hydrogen-induced metallization of the SiC(001)-(3×2) surface.
2 Calculational Method
Our calculations are carried out in the framework of density functional theory within local
density approximation10. The electron-ion interaction is described by norm-conserving
pseudopotentials11 in separable form. The surface systems are represented by supercells
containing slabs of 8 to 18 SiC layers and one layer of H atoms saturating the bottom layer
of each slab to avoid artificial gap states. The top layers contain appropriate numbers of
adatoms. A vacuum region larger than 10 A˚ is used to decouple neighboring supercells5, 12.
We expand the wave functions in a set of Gaussian orbitals with s, p, d and s∗ symmetry.
This very efficient basis set leads to a generalized eigenvalue problem with matrices that are
about fifty times smaller than those occuring in a plane wave approach. The charge density
and the local part of the potential are represented in Fourier space. Therefore, the integrals
determining the matrix elements of the Hamiltonian can be evaluated analytically. The
short-range nonlocal part of the pseudopotentials is treated in real space. The electrostatic
potential of the supercell is calculated using Poisson’s equation in a Fourier representation
and by a subsequent Fast-Fourier-Transformation to real space using a grid with spacings
of 0.16 A˚. Structure optimizations are carried out employing Hellmann-Feynman, as well
as Pulay forces5, 13. The relative stability of surfaces with different numbers of atoms is
compared by an analysis of the grand-canonical potential within the scheme suggested by
Qian, Martin and Chadi14.
Within our approach the calculation of the charge density, the evaluation of the Hamil-
tonian matrix elements by summation of all Fourier components and the estimation of the
forces are the most time consuming parts of computation. However, these parts of our code
are massively parallelized with respect to the points of the grids in real or Fourier space,
respectively.
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3 Generalized Reconstruction Model of SiC(001)-(n×2) Surfaces
Real Si-terminated SiC(001) surfaces, prepared by annealing SiC in a flux of Si atoms,
show many different reconstructions ranging from the stoichiometric 2×1 over 3×2, 5×2,
7×2, ... up to 15×2 surfaces2, 3. For quite some time it was believed, therefore, that
SiC(001) shows only n×2 reconstructions with odd n. More recently, however, Douillard
et al.15 observed an 8×2 reconstruction and even more interestingly the formation of Si
nanostrings on SiC(001) surfaces raising the questions whether n×2 reconstructions with
even n are possible, in general, and why Si nanostrings can occur at all. Therefore, one aim
of our project is to elucidate the atomic configurations in the observed n×2 superstructures
and to explain their amazing order with respect to Si adatom coverage. Likewise, we want
to rationalize the occurrence of Si nanostrings and identify their physical nature.
We have studied the reconstructions of the c(4×2), 3×2 and 5×2 surfaces by ab initio
calculations, previously, and have suggested structural models following from minimum
surface formation energy in each case12, 16, 17. These models are in good agreement with a
host of experimental data. Employing these results we have been able to derive a general
n×2 reconstruction model which is based on two structural building blocks only, which
we label A and B. They are characteristic for the c(4×2) surface (A) and the 3×2 surface
(B), respectively. Our optimized c(4×2) missing row asymmetric dimer model16 has half
a monolayer (ML) of Si adatoms adsorbed on the complete Si sublayer forming rows of
buckeled Si adimers in the ×2 direction. Each second addimer row is missing. In our
3×2 two adlayer asymmetric dimer (TAAD) model12 two partial layers of Si adatoms are
adsorbed on the clean surface. Two Si adatoms per unit cell in the top adlayer form one
buckled dimer in the 3× direction while four Si atoms in the second adlayer form two weak
Si dimers in the ×2 direction. For the 5×2 reconstruction we also find a TAADM as the
optimal structure17. Comparing the three optimized reconstructions, it occured to us that
the building block of the 5×2 reconstruction is a mere superposition of the building blocks
A and B of the other two reconstructions. The atomic positions in the 5×2 unit cell turn out
to be virtually the same as those in the respective A and B building blocks of the c(4×2)
and (3×2) surfaces. On the basis of these ab initio results we were led to the expectation
that all higher n×2 reconstructions are just appropriate superpositions of A and B building
blocks.
Therefore, we have extrapolated our TAADM to higher n values and suggest that n×2
reconstructions are simply appropriate superpositions of A- and B-type building blocks. In
the general n×2 model with n > 3 each reconstruction contains l A-type and m B-type
building blocks whereby n = 2 · l + 3 ·m with l ≥ 1 and m ≥ 1. To corroborate this idea
we have carried out very demanding ab initio calculations on 7×2 and 8×2 reconstructions
investigating a host of conceivable surface structures. In the latter case there are 158 atoms
per supercell leading, e. g., to 3300×3300 Hamiltonian matrices. For both surfaces we
find our TAADM to be the locally stable energy-minimum configuration. The optimized
structures are shown in Fig 1 (a). Both reconstructions consist indeed of A- and B-type
building blocks with atomic positions very similar to those in the respective c(4×2) and
3×2 reconstructions. The optimized 7×2 and 8×2 structures are obviously AAB and ABB
reconstructions, respectively. The 8×2 structure exhibits one DA and two DB addimers per
surface unit cell. The DB dimers reside significantly higher above the surface than the DA
dimers (see the side view in Fig. 1 (a)) giving rise to pairs of Si addimer nanolines in an
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Figure 1. (a) Top views of the optimal surface structure of the 7×2 and 8×2 TAAD models of SiC(001). For the
8×2 TAADM a side view is shown, as well. The atoms of the Si sublayer are shown by open circles. Building
blocks A and B are indicated by red squares and blue rectangles, respectively. (b) Relative formation energies per
1×1 unit cell of the c(4×2) and n×2 surfaces (referred to the 3×2 reconstruction) as a function of µSi.
8×2 periodic arrangement in very nice agreement with STM experiments15.
The formation energies of some n×2 reconstructions with n up to 11 are shown in
Fig. 1 (b) as functions of the chemical potential µSi of Si in the gas phase. The decom-
positions of these structures in A and B blocks is given in the figure, as well. Note that,
e. g., the 11×2 surface has two realizations differing in adatom coverage. For Si-poor
and Si-rich conditions the c(4×2) and 3×2 reconstructions are lowest in formation energy,
respectively. All other n×2 reconstructions fall in between these two limits. Our general
TAADM explains a wealth of observations on n×2 surfaces as discussed in detail else-
where18. In particular, it shows in agreement with experiment that neither a primitive 4×2
nor a 6×2 reconstruction occurs. Other n×2 reconstructions with larger even n are possi-
ble, however. Moreover, it allows us to rationalize the occurrence of a wealth of periodic
and nonperiodic Si addimer nanostrings, as observed in experiment15.
4 Adsorption of Acetylene on SiC(001)-(2×1)
The SiC(001) surface offers a broad range of adsorption channels for organic molecules
due to its rich variety of reconstructions. In this brief report we focus on acetylene (C2H2)
adsorption on SiC(001)-(2×1). In particular, we show that acetylene experiences a com-
pletely different bonding configuration on SiC(001)-(2×1) than on the Si(001)-(2×1) sur-
face. Fig. 2 (a) gives an overview of the investigated sites for acetylene adsorption. Acety-
lene has a C≡C triple bond consisting of one σ and two pi bonds. The two pi bonds are
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Figure 2. (a) Top view of the Si-terminated SiC(001)-(2×1) surface with various adsorption sites for acetylene.
Hydrogen atoms are omitted for clarity. Carbon atoms of adsorbed molecules are shown by black dots. Large
ocher and light ocher circles depict Si atoms on the first and third substrate layers while small blue and light
blue circles indicate C atoms on the second and fourth substrate layers, respectively. (b) Surface band structure
of an acetylene monolayer on SiC(001) in the (1×2)-RB configuration. States that are strongly localized at the
adsorbed C2H2 molecules are indicated by black dots. (c) Charge-density distributions of the 2σg , 2σu, 3σg ,
and 1pig states at the K-point.
highly reactive and interact preferentially with surface dangling bonds, therefore. In the so
called di-σ configurations acetylene is bonded to two Si atoms at the surface and a C=C
double bond is retained in the molecule. These di-σ configurations lead to cross dimer
(CD), on top (OT), end bridge (EB) and paired end bridge (pEB) structures. Alterna-
tively, acetylene can be adsorbed at the surface by formation of four σ bonds between each
molecule and the four Si atoms of two neighboring Si dimers leading to tetra-σ configura-
tions. These are called pedestal bridge (PB) and rotated bridge (RB) structures.
Our investigations19 show that acetylene adsorbs preferentially in rotated-bridge sites
on SiC(001). In the optimal (1×2)-RB surface structure (not shown for shortness) each
surface Si atom is bound to two C atoms of two neighboring acetylene molecules and two
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C atoms on the second substrate layer. This way all atoms of the molecule and the substrate
become fully coordinated. The band structure for the optimized configuration is shown in
Fig. 2 (b). There are four bands of localized surface states which we label according
to the corresponding orbitals of the free molecule. The bonding and antibonding states
formed by the carbon σ-orbitals give rise to the bands 2σg and 2σu which show a strong
dispersion along the ΓJ andKJ ′ direction due to the interaction between carbon σ-orbitals
of neighboring molecules at the surface. Respective charge densities at the K-point are
shown in the upper panels of Fig. 2 (c). The flat band 3σg near −5 eV mostly stems from
the C-H bonds of the adsorbed acetylene molecules (see lower left panel of Fig. 2 (c)). In
addition, the adsorption of acetylene leads to a hybridization of the lowest unoccupied pi-
orbitals of the molecule with the former Si dangling bonds of the surface. Band 1pig results
from one linear combination of these bonding orbitals (see lower right panel of Fig. 2 (c)).
While acetylene perfectly fits into the center between four Si atoms at the SiC(001)-(2×1)
surface, on Si(001) it adsorbes preferentially in (2×2)-pEB and (2×1)-OT configurations.
Due to the correspondingly larger lattice constant of Si a strong bending of the Si-C bonds
would be necessary to achieve a RB structure at the latter surface.
5 Hydrogen-Induced Metallization of the SiC(001)-(3×2) Surface
Turning a semiconducting surface into a metallic one by H adsorption is generally deemed
very unlikely. Yet, recent experiments have provided clear evidence for the metallization of
SiC(001)-(3×2) by hydrogenation9. To explain these findings, Derycke et al.9 conjectured
that the top adlayer Si dimers in the TAADM become saturated, at first, by formation
of monohydrides. Further H adatoms were assumed to break the Si dimers in the third
layer and to become bonded to one of the two Si atoms of the broken dimers, leaving a Si
dangling bond at the other. Within this scenario the Si dangling bonds on the third layer are
stabilized by steric hindrance and would lead to surface metallization. Very recently, this
explanation has been questioned on the basis of several ab initio studies20–23 which find that
the lattice configuration suggested by Derycke et al. for the metallic surface is not stable.
The calculations show that H adsorbs in the optimized structure at the topmost Si layer
forming monohydrides and additional H atoms adsorb on the third layer forming angular
Si-H-Si bonds. These bonds are only partially saturated leading to a surface band structure
which is clearly metallic. We have found that this structure is not the only one leading to a
metallic surface. In a systematic DFT study23 we have scrutinized a number of conceivable
geometries for several degrees of H exposure. We find that H atoms can also occupy bridge
positions in angular Si-H-Si bonds on the second layer inducing metallization, as well. Our
results show in addition that the formation of Si dihydrides instead of monohydrides at the
surface leads to an even more favorable grand canonical potential at high H exposures.
As an example, Fig 3. (a) shows a top and a side view of the optimized structure for
large H exposure. The Si-H bond lengths and the angles between the two Si-H bonds on the
second (third) layer are 1.67 A˚ (1.66 A˚) and 151◦ (127◦), respectively. The corresponding
surface band structure is shown in Fig. 3 (b). It clearly reveals that this adsorption configu-
ration has a metallic surface. The adsorption of H on the second and third layer leads to the
bands B1, B2 and B3. The former two of these bands are located within the gap showing
a large dispersion. Around the M and J ′ points the states B1 and B2 are mainly localized
on the second layer. The band B3 stems from Si-H-Si bonds on the third layer. Fig. 3 (c)
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Figure 3. (a) Top and side view of the optimized H-induced metallic structure. The top dimers are broken and
two canted dihydride units are formed per unit cell due to H adsorption at the top layer. The second and third layer
dimers are also broken establishing angular Si-H-Si bonds with H atoms in bridge positions. (b) Corresponding
surface band structure along high-symmetry lines of the surface Brillouin zone. The dots indicate states whose
charge-density distributions are shown in (c). Displacement patterns of a few salient hydrogen-related vibrational
modes are depicted in (d).
shows the charge density of B2 states near the Fermi level at the J point and close to the Γ
point. At J the state is strongly localized on the third layer Si-H-Si bonds (see top panel)
while near Γ it is mainly localized on the second layer Si-H-Si bonds (see bottom panel).
Thus the wave function character of the states in the B2 band changes entirely from J to
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the region near Γ. Band B1 is fully occupied. The bands B2 and B3 are only partially
occupied and cross the Fermi level giving rise to the metallic surface.
We have also calculated surface phonons at the Γ point. Fig. 3 (d) shows the displace-
ment patterns of salient hydrogen-related vibrational modes. The four modes above 2000
cm−1 are antisymmetric or symmetric vibrations within or between the dihydride units.
These phonon energies are close to typical energies of Si-H stretch vibrations. In contrast,
the frequencies of the highest vibrational modes related to H atoms in the angular Si-H-Si
bonds on the second (1374 cm−1) and third layer (1450 cm−1) are comparatively low. This
is related to the fact that the Si-H bonds in the bridge bonds are much longer (1.67 A˚) and
thus much weaker than a usual short (1.50 A˚) and strong Si-H bond. These fingerprints
of the Si-H-Si bonds in the calculated phonon spectrum have not been observed to date24,
possibly due to a restricted experimental resolution in the low frequency range.
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The atomic geometry and electronic structure is studied by means of ab initio total-energy
and electronic-structure calculations for quasi-one-dimensional (1D) In/Si(111) systems with
different translational symmetries 4×1, 4×2, and 8×2. The chain structure and the trimer
formation are related to the details of the electronic band structure. While 4×1 reconstruction
shows metallic behavior, the 4×2, and 8×2 ones lead to an opening of energy gaps. We show
that the phase transitions give rise to charge density waves in the electron density distribution.
The electron redistributions are identified to play an important role for the transition 4×2 →
8×2. Only a weak tendency for spin ordering accompanying the surface reconstruction is found
within the used spin-polarized density functional calculations.
1 Introduction
Adsorption of indium (In) on Si(111) substrates gives rise to a variety of surface recon-
structions in dependence on the coverage with a tendency to be semiconducting below one
monolayer or to be metallic at larger coverages. Most interesting is the borderline of these
coverages for one monolayer for which a 4×1 phase occurs at room temperature (RT).
Using grants of computational time by the John von Neumann Institute for Computing
(NIC) we have performed highly demanding first-principle calculations in order to study
atomic geometry, electronic band structure, and spin dependence of In chains on Si(111)
substrates. We focus our attention to the interplay between the atomic structure of a given
translational symmetry and the spatial distributions of charge, spin and electronic states.
The results are discussed in terms of possibly occurring charge or spin density waves. The
manifestation of charge density waves is studied in details. We try to extract driving forces
for the reconstructions.
2 Motivation
True one-dimensional electronic systems have attracted great interest because of their
expected exotic electronic properties, which include charge-density wave (CDW), spin-
density wave (SDW), triplet superconductivity, and Luttinger-liquid (LL) behavior1. Prop-
erties of electrons related to charge and spin may be separated in a quasiparticle picture2.
In a LL the electron loses its identity and separates into two quasiparticles. In a photoemis-
sion experiment the excitation should decay into a spinon that carries spin without charge
and a holon that carries the positive charge of a hole without its spin. Metal chains of
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Figure 1. Side view of In/Si(111) system. The 4×1 reconstruction is based on double zig-zag chain formation of
In atoms.
clear 1D character should exhibit a Peierls instability3 which results in a phase transition
accompanied by a change in the translational symmetry. In quasi-1D metallic systems,
electrons and holes near the Fermi energy often couple strongly with lattice vibrations,
thereby generating a periodic spatial modulation of charge, i.e., a CDW which may open
a band gap, a CDW gap1, 4. Indeed, for the quasi-1D In/Si(111) system phase transitions
have been observed. The 4×1 arrangement of the In chains was found to undergo a re-
versible temperature-induced phase transition below 120K4, 5. At a transition temperature
of about 100K, a 4×2 phase occurs that gradually changes over into a 8×2 structure after
further cooling4–6. The principle structure of In chains at 1 ML coverage is shown in Fig. 1.
Whereas the generally accepted structural model of the RT 4×1 structure7, 8 is able to ex-
plain well the majority of experimental observations, there are limitations6 of the structural
models proposed for the 4×2 and 8×2 reconstructions7, 8. These models are based on the
assumption that mainly the outer In atoms of the paired zigzag subchains of metal atoms
should be affected by the reconstruction and not the inner In atoms. A tendency for pairing
of the outermost chain atoms is accompanied by the formation of trimers5. However, the
arrangement of the trimers is under debate9.
3 Method and Numerical Details
The total energies and the electronic structures are calculated within the density functional
theory (DFT)10 and the generalized gradient approximation (GGA)11 for exchange and
correlation. In the spin-polarized case the correlation energy for arbitrary polarization is
determined by the same interpolation as for the exchange energy12. Explicitly we use the
VASP code13. The electron-ion interaction is basically treated by non-norm-conserving
ultrasoft pseudopotentials14.
The Si(111) surface is simulated by repeated asymmetric slabs with six Si bilayers and
a vacuum region of the same extent15. The bottom side of each slab with fixed atomic
positions is saturated by hydrogen atoms to simulate bulk Si. The addition of a half Si
adlayer and a complete In monolayer allow us to model the quasi-1D In/Si(111) systems
with 4×1, 4×2, or 8×2 translational symmetry.
The k-space integrations for total energies and charge densities are done with a 4×8
Monkhorst-Pack (MP) type mesh16 (32 k-points) in the surface Brillouin zone (BZ) of the
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Figure 2. Top (left) and side (right) views on In/Si(111) surface with 4×1 translational symmetry.
4×1 structure. The number of k points is correspondingly reduced for the larger surface
unit cells, 4×2 and 8×2 (4×4 and 2×4 MP type meshes). The atoms in the three lower
bilayers are used to keep their bulk positions during the ionic relaxation. Using a variety of
starting geometries representing a defined translational symmetry, several model structures
have been tested and compared with respect to their total energy. The surface geometries
are determined by relaxing the atomic positions until the Hellmann-Feynman forces are
less than 10 meV/A˚.
4 Results
4.1 Atomic Geometry
In the case of a monolayer In coverage on a Si(111)substrate, the lowest total energies have
been obtained for the chain model7, 5 in Fig. 2 representing the 4×1 surface translational
symmetry. Indium chains (wires) are composed of two zigzag rows (or subchains) parallel
to the [1¯10] direction. Below the In layer there are zigzag chains of Si atoms which separate
the In nanowires in [112¯] direction. The arrangement of the Si atoms exhibits similarities
with the reconstruction elements of the Si(111)2×1 surface assuming the pi-bonded chain
model15, 17. The In atoms at the chain edges (outermost or outer In atoms) are adsorbed
at almost T4 and H3 adsorption sites of the Si(111) surface17. They lie higher than the
In atoms in the interior of the chains, i.e., the In atoms belonging to adjacent subchains.
These inner In atoms are adsorbed at on-top sites and, in turn, lie higher than the atoms in
the Si chains. Mostly the actual arrangement of the outer In atoms determines the surface
translational symmetry 4×1 (Fig. 2), 4×2 or 8×2 (Fig. 3).
The overall structure of the In chains and their arrangement with respect to the Si
atoms between the chains as well as the Si substrate atoms, agree well with the other
first-principles calculations8, 9, 18–20 as well as the data of x-ray diffraction7 and low energy
electron diffraction (LEED)21. The calculated In-In bond lengths in the two subchains of
2.96-2.97 A˚ slightly overestimate the sum 2.88 A˚ of two covalent radii (1.44 A˚) of In
atoms, while the average distance 3.12 A˚ of two In atoms in adjacent subchains comes
closer to the nearest-neighbor value 3.25 A˚ in a bulk In metal. The interatomic distances of
the In chain atoms to the Si atoms in the trenches as well as in the substrate are only a little
bit larger than the sum 2.55 A˚ of the covalent radii of In (1.44 A˚) and Si (1.11 A˚). Our op-
timized structure shows excellent agreement with the LEED findings21. In principle, such
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Figure 3. Top view of In/Si(111) 8×2 (4×2) translational symmetry. In the case of 4×2 reconstruction the
trimers in different wires would be in phase. The pairing/trimer formation of In atoms is indicated by arrows.
a statement is also valid for the comparison with the SXRD data7 and the other ab-initio
calculations8, 20. In the 4×2 case we confirm that the outer In chain atoms are displaced
by about 0.3 A˚ towards each other to form pairs and finally trimers with one of the inner
chain atom (see Fig. 3). This movement gives rise to a doubling of the periodicity along
the chains. As a result, two trimers (each in one subchain) belong to a 4×2 unit cell. The
remaining inner In atoms form less bonded pairs. A possible trimer arrangement (giving
rise to the lowest total energy) is shown in Fig. 3. The energy gain of this reconstruction is
small. We find that the 4×2 geometry is more stable than the 4×1 surface by about 3 meV
per 4×1 unit cell. In the 8×2 case the trimer arrangement of Fig. 3 yields to a minimum on
the total-energy surface with a rather small energy gain with respect to the 4×2 geometry.
Our 8×2 structure gains 0.9 meV per 4×1 unit cell with respect to the 4×2 reconstruction.
4.2 Band Structure
The resulting electronic band structures are plotted in Fig. 3 versus high-symmetry lines
in the BZs for the 4×1 and 4×2 reconstructed surfaces. The border lines of the irreducible
part ΓXMY Γ and ΓX ′M ′Y ′Γ of the two adopted rectangular BZs are chosen. The Fermi
levels are calculated to be about 0.14 eV (4×1) or 0.13 eV (4×2) above the bulk valence
band maximum for the two geometries. In the 4×1 case the band structure in Fig. 3(a)
clearly represents a metallic surface. One does not observe any surface states in the pro-
jected Si band gap along the ΓY direction perpendicular to the chains. However, for the
parallel direction XM at the BZ boundary four surface bands with weak dispersion are
visible below the Fermi level. They show a stronger dispersion along the chains, i.e., along
ΓX and MY . Three surface bands m1, m2, and m3 cross the Fermi level and vary be-
tween the energetical regions of bulk valence and conduction bands. They are partially
filled with 0.17 (m1), 0.83 (m2), and 1.00 (m3) electrons22. The described band-structure
picture is in agreement with calculations8, 23 and PES/IPES measurements6.
The band structure of the In/Si(111)4×2 surface in Fig. 3(b) cannot solely be explained
in terms of folding of the 4×1 bands due to the reduction of the BZ in the direction parallel
to the chains. Rather, due to the discussed distortions of the geometry with respect to the
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Figure 4. Electronic band band structures of In/Si(111)(4×1) (a) and 4×2 (b) surfaces versus wave vectors
along high symmetry lines parallel and perpendicular to the chains in the corresponding Brillouin zones. The
horizontal lines define the Fermi levels. The adsorbate-related surface bands in the projected fundamental gap of
Si are denoted by m1, m2, and m3 (4×1) or M1, M2, M3, and M4 (4×2).
4×1 surface, in particular the pairing mechanism, degeneracies of bands are lifted and at
band-crossing points band repulsion occurs. One observes four new surface bands M1,
M2, M3, and M4 in the projected bulk fundamental gap which do not cross each other.
These bands consist of folded branches of the former m1, m2, and m3 bands, but their
dispersion is remarkably modified by the opening of band gaps22. However, there is no
opening of a true gap separating completely occupied and empty surface bands, so that the
4×2 surface with the geometry of Fig. 3 remains metallic.
4.3 Charge Density Waves
The changes of the band structures in Fig. 3 between the 4×1 and 4×2 geometries and
the small variations of the total density of states are accompanied by a redistribution of
the electrons in the surface region which may result in a CDW along the chains. In order
to demonstrate this effect, in Fig. 5(a) we have plotted the difference of the total electron
density of the 4×2 surface and the corresponding density for the 4×1 reconstruction in the
area of a 4×2 unit cell. Figure 5(b) shows a similar contour plot for the 8×2 reconstruction
with respect to the 4×1 surface.
The variations of the electron density in the 4×2 case relative to the 4×1 density clearly
indicate the pairing mechanism as the driving force for the phase transition 4×1→4×2.
Figure 5(a) shows an increase of the electron density in the region between two paired
atoms in each subchain and an electron deficit in the adjacent regions. The probability to
find electrons seems to be also increased in the regions of the Si-In bonds. In-In bonds
become somewhat ionic in the 4×2 case. In addition, there is also an increase of electron
density in the region between two adjacent trimers belonging to two different subchains.
A deficit of electrons is obvious between two trimers in one subchain. The redistribution
of electrons is similar in the 8×2 case.
Considering the situations in the two subchains separately, one may immediately inter-
pret the phase transition 4×1→4×2 as well as 4×1→8×2 as the formation of a CDW (in
each subchain). It seems that in Fig. 5(a) (i.e., for 4×2 surface) two CDWs of this kind
are locked in during the temperature-induced phase transition. In the 8×2 case (Fig. 5(b)),
more or less one CDW is locked in for each wire.
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Figure 5. Difference of the total valence-electron densities of the 4×2 and 4×1 (a) or 8×2 and 4×1 (b) In/Si(111)
surfaces. Red color indicates regions of electron excess, whereas blue color describes regions of electron deple-
tion.
4.4 Spin Density Waves
The question is if such a spinol-holon separation announced for 1D systems and a Luttinger
liquid can also happen in a real quasi-1D system and lead to a spatial spin distribution
different from the charge distribution. One may discuss the occurrence of a periodic mod-
ulation of the distribution of the electron spins along the chain direction. Therefore, simi-
larly to the discussion of possible CDWs accompanying the phase transitions 4×1→4×2
and 4×2→8×2, we ask the question whether a periodic spin arrangement may stabilize a
certain surface reconstruction or not. For that reason we perform spin-polarized total en-
ergy calculations for a given atomic geometry but for different distributions of the electron
spins over the In chain atoms in the nanowires on the 4×1-, 4×2- and 8×2-reconstructed
In/Si(111) surfaces. Initial spin arrangements for 4×1, 4×2 are shown in Fig. 6. They
represent antiferromagnetic orderings with a vanishing total spin of the 4×1, 4×2 and also
8×2 unit cell. We search for local minima on the total-energy surface with a finite magne-
tization density of the chain systems. The values of the initial local spins are varied until
an energy minimum is reached. The resulting energies are compared with those obtained
in the case without spin polarization.
The four initial configurations in the 4×1 case represent arrangements of subchains
with ferromagnetic (configurations 3 and 4) or antiferromagnetic (configurations 1 and
2) orderings, which may be displaced against each other. The total magnetic ordering in
each complete wire is antiferromagnetic in all starting configurations. However, the opti-
mization of the total energy leads to almost vanishing magnetic effects. Consequently, the
accompanying energy gains are only of the order of 1 meV and the maximum splitting of
the surface bands amounts to 6 meV form3 nearX andM . The same result is obtained for
the first configuration in the 4×2 case (Fig. 8(b)). The combination of two ferromagnetic
subchains is not possible. The arrangement of antiferromagnetic subchains displaced by
the vector against each other (configuration 2) gives rise to a slightly larger magnetization
of 0.02µB. But still all accompanying effects are negligible. We conclude that a tendency
for magnetic ordering within the In chains and, hence, the tendency for formation of SDWs
is extremely small for the atomic geometries under consideration. There are practically no
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Figure 6. Initial spin configurations (top views) in the In chains of In/Si(111) with 4×1 (1-4) and 4×2 (1b, 2b)
translational symmetry. Spin-up and spin-down are indicated by corresponding arrows.
additional driving forces for the studied reconstructions due to a certain antiferromagnetic
ordering of the In atoms in the quantum wires.
5 Concluding Remarks
In summary, the atomic, electronic, and spin structures of arrays of quasi-1D indium chains
on Si(111) substrates have been investigated by ab initio density-functional theory calcu-
lations. In the case of the room-temperature 4×1 surface structure, excellent agreement
has been found with experimental results and results of other ab-initio calculations for
the atomic structure and the band structure. We agree with recent x-ray diffractions mea-
surements and total-energy optimizations that pairing of In atoms in the subchains and the
accompanying formation of trimers is the basic mechanism of the observed temperature-
induced surface phase transitions 4×1→4×2 and 4×2→8×2 between different surface
reconstructions. The geometric distortion due to the pairing gives rise to gap openings
near band crossings along chain directions. However, despite the opening of gaps in the
surface band structure, there are still two bands which keep a metallic character of the sur-
face, although with a reduced density of the free carriers. The comparison of the electron
densities of the 4×1 and 4×2 surfaces clearly indicates the formation and the lock-in of
phase-shifted charge density waves in each subchains. According to the simulated electron
excess and deficit regions, the phase transition 4×2→8×2 should not be traced back to a
CDW mechanism. Rather, the large distances of the chains of about 11 A˚ and the formation
of a weak effective 2D ionic lattice due to the In-In pairing suggest long-range electrostatic
forces as driving forces for the phase transition. The total-energy calculations with inclu-
sion of the spin polarization clearly showed that practically there are not tendencies for
magnetic orderings by antiferromagnetic spin arrangements and spin density waves. We
conclude that modulations of the spin density do not contribute to a stabilization of neither
the room-temperature nor the low-temperature phases of the In/Si(111) surface.
We have to mention that recently another hexagon-based 4×2 reconstruction geometry
has been proposed9. Its band structure indicates a nonmetal but its energetical stability is
under discussion24.
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We present ab initio calculations of low-dimensional systems with complex magnetic ground
states. The computational method and its efficient implementation on massively-parallel su-
percomputing architectures is outlined and characteristic examples from the field of ultra-thin
magnetic films and nanowires on stepped surfaces are given. These calculations allow not only
the description of the ground state properties, they may be also exploited for the prediction of
finite-temperature properties of this technologically important class of materials.
1 Introduction
The miniaturization of magnetic data storage devices forces modern technology to store a
bit of information on increasingly smaller units of magnetic material. In the limit of a few
hundred atoms that are supposed to represent this bit on a microscopic level, the stability
of the magnetic structure is pushed to its limits. External fields or thermal fluctuations may
destroy the magnetic order easily and thus render the storage device unuseful for many
applications. The magnetic boundary between individual bits may become larger than the
bits themselves. Such technological problems call for the development of new materials
that are able to overcome the limitations of conventional magnetic storage materials. The
Institute for Solid State Research (IFF) investigates various possible candidates for new de-
vice technology including ferroelectric materials, tunneling magnetoresistance structures,
and improved magnetic material combinations. In the following examples, we will focus
on the latter.
An understanding of the magnetic properties on a microscopic level can only be gained
on a quantum-mechanical level. The institute Theory I in the IFF has, therefore, developed
computational methods to investigate theoretically these properties based on quantum-
mechanics. Such methods that require no experimental input parameters are often referred
to as ab initio methods. The computational effort of an ab initio investigation of “real”
materials can be tremendous and it is the combination of high-performance computing and
theoretical material science that lies on the basis of success. In this respect, only the close
collaboration between the Central Institute for Applied Mathematics (ZAM) and the IFF
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in the Research Centre Ju¨lich made it possible to perform leading-edge material science
calculations.
2 Method & Computational Scheme
Density functional theory provides the framework of most ab initio methods used in solid-
state physics. The quantum-mechanical equations at the basis of this theory are differential
equations similar to the Schro¨dinger equation. They determine the wavefunctions, from
which all further properties of the studied system are derived, most important of which
is the electron density n entering the density functional theory. If these wavefunctions
are expanded in basis-functions, the differential equation can be recast in the form of a
standard problem of linear algebra, the eigenvalue problem
H[n]c = Sc (1)
where the matricesH and S are of the dimension of the number of the used basis-functions.
The problem is to determine the eigenvector c, that specifies the wavefunction and the
scalar  that is the eigenvalue corresponding to the wavefunction. In general the ground
state density n is unknown. Giving a start density, the solution of Eq. (1) determines the
density entering again in Eq. (1). Obviously, this defines a selfconsistency problem in
which Eq. (1) is solved during each self-consistency step.
In an infinite periodic system the number of basis-functions, that have to be used, is
of course infinite. But the translational symmetry of the periodic crystal allows to block-
diagonalize the matricesH and S into an infinite number of finite matrices that are labeled
by a vector, the k-point. The size of one such matrix is determined by the chemical and
structural complexity of the system at study, i.e. the larger the unit-cell of the crystal,
the larger the size of the matrix. Of this infinite number of matrices, only a subset is
actually calculated and then an interpolation is done, to account for the remainder. Here, a
small unit-cell (or periodicity) requires a larger set of samples that have to be taken for the
interpolation.
In summary, the (main) computational problem consists of either the solution of a few
large eigenvalue problems or the solution of many small ones. Both tasks can be paral-
lelized, the latter one very simple and efficiently by distributing the small eigenvalue prob-
lems over individual nodes of a parallel-computer. Distribution of a single, large eigenvalue
problem over many nodes can be handled by optimized libraries like ScaLAPACK. This
kind of parallelization requires more communication than the previous one, but reduces
the memory requirements on a singe node, thus enabling calculations of systems with very
large unit cells. Our parallelization scheme, employed in the FLEUR-code1 relies on a
combination of both strategies to optimize the performance for all types of problems (cf.
Fig. 1)
Compared to non-magnetic problems, the accurate treatment of magnetic systems
in density functional theory is a computationally much more demanding task: non-
collinearity (i.e. if the magnetic order is not simply ferro-, ferri- or antiferromagnetic)
and/or spin-orbit coupling effects increase the dimension of the eigenvalue problem by
a factor of two. The magnetic unit cell is usually larger than the chemical one, and its
size is generally not known in advance. The symmetry, that can be exploited in these cal-
culations is normally reduced (e.g. changing a real symmetric eigenvalueproblem into a
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Figure 1. Combined parallelization used in the Fleur-code: depending on the problem, either a large number of
small matrices or a small number of large matrices have to be diagonalized. In the former case, the “k-point paral-
lelization” is most efficient, the latter case calls for “eigenvector parallelization”. Both schemes can be combined
as indicated on the left. Performance tests (right) allow to find optimized ways, how both parallelizations should
be combined for specific problems.
complex hermitian one) and the involved energy scales are very small. Not many ab initio
methods worldwide are suited for such complex calculations. The full-potential linearized
plane wave method, as implemented in the FLEUR-code, provides a powerful tool for the
computational investigation of general, non-collinear magnetic structures2.
3 Applications
Low-dimensional magnetic systems differ in many respects from what is known from bulk
structures: the magnetic order, the ordering temperature, the magnetization direction, the
magnetic domains and their separating walls are not only different in a thin film or a wire,
they can also depend on different physical parameters than in a three-dimensional solid.
While in bcc Fe, hcp Co, or fcc Ni the magnetic properties are mainly determined by
the elements interaction with its 8 or 12 nearest neighbor atoms, in low dimensions the
coordination is reduced (2 – 6 nearest neighbors) and a more “atomic like” behavior can
be observed: the magnetic moment is higher, orbital magnetism becomes important, the
ordering temperatures (in the ferromagnetic case the Curie temperature) is lowered. Since
the thin film or wire has usually to be stabilized on a supporting surface, interactions with
this substrate can further influence the magnetic properties.
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3.1 Thin Magnetic Films
Thin films of iron or manganese on a transition-metal substrate illustrate the peculiarities
met in low-dimensional systems: the spin moment of Fe, which is 2.2µB in bcc Fe, in-
creases to 2.7µB for a Fe monolayer on Cu(111) and even 3.2µB on Ag(111). On the
weakly interacting close-packed surfaces of the coinage metals Cu and Ag, that only pro-
vide a template on which the Fe atoms are grown, the magnetic (spin) moment increases to
almost atomic-like values (4µB). Also on the (001) surface of Cu, Fe has a large magnetic
moment, and in all these examples Fe forms a ferromagnetic film. Unfortunately, this fer-
romagnetic order, which is technologically desirable, is not very stable against temperature
fluctuations. The weak interaction with the substrate, which on the one hand increases the
magnetic moment, on the other hand does nothing to increase the Curie temperature, which
is – in these systems – determined both by the (exchange) interactions to the neighboring
atoms and by the magnetic anisotropy, a relativistic effect. The latter effect is strong for
heavy atoms, but the atoms at the bottom of the periodic table do not easily form magnetic
moments in the condensed state. Therefore, combinations of light magnetic species and
heavy substrate atoms become technologically more and more important.
If one tries to increase the interaction with the substrate and the magnetic anisotropy by
e.g. replacing copper by the heavier element tungsten, surprisingly also the magnetic order
is changed: a monolayer of Fe on W(001) is no longer ferromagnetic, but shows instead
a checkerboard like magnetic structure (cf. Fig. 2). This unexpected change of magnetic
order was not only predicted by our calculations, it was also confirmed experimentally3.
But further calculations revealed more surprises: many magnetic elements change their
magnetic ground state on the W(001) substrate, Co becomes antiferromagnetic, but Cr and
Mn, normally antiferromagnetic, turn into ferromagnets with large spin moments4. Using
different substrates, it is possible to tune the magnetic interactions to form a variety of
magnetic structures in a way unknown in bulk systems.
Beautiful examples of complex magnetic structures are formed, when the magnetic
interactions are on the border between antiferromagnetic and ferromagnetic and for cer-
tain topologies of the crystal lattice: e.g. we have predicted a complex, three-dimensional
magnetic structure for Mn on Cu(111), which is formed from four chemical unit cells5.
Recently, a magnetic structure consisting of at least 15 chemical unit cells was found ex-
perimentally for Fe/Ir(111)6. Theoretical considerations have shown, that such a magnetic
structure can arise from an even more complex non-collinear state, which is currently under
investigation. The unit cells required for such a study contain 150 atoms and the matrices,
that have to be diagonalized numerically require not only more than 10 GB of memory, but
also computing time that is only available on massively parallel supercomputers.
While these magnetic superstructures are probably only stable at low temperatures,
other complex magnetic patterns are formed when the temperature is above zero. A snap-
shot of an (e.g. ferro-) magnetic material at finite temperatures will show a superposition
of various elementary magnetic excitations, or magnons, which form a non-collinear mag-
netic state. Ab initio calculations of these snapshots allow – in conjunction with statistical
methods – to access important material properties like the Curie temperature7. As we
pointed already out, the ordering temperature of two-dimensional systems depends not
only on the interactions between the neighboring spins in the lattice, but also on the in-
teraction of the spin with the field of the crystal lattice itself. This arises from spin-orbit
interaction and our method allows us to investigate this tiny relativistic effect (which be-
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Fe/Cu(001)
Fe/W(001)
Mn/Cu(111)
Fe/Ir(111)
Figure 2. Magnetic structures of thin Fe and Mn films on different substrates: on a square lattice, like Cu(001),
collinear magnetic order is common, on triangular lattices, like Cu(111), more complex, non-collinear magnetic
ground states can be obtained. The magnetic ground-state of Fe on Ir(111) (lower right) is currently under
investigation.
comes important on a large scale) from first principles. To determine this effect accurately,
a large number of k-points has to be sampled, requiring that many eigenvalue-problems
have to be solved.
3.2 Magnetic Nanostructures
Even more exotic properties can be encountered in magnetic materials, when the dimen-
sionality is lowered further to one or zero dimensions. Of course, in practice these wires or
clusters have to be supported on some substrate again, so that strictly speaking only quasi-
lowdimensional structures are obtained. But experimental techniques have been refined in
the last years, to produce well-defined magnetic nanostructures and to characterize their
magnetic properties in some detail.
One way to stabilize a one-dimensional magnetic structure is to grow magnetic atoms
along the step-edges that occur on surfaces. E.g. a Pt(997) surface has rather smooth
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Figure 3. Left: Schematic picture of a single Co chain on a stepped Pt substrate (top) and chains of different width
(n = 1−6) on a step-edge. The magnetization direction (indicated by red arrows) oscillates as the wires increase
in width. Right: Magnetocrystalline anisotropy energy (MAE, full diamonds) and average orbital moment on Co
(empty circles) for Co chains of different width (denoted by n) on Pt(664). Note the different scales for MAE
(left) and orbital moments (right).
step-edges that are separated by about 2nm and close-packed Pt(111) terraces in between.
Experimentally, it was possible to grow not only a singe Co-wire along these edges, but
also thicker wires consisting of n strands (n = 2, 3, 4, ...). The magnetic measurements
of these wires revealed a peculiar behavior8: While the magnetization of the single wire is
perpendicular to the wire-axis and points towards the upper terrace, for thicker wires the
direction of the magnetization changes towards the lower terrace and finally – for a closed
Co overlayer – stands perpendicular to the vicinal surface. The magnetic anisotropy also
oscillates from large (n = 1), to very small (n = 2) then rises again for n = 4, and finally
settles down to the value known for Co layers on Pt(111).
To explain this surprising magnetic behavior, we performed ab initio calculations of
Co wires on a Pt(664) surface9, 10. On this surface, the step-edges are a little bit denser
packed than on Pt(997), nevertheless the unit-cells required to calculate this surface has
to include already 45 atoms. In such a calculation the surface is modeled by a film of
finite thickness, so that the innermost layer of this film has already bulk-like properties. In
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the present case this thickness corresponds to about 7 Pt(111)-type layers. We studied the
effects of relaxation for the case of a single Co wire on this surface9. To compensate for
the loss of coordination, these relaxations tend to decrease the distance of the step-edge
atoms to their nearest neighbors, restoring partially a bulk-like magnetic behavior (e.g.
smaller orbital moments and a smaller magnetic anisotropy). But this effect seems to be
counteracted by the increasing importance of correlations in low-dimensional materials, so
that experimentally the signatures of low-dimensional magnetism are clearly seen.
Our calculations of thicker Co wires not only revealed the same oscillatory behavior
of the magnetization direction and magnetic anisotropy as was found experimentally (cf.
Fig. 3), with the help of our calculations we can also propose a simple physical model that
accounts for the experimental observations10: If we decompose the overall magnetic prop-
erties into contributions of the individual strands of the multi-wires, we can identify four
different types of strands, which show a characteristic behavior of the magnetic proper-
ties on the magnetization direction (which we can choose freely in the calculation). Since
exchange-coupling requires all the magnetic moments of the wires to point in a common
direction, this can lead to frustration effects: Properties, like the magnetic anisotropy of
the multi-wire can get very small as compared to a single wire, due to a compensation of
contributions of different strands. This explains e.g. the tiny anisotropy of the double-wire,
but also the increase of the anisotropy in thicker wires.
4 Conclusion
We presented examples of calculations of magnetic monolayers of Fe and Mn on different
substrates, as well as Co wires on stepped surfaces. Due to their complexity, these cal-
culations quickly go beyond the limits of conventional computational resources and call
for supercomputers as provided by the John von Neumann Institute for Computing (NIC)
and the Central Institute for Applied Mathematics (ZAM) in the Research Centre Ju¨lich.
The close connection to experimental institutes within and outside the Research Centre
in combination with a critical amount of CPU time on supercomputers gives us a cutting
edge in responding to the challenging questions in the physics of modern magnetism and
on magnetic materials with technological relevance where the investigation by ab initio
calculations can lead to deeper understanding and the prediction of new promising materi-
als.
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We give a short review of first-principles computational investigations carried out on the high-
performance supercomputer facility JUMP at the Forschungszentrum Ju¨lich. Within the frame-
work of Density Functional Theory (DFT) and Density Functional Perturbation Theory (DFPT)
we calculate force constants and phonon spectra of various Heusler alloys and Fe based Invar
materials using the Vienna Ab Initio Simulation Package (VASP) and the Plane Wave Self-
Consistent Field (PWSCF) method.
1 Introduction
Recent technological developments concerning “smart materials” show that a microscopic
understanding on an ab initio basis is needed, for example, for a breakthrough in the field
of magnetic shape memory (MSM) alloys recently discovered1. Magnetic Heusler alloys
exhibit the MSM effect with magnetic-field-induced strains up to 10%, which opens a field
of tremendous technological applications. In order to understand this effect, a detailed
knowledge of the difference between structurally stable and unstable Heusler alloys on a
microscopic scale is needed. In this investigation we concentrate on two kinds of systems,
ternary Heusler alloys and binary alloys like Fe3Ni and Fe3Pt, which in turn will be shown
to behave in similar manner to the Heusler systems.
2 Method
2.1 First-Principles Calculations
The Vienna ab inito Simulation Package2, 3 (VASP) has been used to perform the electronic
structure calculations. The projector-augmented wave formalism (PAW) implemented in
this package3 leads to very accurate results comparable to other all-electron methods. The
electronic exchange and correlation are treated within density functional theory by using
the generalized gradient approximation. The expansion of the electronic wave-functions in
terms of plane waves was done using the “High Precision” option, which corresponds to the
kinetic energy cutoff as high as 337.3 eV or more, depending on the system. Integrations
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Figure 1. On top: (a) A conventional tetragonal cell used in the electronic structure calculation of Heusler alloys
and (b) corresponding supercell used in the phonon calculation. All Hesuler compounds considered in this work
have the same structure and formula unit X2YZ. Below: (c) The L12(Cu3Au) structure with unit cell of space
group Pm3¯m number 221, (O1
h
cubic) of Fe3Ni (Fe3Pt) used in the electronic structure calculations. (d) The
4 × 4 × 4 supercell containing 256 atoms (192 Fe- and 64 Ni-atoms) used in the direct force constants method
for the calculation of phonon dispersions using the packages PHONON4+VASP2 and (e) the D03 structure (bcc)
with unit cell space group Fm ¯3 m (O5
h
) of AlFe35.
over the whole Brillouin zone were performed using special k-points. For Heusler alloys,
the electronic structure calculations were done using the conventional tetragonal cell (see
Fig. 1(a) ) with a high density of k-point mesh of 12×12×10 points. For the phonon
calculations in a 1×5×1 supercell (see Fig. 1(b)) the k-points mesh was 10×2×8. While
the dimensions of the supercell are given with respect to the conventional tetragonal cell.
For binary alloys of Fe3Ni and Fe3Pt (fcc cell of L12 and bcc-like D03 structures, see
Fig. 1(a and c)) we used a Monkhorst-Pack grid of 12×12×12 k-points while a 2×2×2
mesh was used for the phonon calculations of fcc Fe3Ni shown in Fig. 1(d).
2.2 Phonon Calculations
2.2.1 Direct Method
In order to calculate the phonon dispersions we have used the direct force constant method4
with forces determined from total energy calculations by using the Hellmann-Feynman the-
orem. The reference lattice parameters (a = b = c) refer to the conventional cubic (CC)
L21 structure of the Heusler alloys, all crystallographic directions in this work are specified
with respect to the CC cell. While the calculations were done using smaller conventional
tetragonal (CT) cell with lattice parameters at = bt = a/
√
2, ct = c (see Fig. 1(a)).
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System a
L12
(A˚) (fcc) a
D03
(A˚) (bcc-like)
Fe3Ni 3.58785644 5.71118938
Fe3Pt 3.60052116 5.93777408
Table 1. Lattice parameters obtained from VASP calculations for the L12 (fcc) and the D03 (bcc-like) structure
for Fe3Ni and Fe3Pt in the ferromagnetic state.
The phonon calculations for Heusler alloys were done with an elongated 1×5×1 super-
cell based on the CT cell, see Fig. 1(b). The supercell is subject to periodic boundary
conditions and has orthorhombic symmetry. Five CT cells were joined together along
[110] giving ten subsequent (110) atomic planes along the [110] direction. Displace-
ments of each single atom induce forces acting on all other atoms within the supercell,
which yields the force-constant matrix and, consequently, the phonon frequencies and cor-
responding eigenvectors. In this work, 1×5×1 geometry yields five points in the Brillouin
zone along the [110] direction where phonon parameters are exact. These five vectors sat-
isfy exp (2piıkL · L) = 1, where L denotes indices of the lattice constants in the supercell
(in our case from 0 to 4, giving points ζ = 0.0, 0.25, 0.5, 0.75, 1.0, for the normalized wave
vector [ζ, ζ, 0], which spans our Brillouin zone from its center to the boundary). For the
1×5×1 supercell, within the half supercell length (five atomic planes), the force constants
decrease by several orders of magnitude, thus being sufficient for accurate calculations of
the phonons. The atomic displacements were of the order of 0.03 A˚. The force constants
have been calculated for the relaxed and completely force-free equilibrium structures, the
lattice parameters of which are given in Table 1.
The method is also applied to fcc Fe3Ni to calculate phonons along high symmetry di-
rections for the L12 structure (see Fig. 1(c)) at lattice constant 3.58795644 A˚ obtained from
VASP calculations. The supercell used in the phonon calculation was a 4×4×4 periodic
supercell (see Fig. 1 (d)).
2.2.2 Linear Response
In the linear response method the dynamical matrix is obtained from the modification of
the electron density, via the inverse of the dielectric matrix describing the response of the
valence electron density to a periodic lattice perturbation. The dielectric matrix is then
calculated from the eigenfunctions and energy levels of the unperturbed system14. Phonon
dispersions can be determined at any wave vector in the Brillouin zone. The method has
been applied with success to Ni2MnGa6 and to alloys related to our present study6, 7.
We have applied this method to calculate the phonon density of states of Ni2MnGa
(reproducing the anomalous inversion of optical modes found previously by using the di-
rect method8) and the phonon dispersions along high symmetry for bcc-like D03 Fe3Ni,
L12 Fe3Pt and D03 Fe3Pt (crystal structures are shown in Fig. 1(c) (for fcc) and Fig 1(e)).
The phonon calculations were carried out again at the theoretical lattice constants shown
in Table 1.
For Fe and Ni in Fe3Ni we used ultrasoft pseudo-potentials generated using the ex-
change correlation of Perdew-Burke-Ernzerhof (PBE); for Fe and Pt in Fe3Pt we used
pseudo-potentials generated using exchange correlation of Perdew-Zunger (see Ref. 14 for
the source).
161
System a
L21
(A˚) µ
total
(µ
B
) L21 Magn. order e/a
Co2MnGa 5.7100 4.14 stable FM 7.000
Co2MnGe 5.7285 4.99 stable FM 7.250
Ni2MnGa-e 5.4647 4.20 unstable FM 7.250
Co2MnGe+e 6.1957 6.02 - FM 7.500
Ni2MnGa 5.8067 4.35 unstable FM 7.500
Ni2MnAl 5.7000 4.20 unstable FM 7.500
Ni2MnIn 6.0624 4.22 unstable FM 7.500
Ni2MnGa+(e/2) 5.8668 3.96 unstable FM 7.625
Ni2MnGe 5.8039 4.10 unstable FM 7.750
Ni2MnSi 5.6041 3.78 unstable FM 7.750
Ni2CoAl 5.6041 1.78 unstable FM 8.000
Ni2CoGa 5.6865 1.54 unstable FM 8.000
Ni2CoGe 5.7067 1.45 unstable FM 8.250
Ni2CoSb 5.9411 1.34 unstable FM 8.500
Cu2MnAl 5.9153 3.51 unstable FM 7.75
Cu2MnGa 5.9701 3.61 stable FM 7.75
Cu2MnSn 6.1674 3.89 unstable FM 8.00
Ni2FeGa 5.7554 3.29 unstable FM 7.75
Ni2MnSn 6.0576 4.05 unstable FM 7.75
Co2FeGa 5.7177 5.02 stable FM 7.50
Co2MnSn 5.9837 5.03 stable FM 7.50
Ni2TiGa 5.8895 0.00 unstable NM 6.75
Fe2MnGa 5.6882 2.15 stable Ferri 6.50
Table 2. Computed lattice parameters, magnetic moments per unit cell, types of magnetic order and valence-
electron-to-atom ratios, e/a, for a series of Heusler compounds with the L21 structure (Ref. 8). ’Instability’ of
the cubic structure means here that a soft mode appears in the calculated phonon dispersion.
In both alloys we used a kinetic energy cutoff of 50 Ry for the plane wave basis set. The
augmentation charges requiring the use of ultrasoft pseudo-potentials were expanded with
energy cutoff of 600 Ry which is high enough to yield accurate results. Structural prop-
erties and most of the phonon frequencies are well converged using a first-order smearing
parameter σ = 0.02 Ry for the BZ integration. For self-consistent and non-self-consistent
calculations, a Monkhorst-Pack grid of 12×12×12 k-points was used. A set of special
q-points in the BZ with finite weight generated from Monkhorst-Pack was used for both
the fcc and the simple cubic cell. For the fcc structure we used a 4×4×4 q-point mesh
yielding 8 sets of q-vectors with finite weight while for the simple cubic, a 2×2×2 q-point
mesh was used yielding 4 sets of special q-vectors.
3 Results and Discussions
3.1 Heusler Alloys
With the help of the supercomputer facilities of the Forschungszentrum Ju¨lich we suc-
ceeded to obtain phonon dispersions and the electronic structure of 27 different Heusler
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Figure 2. Phonon dispersion curves of (a) FM Ni2MnGa, (b) FM Ni2MnAl, (c) FM Ni2MnGe, (d) FM Ni2MnIn
(e) FM Co2MnGa, (f) FM Co2MnGe, (g) NM Ni2TiGa and (h) FerriM Fe2MnGa in the L21 structure. Here,
the reduced wave vector coordinate ζ spans the fcc Brillouin zone from Γ to X. Imaginary frequencies of the
unstable modes are shown in the real negative frequency range. The frequency of the optical modes T2g at Γ is
marked by a black dot; note that it appears at lower values as compared to the stable systems.
structures listed in Table 2. Fig. 2 shows the dispersion curves of 8 of them. Comparison
of the phonon dispersions of Ni2MnGa with existing experimental data and calculations
by other groups employing the linear response method show that the direct method used
here yields fairly accurate results6, 9.
For the five compounds Ni2Mn(Ga, Al, In, Ge) and Ni2TiGa, the TA2 branch is unsta-
ble for some range of ζ. In addition, in Ni2MnGe the TA2 mode has a negative slope at
Γ, indicating a pure elastic instability. The instability of the L21 structure in NM Ni2TiGa
shows that magnetic order is not a necessary condition for the phonon softening to occur.
Figure 3 shows the force constants vs. e/a ratio for various Heusler alloys listed in
Table 2. Note that negative force Ni-Ni constants in Ni-based compounds are responsible
for the structural instability of the compounds. This leads also to inverted optical modes,
i.e., Ni vibrates with lower frequency compared to the heavier Ga in the optical frequancy
range. Ni vibrations are also Raman active. The Co-based systems have postive force
constants and do not undergo a martensitic transformation.
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Figure 3. The plot of Ni-Ni and Co-Co force constants vs. e/a ratio for various Heusler alloys. The structurally
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4 Fe Based Binary Alloys
The second part of this paper is concerned with Fe based binary alloys, in particular the
bcc phase of Fe3Ni.
The most prominent feature in fcc phonon dispersions, which is similar to some of
the unstable Heusler alloys, is the instability of the TA acoustic mode which begins at
about one third of the length of the wave vector from Γ and extends to the zone boundary
M where the softening is highly pronounced. The region Γ-M corresponds to the [110]
direction in which the elastic softening has been observed from most experiments11–13.
It is known from experiment that the bcc phase of Fe3Ni is the stable phase. The bcc
phonon dispersion relations obtained from linear response calculations for Fe3Ni show
different features. As expected, the structure is perfectly stable as none of the phonon
branches in the three windows corresponding to [100], [110] and [111] directions show
softening unlike in the case of fcc dispersions. In this case the partial contributions of the
atoms in the optical range of vibrations obey the expected order, whereby the heavier Ni
atoms vibrate at relatively low frequency as compared to Fe.
This behaviour has been a subject of systematic experimental investigations for
Fe3Ni10. Inelastic neutron scattering data clearly showed excess states of Ni at relatively
lower energies of the optical range in agreement with what we obtained from the calcula-
tions.
4.1 Comparison of the Methods
Our comparative study includes analysis of the methods we are using. The two techniques
of calculating phonons lead to very similar results, but certain differences appear (not to
be discussed here). Taking advantage of working on a supercomputer, we calculated for a
large supercell of Ni2MnGa (216 atoms) in order to obtain accurate vibrational densities of
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Figure 4. The inverse of CPU time versus the number of tasks per node for the phonon calculation of Heusler
alloys with 40 atoms using VASP.
states and compare them with what we get from the linear response calculations. We find
that both techniques show good agreement.
4.2 Performance Issues
The calculations presented in this work were carried out on the JUMP (IBM p690) super-
computer at the Forschungszentrum Ju¨lich. From our test calculations we know that 32
processors taken on a single node is the optimal choice for our plane-wave calculations
with a 40 atoms cell. However, there are some specific demands on the hardware, which
are common to plane-wave codes. Especially for our calculations, we need a large amount
of main memory and there is a lot of data transfer between processors. Keeping this in
mind, we have done some additional calculations, showing that the data exchange between
different nodes of JUMP decreases the efficiency of the calculations considerably. Figure 4
presents data of several test we did by taking our standard 40 atoms supercell with differ-
ent Heusler systems. We took 32 processors for each of these calculations, but distributed
processors among several nodes.
The situation changes, if we want to do calculations with larger cells. Our tests with a
216 atoms supercell have shown that 32 processors are not sufficient to achieve results in
reasonable time. On the other hand the distribution over the nodes becomes more efficient.
Again, the best choice is if we take complete nodes.
One has to be aware of some difficulties related to input parameters, which VASP code
provides in order to control the parallization of the code. A bad choice of the parameters
may lead to a significant reduction of the performance. Figure 4 shows such a breakdown,
which we experienced in the case of Heusler systems Ni2CoGe and Ni2CoSb, when we
used 128 processors. Using NPAR = 128, which tells vasp to distribute all bands during
over the processors, the calculations were even slower than on 32 processors.
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5 Concluding Remarks
From this study we have found general properties responsible for structural instabilities in
Heusler compounds and Fe-based binary alloys.
Our rough estimate of the supercomputer performance allows to suggest that further
investigations in this project may include calculations with very large supercells allowing
the treatment of imperfections in the martensitic structure like twin variants.
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1 Introduction
In recent years, semiconductor quantum dots (QDs) have been studied extensively due to
possible applications in optoelectronic devices like LEDs, lasers, or amplifiers1, 2. In the
rapidly emerging field of quantum information technology, QDs have been successfully
used to demonstrate the generation of single photons or correlated photon pairs3–5. Fur-
thermore, the strong coupling regime for QD emitters in optical microcavities has been
demonstrated6, 7. A common aspect in fundamental studies and practical applications of
QDs is the critical role of correlation and scattering processes of carriers which are studied
within this project.
Optical studies of QDs have been recently focused on self-assembled systems which
are typically grown in the Stranski-Krastanoff mode. The resulting QDs are randomly
distributed on a two-dimensional wetting layer (WL). The energy spectrum of this system
consists of discrete states which correspond to a three-dimensional carrier localization in
the QDs and a quasi-continuum of states at higher energies in connection with the two-
dimensional motion of carriers within the WL. Scattering processes of carriers between
the localized QD states as well as between localized and delocalized states are possible
due to the Coulomb interaction in addition to carrier-phonon interaction.
2 Quantum Kinetics of Carrier-Phonon Interaction
At low carrier densities and elevated temperatures the interaction of carriers with LO-
phonons provides the dominant contribution to scattering channels for redistributing car-
riers in QDs as well as to the dephasing of optical excitations. Due to the discrete nature
of the QD energy spectra, a phonon bottleneck has been predicted by energy conservation
arguments based on Fermi’s golden rule: if the energy spacing between QD states does
not exactly match the LO-phonon energy
 
ωLO, carrier scattering would not be possible
in this picture. The phonon-bottleneck problem is still a debated topic because there is
experimental evidence for8, 9 as well as against it10, 11. Recently it has been discussed, that
a perturbational treatment of the carrier-phonon interaction based on Fermi’s golden rule
is not applicable to discrete QD systems.
Because of the strong interaction between carriers and phonons in QDs, a theoretical
description has to be based on polarons12, 13. The physical picture of a polaron as a carrier
in a crystal interacting with a surrounding cloud of lattice distortions is shown in Fig. 1a.
The energy spectrum of polarons differs significantly from that of free carriers as shown in
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Figure 1. Electron interacting with surrounding cloud of lattice distortions (left) and density of states (DOS) for
a polaron at the bandedge a), in the p-shell b) and in the s-shell c) (right). Vertical lines indicate the δ-like DOS
of free electrons.
Fig. 1. There and in the following examples we consider QDs with two confined shells for
electrons and holes. For the assumed cylindrical symmetry they are called s- and p-shell
where the latter is two-fold degenerate in addition to the spin degeneracy14. In the polaron
picture, energy renormalizations that incorporate shifts and broadening of the electronic
states as well as phonon satellites and hybridization effects immediately invalidate the
simple arguments for the phonon bottleneck.
To study the experimentally observed fast carrier relaxation in QDs on the level of a
microscopic theory, we solve numerically the coupled quantum-kinetic equations for the
carrier and polarization dynamics. These equations incorporate high-dimensional scatter-
ing integrals for the carrier-phonon interaction as well as memory integrals over the history
of the system14, 15.
The scattering rate between polaron states is proportional to the overlap of the density-
of-states (DOS) of the involved states, shifted by one phonon energy against each other.
From Fig. 1 one immediately finds that in the free particle picture scattering between QD
states only is possible if the level-spacing exactly matches the LO-phonon energy due to the
δ-like DOS. This corresponds to the prediction of the phonon bottleneck. In the polaron
picture even for large detunings between the level spacing and the LO-phonon energy,
sufficient overlap is present which gives rise to fast carrier scattering.
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Figure 2. Resonant optical excitation condition for the semiconductor QD system a) and corresponding temporal
evolution of the population probability for the QD states. Calculations are done for InGaAs/GaAs QDs at 300K
and a detuning of 10% between level spacing and phonon energy.
In the following example we consider the situation where a resonantly tuned laser pulse
excites carriers only in the p-shell and the subsequent relaxation of carriers into the s-shell
is studied, see Fig. 2a. The corresponding evolution of the carrier population is shown
in Fig. 2b. First the p-shell is populated due to pulse excitation which is followed by a
fast relaxation into the s-shell. Rabi-oscillations due to memory effects indicate the strong
coupling regime for the carrier-phonon interaction. At later times a decrease of the QD
population is observed due to escape of carriers into the WL, which is also included in the
calculation.
Our results show that even for materials with weak polar coupling, like InGaAs, QD
polarons lead to fast carrier scattering on a sub-picosecond timescale which is influenced
only weakly by the level spacing14.
3 Quantum Kinetics of Carrier-Carrier Interaction
For optoelectronic applications of semiconductor nano-structures the optical gain spectra
of the active material are of central importance. Under the assumption that the carrier
system is in a thermodynamic quasi-equilibrium, we evaluate the temperature and carrier-
density dependence of the optical gain spectra theoretically. To achieve this, the knowledge
of the many-body effects is of central importance, because the line-broadening as well as
the lineshape of the optical spectra is governed by dephasing and correlation processes16.
At room temperatures and elevated carrier densities the important dephasing mechanisms
are the carrier-carrier Coulomb interaction as well as the interaction of carriers with LO
phonons.
For the case of a high excitation density, the screening of the Coulomb interaction in the
coupled QD-WL system justifies a treatment of the carrier-carrier scattering in the second-
order Born approximation while the carrier-phonon interaction is included in the random
phase approximation (RPA). It turns out that in the coupled QD-WL system the Markov
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Figure 3. Shell structure of the combined QD-WL system showing localized QD states for electrons (holes)
which are energetically below a quasi-continuum of delocalized WL states corresponding to the free motion in
the WL. The red lines show the allowed optical transitions.
approximation cannot be applied and renormalized quasi-particle properties (which in the
case of low carrier densities are the polarons) need to be included for a proper descrip-
tion of the optical spectra17. In Fig. 3 the electronic structure of the discussed system is
schematically shown. We consider two confined shells for electrons as well as for holes
so that from the allowed transitions (red lines in Fig. 3) we expect three resonances in
the optical spectra, namely the ground state resonance, the excited state resonance and the
excitonic resonance of the WL.
-150 -100 -50 0
E - EG  [meV]
0
0.5
1
1.5
Im
 χ
 
 
 
[a.
u.]
nSYS = 1 10
10
cm
-2
nSYS = 5 10
10
cm
-2
nSYS = 1 10
11
cm
-2
nSYS = 2 10
11
cm
-2
nSYS = 5 10
11
cm
-2
nSYS = 1 10
12
cm
-2
-150 -100 -50
-0.03
0
0.03
0.06
Figure 4. Optical absorption spectra for the combined QD-WL system including interaction-induced dephasing
and line shifts due to Coulomb interaction and carrier-phonon interaction for various total carrier densities. The
inset shows a scale up of the QD resonances.
Calculations are done for InGaAs/GaAs QDs at 300K.
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The red (blue) line is a calculation with carrier-phonon (carrier-carrier) interaction only, while the black line
shows the full calculation.
Calculations are done for InGaAs/GaAs QDs at 300K.
In Fig. 4 the results of the calculations are presented. Given is the absorption vs. en-
ergy (relative to the band-gap energy EG). We obtain the mentioned three resonances at
around -130meV,-85meV, and -15meV, respectively. With increasing carrier density the
resonances are bleached out, reach transparency, and switch to negative absorption (op-
tical gain). Additionally observed is a distinct, correlation-induced red-shift of the QD
resonances with increasing carrier-density, which has also been found in recent photolumi-
nescence experiments18.
In Fig. 5 we compare the role of carrier-carrier and carrier-phonon interaction for a
fixed carrier density. We find that both mechanisms are equally important to properly
describe the broadening of all three resonances even at intermediate to high excitation
conditions.
4 Summary
A quantum-kinetic treatment for carrier-phonon and carrier-carrier interaction in semicon-
ductor quantum dots has been used to analyze the efficiency of scattering processes and
their influence on the carrier-density dependent optical spectra. The absence of a phonon
bottleneck is explained in terms of polaron renormalizations. The combined influence of
the scattering processes is responsible for the observed dephasing and line-shift effects in
the optical gain spectra.
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The physics of condensed matter deals with various physical phenomena (mechanical re-
sponse, electrical conductivity, magnetism, optical properties, etc.) of solids and liquids,
trying to provide a link between macroscopic properties of matter and the basic character-
istics of the nuclei and electrons which constitute it. A crucial aspect for many of these
phenomena is the fact that this many-body problem cannot be simply reduced to a one-
body problem (with an effective field resulting from the other degrees of freedom), since
nontrivial correlations, central for a correct description of the system, develop. Since there
is no general analytic method which could deal with such correlations, large-scale com-
puter simulation is the most promising tool to tackle such problems.
This crucial role of correlations and the corresponding importance of state-of-the art
computer simulation methods to deal with them is very much apparent in the articles which
will follow in this section. Note that only a small number of NIC projects dealing with
applications in condensed matter physics could be selected for the present section of this
volume, due to restricted space. Furthermore, closely related applications can be found in
the sections on chemistry, materials science and polymers (soft matter) as well: nontrivial
correlations resulting either from the quantum many-body problem or from entropic effects
(or both) are present there in a similar way.
Strongly correlated electron systems are a common theme in the papers of Assaad
and Hanke, Anders et al. and Keller et al. Assaad and Hanke first describe a methodic
advance to deal with the famous “minus sign problem” of Quantum Monte Carlo (QMC)
methods, based on a representation of the density matrix in terms of Gaussian operators.
This so-called “Gaussian Monte Carlo method” then is applied to gain insight into the
phase diagram of the SU(N) Hubbard-Heisenberg model.
A completely different approach in order to deal with strongly correlated electrons is
based on a combination of the local density approximation (LDA) of density functional
theory with the dynamical mean field theory (DMFT). The resulting equations then also
need to be solved by QMC methods. Keller et al. demonstrate that with this approach one
can compute properties of real materials, such as photoemission spectra of V2O3, and thus
explain pertinent experiments.
The third approach we discuss here, applied by Anders et al. in order to understand
the conductance in coupled quantum dots, is based on a numerical renormalization group
method to solve the effective quantum Hamiltonian near the quantum phase transition that
the model exhibits.
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An alternative method (namely the density matrix renormalization group) also proves
useful for the calculation of spectral properties of strongly correlated electron phonon prop-
erties by Schubert et al.
Still another, and very promising, approach on how to deal with strongly correlated
quantum systems is based on Stochastic Series Expansion Quantum Monte Carlo (SSE-
QMC). Wessel applies this methods to ultracold atom gases in optical lattices to describe
the transition from the suprafluid state to the Mott insulator.
Also on a more mesoscopic scale, quantum-mechanical correlations may be very im-
portant. Meier et al. give an example for this statement by their treatment of semiconductor
nanostructures and their optoelectronic properties. Such nanostructures are discussed in the
context of photonic crystals and hence, a hot topic of materials science. The dynamics of
electrons and hole excitations, which interact with Coulomb forces, are obtained by nu-
merical solutions of a high-dimensional set of coupled nonlinear differential equations, the
so-called semiconductor Bloch equations.
Nontrivial correlations are certainly the key problem when one deals with the statistical
mechanics of magnetic systems. While the equilibrium behavior of the two-dimensional
Ising model is well understood, Pleimling shows that the dynamical scaling associated with
far from equilibrium behavior (domain growth, ageing) exhibits the so-called “local scale
invariance” which was recently proposed.
Finally, nontrivial correlations also arise in classical model systems for colloids, as
demonstrated by Vink et al. The Asakura-Oosawa (AO) model of colloid-polymer mixtures
coarse grains both colloids and polymers as spheres with excluded volume interactions (but
polymers may overlap each other with no interaction). The resulting (purely entropically
driven) phase separation falls in the universality class of the Ising model. Similarly, hard
spherocylinders exhibit phase separation between a nematic and an isotropic phase. Com-
puter simulation techniques were developed allowing to estimate the interfacial tensions
for such systems. The relation of this work to simulations of polymeric and other soft
matter systems is evident.
At the end of this introduction, we note that successful simulations in condensed mat-
ter require several ingredients which are all crucial for obtaining relevant results: clever
“model building” needs to be combined with a carefully chosen and optimized algorithm,
and only then the computational power of the supercomputer fully pays off. The following
papers will illustrate this importance of algorithmic improvements in more detail.
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After an introduction aimed at motivating the numerical study of correlated electron systems,
we concentrate on two aspects of our work. The fisrt concerns algorithmic developments,
namely the so called Gaussian Monte Carlo method which has the potential of circumvent-
ing the minus sign problem occurring in simulations of correlated electron systems. We then
describe an application, the phase diagram of the SU(N) Hubbard Heisenberg model, which
exhibits exotic and novel phases of matter.
1 Introduction
The goal of solid state physics is to explain the physical properties of numerous materials
in a unified framework. For simple metals, semiconductors and a class of insulators it is
fair to say that this goal has been to a large extent achieved. There is however a class
of materials where d− and/or f− shells are partially filled whose properties are harder
to explain. Here, and since the electrons are confined to narrow orbitals, the Coulomb
repulsion between them turns out to play a dominant role. Such strongly interacting or
correlated electrons cannot be described as embedded in a static mean-field generated by
the other electrons. The effect of an electron on the others is too pronounced for each to be
treated independently.
The effect of correlations on material properties is often profound, and lead to a whole
zoo of exotic ordering phenomena. The competition between many different order phases
make those systems very sensitive to small changes in external parameters such as tempera-
ture, pressure or band-filling. For instance correlations are at the origin of the exceptionally
high transition temperature (above liquid-nitrogen temperatures) of superconductors with
copper-oxygen planes. In materials called heavy fermion systems the mobile electrons at
low temperature behave as if their masses were a thousand time the mass of a free electron
in a simple metal. Some strongly correlated electron systems exhibit big changes in resis-
tivity as a function of applied magnetic field; colossal magneto-resistance. Such properties
render the prospect of developing applications for correlated electron systems very excit-
ing. However the very richness in phenomena and the extreme sensitivity to microscopic
details, renders the theoretical study of those materials very challenging. The difficultly
lies in complexity and the understanding of the emergent collective phenomena.
Our research project is centered around numerical simulations of models of correlated
electron systems. The first question which one will have to address is the very choice
of the model. The effect of correlations shows up at low temperatures and low energy
scale. Hence, one first needs to derive effective models which describe the low temperature
physical properties of the material under consideration. To this aim, one can use methods
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such as the contractor-renormalization-group (CORE) method. Starting from a high energy
model, the CORE essentially successively integrates out high energy degrees of freedom
and produces a hierarchy of model Hamiltonians. At each iteration the model Hamiltonian
is restricted to lower and lower energy or longer length scales. Hence the method acts like
a magnifying glass. For example a CORE iteration will map the Hubbard model on the
so-called t− J model.
The second step is to solve numerically the effective low energy model. Given the
complexity of the models at hand, the numerical approach is attractive since it is unbiased.
At the onset the numerical problem scales exponentially with the size ( i.e. the number
of unit cells) of the the system. This scaling reflects the very dimension of the Hilbert
space. Given this complexity it is adequate to use stochastic methods based on importance
sampling; the Monte Carlo approach. In many non-trivial cases, the quantum Monte Carlo
method can reduce the exponential scaling to a powerlaw. When this is achievable, it
is fair to say that many properties of the system can be investigated in details on large
enough system sizes so as to carry out size scaling and hence obtain results relevant for the
thermodynamic limit.
In this article we will review briefly two research topics in which we are involved and
which are centered around high performance computing.
i) In too many cases, simulations of systems of correlated electrons are plagued with the
so called sign problem which inhibits the reduction from an exponential to algebraic scal-
ing. There has recently been tremendous progress in this domain, in terms of algorithmic
developments. In section 2 we will briefly review our activities in this domain.
ii) As mentioned above, a characteristic of correlated electron systems are competing
phases leading to exotic ground states. Here we will review our work on the SU(N)
Hubbard-Heisenberg model, in which broken symmetry states (spin-dimerized, and d-
density wave states) appear. Furthermore, the phase diagram shows an intriguing spin
liquid state whose understanding is up to now not complete.
2 Gaussian Monte Carlo Methods: A Way to Circumvent the Minus
Sign Problem?
As mentioned in the introduction, the stochastic approach to simulations of correlated elec-
tron systems is too often plagued by the so-called minus sign problem. Configurations,
which we sample stochastically, occur with positive and negative signs thus canceling each
other. This cancellation becomes nearly perfect in the limit of large lattices and low tem-
peratures thus leading to exponential increase of the noise to signal ratio. Hence accurate
low temperature results on large lattices are limited to a class of problems where one can
show that the sign problem is absent. This includes non-frustrated one-dimensional sys-
tems1, impurity models2, electron-phonon models in arbitrary dimensions as described by
the Holstein Hamiltonian, models with particle-hole symmetry3 , multi-flavored models4,
etc. However, the physics of Hubbard type models away from the particle-hole symmetric
point remains elusive.
It has long been known that the sign problem is representation dependent. In particular
world line methods are unable to simulate the Hubbard model at the particle-hole symmet-
ric point but auxiliary field methods can. The recent advance is based on a novel represen-
tation of the density matrix in terms of Gaussian operators5. In fact, the key point is the
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observation that the density matrix of an arbitrary physical Hamiltonian can be expanded
in a positive sum of Gaussian operators. This allows for sign free stochastic simulations
for a wide class of models6, including the Hubbard model.
Let us very briefly summarize the major ideas lying behind the Gaussian QMC
(GQMC) approach. The interested reader may find details of the calculations in6. The
expansion of the density matrix is done in a basis of Gaussian operators:
Λˆ(n) = det(1− n) : e−cˆ†
 2+(nT−1)−1cˆ : (1)
with n an Ns × Ns real matrix where Ns corresponds to the number of single particle
states. cˆ† =
(
cˆ†1, · · · , cˆ†Ns
)
where cˆ†x is the creation operator of a fermion in the single
particle state x. Finally, : Aˆ : denotes the normal ordering of the operator Aˆ. It is very
convenient to work with Gaussian operators since they satisfy Tr
[
Λˆ(n)
]
= 1 and obey
Wick’s theorem such that
Tr
[
Λˆ(n)cˆ†xcˆy
]
= nx,y, Tr
[
Λˆ(n)cˆ†xcˆy cˆ
†
w cˆz
]
= nx,ynw,z +nx,z (1 − n)w,z . (2)
Hence we can very easily compute the expectation value of an arbitrary observable. Since
the Gaussian operators are a vastly overcomplete basis of the Fock space, it is possible
to prove that an arbitrary physical density matrix can be expanded as a positive sum of
Gaussian operators:
ρˆ(τ) =
∑
i
Pi(τ)Λˆ(ni), Pi ≥ 0. (3)
Clearly Tr [ρˆ(τ)] ≡∑i Pi(τ) grows exponentially with τ . One can account for this expo-
nential growth by attaching a weight factor to the Gaussian operators thereby obtaining:
ρˆ(τ) =
∫
dλP (λ, τ)Λˆ(λ) with (4)
λ = (Ω,n), Λˆ(λ) = ΩΛˆ(n) and
∫
dλP (λ, τ) = 1.
The aim is now to formulate a stochastic process which samples the probability distri-
bution, P (λ, τ) in the space of Gaussian operators. To achieve this goal, one can recast the
imaginary time evolution of the density operator to a Fokker-Planck equation for the time
evolution of the probability distribution. For a vast set of Hamiltonians Hˆ, the Fokker-
Planck equation can be shown to take the form:
∂
∂τ
P (λ, τ ) = 
∂
∂Ω
Ωh(n) +
x,y
∂
∂nx,y
Ax,y +
1
2

m,x,y,w,z
∂2
∂nx,y∂nw,z
B
(m)
x,y B
(m)
w,z  P (λ, τ )
where Bm and A are real Ns × Ns with functional dependence on n and h(n) =
Tr
[
Λˆ(n)Hˆ
]
. Since the density matrix at τ = 0 takes the value ρˆ(τ = 0) = 1ˆ the ini-
tial condition for the Fokker-Planck equation reads: P (λ, 0) = δ (λ − (1,1/2)).
To solve the Fokker-Planck equation numerically, it is convenient to consider the asso-
ciated stochastic differential equation. In the Ito formulation, it takes the form:
dΩ = −Ωh(n)dτ (5)
dn = −Adτ +
∑
m
BmdWm (6)
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with Wiener increments 〈dWm〉 = 0, and 〈dWmdWm′〉 = dτδm,m′ . Eq. (5) describes the
time evolution of walkers, λ, in the space of Gaussian operators. At τ = 0, ρ(τ = 0) = 1
such that all the Walkers are parameterized by λ = (1,1/2). At imaginary time τ they are
distributed according to P (λ, τ) so that we have access to the density matrix. In particular,
any equal time observable is given by:
〈Oˆ〉 '
∑
iTr
[
Λˆ(λi)Oˆ
]
∑
iTr
[
Λˆ(λi)
] (7)
where the sum runs over the set of walkers generated by the SDE. Since Wick’s theorem
applies for a single Gaussian operator the numerator of the above equation may easily be
calculated.
As apparent from Eq. (5) the weight of a Walker at imaginary time τ reads :
Ω(τ) = e−  
τ
0
dτ ′h(n(τ ′)). (8)
Since n is a real matrix, h(n) is real and the weights remains positive! Hence the al-
gorithm shows no explicit manifestation of the sign problem. However, the weights grow
exponentially with imaginary time thus yielding an exponential increase in the variance. To
circumvent this problem, one can adopt population control schemes used in Green function
Monte-Carlo methods7.
We have tested extensively the method for the Hubbard model. At high temperatures
we find good agreement with benchmark results. However in the low temperature limit
the sampling fails to produce a density matrix with the correct symmetries of the model.
Understanding the origin of this problem is a central challenge since it opens the door to
accurate, sign free, simulations of the doped Hubbard model. On the other hand, we can
a posteriori impose the correct symmetries on the density matrix by projecting it on the
symmetry sector of the ground state6. Using this procedure we find very good agreement
with exact results for parameter ranges where known Monte Carlo methods such as the
auxiliary field approach8 fail due to the minus sign problem (See Fig. 1).
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Figure 1. Real space spin-spin correlations as obtained from the GQMC and comparison with exact-
diagonalization results.
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3 Phase Diagram of the SU(N) Hubbard-Heisenberg Model
As mentioned in the introduction, competing phases are a characteristic of systems of
correlated electron systems. Here we will summarize recent numerical work on the SU(N)
Hubbard-Heisenberg model. Those models are relevant for the understanding of Mott
insulators with orbital degeneracy as described by the Kugel-Khomskii Hamiltonian9. For
two-fold orbital degeneracy and at a point where orbital and spin degrees of freedom play
a very symmetric role, this model maps onto an SU(4) symmetric Hubbard, or Heisenberg
model with fundamental representation on each site10. On the other hand it has been argued
that realizations of SU(N) symmetric Hubbard models are at reach in the context of optical
lattices11.
The model we consider reads:
H = Ht +HU +HJ with
Ht = −t
∑
〈~i,~j〉
~c†~i~c~j +H.c.
HU =
U
N
∑
~i
(
~c†~i~c~i − ρ
N
2
)
HJ = − J
2N
∑
〈~i,~j〉
(
D†~i,~jD~i,~j +D~i,~jD
†
~i,~j
)
. (9)
Here, ~c†~i = (c
†
~i,1
, c†~i,2, · · · , c
†
~i,N
) is an N -flavored spinor,D~i,~j = ~c
†
~i
~c~j and ρ corresponds to
the band-filling. In the SU(2) case, the operator identity
−1
4
(
D†~i,~jD~i,~j +D~i,~jD
†
~i,~j
)
=
~S~i · ~S~j +
1
4
[
(n~i − 1)(n~j − 1)− 1
]
(10)
holds. Here, the fermionic representation of the spin 1/2 operator reads
~S = 12
∑
s,s′ c
†
s~σs,s′cs′ where ~σ are the Pauli spin matrices. Hence, at N = 2 the model
reduces to the standard Hubbard-Heisenberg model.
In the strong coupling limit, U/t→∞, and at integer values of ρN/2, charge fluctua-
tions are suppressed. The model maps onto the SU(N) Heisenberg Hamiltonian
H =
J
N
∑
〈~i,~j〉
∑
α,β
Sα,β,~iSβ,α,~j (11)
with
Sα,β,~i = c
†
α,~i
cβ,~i −
1
N
δα,β
∑
γ
c†
γ,~i
cγ,~i (12)
the generators of SU(N) satisfying the commutation relation:[
Sα,β,~i, Sγ,δ,~j
]
= δ~i,~j
(
Sα,δ,~iδγ,β − Sγ,β,~iδα,δ
)
. (13)
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Figure 2. Phase diagram of the half-filled Hubbard-Heisenberg model as a function of t/J . Here we have setU =
0. The t = 0 line corresponds to the Heisenberg model where charge fluctuations are completely suppressed.
The symbols denote the parameters where we have carried out simulations and denote the following phases: 4:
Spin-dimerized phase, ©: DDW phase,  : Spin-density wave phase, and •: insulating phase with no broken
lattice and spin symmetries and no gap spin excitations (gapless spin-liquid phase).
The representation of the SU(N) group is determined by the local constraint
~c†~i~c~i = ρ
N
2
. (14)
In the terminology of Young tableaux the above leads to a tableau with ρN/2 rows and a
single column12. In particular, at N = 4, and ρ = 1/2 (quarter band-filling) the model
maps onto the SU(4) symmetric Kugel-Khomskii Hamiltonian with fundamental repre-
sentation of SU(4) on each lattice site.
Our results are summarized in phase diagram of Fig. 2, and have been published in4.
This phase diagram has attracted considerable interest, since it provides first realizations of
exotic states such as the d-density wave state and the gapless spin liquid state. Let us start
with the ordered phases, which are schematically shown in Fig. 3. In the spin dimerized
phase, bonds joined by solid lines have a stronger exchange. This leads to an insulating
spin gaped phase with broken translation symmetry. In the spin density wave phase, the
spins order antiferromagnetically. Hence, translation as well as spin symmetry is broken.
The DDW phase is characterized by alternating currents around elementary plaquettes.
This leads to broken time and lattice symmetries. The DDW phase is a semi-metal; the
single particle density of sates vanishes at the Fermi energy, but is finite at any excitation
energy.
The gapless spin liquid phase (GPL) is an insulating state with algebraic staggered
spin-spin correlations. It hence may be seen as a genuine Mott insulator. It’s theoretical
understanding is at present uncertain. A possible route one can follow to obtain a theo-
retical understanding is to assume that it is well described by a pi-flux phase. In this case,
Hermele et. al.13 have recently argued that the SU(4) pi-flux phase has a higher, SU(8),
emergent symmetry at low energies. The consequence of such a higher symmetry is that
the asymptotic behavior of a priori very different correlation functions are locked together.
For instance for our model, this higher symmetry predicts that the the (0, pi) spin-dimer
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Figure 3. Schematic description of ordered phases.
correlations should have the same asymptotic behavior as the (pi, pi) spin-spin correlations.
High accuracy large scale calculations to confirm this point of view are highly desirable.
4 Conclusions
In this article we have highlighted the complexity and interest in studies of correlated
electron systems. One major challenge is on the algorithmic front. Here we are actively
involved in the understanding and development of novel methods which have the potential
of circumventing the so called minus sign problem for a large range of models of correlated
electron systems. On the other hand, we have presented one typical application of numer-
ical simulations of correlated electron system which leads to fascinating phase diagrams
containing novel phases of matter.
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1 Introduction
Modern solid state physics explains the physical properties of numerous materials such as
simple metals, and some semiconductors and insulators. But materials with open d and f
shells, where electrons occupy narrow orbitals, have properties that are harder to explain.
In transition metals such as vanadium, iron and their oxides, for example, electrons expe-
rience strong Coulombic repulsion because of their spatial confinement in those orbitals.
Such strongly interacting or “correlated” electrons cannot be described as embedded in a
static mean field generated by the other electrons1, 2. The d and f electrons have internal
degrees of freedom (spin, charge, orbital moment) whose interplay leads to a whole “zoo”
of exotic ordering phenomena at low temperatures. As a consequence, strongly corre-
lated electron systems are extremely sensitive to small changes in their control parameters
(temperature, pressure, doping, etc.), resulting in strongly nonlinear responses, and tenden-
cies to phase separate or form complex patterns in chemically inhomogeneous situations.
For this reason strongly correlated materials display dramatic effects which range from
large changes of the resistivity across the metal-insulator transitions in V2O3, and consid-
erable volume changes across phase transitions (volume collapse effect) in actinides and
lanthanides, to exceptionally high transition temperatures (above liquid nitrogen tempera-
tures) in superconductors with copper oxygen planes, and remarkable mass renormaliza-
tions in materials called heavy fermion systems which at low temperatures behave as free
electrons with masses as large as a thousand times the mass of a free electron. Furthermore,
some strongly correlated materials have a very large thermoelectric response. A great sen-
sitivity of the resistivity to applied magnetic fields, dubbed colossal magnetoresistance was
discovered recently and a gigantic nonlinear optical susceptibility with an ultrafast recov-
ery time was discovered in Mott insulating chains. These properties make the prospects for
applications of correlated materials exciting, and their theoretical and experimental study
very challenging.
One especially striking correlation phenomenon is the phase transition between a para-
magnetic metal and a paramagnetic insulator caused by the Coulomb interaction between
the electrons which is referred to as Mott-Hubbard metal-insulator transition1–3. Reliable
183
microscopic investigations of this many-body phenomenon are known to be exceedingly
difficult. Indeed, the question concerning the nature of this transition poses one of the fun-
damental theoretical problems in condensed matter physics. Correlation-induced metal-
insulator transitions (MIT) of this type are found, for example, in transition metal oxides
with partially filled bands near the Fermi level. In these systems band theory typically
predicts metallic behavior. The most famous example is V2O3 doped with Cr4. While
at low temperatures V2O3 is an antiferromagnetic insulator (AFI) with monoclinic crystal
symmetry, the high-temperature paramagnetic phase has a corundum structure. The MIT
in the paramagnetic phase is iso-structural; only the ratio of the c/a axes changes discon-
tinuously. This may be taken as an indication for a predominantly electronic origin of this
transition.
The investigation of electronic many-particle systems is made especially complicated
by quantum statistics, and by the fact that the phenomena of interest (e.g., metal-insulator
transitions and magnetism) usually require the application of nonperturbative theoretical
techniques. In the last decade, a new approach for treating electronic lattice models, the dy-
namical mean-field theory (DMFT), has led to new analytical and numerical opportunities
to study correlated electronic systems1, 5. This theory – initiated by Metzner and Vollhardt
in 1989 – is exact in the limit of infinite dimensions (d =∞)6. In this limit, the problem is
reduced to a single-impurity Anderson model with self consistency condition7, 8, allowing
for quantum Monte-Carlo (QMC) simulations without a sign problem for one-band models
(for multi-band models, see Ref. 9), i.e., down to temperatures T ∼ 10−2W where W is
the bandwidth.
Recently, the LDA+DMFT, a new computation scheme that merges electronic band
structure calculations and the dynamical mean field theory, was developed1, 10, 11. Starting
from conventional band structure calculations in the local density approximation (LDA)
the correlations are taken into account by a Hubbard interaction term and a Hund’s rule
coupling term. The resulting DMFT equations are solved numerically with a parallelized
auxiliary-field quantum Monte-Carlo algorithm (QMC). In contrast to LDA or LDA+U the
many-body scheme LDA+DMFT provides the correct physics for all Coulomb interactions
and dopings. Namely, LDA yields an uncorrelated metal even if the material at hand is a
strongly-correlated metal or a Mott insulator. Similarly, LDA+U yields an insulator for
the ab-initio-calculated U -values of 3d transition metal oxides, even for materials which
should be metallic.
So far the LDA+DMFT method is the most successful tool available to investigate cor-
relation effects in transition metal oxides. Recent developments will allow us to apply the
method to a wider range of systems. In most previous studies the LDA band structure
served only as input information for the DMFT, but there was no feedback from DMFT to
LDA. Since the DMFT result can in principle change the charge distribution on which the
LDA band structure depends one should feed back the changes introduced by the DMFT
into LDA and repeat the calculation until convergence is reached in both parts. This pro-
cedure is currently being investigated. Furthermore, calculations should not only include
the orbitals of the correlated electrons, but all hybridizing orbitals. Such an extended com-
putational scheme has recently been developed and applied in Wannier basis12. For crystal
structures with strong hybridization and/or low symmetry it is also necessary to obtain
the off-diagonal matrix elements of the local Green function from the QMC calculation.
This extension is currently being tested and will be applied in our future computational
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investigations of correlated materials.
In this paper we limit our discussion to the LDA+DMFT investigation of only one
material, namely V2O3 in the paramagnetic insulating and metallic phase.
2 The LDA+DMFT Method
In a first step, the LDA band structure and the densities of states for the crystal structures
of metallic V2O3 and insulating (V0.962Cr0.038)2O3 are calculated. The LDA DOS for
both materials are found to be metallic in contrast to experimental results. The reason for
this failure is the fact that LDA deals with electronic correlations only very rudimentarily,
namely, the dependence of the LDA exchange-correlation energy on the electron density is
given by perturbative or quantum Monte-Carlo calculations for jellium13, which is a weakly
correlated system. To overcome this shortcoming, we supplement the LDA band structure
by the the most important Coulomb interaction terms, i.e., the local Coulomb repulsion
U and the local Hund’s rule exchange J . The local Coulomb repulsion U gives rise to a
genuine effect of electronic correlations, the Mott-Hubbard metal-insulator transition1, 5, 14.
If the LDA bandwidth is considerably larger than the local Coulomb interaction, the LDA
results are slightly modified but the system remains a metal. If the LDA bandwidth is
much smaller than the local Coulomb interaction one essentially has the atomic problem
where it costs an energy of about U to add an electron and the system is an insulator.
In between the Mott-Hubbard metal-insulator transition occurs, with V2O3 being on the
metallic side whereas (V0.962Cr0.038)2O3, which has a 0.1-0.2 eV smaller bandwidth, is
on the insulating side.
Interpreting the LDA band structure as resulting from a one-particle Hamiltonian
Hˆ0LDA and supplementing the latter with the local Coulomb interactions gives rise to the
multi-band many-body Hamiltonian10, 15
Hˆ= Hˆ0LDA+U
∑
i m
nˆim↑nˆim↓
+
∑
i m 6=m˜ σσ˜
(V − δσσ˜J) nˆimσnˆim˜σ˜. (1)
Here, i denotes the lattice site and nˆimσ is the operator for the occupation of the t2g orbital
m with spin σ ∈ {↑, ↓}. The interaction parameters are related by V = U − 2J which
is a consequence of orbital rotational symmetry. This holds exactly for degenerate orbitals
and is a good approximation for V2O3 where the t2g bands have similar centers of gravity
and bandwidths. As in the local spin density approximation (LSDA), the spin-flip term of
the exchange interaction is not taken into account in Eq. (1). Furthermore, a pair hopping
term proportional to J is neglected since it requires that one orbital is entirely empty while
another is entirely full which is a rare situation and corresponds to highly excited states.
For the Hund’s rule coupling J we take the value J = 0.93 eV obtained from constrained
LDA. By contrast, a reliable calculation of the Coulomb repulsion U is made difficult by
the fact that U depends sensitively on screening, leading to uncertainties of about 0.5 eV11.
For our present purposes this uncertainty is too large since V2O3 is on the verge of a Mott-
Hubbard metal-insulator transition, and, thus, small changes of U have drastic effects.
Therefore we will choose U in such a way as to ensure that the LDA+DMFT solution for
V2O3 is metallic while that for (V0.962Cr0.038)2O3 is insulating. A posteriori, we will
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compare the adjusted value with those calculated by constrained LDA calculations and
those extracted from the experiment.
So far, we did not specify Hˆ0LDA. In principle, it should contain the valence orbitals,
i.e., the oxygen 2p orbitals and the five vanadium 3d orbitals per atom and, perhaps, even
some additional s orbitals. In V2O3 the three t2g bands at the Fermi energy are well
separated from the other orbitals. Therefore, as a first step we restrict ourselves to the three
t2g bands at the Fermi energy which are made up of the corresponding atomic vanadium
3d orbitals with some admixtures of oxygen p orbitals. In the case of three degenerate
t2g orbitals, which is a good approximation in the case of V2O3 since the bandwidths
and centers of gravity of the a1g and the doubly-degenerate epig band are very similar, the
k-integrated Dyson equation simplifies to become an integral over the DOS15
Gm(ω)=
∫
d
N0m()
ω + µ− Σm(ω)−  . (2)
Here Gm(ω), Σm(ω), and N0m() are the Green function, self energy, and LDA density
of states, respectively, for the t2g orbital m. In principle, N0m() should contain a double
counting correction, which takes into account the fact that parts of the local Coulomb inter-
action are already included in the LDA. However, this correction results in the same effect
for all three orbitals and, hence, only translates into a simple shift of the chemical poten-
tial µ. This makes the issue of how to calculate the double counting correction irrelevant
for the present purposes. The (shifted) µ has to be controlled according to the vanadium
valency, i.e., in such a way that there are two electrons in the three bands at the Fermi
energy.
Within DMFT the k-integrated Dyson equation (2) has to be solved self-consistently
together with a one-site (mean field) problem which is equivalent to an Anderson impurity
model with hybridization ∆m(ω′) fulfilling5
[Gm(ω)]
−1 +Σm(ω) = ω + µ−
∫ ∞
−∞
dω′
∆m(ω
′)
ω − ω′ . (3)
The self-consistent solution of the Anderson impurity model given by (3) together with the
Dyson equation (2) allows for a realistic investigation of materials with strongly correlated
electrons. At small values of U this procedure typically yields a spectrum with a central
quasiparticle resonance at the Fermi energy and incoherent Hubbard side bands, while at
larger values of U the quasiparticle resonance disappears and a metal-insulator transition
occurs. This approach has been successfully applied to a number of transition metal oxides,
transition metals, and elemental Pu and Ce15.
In the present paper, we solve the multi-band Anderson impurity model by QMC16, 5,
where by means of the Trotter discretization and Hubbard-Stratonovich transformations
the interacting Anderson impurity model is mapped into a sum of non-interacting prob-
lems, the sum being performed by the Monte-Carlo technique. We employ a Trotter dis-
cretization of ∆τ = 0.25 eV−1 unless noted otherwise and follow Ref. 17 for the Fourier
transformation between Matsubara frequencies and imaginary time τ .
To obtain the physically relevant spectral functionAm(ω) = − 1pi ImGm(ω) we employ
the maximum entropy method18. This statistical approach allows one to solve
Gm(τ) =
∫ ∞
−∞
dω
eτ(µ−ω)
1 + eβ(µ−ω)
Am(ω) (4)
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for Am(ω), i.e., to analytically continue from imaginary time to real frequencies. The
QMC has the advantage of being numerically exact, the main disadvantage being the in-
ability to reach very low temperatures. Indeed, the room temperature calculations of this
paper were computationally very expensive, using up to 40 iterations with up to 2 × 105
sweeps and requiring about 2 × 105 hours CPU time. For the implementation of QMC in
the context of LDA+DMFT, including flow diagrams, see Ref. 15.
3 Results for V2O3
Using the crystal structure of paramagnetic metallic (PM) V2O3 and paramagnetic insu-
lating (PI) (V0.962Cr0.038)2O3, respectively, as input we performed LDA+DMFT(QMC)
calculations with one a1g and two degenerate epig bands. At U = 4.5 eV both crystal struc-
tures lead to spectra showing metallic behavior, with a lower Hubbard band between−2 eV
and−0.5 eV (peaked at about−1 eV), an upper Hubbard band between 1 eV and 6 eV and
a quasiparticle peak at the Fermi edge. The peak at about 1 eV is split from the upper t2g
Hubbard band due to Hund’s rule exchange.
By contrast, at U = 5.5 eV, both crystal structures lead to spectra showing nearly
insulating behavior. The lower Hubbard band is strongly enhanced whereas at the Fermi
edge a pseudo-gap is formed. Above the Fermi energy, the two-peak structure is changed
only slightly.
Apparently, qualitatively different spectra for the two crystal structures require an in-
termediate value of U . This is indeed observed at U = 5.0 eV. Whereas pure V2O3 now
shows a small peak at the Fermi edge (a residue of the quasiparticle peak obtained at
U = 4.5 eV) and is therefore metallic, the Cr-doped system exhibits a pronounced mini-
mum in the spectrum implying that it is nearly insulating. Due to the rather high tempera-
ture at which the QMC simulations were performed (T = 0.1 eV ≈ 1160K) one observes
only a smooth crossover between the two phases with a metal-like and insulator-like be-
havior of the respective curves instead of a sharp metal-insulator transition as would be
expected for temperatures below the critical point (i.e., for T < 400K in the experiment).
To study V2O3 near the metal-insulator transition at experimentally relevant tempera-
tures we performed calculations at T = 700K and T = 300K. Since the computational
effort is proportional to T−3, those low temperature calculations were computationally
very expensive. Fig. 1 shows the results of our calculations at T = 1160K, T = 700K,
and T = 300K for metallic V2O3 and at T = 1160K and T = 700K for insulating
(V0.962Cr0.038)2O3
19
. In the metallic phase the incoherent features are hardly affected
when the temperature is changed, whereas the quasiparticle peak becomes sharper and
more pronounced at lower temperatures.
In Fig. 2, the LDA+DMFT results at 300K are compared with early photoemission
spectra by Schramme20 and recent high-resolution bulk-sensitive photoemission spectra
by Mo et al.21. The strong difference between the experimental results is now known to
be due to the distinct surface sensitivity of the earlier data. In fact, the photoemission data
by Mo et al.21 obtained at hν = 700 eV and T = 175K exhibit, for the first time, a pro-
nounced quasiparticle peak. This is in good qualitative agreement with our low temperature
calculations. However, the experimental quasiparticle peak has more spectral weight. We
note that while in the theory the peak considerably sharpens with decreasing temperatures,
its weight only increases by 11% from 1160K to 300K. The origin for this discrepancy for
a system as close to a Mott transition as V2O3 is presently not clear.
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Figure 1. LDA+DMFT(QMC) spectra for paramagnetic insulating (V0.962Cr0.038)2O3 and metallic V2O3 at
U = 5 eV.
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Figure 2. Right: Comparison of LDA+DMFT(QMC) results at T = 300K and U = 5 eV with photoemission
data by Schramme et al.20 and Mo et al.21 for metallic V2O3; Left: Comparison of LDA+DMFT(QMC) results
at U = 5 eV with X-ray absorption data by Mu¨ller et al.22 for metallic V2O3
While the comparison with PES data provides important insight into the physics of
V2O3, more than half of the theoretical spectrum lies above EF . For this region we com-
pare our results at 1160K, 700K, and 300K with O 1s X-ray absorption spectra (XAS)
for V2O3 at 300K by Mu¨ller et al.22 (see Fig. 2). Since in the XAS-data the Fermi energy
is not precisely determined, the data were shifted so that the peaks at 1.1 eV coincide; all
curves were normalized to the same area.
The theoretical spectra above EF are found to be almost independent of temperature.
Just above the Fermi energy they all show some structure (i.e., a shoulder at higher tem-
peratures developing into a small peak at low temperatures (300K)) which is the residue of
the quasiparticle peak. Furthermore, at 1.1 eV there is a rather narrow peak, and at about
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4.2 eV a broad peak. The latter two structures are parts of the upper Hubbard band which
is split due to the Hund’s rule coupling J . Hence, the relative position of those two peaks
can be expected to depend sensitively on the value of J . A slightly smaller value of J will
therefore yield an even better agreement with experiment.
The absence of any quasiparticle weight near EF in the XAS data is puzzling. This
quasiparticle weight is not only present in the theoretical spectra above and belowEF , but
is also seen in the high resolution PES measurements by Mo et al.21 below EF .
4 Concluding Remarks
At present, LDA+DMFT is the only available ab initio computational technique which is
able to treat heavy fermions, f -electron materials and correlated electron systems close
to a Mott-Hubbard metal-insulator transition. Using LDA-calculated densities of states
for paramagnetic metallic V2O3 as well as paramagnetic insulating (V0.962Cr0.038)2O3 as
input, we performed DMFT(QMC) calculations at 300 K, 700 K, and 1160 K for various
U values. For U ≈ 5 eV, the calculated spectra show a Mott-Hubbard MIT (or, rather, a
sharp crossover).
The 300 K spectrum calculated for metallic V2O3 is in good overall agreement with
new bulk-sensitive PES measurements21. On the other hand, the difference in the quasi-
particle weight remains to be explained. The comparison with X-ray absorption measure-
ments shows that our LDA+DMFT(QMC) calculations also give a good description of the
spectrum above the Fermi energy.
All calculations described above were performed using the integral over the LDA den-
sity of states (Eq. (2)) to obtain the lattice Green function. For a non-cubic system, this
procedure is an approximation to the exact LDA+DMFT scheme. In the future we plan to
make use of the full Hamiltonian H0 (Eq. (1)). In this way it will be possible to study
the influence of correlation effects on all orbitals including the eσg orbitals and the oxygen
states.
The multi-orbital quantum Monte-Carlo simulations used in our LDA+DMFT calcula-
tions are computationally very expensive and require powerful computing resources, espe-
cially for calculations at experimentally relevant temperatures.
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We report on transport properties of a nanostructed device consisting of an ultra-small quantum
dot coupled to two leads and a larger quantum dot. The finite capacitance of both quantum dots
leads to new and unusual transport properties when the temperature is lower than the charging
energy Ec of the larger dot. The zero-bias transport is governed by the filling of the large dot as
well as the ratio of the tunnel matrix elements between the small dot and leads, tL, and between
small and the large dot, tB . For given external gate voltages of small and large dot, we find
a critical ratio tc = tB/tL at which the zero-bias jumps from a high to a low conductance
value. The quantum critical point is described by an unstable fixed point with non-Fermi liquid
properties and governs the transition from one Fermi-liquid to another.
1 Introduction
Since the discovery of the Kondo effect in ultra-small quantum dots1, 2, nano-devices have
become an increasingly important tool to test our fundamental understanding of elemen-
tary excitations in solid state physics. Measurements on the metallic heavy fermion (HF)
compounds and high temperature superconductors3, 4 have challenged the paradigm of Lan-
dau’s Fermi-liquid concept. For those deviations, the phenomenological term non-Fermi
liquid (nFL) was attributed to such regimes appearing in a large variety of different materi-
als3, 4. The understanding of the observed nFL behavior is one of the most challenging and
unsolved theoretical puzzles. In many materials, it is ascribed to a quantum critical point
(QCP) at which a transition temperature is suppressed to T = 0 by an external control
parameter such as pressure or doping5, 6.
Quantum dots behave in many respects as an artificial atom. One has experimental
control over the “atomic” level position as well as coupling to the environment by external
gate electrodes. Therefore, they are expected to be an ideal test system for concepts of
local quantum phase transitions. In this work, we present numerical calculations on a
system of coupled quantum dots as depicted in figure 1. Such a coupled quantum dot
device consisting of a large quantum dot or quantum box and a small quantum dot or single
electron transistor7 (SET) undergoes a quantum phase transition at T = 0 for odd filling of
the small dot which can be seen by the following arguments. When the small dot is tuned
to odd occupation the T → 0 physics is described by a strong coupling fixed point. If tB
is set to zero the dot is strongly coupled to the leads, and the conductance approaches its
optimal (unitary) value. If, on the other hand, tB finite and tl = tr = 0, the dot is coupled
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Figure 1. A sketch (a) of an ultra-small quantum dot coupled to two leads and a large quantum dot and its
experimental realization by the group of D. Goldhaber-Gordon, who provided us with a picture of their realization.
strongly to the box (the renormalization group flow stops when T is reduced below the
mean level spacing of the large dot), and the conductance is obviously zero. Switching
on a very small coupling between the leads and the small dot does not change the physics
since (i) the fixed point is stable, and (ii) the charging energy of the large dot will suppress
charge fluctuations between leads and the small dot. Since these two limits are described
by two complementary stable Fermi-liquid fixed points, there will be a quantum phase
transition (QPT) at some critical coupling ratio tc = tB/tL. This quantum critical point
is associated with an unstable two-channel Kondo fixed point which has non-Fermi liquid
properties8. Oreg and Goldhaber-Gordon conjectured the existence of such a non-Fermi
liquid fixed point9 for the local moment regime of the SET. We, however, have shown that
the QPT is generic and associated with a dynamical generation of the channel symmetry
and spin-conserving tunneling10.
2 Modelling the Coulomb Blockade on Quantum Dots
Due to the confinement of the electrons in such an ultra-small quantum dot to a diameter
of a few 100nm, it has a mean one-particle level spacing of ∆E ≈ 300− 400µeV and a
charging energy ofEc ≈ 1meV . The energy on the dot is given by the Hamiltonian Hˆqdot
Hˆqdot =
∑
iσ
Eid
†
iσdiσ + Ec
(
Nˆ −NB
)2
(1)
where the charging energy Ec = e2/2C0 is related to the classical capacitance C0 of
the dot7, and Nˆ measures its total number of electrons. Here, d†iσ creates an electron on
the dot in level i with energy Ei and NB denotes the external dimensionless potential
governing the filling of the dot. Since spin-orbit scattering is proportional to the velocity
it is strongly suppressed in quantum dots due to the confinement, and the pseudo spin
σ is a good quantum number. The Hamiltonian (1) describes a classical capacitor for
temperatures kBT  Ec with a linear dependence of the chargeQ = e〈Nˆ〉 on the external
voltage V . At temperatures much smaller that Ec, the quantization of the charge leads to
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Figure 2. Single electron transistor7 coupled to two leads (a) and its experimental realization, Figure taken from
Ref.1
the discrete fillings. When NB = n+ 1/2, the energy is degenerate for the filling with n
and n + 1 electrons. At T = 0, the charging will occur in steps as a function of NB , and
the charge Q is constant for n− 1/2 < NB < n+ 1/2.
2.1 Coupling to Leads
When coupling such a device weakly to two leads, as depicted in Fig. 2, a current can
only flow at those charge degeneracy points for very small bias difference |Vsd|  Ec
and kBT  Ec. Due to the finite charging energy, one electron can hop onto the dot
only after the previous one has left the device, and the current flow is controllable by the
potential NB . The device operates as single-electron transistor7 (SET) at temperatures
kBT  Ec. Characteristic for such a device are the nearly equally spaced conductance
peaks as function of NB from which Ec is obtained7. The width of these conductance
peaks are fully determined by the temperature broadening which is used in commercially
available low temperature thermometers11.
If operated in a strong coupling mode, the line width is determined by the charge fluc-
tuation scale Γ0 = pit2ρF rather than the temperature, where ρF denotes the density of
states of the lead electrons at the chemical potential. At odd fillings, a new exponentially
small low energy scale TK ∝ exp(−αEc/Γ0) occurs due to the Kondo effect12 (α mea-
sures the particle-hole asymmetry.) At temperatures below this crossover scale TK an
additional conduction channel opens up, and the Coulomb blockade is lifted1. Therefore,
an increasing conductance is experimentally observed for decreasing T 1, 2 saturating at the
unitary limit of 2e2/h. In order to observe the Kondo effect experimentally, the devices
are operated in a strong coupling regime of kBT  Γ ≈ Ec/10.
For ultra-small quantum dots, ∆E is larger than the charge fluctuation scale, ∆E > Γ0.
At sufficiently low temperatures (β∆E > 1,) Hˆqdot can be replaced by an single effective
spin degenerate level with the external controllable energy Ed ∝ NB and the Coulomb
repulsion U . In this case, Eqn. (2) is identical to the single impurity Anderson model13.
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2.2 Description of the Coulomb Blockade of a Large Quantum Dot
The coupled quantum dot–lead system is conventionally modelled by the Hamiltonian
H = Hˆqdot +
∑
γ=l,r
∑
kσ
γkc
†
γkσcγkσ +
∑
γ
tγ
∑
k,iσ
(
c†γkσciσ +H.c.
)
, (2)
where c†γkσ creates a lead electron with momentum k and spin σ in the lead γ = l, r. tγ is
the tunneling matrix element, taken for simplicity to be momentum and level independent.
The single-particle levels in the leads γk are assumed to be continuous (dense energy
levels). It is obvious, that in equilibrium only the binding linear combination of lead states
ckσ = (tlcLkσ + trcRkσ)/
√
t2l + t
2
r couples to the quantum dot with the effective tunnel
matrix element tL =
√
t2l + t
2
r. We drop the anti-binding combination and treat the leads
as as single fermionic bath.
Since the charging term Ec(Nˆ − NB)2 in Hˆqdot is long ranged for a large dot with
many one-particle levels, perturbation theory as well as RG methods fail to describe the
crossover from the classical to the quantum regime of Hamiltonian (2). The problem be-
comes accessible to Wilson’s numerical renormalization group (NRG) by introducing an
effective charge degree of freedom Nˆ =
∑
n n|n 〉〈n| and the corresponding ladder op-
erators N± =
∑
n |n ± 1 〉〈n| independent of the number of Fermions. The price is a
modification of the tunneling term14 to
HT = t
∑
ikσ
(
c†kσciσN
− + c†iσckσN
+
)
(3)
in order to keep track of the change of charge on the dot. The charging term Ec(Nˆ−NB)2
becomes part of an effective impurity, and HT can easily be treated within the NRG. We
have shown that our theory describes accurately the crossover from the classical to the
quantum regime14 for all parameter regimes. Moreover, the effective capacitance diverges
logarithmically with temperature at the charge step, indicating a quantum phase transition
between two Fermi-liquids with different dot charges. The QCP is characterized by a
charge two channel Kondo fixed point14, 15.
3 Modelling of Coupled Quantum Dots
Interesting new physics9, 10, 16 arises when we combine these two limits for quantum-dots
into one single nano-device. An ultra-small quantum dot with a large level spacing is cou-
pled to two leads and also to a quantum box. This device and its experimental realization
is shown in Fig. 1. For kBT  Ec, the device behaves as simple SET. For βEc  Ec,
however, a second conduction channel is dynamically generated: charge fluctuations from
the leads to the quantum box through the SET, possible at high temperatures, are now sup-
pressed. We expect a quantum phase transition as function of the ratio tB/tL where the
quantum critical point is described by a non-Fermi liquid fixed point.
The Hamiltonian for such a device is given by extension10 of (2)
H =
∑
σ
(Ed +
U
2
n−σ)nσ + Ec(Nˆ −NB)2 +
∑
α=L,B,kσ
αkc
†
αkσcαkσ (4)
+ tL
∑
kσ
(
c†Lkσdσ + d
†
σcLkσ
)
+ tB
∑
kσ
(
c†BkσdσN
+ + d†σcBkσN
−
)
,
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where we restrict ourselves to a single level with energy Ed on the SET and to the binding
combination of lead states. The charging energy of the SET is given by U . While elec-
trons tunnel between the binding combination of leads and SET with the amplitude tL, the
tunneling term to the quantum box is modified by the ladder operatorsN± in order to take
into account the change of charge.
4 Theory
We accurately solve Hamiltonian (4) using Wilson’s numerical renormalization group12, 17
best suited for this quantum impurity problem. The key ingredient in the NRG is a loga-
rithmic discretization of the continuous bath, controlled by the parameter Λ > 112. The
Hamiltonian is mapped onto a semi-infinite chain, where the N th link represents an ex-
ponentially decreasing energy scale DN ∼ Λ−N/2. Using this hierarchy of scales the se-
quence of finite-size HamiltoniansHN for theN -site chain is solved iteratively, truncating
the high-energy states at the conclusion of each step so as to maintain a manageable num-
ber of states. The reduced basis set of HN so obtained faithfully describes the spectrum
of the full Hamiltonian on a scale of DN , corresponding to the temperature TN ∼ DN 12
from which all thermodynamic expectation values are calculated.
In addition to the total spin component Stotz , we also use the particle number and the
conserved flavor τ totz = Nˆ + (NˆL − NˆB)/2 to classify the symmetries of subspaces of
the Hamiltonians HN . Since all subspaces can be diagonalized independently, we have
fully parallelized our NRG code on the IBM Regatta using POSIX threads. The setup of
the Hamiltonian matrices is mainly performed using ESSL and BLAS routines so that our
C++ code runs highly efficiently on SMP platforms such as the Regatta.
5 Results
5.1 Thermodynamics
By investigating the effective capacitance of the quantum box, Ceff = e∂〈N〉/∂NB near
the charge step16, we have shown that Ceff (T ) diverges logarithmically for a particular
gate voltage at fixed coupling ratio: the slope of the charge becomes infinitely steep. The
associated non-Fermi liquid quantum critical point consists of a charge two-channel Kondo
fixed point15, 8 plus a marginal operator describing the particle-hole asymmetry18. The
charge on the quantum box is screened through charge fluctuations16 with the SET which
resembles an anisotropic Kondo interaction in the flavor space15.
In this work, we focus on the local spin screening. For a given set of parameters, we
tune the ratio tB/tL to its critical value tc such that the Pauli-like local spin susceptibility
of the SET χspin = ∂〈SˆSETz 〉/∂H , for |tB/tL−tc| > 0 becomes logarithmically divergent
at tc. The results of such computational expensive scans are depicted in Fig. 3 for differ-
ent values of gate voltage Ed of the SET and experimentally typical ratios of parameters
U/Ec ≈ 10,Ec/ΓL = 1. By fitting of χ to χ(T ) = −(1/20TQPTK ) ln
(
T/TQPTK
)
+b, we
have extracted the characteristic energy scale TQPTK of the non-Fermi liquid fixed point.
The crossover from a Curie law to a logarithmically divergent χ(T ) approaching the QCP
is governed by Tmin = min{TK , Ec}. We observed that the charge16 and spin9, 10 QCP
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Figure 3. The spin susceptibility χ of the dot versus T , for ΓL = Ec = 0.1D, NB = 0, U/Ec = 10 and
different gate voltages Ed. Here tB is tuned for each value of U to quantum phase transition. Inset: TK versus
Ed. NRG parameters: Λ = 2.8, Ns = 2000.
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Figure 4. Color coded zero Bias conductance as function of the two gate voltagesEd andNB for a fixed coupling
ratio t2B/t
2
L = 1.2 and Ec/ΓL = 2, U/Γ = 16 at (a) T/ΓL = 0.65. and (b) T/ΓL = 3.1 ∗ 10−4. The black
line indicates the quantum critical line. NRG parameters: Λ = 4, Ns = 800. Each point consumed about 15h
CPU time on the IBM Regatta.
points are connected, in fact, can be identical. That implies that this distinction is some-
what misleading and arises since physical operators such as charge, spin or flavor (not
investigated yet) couple with different matrix elements to the leading irrelevant operator of
the non-Fermi liquid fixed point.
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5.2 Zero-Bias Conductance
For calculating the zero bias conductanceG(T ) through the SET,
G(T )/G0 = ΓL
∑
σ
∫
dω
(
−∂f(ω)
∂ω
)
ρdσ(ω, T ) (5)
we need the finite temperature spectral function ρdσ(ω) of the Green function dσ|d†σ ,
whereΓL = pit2LρF , andG0 = (2e2/h)4t2l t2r/(t2r+t2r)2 measures the optimal conductance
for generic couplings tl and tr between the two leads where t2L = t2l + t2r . The spectral
function obtained directly with the NRG, however, is not accurate enough to calculate
the conductance reliably. We use an equation of motion19, 20 technique in combination
with an new algorithm to calculate finite temperature spectral functions for multi-band
models as described in detail in the appendix of reference21. Since our algorithm allows
to evaluate ρ(ω, T ) independently for each ω, we use a massively parallelized algorithm to
generate ρ(ω, T ) for frequencies on a logarithmic mesh for a whole set of frequencies and
temperatures independently in one NRG run.
Experimentally, however, the ratio of tB/tL is kept fixed since tα does not depend
linearly on the external potentials. The zero bias conductance for large set of parameters
(Ed, NB) at fixed t2B/t2L = 1.2 is plotted for two different temperatures in Fig. 4. Since
each color point stems from one NRG run, we needed to reduce the number of state Ns
kept at each iteration and increase Λ. At high temperatures, kBT ≈ Ec/4, the conductance
is almost independent of the filling of the large dot. The conductance peaks at the charge
steps of the small dot at Ed/ΓL ≈ −15 and Ed ≈ 0. The picture changes completely at
low temperatures. For NB ≈ 0, we find a regime of high conductance at filling 〈nd〉 ≈ 1
due to the Kondo effect where the conductance is close to the optimal conductanceG0. At
an Ed dependent value of NB , however, we observe sharp drop in the conductance. This
correlates with the quantum critical line (QCL) added as a black line in the plots. On the
other hand, the conductance changes gradually at half integer filling of the coupled dot
which occurs at −15 < Ed < −12 in the depicted conductance plots of Fig. 5.
The conductance for four different values of NB, horizontal lines in Fig. 4b, is de-
picted in 5a. For NB = 0.2, the QCL is not crossed and the usual lifting of the Coulomb
blockade due to the Kondo effect is seen at odd SET filling between −16 < Ed < 0.
For NB = 0.25, 0.3, 0.35, the parameter Ed intersects twice the QCL as can be seen in
Fig.4. Consequently, the three curves for NB = 0.25, 0.3, 0.35 show a pronounced su-
pression of the conductance between these intersection points. At T = 0, the conductance
will exhibit a jump at these two intersection values of Ed defining the QCP. For particle-
hole symmetry, the conductance curves collapse onto two master curves when scaled as
x = T/(tB/tL − tc)2 shown in Fig. 5b.
6 Concluding Remarks
We calculate the thermodynamical and transport properties of a novel coupled quantum
dot device using our extension to the NRG. Since the subspaces of the Hamiltonians can
be diagonalized independently, we can use a highly efficient parallelized code on the IBM
Regatta to solve this complex many-body problem accurately. We find a line of quantum
critical points which governs the crossover from a high to a low conducting Fermi liquid.
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Figure 5. Conductance (a) vs Ed for four different values of NB at T/ΓL = 3.1 ∗ 10−4 . For NB = 0.2, the
Coulomb blockade is lifted, and G/G0 ≈ 1 for 〈nd〉 ≈ 1. For NB > 0.2 the QCL is crossed twice leading to
sudden decrease ofG. Data taken from Fig. 4. (b) Conductance vs x = T/(tB/tL− tc)2 (b) forEd/Γ0 = −5,
U/Γ0 = 10, NB = 0, Λ = 2.8 and Ns = 2500 and 21 different values of tB/tL.
We showed that the zero-bias conductance can be used to indicate the phase line since a
drop of the conductance is observed which becomes increasingly sharp. Since our the-
ory is valid for arbitrary parameters, we can make contact to the experimentally relevant
parameter regime where spin and charge fluctuation scales are not well separated.
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1 Introduction
In the last few years solid state physics has increasingly benefited from scientific comput-
ing, and the importance of numerical techniques is likely to keep on growing quickly in this
field. Because of the high complexity of solids, which are made up of a huge number of in-
teracting electrons and nuclei, a full understanding of their properties cannot be developed
using analytical methods only. Numerical simulations do not only provide quantitative re-
sults for the properties of specific materials but are also widely used to test the validity of
theories and analytical approaches.
Unbiased numerical approaches, like exact diagonalisation (ED)1, or the density matrix
renormalisation group (DMRG)2 are of particular importance for the investigation of low-
energy and low-temperature electronic, optical, or magnetic properties of various novel
materials, which cannot be understood within traditional many-particle theory. In such
strongly correlated systems, the interactions between the constituents of the solid are so
strong that they can no longer be considered separately and collective effects emerge. As a
result, these systems may exhibit new and fascinating macroscopic properties. Quasi-one-
dimensional (1d) electron-phonon (EP) systems like MX-chain compounds are prominent
examples of electronic systems very different from traditional ones3. Their study is par-
ticularly rewarding for a number of reasons. First they exhibit a remarkably wide range
of competing forces, which gives rise to a rich variety of different phases, characterised
by symmetry-broken ground states and long-range orders. Second, 1d models allow us to
investigate this complex interplay, which is important but poorly understood also in 2d and
3d highly-correlated electron systems, in a context more favourable to numerical simula-
tions. Because the complexity of the systems leads to huge requirements of memory and
CPU time, access to large computational resources is necessary.
2 Models
Experiments on a variety of novel materials, ranging from quasi-1d MX solids3, organics4
and quasi-2d high Tc cuprates5 to 3d colossal-magnetoresistive manganites6, provide clear
evidence for the existence of polaronic carriers, i.e., quasi particles consisting of an electron
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and a surrounding lattice distortion. This has motivated considerable theoretical efforts
to archive a better understanding of strongly coupled EP systems in the framework of
microscopic models.
To describe the interplay between electrons and the dynamics of the lattice, which is
known to play a key role for instance in quasi-1d metals and charge-density-wave (CDW)
systems, one of the simplest model is the Holstein-Hubbard model (HHM):
H = −t
∑
〈i,j〉σ
c†iσcjσ − gω0
∑
iσ
(b†i + bi)niσ + ω0
∑
i
b†ibi + U
∑
i
ni↑ni↓ . (1)
Here c†iσ (ciσ) denote fermionic creation (annihilation) operators of electrons with spin
σ =↑, ↓ on site i of a 1d lattice with N sites, niσ = c†iσciσ , and b†i (bi) are the corre-
sponding bosonic operators for dispersionless optical phonons. The physics of the HHM
is governed by three competing effects: The itinerancy of the electrons (∝ t), their on-site
Coulomb repulsion (∝ U ), and the local EP coupling (∝ g). Since the EP interaction is
retarded, the phonon frequency (ω0) defines a further relevant energy scale. Hence, besides
the adiabaticity ratio (ω0/t) we need two dimensionless coupling constants (u = U/4t and
λ = 2εp/2t or g
2 = εp/ω0). In the single-electron case, where the spin degree of freedom
and the Coulomb interaction are irrelevant, the Holstein model7,
H = −t
∑
〈i,j〉
c†icj −
√
εpω0
∑
i
(b†i + bi)ni + ω0
∑
i
b†ibi , (2)
has been studied extensively as a paradigmatic model for polaron formation8. Here εp
gives the polaron binding energy.
As yet, none of the various analytical treatments, based on weak- and strong-coupling
adiabatic and anti-adiabatic perturbation expansions9, are suited to investigate the phys-
ically most interesting polaron transition region. Here, the characteristic electronic and
phononic energy scales are not well separated and non-adiabatic effects become increas-
ingly important. This implies a breakdown of the standard Migdal approximation. Quasi-
approximation-free numerical methods like quantum Monte Carlo (QMC)10, 11 or ED and
DMRG can, in principle, bridge the gap between the weak- and strong-EP-coupling limits,
and currently represent the most reliable tools to study polarons close to the cross-over
regime12.
ω0
−t
U
−t
g
Figure 1. Schematic representation of the 1d Holstein-Hubbard model.
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3 Implementation of Matrix Vector Multiplication (MVM)
The core operation of most ED and DMRG algorithms is a MVM. It is quite obvious,
that our matrices are extremely sparse because the number of non-zero entries per row
of our Hamilton matrix scales linearly with the number of electrons. Therefore a stan-
dard implementation of the MVM step uses a sparse storage format for the matrix, hold-
ing the non-zero elements only. Two data schemes are in wide use, the compressed row
storage (CRS) and the jagged diagonal storage (JDS) format, where the latter one is the
method of choice for vector computers. The typical storage requirement per non-zero
entry is 12-16 Byte for both methods, i.e. for a matrix dimension of D˜ = 109 about
one TByte main memory is required to store only the matrix elements of the EP Hamil-
tonian. Both variants can be applied to any sparse matrix structure and the MVM step
can be be done in parallel by using a parallel library such as PETSc (see http://www-
unix.mcs.anl.gov/petsc/petsc-as/).
To extend our EP studies to even larger matrix sizes we store no longer the non-zero
matrix elements but generate them in each MVM step. Of course, at that point standard
libraries are no longer useful and a parallel code tailored to each specific class of Hamil-
tonians must be developed. For the Holstein-Hubbard EP model we have established a
massively parallel program using the Message Passing Interface (MPI) standard. The min-
imal total memory requirement of this implementation is three vectors with Hilbert space
dimension.
The parallelisation approach follows the inherent natural parallelism of the Hilbert
space, which can be constructed as the tensorial product space of electrons and phonons
{|b˜〉 = |e˜〉 ⊗ |p〉}. Assuming, that the electronic dimension (D˜e) is a multiple of the
number of processors used (Ncpu) we can easily distribute the electronic basis states
among these processors, i.e. processor i(0 ≤ i ≤ Ncpu − 1) is holding the basis states
(e˜i = iD˜e/Ncpu + 1, . . . , (i + 1)De/Ncpu). As a consequence of this choice only the
electronic hopping term generates inter-processor communication in the MVM while all
other (diagonal electronic) contributions can be computed locally on each processor.
Furthermore, the communication pattern remains constant within a single run for all
MVM steps and the message sizes (at least Dp words) are large enough to ignore the
latency problems of modern interconnects. Using supercomputers with hundreds of pro-
cessors and one TBytes of main memory, such as IBM p690 clusters or SGI Altix systems,
we are able to run simulations up to a matrix dimension of 30× 109.
4 Spectral Properties
4.1 Photoemission Spectra
Examining the dynamical properties of polarons, it is of particular interest whether a quasi-
particle-like excitation exists in the spectrum. This is probed by direct (inverse) photoemis-
sion, where a bare electron is removed (added) from (to) the many-particle system contain-
ing Ne electrons. The intensities (transition amplitudes) of these processes are determined
by the imaginary part of the retarded one-particle Green’s functions,
G±(k, ω) = 〈〈c∓k ; c±k 〉〉ω = lim
η→0+
〈ψ0|c∓k [ω + iη −H ]−1 c±k |ψ0〉 , (3)
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i.e., by the momentum resolved spectral functions
A±(k, ω) = − 1
pi
ImG±(k, ω) =
∑
m
|〈ψ±m|c±k |ψ0〉|2 δ[ω ∓ (E±m − E0)] (4)
and A(k, ω) = A+(k, ω) + A−(k, ω), with c+k = c
†
k and c
−
k = ck. These functions
test both the excitation energies E±m − E0 and the overlap of the ground state |ψ0〉 with
the exact eigenstates |ψ±m〉 of a (Ne ± 1)-particle system. Hence, G+(k, ω) [G−(k, ω)]
describes the propagation of an additional electron [a hole] with momentum k [−k] and
energy ω. The electron spectral function of the single-particle Holstein model corresponds
to Ne = 0, i.e., A−(k, ω) ≡ 0. A(k, ω) can be determined, e.g., by cluster perturbation
theory (CPT)13, 12: We first calculate the Green’s functionGcij(ω) of a Nc-site cluster with
open boundary conditions for i, j = 1, . . . , Nc, and then recover the infinite lattice by
pasting identical copies of this cluster along the edges, treating the inter-cluster hopping in
first-order perturbation theory.
Figure 2 shows that at weak coupling (left panel), the electronic spectrum is nearly
unaffected for energies below the phonon emission threshold. Hence, for the case consid-
ered here with ω0 lying inside the bare electron bandwidth 4t, the renormalised dispersion
E(k) follows the tight-binding cosine dispersion (lowered ∝ εp) up to some kX , where
the dispersionless phonon intersects the bare electron band. For k > kX , electron and
phonon states “hybridise”, and repel each other, leading to the well-known band-flattening
phenomenon14. The high-energy incoherent part of the spectrum is broadened ∝ εp, with
the k-dependent maximum again following the bare cosine dispersion.
The inverse photoemission spectrum in the strong-coupling case is shown in the right
panel of Fig. 2. First, we observe all signatures of the famous polaronic band-collapse,
where a well-separated, narrow (i.e., strongly renormalised), coherent QP band is formed
at ω ' −εp. If we had calculated the polaronic instead of the electronic spectral func-
tion (4), nearly all spectral weight would reside in the coherent part, i.e., in the small-
polaron band15. In contrast, the wave-vector renormalisation factor Z(k) is extremely
small and approaches the strong-coupling result Z = exp(−g2) for λ , g2  1. Note
-3 -2 -1 0 1 2 3
ω / t
A(
k,ω
)
tight binding dispersion
phonon excitation threshold
ground-state dispersion
k=0
k=pi
ω0/t=1.0,  λ=0.25;  Nc=16
-4 -2 0 2 4
ω / t
A(
k,ω
)
k=0
k=pi
ω0/t=1.0,  λ=2;  Nc=6
Figure 2. Spectral function of the 1d Holstein polaron calculated within CPT in the weak (left) and strong (right)
non-adiabatic EP coupling regime. CPT is based on ED of a finite cluster with Nc sites and M = 7 (λ = 0.25)
and M = 25 (λ = 2) phonon quanta.
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that the inverse effective mass m∗/m0 and Z(k) differ if the self-energy is strongly k-
dependent. This discrepancy has its maximum in the intermediate-coupling regime for 1D
systems, but vanishes in the limit λ → ∞ and, in any case, for D =∞16. The incoherent
part of the spectrum is split into several sub-bands separated in energy by ω0, correspond-
ing to excitations of an electron and one or more phonons (Fig. 2).
4.2 Optical Response
We apply the ED-KPM scheme outlined in12, 17, 18 to calculate the optical absorption of the
single-electron Holstein model. The results for the (regular) real part of the conductivity,
Reσ(ω) =
pi
ωN
∑
Em>E0
|〈ψm|ˆ|ψ0〉|2 δ[ω − (Em − E0)] (5)
(here ˆ = −iet∑i(c†i ci+1 − c†i+1ci) is the current operator), and possible deviations from
established polaron theory are important for relating theory to experiment. For T = 0 the
standard description of small polaron transport19 yields (in leading order) the ac conduc-
tivity Reσ(ω) = (σ0/ω
√
εpω0) exp
[−(ω − 2εp)2/4εpω0] , which for sufficiently strong
coupling predicts a weakly asymmetric Gaussian absorption peak centred at twice the po-
laron binding energy.
Figure 3 shows Reσ(ω) when polaron formation sets in (left panel), and above the
transition point (right panel). For λ = 2 and ω0/t = 0.4, i.e., at rather large EP cou-
pling but not in the extreme small-polaron limit, we find a pronounced maximum in the
low-temperature optical response, which, however, is located below 2εp, the value for
small polarons at T = 0. At the same time, the line-shape is more asymmetric than in
small-polaron theory, with a weaker decay at the high-energy side, fitting even better to
experiments on standard polaronic materials such as TiO220. At smaller couplings, sig-
nificant deviations from a Gaussian-like absorption are found, i.e., polaron motion is not
adequately described as hopping of a self-trapped carrier almost localised on a single site.
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Figure 3. Optical conductivity (red, in units of pie2t2) of the 1d Holstein model at T = 0 compared to the
analytical small-polaron result (blue). ED data are for a system with six sites and 45 phonons; σ0 is determined
to give the same integrated spectral weight as Re σ(ω > 0).
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5 Quantum Phase Transitions in 1d Electron-Phonon Systems
Most notably quasi-1d materials are very susceptible to structural distortions driven by EP
interaction. Probably the most famous one is the Peierls instability21 of 1d metals: As
the temperature is lowered the system creates a periodic variation in the carrier density
by shifting the ions from their symmetric positions. For the half-filled band case this
CDW is commensurate with the lattice, the unit cell doubles, and the system possesses a
spontaneous broken-symmetry ground state. Since a static dimerisation of the lattice opens
a gap at the Fermi surface the metal gives way to a Peierls insulator (PI) [see Fig. 4].
The on-site Coulomb interaction, on the other hand, tends to immobilise the charge
carriers and establish a Mott insulating ground state. The Mott insulator (MI) exhibits
strong spin density wave (SDW) correlations but has continuous symmetry and therefore
shows no long-range order in 1d. Then, of course, the question arises, whether the PI and
MI phases are separated by one (or more than one) quantum critical point(s) at T = 0, and
if so, how the cross-over is modified by quantum phonon effects.
The challenge of understanding such quantum phase transitions has stimulated intense
work on the Holstein Hubbard model. As yet there exist almost no exact (analytical) results
for this model. At least at half-filling, however, it has become generally accepted that the
interplay of charge, spin and lattice degrees of freedom gives rise to the phase diagram
sketched in Fig. 5. This scenario is supported by dynamical mean field investigations of
F E(  )ρpiak
E
k
EF
E
pi E
E
k
E
ρ
F
2a
2∆
E
)(  
Figure 4. Peierls scenario: A gap 2∆ opens in the electronic band structure E(k) [density of states ρ(E)] of an
1d metal if, as a result of the EP coupling, a static lattice distortion occurs, implicating a new lattice period 2a in
real space.
Peierls
insulator
ω0
g U
t
metal
insulator
Mott
Figure 5. Schematic phase diagram of the 1d Holstein Hubbard model. At half-filling, Peierls (left) or Mott
(right) insulating phases may be favoured over the metallic state. In the case of localised electrons interacting via
antiferromagnetic exchange and magneto-elastic couplings even a spin-Peierls distorted state can emerge (right,
lower panel).
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the HHM, which become reliable at least in infinite spatial dimension22.
Besides the properties of the ground state, the nature of the physical excitations is puz-
zling as well, especially in 1d. While one expects “normal” electron-hole pair excitations
in the PI phase (U = 0), charge (spin) excitations are known to be massive (gapless) in the
MI state of the Hubbard model (λ = 0). Thus, varying the control parameter u/λ, a cross-
over from standard quasi-particle behaviour to spin-charge separation can be observed in
the 1d HHM.
Since many-body gaps to excited states form the basis for making contact with exper-
imentally measurable excitation gaps and can also be used to characterise different phases
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Figure 6. DMRG finite-size scaling of spin- and charge excitation gaps in the HHM at λ = 0.35 and ω0/t =
0.1). Open and filled symbols denote DMRG results for PBC and OPC boundary conditions, respectively. The
accessible system sizes are smaller at larger λ/u, where an increasing number of (phononic) pseudo-sites is
required to reach convergence with respect to the phonons. Stars represent the ED results for the eight-site
system. The arrow marks the value of the optical gap ∆opt for the Bethe ansatz solvable 1d Hubbard model,
which is given by ∆opt/4t = u− 1 + ln(2)/2u in the limit of large u > 123 .
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Figure 7. Sketch of the PI-MI quantum phase transition in the Holstein Hubbard model.
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of the HHM, we have determine the charge and spin gaps,
∆c = E
+
0 (1/2) + E
−
0 (−1/2)− 2E0(0) (6)
∆s = E0(1)− E0(0) , (7)
using DMRG, supplemented by a finite-size scaling. Here E(±)0 (Sz) is the ground-state
energy of the HHM at half-filling (with Ne = N ± 1) particles in the sector with total
spin-z component Sz .
Obviously, ∆c and ∆s are finite in the PI and converge to the same value for N →∞.
Both gaps seem to vanish at the QCP of the HHM with finite-frequency phonons, but
the finite-size scaling is extremely delicate in the critical region. In the MI we found a
finite charge excitation gap, which in the limit u/λ  1 scales to the optical gap of the
Hubbard model, whereas the extrapolated spin gap remains zero. This can be taken as a
clear indication for spin charge separation.
From our conductivity data for the half-filled band case (not shown) we found evidence
for only one critical point separating Peierls and Mott insulating phases in the Holstein
Hubbard model with dynamical phonons (by contrast in the adiabatic limit (ω0 = 0) two
successive transitions have been detected for weak couplings u, λ  124). We have ex-
plicitly verified that the parity is P = +1 (P = −1) in the PI (MI) phase. The emerging
physical picture can be summarised by the phase diagram shown in Fig. 7.
6 Summary
In this contribution, we have analysed the spectral properties of Holstein polarons as well
as the transition from a Peierls- to Mott-insulator by means of quasi-exact numerical meth-
ods, such as Jacobi-Davidson based exact diagonalisation, kernel polynomial expansion
techniques, density matrix renormalisation group and cluster perturbation theory, imple-
mented on the NIC supercomputers. Our numerical approaches yield unbiased results in all
parameter regimes, and are of particular value in the non-adiabatic intermediate-coupling
regime, where perturbation theories and other analytical techniques fail.
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Quantum Monte Carlo Simulations of Strong Correlations
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We employ large-scale quantum Monte Carlo simulations to study the properties of ultra-cold
bosonic atom gases in optical lattices. Based on the stochastic series expansion technique, we
analyze the ground state phase diagram of the effective Bose-Hubbard model describing the
strongly correlated atom gas. After examining the superfluid to Mott-insulator transition of
ultra-cold gases on cubic lattices, we analyze the novel phases induced by extending the setup
to include a frustrated lattice geometry or randomness in the interatomic interaction strength.
We find that on the triangular lattice the presence of frustration in the underlying lattice leads
to the emergence of a supersolid state of matter, due to a novel order-by-disorder effect from
a macroscopic degeneracy of the model in the classical limit. Furthermore, we show that the
presence of randomness in the interaction strength leads to the formation of a Bose-glass phase
of the atoms, and the presence of a tri-critical point in the zero-temperature phase diagram. We
discuss possible experimental realization of these scenarios.
1 Strongly Correlated Systems
Strong electronic correlations have become an active research area of solid state physics
in the last decades, due to their relevance for e.g. heavy fermion compounds1, high-
temperature superconductors2, and quantum magnetism3. Furthermore, ultra-cold atomic
gases in optical lattices provide a new exciting bridge between the physics of these quan-
tum condensed matter systems and the field of quantum optics4, 5. In the project ”Numer-
ical studies of correlated quantum systems” novel numerical schemes are developed and
employed to effectively simulate such systems. In addition to the work detailed below, re-
search at the Institut fu¨r Theoretische Physik III focuses on the following topics: Efficient
quantum Monte Carlo algorithms were constructed, which allow a detailed analysis of the
spectral properties of the one-dimensional t−J model6. Using large scale numerical simu-
lations, evidence for the presence of spinon, holon and antiholon excitation was provided6.
Ultra-cold atoms in optical lattices were examined using novel exact numerical methods,
which allow for the study of both equilibrium and non-equilibrium properties 7–16. E.g.,
a quasi-condensate was found to emerge during free expansion of the atomic cloud out
of a Fock state, where the coherent matter wave forms an atom laser11, 15. Novel numer-
ical techniques were developed and tested at NIC Ju¨lich for the study of time-dependent
and non-equilibrium properties of strongly correlated systems, based on the density matrix
renormalization group17. After successful testing, this method is now applied to a detailed
study of coherent matter wave formations of ultra-cold atoms under non-equilibrium con-
ditions. Furthermore, we analyze quantum magnetic systems. In particular, we studied
the ground state properties and dynamics of quasiperiodic quantum antiferromagnets18–20.
Using large scale numerical simulations we also studied thermal and quantum phase tran-
sitions in systems of weakly-coupled spin-dimers in the presence of high magnetic fields22.
We established universal critical properties for the Bose-Einstein condensation (BEC) of
211
Figure 1. Schematic phase diagram of weakly coupled dimers with a bimodal random distribution of intra-dimer
exchange interactions (J1 > J2) and a weak inter-dimer exchange J ′ in the presence of an external magnetic
field h. Red regions indicate BECs of the magnet excitations, and blue regions the novel Bose-glass phases,
emerging from the bond-randomness. (J ′/J1)c denotes the quantum critical point at h = 0 in the absence of
randomness.
magnetic excitations in such systems21, and recently proved the formation of a Bose-glass
phase of these magnetic excitations in the presence of randomness23. A schematic phase
diagram of such a system is shown in Fig 1, exhibiting two Bose-glass phases next to a
BEC of magnetic excitations.
2 Ultra-Cold Atom Gases in Optical Lattices
Since the first realizations of BEC in magnetically trapped dilute alkali vapors24–26, the
study of ultra-cold atomic gases (of temperatures down to fractions of microkelvins) has
become an active research area of physics. After these first experiments with weakly in-
teracting bosons, among many other achievements the creation of spinor27 and dipolar28
condensates has extended the range of observed phenomena. Furthermore, quantum de-
generacy was observed in the fermionic case29, and first steps towards strongly correlated
systems have been made4, 5. Confining the atomic cloud to an optical lattice formed by
interfering laser beams leads to physical situations similar to the one encountered in solid
state physics30. A gas of bosonic atoms under such conditions is described by the Hamil-
tonian of the Bose-Hubbard model31,
H = −t
∑
〈i,j〉
(
b†ibj + h.c.
)
+
U
2
∑
i
ni(ni − 1) +
∑
i
Vini. (1)
Here, t denotes the nearest neighbor hopping amplitude, and U an on site repulsion be-
tween the bosons. Furthermore, bi (b†i ) denote annilation (creation) operators for bosons
on lattice site i, and ni = b†ibi the local density. The ratio t/U is tuneable by varying
the depth of the optical lattice potential30, which in allows particular to access the regime
U  t of strongly correlated bosons. Vi denotes a local potential due to the presence of
a (usually harmonic) external trapping potential, which confines the atomic gas. In the
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uniform case (Vi = 0), this model has a superfluid phase for low values of U/t and Mott-
insulator regions of commensurate densities for stronger interactions31. The transition from
a superfluid BEC to a Mott-insulator has been achieved for atoms in both one- and three-
dimensional optical lattices upon increasing the optical lattice depth5, 32. Quantum Monte
Carlo simulations allow for a qualitative analysis of these experiments.
3 Stochastic Series Expansion Quantum Monte Carlo
We use the stochastic series expansion (SSE) quantum Monte Carlo technique33, 34, which
is based on a high temperature series expansion of the partition function Z of the quantum
lattice model in Eq. (1) in the inverse temperature β = 1/kBT :
Z = Tr exp(−βH) =
∞∑
n=0
βn
n!
∑
{i1,...,in}
∑
{b1,...,bn}
〈i1| −Hb1 |i2〉 · · · 〈in| −Hbn |i1〉. (2)
The Hamiltonian H is decomposed into a sum of single-bond terms H =
∑
bHb, and we
inserted complete sets of basis states. For a bosonic system with a positive hopping ampli-
tude t > 0 all terms contributing to Eq. (2) have a positive weight, and thus a Monte Carlo
importance sampling of Z can be performed efficiently. Each Monte Carlo step consists of
two consecutively applied update schemes: First, in a local, diagonal update, the expansion
order n changes by adding/removing diagonal single-bond terms, while keeping the inter-
mediate states and offdiagonal terms fixed. Then in a second, nonlocal update scheme,
the offdiagonal terms and intermediate states are modified using a directed loop update
scheme35, 36, which allows efficient simulations at low temperatures and quantum phase
transitions. The results presented below were obtained using an highly optimized C++ im-
plementation of the algorithm based on the ALPS library37 with native checkpointing and
MPI inter-node communication.
4 The Superfluid to Mott-Insulator Transition
The presence of a magnetic confinement potential in the experiments on bosonic atoms in
optical lattices5, 32 leads to spatial confinement and an inhomogeneous density distribution
of the atoms inside the trap30. The local density of the atoms can however not be measured
in current experiments. Instead, absorption images are taken during free expansion of
the atomic cloud, which reveal the initial momentum distribution n(k) of the atoms. The
gradual loss of interference patterns in such images upon increasing the optical lattice depth
gave first indications for the passage from a coherent superfluid BEC to the coexistence
of large incoherent Mott-insulator and small superfluid regions5. Using quantum Monte
Carlo simulations, the corresponding changes in the density distribution of the confined
Bose gas inside the optical lattice can be analyzed38–40. As an example, in Fig. 2 density
distributions are shown for the case of bosons confined to a two-dimensional lattice in (a)
the superfluid and (b) the coexistence regime. In the latter case, the strong interactions lead
to the formation of a Mott-insulating region with integer density (here ni = 1) at the trap
center, surrounded by a superfluid shell. We confirmed the coexistence of superfluid and
Mott-insulating regions by analyzing the local compressibility κ in these inhomogeneous
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Figure 2. Local density distribution of two-dimensional confined bosonic atoms, (a) in the superfluid phase for
U/t = 6.7, and (b) in the coexistence regime for U/t = 25.
Figure 3. Spatial dependence of the local compressibility κ of bosons confined to a two-dimensional lattice for
U/t = 25. A superfluid shell surrounds the central Mott-insulator.
systems38, 39. As an example, the spatial dependence of κ for the case of Fig. 2 b) is
shown in Fig. 3, clearly resolving a compressible superfluid ring surrounding the cental
incompressible Mott-insulator. In the following, we consider possible extensions of the
experimental setup, by including novel lattice geometries and the effects of disorder in our
numerical simulations.
5 Supersolid Lattice Bosons
Recently, evidence was reported for a possible supersolid phase of 4He, derived from non-
classical momenta of inertia in torsional oscillator experiments41. Such a state of matter is
characterized by the simultaneous presence of both diagonal and off-diagonal long range
order in form of a superfluid with periodic density modulations, breaking both U(1) and
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Figure 4. Ground state phase diagram of hard-core bosons on the triangular lattice, obtained from quantum
Monte Carlo simulations. Solid lines denote continuous quantum phase transition lines, whereas dashed lines
denote first-order transitions. The system is half-filled for µ/V = 3.
translational symmetry42, 43. Whether the recent observations on 4He are indeed due to
the presence of a supersolid state, is still under debate44–46, and thus the possibility of
supersolid phases in translational invariant systems remains unsettled.
Turning to the case of an underlying regular lattice, various proposals have been pre-
sented, how to realize a supersolid by loading ultra-cold atoms in optical lattices: such
schemes are based on the generation of longer ranged interparticle interactions using dipo-
lar gases47, Bose-Fermi mixtures48 or excited states in higher bands49. The crystalline
order relevant for diagonal long range order in such a supersolid is not the trivial density
modulation enforced by the optical lattice but implies an additional superstructure in the
bosonic density distribution. Analytical studies using mean-field theory and renormaliza-
tion group methods indeed found stable supersolid phases in many models, such as the
extended Bose-Hubbard model on the square lattice,
H = −t
∑
〈i,j〉
(
b†ibj + h.c.
)
+ V
∑
〈i,j〉
ninj +
U
2
∑
i
ni(ni − 1)− µ
∑
i
ni, (3)
in particular in the hard-core limit, U/V → ∞ close to half-filling. Here, V denotes a
nearest-neighbor repulsion and µ the chemical potential of the bosons. However, subse-
quent numerical calculations showed, that the supersolid state is unstable towards phase
separation for U > 4V , i.e. for dominant on-site interactions50, 51.
Since it is possible to generate optical lattices which depart from the square lattice ge-
ometry52, the question arises, if stable supersolid phases exist in realistic parameter regimes
using different lattice structures. We performed quantum Monte Carlo simulations for the
extended Bose-Hubbard model, Eq. (3), on the triangular lattice to study the interplay of
supersolidity and geometric frustration53. In Fig. 4 we show the phase diagram obtained
from our simulations in the hard-core limit.
In addition to the superfluid phase at large values of t/V , the system shows two solid
phases for low values of t/V < 0.2, with densities ρ = 1/3 and ρ = 2/3, respectively. We
found that upon doping these solid phases towards half-filling, ρ = 1/2, two supersolid
phases emerge, with a first order transition line at ρ = 1/2, separating the low- and high-
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density supersolids53. Supersolidity in this model emerges by an order-by-disorder effect54
out of a hugely degenerate state of the frustrated classical model at t = 055, driven by quan-
tum fluctuations53. Doping the ρ = 2/3 solid with additional bosons (or the ρ = 1/3 solid
with holes), a possible super-solid is unstable towards phase separation due to the prolifera-
tion of domain-walls, giving rise to a first-order transition to the superfluid53, 51. Our results
are in qualitative agreement with analytical findings56, which however overestimated the
extents of the solid and supersolid phases. While an earlier numerical study57 did not find
a supersolid phase at half-filling, recent studies confirm our calculations58, 59.
Our preliminary results for the case of hard-core bosons on the Kagome´-lattice, for
which a supersolid phase was obtained in spin-wave approximation56, indicate that the
increased quantum fluctuations destroy supersolidity. Compared to the case of the square
lattice, the triangular lattice thus offers the experimentally easiest possibility for realizing
order-by-disorder phenomena and supersolid phases of ultra-cold atoms on optical lattices.
6 Bosons with Random Interaction Strength
Another means of realizing novel quantum phases of bosons in optical lattices is random-
ness produced by e.g. additional incommensurable lattices60, or by laser speckles61. They
can lead to Anderson localization62 and Bose-glass phases31.
We proposed a novel means of realizing randomness for bosons in optical lattices,
by employing the extreme sensitivity of the bosonic scattering potential at the verge of a
Feshbach resonance63, 64, leading to a random interaction strength U in the Bose-Hubbard
model65. In our scenario bosons on an atom chip66 are considered close to an electric wire,
producing a spatially random magnetic field66. This will induce random variations in the
local interaction strength, if the bosons are set near the Feshbach resonance by the overall
off-set field65. We studied the phase diagram of the one-dimensional random-U Bose-
Hubbard model using both a strong coupling expansion (SCE)67 and SSE quantum Monte
Carlo simulations65, and contrasted our model to the case of randomness in the chemical
potential31. The resulting zero-temperature phase diagram for a uniformly distributed in-
teraction strength, U(1 − ) ≤ Ui ≤ U(1 + ), is shown in Fig. 5 for  = 0.25. Similar
to the case of a random chemical potential31, the disordered system exhibits a Bose-glass
regime, identified as an insulating, but compressible phase. However, in the random-U
case, the disorder selectively destroys all Mott-insulating regions above an -dependent
filling factor (n ≥ 3 for  = 0.25). Furthermore, we find that the Bose-glass phase does
not extend into the low-density region of the phase diagram, µ < 0, giving rise to a tri-
critical point along the lower boundary of the n = 1 Mott-lobe. Estimates of the relevant
length scales indicate that our scenario can indeed be realized using currently available
experimental techniques65.
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The linear and nonlinear optical properties of semiconductors are strongly influenced by the
Coulomb interaction among the photoexcited carriers. Within the framework of the semicon-
ductor Bloch equations such many-body effects can be described on the basis of a microscopic
theory. In this article, we briefly review our recent contributions to two specific topics. First, the
coherent optical generation of charge and spin currents and their subsequent decay via scattering
processes is discussed. As a second example, the spatially-inhomogeneous optical properties
of hybrid structures which consist of photonic crystals and semiconductor nanostructures are
described. Many of the numerical results have been obtained using massively parallel computer
programs which were run on the IBM p690-Cluster Jump in Ju¨lich.
1 Introduction
The analysis of the optical and electronic properties of semiconductors and, in particular,
semiconductor nanostructures is of great current interest. On the one hand, one can study
in these systems questions which are of relevance in the area of fundamental physics, i.e.,
many-body and non-equilibrium effects, ultrafast dynamics, coherent phenomena, influ-
ence of disorder, etc. On the other hand, semiconductors and semiconductor nanostructures
are useful for a great variety of applications including optoelectronic devices.
A microscopic theoretical description of the optical properties of semiconductors has
to properly describe the light field, the material excitations, and their interaction. When the
electronic system is excited by the light field, electrons are raised energetically to the previ-
ously unoccupied conduction band and so-called holes are generated in the valence band.
Since these quasi-particles are charged, their mutual Coulomb interaction gives rise to a
many-body problem. Within the framework of the semiconductor Bloch equations a num-
ber of important many-body effects can be computed on a microscopic theoretical basis1, 2.
These equations describe the dynamical evolution of electronic distributions and coher-
ences during and after the photoexcitation. By numerically solving this high-dimensional
set of coupled nonlinear differential equations one obtains the macroscopic optical polar-
ization which appears as a source term in Maxwell’s equations and thus determines the
light-matter interaction.
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Figure 1. Schematical drawings of optical interband excitations in a two-band model. Left: A single field with
frequency 2ω resonantly generates electrons and holes above the band gap of a semiconductor Egap. In this case,
the excitation is symmetric in k-space. Right: The incident field consists of two frequencies ω and 2ω satisfying
 
ω < Egap < 2
 
ω. In this case, it is possible to create excitations which are not symmetric in k-space, i.e.,
correspond to a finite current, since the initial and final states are connected by two pathways. The direction
and the magnitude of the photoinduced current can be controlled coherently by adjusting the phase difference
between the two field components.
In this brief review, we describe our recent contributions to two specific topics. For
further details of the theoretical approach and additional information we have to refer the
reader to the cited articles and the literature cited therein. In the first example, see Sect. 2.1,
the coherent optical generation of charge and spin currents and their subsequent decay
via scattering processes is analyzed. As a second example, the spatially-inhomogeneous
optical properties of hybrid structures consisting of photonic crystals and semiconductor
nanostructures are described in Sect. 2.2.
2 Examples
2.1 Coherent Optical Generation and Decay of Charge and Spin Currents
Recently, the coherent control of electronic excitations in semiconductors by sequences
of optical laser pulses has received great attention. For example, it has been predicted3
that it should be possible to generate photocurrents in semiconductors on ultrashort time
scales via the excitation with two light beams with frequencies ω and 2ω satisfying
 
ω < Egap < 2
 
ω, where Egap is the band gap energy. This effect has been observed4
and is illustrated schematically in Fig. 1.
A few years later, it has been predicted that basically the same type of interference
scheme can also be employed to create pure spin currents which are not accompanied by
any charge current5, see Fig. 2. The existence of such spin currents generated on ultrafast
time scales has been confirmed experimentally6, 7. They could, in particular, be useful for
possible future applications in the area of spintronics.
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Figure 2. Schematical illustration of the coherent optical generation of currents. Left: (Right:) By using linear
parallel (perpendicular) polarization directions of the ω and the 2ω beams a charge (spin) current is injected.
When a charge current is generated, both spins are excited identically, i.e., ne↑,k = ne↓,k , and the excitations
carry a nonvanishing average momentum kavg . For the case of a spin current, the distributions of the two spins
satisfy ne↑,k = n
e
↓,−k and thus the momentum averaged over both spins vanishes.
In Ref. 8, we have presented and analyzed a microscopic many-body theory at the
quantum-kinetic second Born-Markov level which is capable of describing the dynamical
generation, the coherent evolution, and the decay of charge and spin currents. Our ap-
proach is based on the semiconductor Bloch equations1, 2 and includes light-field-induced
intraband and interband excitations nonperturbatively and beyond the rotating wave ap-
proximation, excitonic effects, as well as correlation contributions arising from the carrier
LO-phonon coupling and the Coulomb interaction which describe scattering processes.
Figure 3 shows the time-dependence of the electron and hole distributions of a quantum
well in k-space. The short laser pulses generate carriers with a combined excess energy of
150meV above the band gap. Due to their smaller mass most of this kinetic energy is given
to the electrons. Immediately after the photoexcitation, the electron and hole distributions
are very similar, since the optical transitions are diagonal in k-space. Due to the quantum
interference between the ω and 2ω components of the field, the distributions are larger
for positive kx than for negative kx. Therefore, this situation corresponds to a current in
x-direction. In the course of time, the distributions relax towards quasi equilibrium, i.e.,
towards the band edges. In the limit of long times, due to their larger mass the distribution
of the holes is wider than that of the electrons.
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Figure 3. Left (right) column: Contour plots of the electron (hole) distributions in a quantum well in k-space at
t =50, 100, 150, and 400 fs, respectively. The incident pulses have a duration of 20 fs and the amplitudes of the
two fields are Aω = 2A2ω = 108A0, with A0 = E0/ea0 ≈ 4 kV/cm, where E0 is the exciton Rydberg and
a0 the exciton Bohr radius. The excitation frequency is chosen such that 2
 
ω is 150 meV above the band gap,
the density of photoinjected carriers is N = 1011 cm−2, and the temperature is T = 50 K. Taken from Ref. 8.
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Figure 4. (a) Time-dependent charge (solid) and spin (dash-dot) currents of a quantum well for the same param-
eters as in Fig. 3. Also shown is the identical decay of both currents if only carrier LO-phonon scattering is con-
sidered (dashed). The thin solid lines represent exponential decays with time constants of 240, 155, and 125 fs,
respectively. (b) Same as (a) for a quantum wire. The density of the photoinjected carriers isN = 5×105 cm−1
and the other parameters are the same as in (a). The thin solid lines represent exponential decays with time
constants of 1250, 900, and 740 fs, respectively. Taken from Ref. 8.
Figure 4(a) demonstrates that for the considered excitation conditions the dynamical
evolution of the currents is influenced by both carrier LO-phonon and carrier-carrier scat-
tering. If only carrier LO-phonon scattering is considered, the charge and spin currents
decay similarly. This decay is not exponential, however, its onset can be approximated by
an exponential decay with a time constant 240 fs. Including also carrier-carrier scattering
in the analysis, speeds up the decay of both currents. Additionally, we find that the spin
current decays more rapidly than the charge current. This effect can be understood by
considering that the excitation of a charge current corresponds to identical electron distri-
butions for the different spins, see Fig. 2. Therefore, the average momentum of the electron
system is finite. Since carrier-carrer scattering only exchanges momentum among the car-
riers, the finite average momentum cannot be reduced by this process. The situation is,
however, different when a spin current is excited. In this case, the opposite electron distri-
butions for the two spins correspond to a vanishing total electronic momentum, see Fig. 2.
Consequently, Coulomb scattering can exchange and thus relax the photoexcited momenta
of the spin-up and spin-down electrons.
Figure 4(b) shows that qualitatively similar results are obtained for quantum wires.
However, since the phase space is smaller in one dimension, the scattering is reduced
and the decay times are longer than in two dimensions. Additional investigations of the
dependence of the currents on the intensities of the incident laser pulses can be found in
Ref. 8.
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Figure 5. Schematical drawing of the considered structure which consists of an array of semiconductor quantum
wires in the vicinity of a two-dimensional photonic crystal. The photonic crystal has a finite thickness and is
made of periodically arranged air cylinders which are surrounded by a dielectric medium. Taken from Ref. 15.
2.2 Optical Properties of Semiconductor Photonic-Crystal Structures
A periodic wavelength scale dielectric structuring strongly influences the transverse part
of the electromagnetic field. Dielectric photonic crystals can be used to design the dis-
persion of the electromagnetic field modes, i.e., so-called photonic band structures9–12.
Important aspects of the light-matter interaction can be modified with these structures and,
furthermore, a suitable tailoring of the field modes may improve the properties of various
optoelectronic devices.
The dielectric structuring influences, however, also the longitudinal part of the elec-
tromagnetic field, i.e., the Coulomb interaction. This results in a space dependence of the
band gap and the exciton energies in a nearby semiconductor nanostructure which follows
the periodicity of the photonic crystal13, 14.
In Ref. 15, we have analyzed the optical gain properties of such spatially-
inhomogeneous semiconductor photonic-crystal structures. The developed theoretical ap-
proach provides a self-consistent solution of the dynamics of the electromagnetic field and
the material excitations in the framework of coupled Maxwell semiconductor Bloch equa-
tions which include many-body interactions on the Hartree-Fock level.
The considered structure consists of an array of quantum wires in the vicinity of a
two-dimensional photonic crystal of finite thickness, see Fig. 5. Shown in Fig. 6. are
density-dependent optical absorption and gain spectra. For small densities, two excitonic
absorption peaks are visible. The lower one is associated with positions underneath the
dielectric part of the photonic crystal whereas the higher one originates from positions un-
derneath the air cylinders. With increasing density, the height of both peaks decreases due
to bleaching. However, the rate of change for the energetically lower peak is larger. This
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Figure 6. Density-dependent absorption/gain spectra for an array of wires that is separated by D = 0.2a0 from
the photonic crystal with air cylinder radius R = 2.65a0. The presence of negative absorption, i.e., optical gain,
is highlighted by changing the lines from black to green. Taken from Ref. 15.
is due to the fact that because of the spatially-varying band gap the carriers accumulate at
positions underneath the dielectric and avoid the regions underneath the air cylinders. As
a result the sign of the absorption at the lower peak becomes negative, i.e., optical gain is
present, in a range of densities where the higher peak is still absorbing. A detailed anal-
ysis shows that in this spatially-inhomogeneous structure the transition from absorption
to gain occurs at an approximately 20% smaller density than in a structure which is in a
homogeneous dielectric environment15.
Besides the gain, we have also studied nonlinear optical properties and electronic wave-
packet dynamics of spatially-inhomogeneous semiconductor photonic-crystal structures16.
Furthermore, a strong enhancement of the optical gain has been found in structures con-
sisting of one-dimensional photonic crystals and semiconductor quantum wells17.
3 Summary
The two examples presented here demonstrate that many-body effects strongly influence
the optoelectronic properties of semiconductors. Many of our numerical results on the
examples discussed here and also on other topics were obtained using massively parallel
computer programs which were run on the IBM p690-Cluster Jump in Ju¨lich.
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Ageing phenomena and dynamical scaling behaviour are studied both in ferromagnets and in
critical spin glasses. For the ferromagnetic systems we find that dynamical scaling functions
measured after a quench into the ordered low temperature phase are in complete agreement with
predictions coming from the recently proposed theory of local scale invariance. For a quench
to the critical point corrections to these predictions are shown to exist. Critical spin glasses
are found to display the same ageing phenomenology as critical ferromagnets. Numerical evi-
dence indicates that the concept of universality is weaker in critical spin glasses than in critical
ferromagnets.
1 Introduction
Ageing phenomena are encountered in a large variety of out-of-equilibrium systems (see1
for a recent review). Well-known examples are found in glasses, spin glasses, polymers
and colloids, but also simple ferromagnets, quenched to or below their critical point, dis-
play this intriguing behaviour. In praxis ageing behaviour is used in order to change the
properties of materials undergoing a quench from high to low temperatures.
Many of the investigations in this field study the dynamical scaling behaviour often
encountered in systems being far from equilibrium. Dynamical scaling follows directly
from the existence of a unique typical dynamical length scale which increases in time with
a power law. The power law behaviour is thereby due to the presence of slow degrees of
freedom.
The description of ageing phenomena starts from the observation that dynamical cor-
relation and response functions transform covariantly under the dynamical scale transfor-
mation t −→ (1 + ε)zt, ~r −→ (1 + ε)~r. Here t is time, ~r denotes the space point, and z is
the dynamical exponent. It has been shown recently2, 3 that the dynamical symmetry with
ε constant can be generalized to a local symmetry with ε = ε(t, ~r ). Starting from this gen-
eralized space-time symmetry exact expressions for dynamical response and correlation
functions have been derived for the first time2, 4, 5.
In the last years I studied the dynamical scaling behaviour of nonequilibrium systems
through extensive numerical simulations. The purpose of this study was two-fold. On the
one hand the predictions coming from the theory of local scale invariance were confronted
with numerical data obtained for ferromagnets quenched to temperatures equal or less than
the critical temperature. This yielded interesting results on the applicability of the con-
cept of generalized space-time symmetries to nonequilibrium systems. On the other hand
the investigation of the phenomenology of ageing was extended to other, more complex,
systems as for example spin glasses quenched to their critical point.
As discussed in the following, these numerical studies have yielded new insights into
the universal features of the dynamical behaviour of systems brought out of equilibrium by
a sudden change of external conditions.
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2 Ageing Phenomena in Ferromagnets
In order to better understand ageing, consider a ferromagnet prepared at very high temper-
atures in a completely disordered state and then quenched to low temperatures. In case the
final temperature is below the critical temperature, phase ordering sets in, and, due to the
competition of different ordered equilibrium states, formation of domains take place. This
is shown in Figure 1 for the case of an uniaxial ferromagnet with two competing ordered
states. The typical size L(t) of the domains increases as a power law of time t: L(t) ∼ t1/z .
The exponent z, which is called dynamical exponent, takes on the value 2 when no quan-
tities are conserved. The slow degrees of freedom, responsible for the ageing phenomena,
are thereby provided by the movement of the walls separating the different domains.
Figure 1. Formation of domains in an uniaxial ferromagnet with two competing ordered states (black and white
patches) quenched to temperatures below the critical temperature. The typical size of the domains increases as a
function of time (from left to right).
Ageing manifests itself most readily through the behaviour of two-time quantities as
dynamical correlation and response functions. Indeed, in the ageing regime these quantities
depend in a complicated way on both times and not only on the time difference, as this is
the case at equilibrium. To be specific, consider the autocorrelation functionC(t, s) which
measures to what extent configurations at two times s and t > s are correlated. As shown
in Figure 2a for the case of a quench of the two-dimensional Ising model (a very simple
model which nevertheless captures most of the physics of uniaxial ferromagnets) to low
temperatures the autocorrelation is not a simple function of the time difference t − s. In
fact, the decay of C is the slowest for the largest value of s. It is this behaviour which we
call ageing.
A characteristic behaviour of C(t, s) is encountered in the dynamical scaling regime
t− s s 1 where one has the simple scaling form
C(t, s) = s−bfc(t/s). (1)
Here fc is a dynamical scaling function, whereas b is a nonequilibrium exponent. Plotting
C as a function of t/s indeed yields an excellent data collapse for b = 0, see Figure 2b.
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Figure 2. Computed autocorrelation functionC(t, s) of the two-dimensional Ising model after a quench to T = 0
for different values of s as a function of (a) t − s and (b) t/s. The red line in (b) is the theoretical prediction
coming from the theory of local scale invariance.
The red line shown in that Figure is the theoretical prediction derived under the assumption
of local scale invariance5. Clearly, the theoretical curve nicely describes the numerical data
for values of t/s ≥ 2. The observed deviations for smaller values of t/s are expected as
here one is not yet in the dynamical scaling regime t− s s 1.
The same conclusions are reached when looking at response functions instead of cor-
relation functions. As an example one may consider the space-time response which gives
the reaction of the system at time t at a position ~r to a perturbation which was applied at
an earlier time s at a different position ~r ′. Figure 3 displays the spatially and temporally
integrated response which is easily accessible in numerical simulations. Predictions com-
ing from the theory of local scale invariance (full lines) again describe the numerical data
in a perfect way2, 4.
It has to be stressed that a similar good agreement between theory and numerics is also
found for other systems quenched below their critical point6. This leads us to the important
conclusion that the generalized space-time symmetries, underlying the theory, are indeed
realized in systems that undergo phase ordering.
However, there do exist situations for which local scale invariance does not yield the
exact scaling functions. This is for example the case when one quenches a ferromagnet
to its critical point. Whereas early simulations showed a very good agreement between
theory and numerics also for this case2, field theoretical calculations7 pointed to the ex-
istence of corrections to the scaling functions derived under the assumption of local scale
invariance. We recently succeeded in proving numerically the existence of these correction
terms in critical systems by studying the response of the total magnetization to a homoge-
neous external field8. As shown in Figure 4 for the critical Ising model in two and three
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Figure 3. Computed scaling function ρ(x, µ) of the spatially and temporally integrated response of the two-
dimensional Ising model after a quench to T = 1.5 for different values of s. Here x is the scaling variable
t/s and µ is a measure of the distance over which one has integrated spatially. The red lines are the theoretical
predictions coming from the theory of local scale invariance.
dimensions the local scale invariance prediction systematically deviates from the numeri-
cal data, whereas the inclusion of the corrections brings the theoretical curve closer to the
data. In fact, this is the first time that the existence of corrections to the predictions of the
theory of local scale invariance has been proven unambiguously.
Why are quenches to the critical point so different from quenches into the low tem-
perature phase? In fact at a critical point one has no well-defined domains, but instead
correlated regions are formed. One can define a dynamical correlation length which in-
creases again with a power law of time, but now the dynamical exponent is different from
2. As a further consequence of the critical fluctuations the time evolution of the magneti-
zation is non-markovian, a feature not captured by the theory of local scale invariance in
its present form.
3 Ageing in Critical Spin Glasses
Recently, we have extended our studies to disordered systems. As a first example we
looked at the ageing phenomenology of spin glasses at their critical point. Spin glasses
are highly frustrated systems which are characterized by very slow dynamics. The nature
of their low temperature phase is still intensively debated. In fact, due to the very slow
dynamics it is extremely difficult to equilibrate in numerical simulations even systems of
very moderate size, making equilibrium simulations of spin glasses very tedious. In our
approach we concentrated on the out-of-equilibrium behaviour which can be studied for
large systems.
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Figure 4. Scaling function of the reponse of the total magnetization to an homogeneous external field for (a)
the two-dimensional and (b) the three-dimensional Ising model quenched to its critical point. LSI denotes the
theoretical prediction coming from the theory of local scale invariance. In the FT curve the corrections coming
from field theoretical calculations have been included.
We focused on the spin glass transition, as earlier investigations had shown that at this
point one again has the situation that the dynamical correlation length increases with a
power law of time, similar to what is observed in critical ferromagnets9. In fact, the sim-
ilarities with the out-of-equilibrium behaviour of critical ferromagnets go much farther.
Figure 5 shows the behaviour of the autocorrelation function after a quench to the criti-
cal point for a typical spin glass, the so-called Edwards-Anderson Ising spin glass with a
bimodal distribution of the random couplings. Plotted against the time difference t − s,
ageing is again obvious, see Figure 5a. Assuming the validity of the scaling ansatz (1) also
for critical spin glasses, one obtains a perfect scaling behaviour as a function of t/s when
choosing the appropriate value of the nonequilibrium exponent b, as shown on Figure 5b.
The same observation holds when considering other dynamical two-time quantities. Thus
the phenomenology of ageing at the critical point of spin glasses is the same as for critical
ferromagnets, and this despite the fact that the free energy surface of spin glasses is very
rugged due to frustration effects10.
Looking a little bit more closely into the out-of-equilibrium behaviour of critical spin
glasses, one nevertheless can identify unexpected features which greatly differ from the
behaviour of the corresponding ferromagnetic systems. At a critical point it is expected
that quantities like critical exponents or critical amplitude ratios are universal and do not
depend on details of the considered system (as long as there are no global features involved,
like the dimensionality of the system or the symmetry of the order parameter, which lead to
a change of the universality class). The origin of this universal behaviour is well understood
and has been verified in numerous cases. However, looking at nonequilibrium quantities
in critical spin glasses one has the surprise that these quantities, which have been shown
to be universal in critical ferromagnets, depend on the choice of the distribution of the
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Figure 5. Autocorrelation function C(t, s) as a function of (a) t − s and (b) t/s for the three-dimensional
Edwards-Anderson Ising spin glass with a bimodal distribution of the couplings after a quench to the critical
point. As shown in (b) the scaling ansatz (1) yields an excellent data collapse.
bimodal gaussian laplacian
b 0.056(3) 0.043(1) 0.032(2)
λ/z 0.362(5) 0.320(5) 0.259(2)
X∞ 0.12(1) 0.09(1) 0.055(2)
Table 1. Various nonequilibrium quantities determined numerically in the critical three-dimensional Edwards-
Anderson Ising spin glass for different distributions of the random couplings.
couplings11. One example is given by the already mentioned exponent b whose value
depends on the distribution function. This can be seen in Table 1 where the values of
b are displayed for Edwards-Anderson spin glasses in three space dimensions with three
different distributions of the couplings: bimodal, gaussian and laplacian. Also given are
two other quantities, again supposed to be universal: the exponent λ/z which governs the
decay of the autocorrelation function for large times, C(t, s = 0) ∼ t−λ/z , and the limit
value X∞ of the so-called fluctuation-dissipation ratio X which can be used to assign an
effective temperature to our nonequilibrium system1. It is obvious from the table that these
quantities also depend on the choice of the distribution function. This fact is illustrated in
Figure 6 where I show C(t, s = 0) and X(s/t) for the three studied distributions.
Our nonequilibrium simulations yield therefore evidence that universality in critical
spin glasses is much weaker than in critical ferromagnets. The dependence of critical
quantities on the choice of the distribution of the couplings is unexpected and right now
not well understood. It must be noticed, however, that equilibrium simulations of small
systems also indicate a dependence of static quantities on the distribution function12, even
though the situation is not as clear-cut as it is for our nonequilibrium simulations.
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Figure 6. (a) C(t, s = 0) as a function of time t and (b) fluctuation-dissipation ratio X as a function of s/t
(yielding the limit value X∞ when s/t −→ 0) for the three-dimensional Edwards-Anderson Ising spin glass
with different distributions of the couplings.
4 Conclusion
In this contribution I have discussed ageing phenomena and dynamical scaling in systems
which are brought out of equilibrium by a sudden change of temperature. For systems
undergoing phase ordering one finds complete agreement between numerical simulations
and the predictions coming from the recently developed theory of local scale invariance. At
criticality, the existence of correction terms to the theoretical predictions has been proven
numerically. Interestingly, critical spin glasses have the same phenomenology of ageing
as critical ferromagnets. Surprisingly, for critical spin glasses the values of the studied
nonequilibrium quantities depend on the choice of the distribution function of the random
couplings. This points to the possibility that universality in critical spin glasses is weaker
than in critical ferromagnets.
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Monte Carlo (MC) simulations are presented in which the phase behavior of colloid-polymer
mixtures and of colloidal liquid crystals is investigated. The simulations demonstrate that col-
loidal systems are good model systems to study the critical behavior of confined systems and
the phase behavior of liquid crystals.
1 Introduction
Colloidal systems consist of big molecules (colloids) with a typical size ranging from about
1 nm to several µm, that are suspended in an atomistic solvent. With respect to the phase
behavior, colloids are often similar to atomistic systems. However, in the case of colloids,
one can often extract much more detailed information than in comparable atomistic sys-
tems. For instance, confocal microscopy can be used to make colloids visible and to mea-
sure their trajectories as in a computer simulation. Moreover, in experiment, the effective
interactions between the colloids can be tuned to some extent by changing the properties
of the solvent. Thus, colloids can be used as model systems for the more complicated
atomistic world.
Information that is complementary to that extracted from experiments can be obtained
in computer simulations of colloidal systems. From a simulation, thermodynamic quanti-
ties such as the free energy of the system can be determined, that are not accessible in an
experiment. In addition the simple effective interactions between colloidal particles that
can be realized in an experiment are well suited for computer simulations. In this work,
we demonstrate this for two examples where “hard core” interactions between colloidal
particles are considered. The first part of what follows is devoted to the phase behavior of
colloid-polymer mixtures in confinement and the second part is on the phase behavior of
colloidal liquid crystals (modeled by hard rods or platelets).
2 Phase Behavior of the Asakura-Oosawa (AO) Model in
Confinement
Mixtures of colloids with non-adsorbing polymers are of particular interest because they
may exhibit a fluid-fluid phase separation which is of purely entropic origin. This transition
is driven by a depletion effect1: Each colloidal particle is surrounded by a depletion zone
from which polymers are excluded. When two colloids are close together, their depletion
zones overlap, thereby increasing their free volume, and hence the entropy of the system.
If the gain in entropy is sufficient, the system demixes into a colloid-rich phase, the liquid
phase, and a colloid-poor phase, the vapor phase. It is of particular interest to consider
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Figure 1. Logarithm of the probability P (ηc) of observing a colloidal packing fraction ηc for an AO mixture
with q = 0.8 at coexistence for several values of ηrp as indicated. The simulations were performed in a box with
Lx = Ly = 16.7 and Lz = 33.4 using periodic boundary conditions. The snapshots show the system in the
phase separated region at ηc = 0.13 for ηrp = 0.85 (left snapshot) and ηrp = 1.1 (right snapshot). Polymers and
colloids are shown as yellow and green spheres, respectively. From Ref.6 .
colloid-polymer mixtures confined between walls. In confined geometry, new phenomena
are found such as capillary condensation, wetting transitions etc. and near the critical point
a crossover scaling from 3D Ising to 2D critical Ising behavior is expected.
As a very simple model for a colloid-polymer mixture we use the so-called Asakura-
Oosawa (AO) mixture1. Here, colloids and polymers are considered as spheres with re-
spective radii Rc and Rp. Hard sphere interactions are assumed between colloid-colloid
and colloid-polymer pairs, whereas polymer-polymer pairs can interpenetrate freely. Apart
from a bulk system, we also consider a thin film geometry where the system is confined
between two parallel hard walls.
In order to study the phase behavior of the AO model, we used Monte Carlo (MC)
simulations in the grand canonical ensemble, in which the volume V , the respective fu-
gacities {zc, zp} of colloids and polymers, and the temperature T are fixed2. Note that the
number of particles inside V is a fluctuating quantity in the grand canonical ensemble: in
a grand canonical move, particles are inserted into the system or removed from it. Since in
the AO model all allowed configurations have zero potential energy, temperature plays a
trivial role and the phase behavior is controlled by the colloid-to-polymer size ratio q and
the fugacities {zc, zp}. We consider here a size ratio q = 0.8 and put Rc ≡ 1 to set the
length scale. One defines the quantity ηrp ≡ zp(4pi/3)R3p, the so-called polymer reservoir
packing fraction, which plays a role similar to the inverse temperature in simple fluids.
In the bulk case, the simulations are performed in a box with edges Lx × Ly × Lz using
periodic boundary conditions. In the thin film case, periodic boundary conditions are only
applied in the x and y directions, while in the z direction two parallel walls are placed, one
at z = 0 and the other one at z = Lz = D (with D being the film thickness).
The use of the grand canonical ensemble allows to fully characterize the fluid-fluid
demixing transition of the AO model. As we shall see below, finite-size scaling can be
applied to determine critical properties, the interfacial tension and other properties of the
interface separating the colloid vapor from the colloid liquid phase. However, a common
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Figure 2. Snapshot of the AO model confined between hard walls (Lx = Ly = 20 and D = 10) in the phase
separated region for ηrp = 1.1 and ηc = 0.15. Polymers and colloids are shown as yellow and green spheres,
respectively. Note that the size of the polymers is not at scale to allow for a better visibility of the colloids.
problem of grand canonical MC is a low probability for particle insertions at high densities.
In our case, high densities have to be considered due to the presence of the polymers.
We have solved this problem by using a cluster move: instead of inserting or removing
particles one at a time, clusters of polymers are removed for each colloid that is inserted.
The details of this move can be found elsewhere3. Moreover, a reweighting scheme enables
the simulation to cross the free energy barrier separating the colloid vapor phase from the
colloid liquid phase, and sample the phase-separated regime. Here, we use successive
umbrella sampling the details of which can be found in the original reference4.
The grand canonical MC yields the probability P (ηc) that a certain colloid packing
fraction ηc = (4pi/3)R3cNc/V is observed, i.e. one obtains a histogram counting how
often a certain colloid packing fraction has occurred. If phase separation emerges, the
distribution P (ηc) is bimodal. Fig. 1 shows the logarithm of distributions for different
values of ηrp. Note that −ln(P ) is proportional to the free energy of the system. The peaks
at low ηc correspond to the colloidal vapor and those at high ηc to the colloidal liquid
phase. The region in between is the phase-separated regime. The distributions in Fig. 1
are for the bulk case and were obtained at coexistence, which means that the fugacity zc
was tuned such that the area under both peaks is equal. The height of the barrier marked
∆F in Fig. 1 corresponds to the free energy barrier separating the coexisting phases5. This
barrier is related to the interfacial tension γ via γ = ∆F/(2A) (with A = Lx × Ly the
area of the interface) provided that the size of the system is large enough. The factor 1/2
in the latter equation for γ stems from the use of periodic boundary conditions that yield
the formation of two interfaces in the system (see snapshots in Fig. 1). It is crucial to use
an elongated box for an accurate determination of γ since this enforces the flat region seen
in the distribution P (ηc) which indicates that the two interfaces in the phase-separated
regime are well-separated from each other and thus interactions between the interfaces are
suppressed. A detailed analysis of the interfacial tension and other interfacial properties
such as capillary waves can be found in recent publications3, 6–8.
Fig. 2 shows a snapshot of a confined AO mixture for the film thickness D = 10 in
the phase-separated regime. As one can infer from the figure, the wall effectively attracts
the colloids and thus colloid-rich layers are formed at the walls. We have studied how the
presence of walls affects the critical behavior of the AO model by determining the phase
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Figure 3. Phase diagram of the AO model with q = 0.8 in bulk (open circles) and confinement (open and closed
squares for film thickness D = 5 for different lateral dimensions L). The black triangle marks the bulk critical
point. The dashed horizontal line marks the critical polymer packing fraction of the confined systems in the limit
L→∞ which is estimated from the cumulant intersection method (see text). From Ref.9 .
diagrams (binodals) from the probability distributions P (ηc) as obtained from the grand
canonical MC simulations. To this end, the packing fractions for the colloid vapor and
colloid liquid phase, denoted respectively by ηvc and ηlc, have been calculated from the
probability distributions at coexistence via
ηvc = 2
∫ <ηc>
0
P (ηc)dηc (1)
ηlc = 2
∫ ∞
<ηc>
P (ηc)dηc (2)
where < ηc > is the first moment of P (ηc), < ηc >=
∫∞
0 ηcP (ηc).
Fig. 3 shows the binodals for the bulk and for a thin film of thickness D = 5 for two
different values of L. Since ηrp plays the role of inverse temperature, the phase diagram
appears inverted compared to temperature-density phase diagrams of simple fluids. As the
figure demonstrates, confinement shifts the critical point towards higher ηrp and slightly
higher values of ηc. In the vicinity of the critical point pronounced finite size effects are
present which can be infered from a comparison of the curves for L = 15 and L = 20
in the case of the confined geometry. The critical points that are indicated in the figure
were estimated from a finite size scaling analysis using the cumulant intersection method2.
From the latter method, we have also infered that properties near the critical point seen
in the simulation of the confined AO model can neither be attributed to the 2D nor to
the 3D Ising model universality class. This can be intuitively understood in terms of the
correlation length ξ that diverges near the critical point: when ξ exceeds the film thickness
D, the system becomes effectively two-dimensional, such that a crossover from 2D to 3D
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Ising critical behavior is expected. A detailed discussion of this issue can be found in a
forthcoming publication9.
In summary, we have performed extensive MC simulations to investigate the phase be-
havior of an AO model in the bulk and in confined geometry. We have demonstrated that
the simulation allows an accurate description of interfacial properties and critical phenom-
ena.
3 Interfacial Properties of Colloidal Liquid Crystals
Suspensions of anisotropic particles form liquid crystals at sufficiently high pressure or low
temperature. In particular, suspensions of rod-like as well as plate-like particles undergo a
phase transition from a phase in which the particle orientations are disordered (“isotropic”
phase) to a phase in which there is a direction of preferred alignment (“nematic” phase).
In many materials the direction of preferred alignment of the particles can be easily ma-
nipulated with electric or magnetic fields, which means that the optical properties of these
materials can be tuned. This has made liquid crystals the basis for a large range of techno-
logical devices10.
Liquid crystals also pose fundamental questions about the role which particle
anisotropy plays in phase transitions and interfacial properties. In the 1940s Onsager
showed that the transition between the isotropic phase (I) and the nematic phase (N) is
of entropic nature and that it can be explained by a simple geometrical argument15. How-
ever, the calculation of interfacial properties in the Onsager model proved to be far more
difficult than the prediction of the phase transition.
Also, there is a crucial difference between the nematic ordering of rod-like and of
plate-like particles: The former may be quantitatively understood at the level of second
virial theory (at least for infinite aspect ratios) whereas this is not the case for the latter.
Local order differs strongly between platelets and rods. One feature that is affected by
this is the isotropic nematic interface (“IN-interface”). We have used the super computing
resources in Ju¨lich to investigate the interfacial tension γIN in suspensions of rods and of
platelets. (For an introduction to interfacial tensions in colloidal systems see reference14.)
As a model for rods we used spherocylinders of length l and diameter d; as a model
for platelets we used cut spheres of thickness l and diameter d. We studied IN-coexistence
by means of grand canonical MC simulations, where the volume V , the temperature T ,
and the chemical potential µ are fixed, while the number of particles in the simulation box
fluctuates.
Fig. 4 shows a configuration snapshot taken during a simulation of a suspension of soft
spherocylinders. Different orientations are labeled by colour. On the left the system is
isotropic, on the right it is nematic. Because of the periodic boundary conditions, there are
two interfaces. The interfaces are marked by dashed lines.
Fig. 5 shows the probability distribution P (ρ) of the density of particles in the system.
(The quantity plotted on the x-axis, ρ∗ is the number density N/V divided by the density
at closest packing).
The interfacial tension γIN turns out to be very small. For rods we find11, 12 γrodsIN =
(0.09 ± 0.01) kBT/ld. For platelets the biphasic gap becomes so narrow, that we
could only determine13 an upper bound for the interfacial tension γplateletsIN < (0.013 ±
0.004) kBT/d
2
. These numbers are several orders of magnitude smaller than interfacial
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Figure 4. Configuration snapshot of spherocylinders with l/d=15. Orientations are labeled by colour. On the left
the system is isotropic, on the right it is nematic. The interfaces are marked by dashed lines. (There are two
interfaces because of the periodic boundary conditions.)
 0
 2
 4
 6
 8
10
12
0.24 0.25 0.26 0.27 0.28 0.29
ln
 P
(ρ*
)
ρ*
ISO NEM
∆Ω
Figure 5. Density distribution at coexistence for soft spherocylinders, l/d=15. The tension of the isotropic nematic
interface can be determined from the height of the peaks ∆Ω.
tensions in typical atomistic or molecular sustems. This is due to the fact that the IN-
interface is of purely entropic origin. Such small interfacial tensions are very difficult to
compute in simulations, and we had to develop new sampling techniques to be able to reach
these values. Details can be found in11.
In particular, the extremely low value of γplatesIN was surprising. Therefore our col-
laborators in Utrecht performed an experiment to check the simulation results. In experi-
ments, one standard and popular way to measure an interfacial tension is the “capillary rise
method”, where the interfacial tension is determined from the rise of the miniscus between
two phases at a hard wall. In general however, this method can not be applied to liquid crys-
tals. The walls and the interface orient the liquid crystal (“interfacial anchoring”), causing
deformations of the director field. Platelets anchor homeotropically (i.e. they lie flat) on
hard walls and on the IN-interface. The capillary rise is thus determined by a compromise
between interfacial anchoring and Frank elasticity.
Before we could interpret our experimental results on the capillary rise, we therefore
needed to analyze the elastic contributions. A colloidal suspension of sterically stabilized
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Figure 6. Polarised light micrographs of the IN interface taken between crossed polarisers. Polariser orientation
is indicated by the cross. A retardation plate was used to show the orientation of the director field; its slow axis is
indicated by the dashed arrow.
gibbsite [Al(OH)3] platelets in toluene was synthesized according to van der Kooij and
Lekkerkerker16. To investigate the IN-interface, we prepared a sample of the suspension
in the IN-biphasic gap in a 500µm×500µm glass capillary13. Phase separation occurred
over a time scale of a few days; annealing of the domains in the nematic phase took several
weeks.
A polarised light microscope was then used to study the IN-interface near the wall
and the orientation of the director field in the capillary “foot”, i.e. in the region of risen
nematic phase at the wall. Fig. 6 shows a micrograph of the interface taken between crossed
polarizers with a retardation plate of ∆nD = 530 nm, where ∆n is the birefringence and
D is the thickness of the sample. A retardation plate permits to obtain the direction of the
so-called fast and slow axes in a birefringent sample. Depending on the mutual orientation
of slow and fast axes in the retardation plate and in the sample, the retardation due to the
plate is either added to or subtracted from the samples’ birefringence. In regions where
the slow axis of the sample is parallel to the slow axis of the retardator “addition” occurs
and the pink colour shifts to higher orders, i.e. blue. Whereever they are perpendicular,
subtraction occurs and the colour becomes orange. In a separate experiment, we found that
the slow axis of a well-oriented suspension of our colloidal gibbsite platelets is parallel
to the nematic director. In Fig. 6 the slow axis of the retardation plate is indicated by the
arrows. The “corners” of the nematic phase are shifted in colour as compared to the bulk,
which is pink. Hence we can conclude that the defect of the director field, which would be
expected to lie at the contact line, has a large uniform core. Therefore the capillary “foot”
is not affected by a bend director field and we can extract γIN without knowledge of the
elastic constants of the sample. (For details of the analysis see13.) From the height of the
capillary rise we conclude γIN < (0.04± 0.02) kBT/d2.
In summary, we have performed computer simulations of the isotropic-nematic inter-
face in colloidal liquid crystals. We have found that the interfacial tension in suspensions
of rod-like particles is one order of magnitude larger than in plate-like particles. Our re-
sults could be compared to experiments on the capillary rise of the IN-interface without
the need to know the elastic constants of the system.
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Synthetic polymeric materials, most biological, colloidal and many other systems are
nowadays termed soft matter. They are soft because they are dominated by a typically
nanometer (and larger) length scale and the corresponding energy density for the non-
bonded interactions is many orders of magnitude smaller than for conventional solids. This
energy density to a very first approximation is a good guess of the elastic constants, thus
they are ”very soft”. In particular for the above mentioned materials the thermal energy
kBT is the characteristic energy scale and consequently entropy plays an important role.
Soft matter means strongly fluctuating matter. When the fluctuations are mostly frozen one
usually is left with a disordered, glassy system. Only in exceptional cases one can obtain
(then very important) crystalline structures. For simulation studies and a quantitative un-
derstanding in general, this means that it is not sufficient to study just local interactions
but one must link this to larger scales. Depending on the problem this can reach from
the A˚-level up into the µm scale and some times beyond. Each length scale under con-
sideration has its own characteristic methods of investigation. Sometimes they are treated
individually in order to study specific effects; in other cases they are combined in order to
derive a more quantitative overall understanding. In this respect the four contributions on
macromolecules in this report to some extent represent the width and the typical questions
of the field. They range from basic studies towards a better design of specific fuel cell com-
ponents to highly idealized protein models where generic aspects of how a large molecule
can fold/unfold in the presence of a (selective) surface are studied. Similarly they range
from aspects close to application to fundamental first principle tests.
First Bachmann and Janke study a lattice model of HP proteins. This is a most basic
model, where the protein is reduced to hydrophilic (polar) and hydrophobic units and is
frequently employed to study fundamental aspects of protein folding. Each unit models
a residue. By the use of an improved growth algorithm for the condensed phase they
were able to study different heteropolymers (statistical proteins) of up to 103 units. Their
emphasis was not so much on the folded configuration itself but rather on the behavior close
to an adsorbing surface, where this surface attracts the P, the H or both units. With the help
of their improved algorithm and massive CPU time support from NIC they were able to
map out a characteristic structure diagram as function of the surface coupling. Questions
like this occur in fields like protein crystallization as well as many technical applications
where protein coatings are wanted or are encountered as contamination. Surfaces and
interfaces in general play an important role in polymer physics, chemistry and technology.
Seidel and Kumar study polyelectrolyte chains bound by one end to the surface, so called
polyelectrolyte brushes. Most synthetic polymers are strongly hydrophobic, thus they are
not at all water soluble. One way to change that is to add side groups, which dissociate
ions in water. Then the chains are charged and become water soluble due to the high
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osmotic pressure of the released ions. Attached to the surface of e.g. a colloid, the colloid
can not coagulate any more; they are electrostatically and sterically stabilized. Seidel and
Kumar now treat such a polyelectrolyte brush as a function of salt added to the solution.
The addition of salt reduces the osmotic pressure of the counter ions and consequently the
brushes shrink. It is this shrinking which they study in comparison to analytic theory and
also in relation to experiment.
So far simple chains or rather dilute systems have been discussed. Dense polymeric
melts and solutions, however, represent a continuing challenge to scientists. For simula-
tions the extremely long relaxation times often limit the studies. Thus there is a continued
effort to overcome this by new methods. Mu¨ller, Paul and Binder shortly review extensive
work on phase transitions employing so called single chain mean field (SCMF) simula-
tions. The trick is to couple a Monte Carlo simulation of a single polymer with a density
field of the surrounding polymers and then in a self consistent way evolve the surround-
ing field due to the simulation of the chain. The power of this approach is demonstrated
for several examples and compared to more conventional Monte Carlo simulations. For
the cases applicable it reduces the computational effort dramatically. They start out with
the benchmark problem of spinodal decomposition in binary polymer blends, a very well
studied problem which allows best to test the power of the method. Then this is applied
to two cases, which are important to nanotechnology, namely the drying of thin polymer
films and the microphase separation of block copolymers on patterned substrates, which
selectively bind one of the two components with a pattern which is commensurable or
incommensurable with the ordered block copolymer melt.
Finally Kulikovsky and Spohr look at low temperature fuel cells as a whole as well
as at specific components. They follow an integrated ansatz in order to support the tech-
nology developed at the FZ Ju¨lich. These calculations are very involved and link quantum
chemical studies, all atoms force field simulations as well as systems engineering methods.
In each case specific problems which are crucial for a better technical design are investi-
gated. On the quantum chemical side they study the oxidation of methanol on noble metal
catalysis as it occurs in DMFCs (Direct Methanol Fuel Cell). Currently the technological
setup requires a high, thus costly load of noble metals, which also turns out to participate
in performance limitations. Therefore the authors study such processes under realistic con-
ditions. In a second part the mobility of protons in typical fuel cell membrane such Nafion
is studied by careful all atom force field molecular dynamics simulation of type, which al-
lows the formation of strong hydrogen bonds and proton transfer. Finally the whole system
is studied with a continuum approach on an engineering level in order to better understand
fluxes of charges, heat but also gases and water in the PEFLs (Polymer Electrolyte Fuel
Cell) which use hydrogen instead of methanol as fuel. These are just three problems of
recent fuel cell research, which require significant support from computer simulations.
These examples give a short overview of the soft matter activities at NIC. Current
scientific and technological developments which more and more incorporate knowledge
and capabilities from very different areas, such as physics, chemistry, biology and materials
engineering to name just the most important ones, demand a comprehensive understanding
of complicated systems. Such an understanding is not possible without the use of well
focussed massive computer simulations.
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Based on a newly developed contact-density chain-growth algorithm, we have simulated a non-
grafted peptide in the vicinity of different attractive substrates. We analyzed the specificity
of the peptide adsorption by focussing on the conformational transitions the peptide experi-
ences in the binding/unbinding processes. In a single simulation run, we obtained the contact
density, i.e., the distribution of intrinsic monomer-monomer contacts and monomer-substrate
nearest-neighbor contacts. This allows a systematic reweighting to all values of external con-
trol parameters such as temperature and solvent quality after the simulation. The main result is
the complete solubility-temperature pseudo-phase diagram which is based on the corresponding
specific-heat profile. We find a surprisingly rich structure of pseudo-phases that can roughly be
classified into compact and expanded conformations in both regimes, adsorption and desorp-
tion. Furthermore, underlying subphases were identified, which, in particular, appear noticeably
in the compact pseudo-phases.
1 Introduction
In recent experiments it could be shown that the affinity of peptides to self-assemble at
metal1 and semiconductor substrates2–4 is highly influenced by the amino acid content of
the peptide, the order of the residues within the sequence, the specific substrate, and its
crystal orientation at the surface.
In this study, we investigate the binding specificity with a minimalistic lattice model for
the hybrid system of a peptide in the vicinity of an attractive substrate. Due to the specific
properties of the peptide, this problem is distinguishingly different from the hybrid sys-
tem of a (homo)polymer near an adsorbing substrate, which has already been extensively
studied5–10. The peptide sequence consists of hydrophobic and polar residues, i.e., the
20 protein-building amino acids are classified into only two groups. The idea behind this
hydrophobic-polar (HP) model11 is that proteins usually possess a compact hydrophobic
core surrounded by a shell of polar residues which screen the core from the aqueous envi-
ronment. For this reason and for simplicity, only an effective, short-range attractive force
between the hydrophobic monomers is employed. Furthermore, the peptide is restricted
to live on a simple-cubic lattice. The volume exclusion of the side chains is simply taken
into account by considering only self-avoiding linear chains. The energy of such a lattice
peptide is related to the number of hydrophobic nearest-neighbor contacts, nHH.
The power of this highly abstract model lies in its simplicity. Peptides with more than
100 residues can be studied – this is in striking contrast to refined all-atom protein models,
where a systematic analysis of thermodynamic properties is only reliably possible for pep-
tides with hardly more than 20 amino acids. It is expected that for longer peptides atomic
details become less relevant and, therefore, simplified (“coarse-grained”) heteropolymer
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Figure 1. Putative ground-state conformation of the model peptide in the bulk (or in the desorbed pseudo-phase).
models can give satisfying qualitative answers to specific questions, e.g., regarding tertiary
conformational transitions15, 16, and systematic sequence analyses17.
2 Lattice Peptide and Hybrid System Model
As a model peptide, we use the HP transcription of the 103-residue protein cytochrome c,
which was extensively studied in the past12–14, 18. We have first performed a detailed anal-
ysis of this model peptide in the bulk18 by applying the newly developed multicanonical
chain-growth algorithm15. This method allowed the precise determination of the density
of states for this system covering more than 50 orders of magnitude. The lowest-energy
conformation we identified18 possesses 56 hydrophobic contacts (see Fig. 1) and exhibits
a degeneracy of the order of 1016. It is therefore likely that there still exist lower-lying
energetic states.
Here, this lattice peptide resides in a cavity with an attractive substrate. In order to
study the specificity of residue binding, we distinguish three substrates with different affini-
ties to attract the peptide monomers: (a) the type-independent attractive, (b) the hydropho-
bic, and (c) the polar substrate. The number of corresponding nearest-neighbor contacts
between monomers and substrate shall be denoted as nH+Ps , nHs , and nPs , respectively.
The energy (in arbitrary units) of the hybrid system is then given by
Es(ns, nHH) = −ns − snHH, (1)
where ns = nH+Ps , nPs , or nHs , depending on the substrate. Besides the temperature
T , the solubility (or reciprocal solvent parameter) s is an external control parameter which
governs the quality of the solvent (the larger the value of s, the worse the solvent). The sim-
ulation of this model is based on a recently developed contact-density chain-growth algo-
rithm10 which allows a direct estimation of the degeneracy (or contact density) g(ns, nHH)
of macro-states of the system with given contact numbers ns and nHH.
3 Contact-Density Chain-Growth Algorithm
The contact-density chain-growth algorithm is a suitably enhanced version of the multi-
canonical chain-growth algorithm15, which is based on the pruned-enriched variant19 of
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the Rosenbluth chain-growth method20. In contrast to move-set based Metropolis Monte
Carlo or conventional chain-growth methods which would require many separate simula-
tions to obtain results for different parameter pairs (T, s) and which frequently suffer from
slowing down in the low-temperature sector, our method allows the computation of the
complete contact density for each system within a single simulation run. Since the contact
density is independent of temperature and solubility, energetic quantities such as the spe-
cific heat can easily be calculated for all values of T and s (nonenergetic quantities require
accumulated densities to be measured within the simulation, but this is also no problem).
For all systems, 10 independent runs were initialized, each generating 108 conformations.
In order to regularize the influence of the unbound conformations and for computa-
tional efficiency, the heteropolymer is restricted to reside in a cage, i.e., in addition to the
physically interesting attractive surface there is a steric, neutral wall parallel to it in a dis-
tance zw. The value of zw is chosen sufficiently large to keep the influence on the unbound
heteropolymer small (in this work we used zw = 200).
4 Pseudo-Phase Diagram of Conformational Transitions
Our main interest is devoted to the conformational transitions the peptide experiences in
the binding or adsorption process to the substrates. For a first overview, it is convenient
to study the specific heat CV as a function of the external parameters temperature T and
solubility s. Respective ridges and peaks of the specific heat can be considered as signals
of conformational activity. Due to the fixed length of the peptide sequence, a conventional
discussion of thermodynamic phase transitions (e.g., in terms of finite-size scaling) is not
possible. It should also noted that the behavior of finite polymer and peptide systems in
future nanotechnological applications will be of essential interest as a consequence of the
need for maximally possible space reduction, e.g., for nanoelectronic circuits. In such
cases, subphase crossover transitions, which are of marginal or no importance in large
systems, strongly influence the self-assembling structure of the polymer or peptide at the
substrate.
In Figs. 2(a)-(c) the color-coded profiles of the specific heats for the different sub-
strates are shown (the brighter the colour, the larger the value of CV ). We interpret the
ridges (for accentuation marked by white and gray lines) as the boundaries of the pseudo-
phases. It should be noted, however, that in such a finite system the exact positions of
active regions exhibited by fluctuations of other quantities usually deviate, but the qualita-
tive behavior is similar.15 Despite the surprisingly rich and complex phase behavior there
are main “phases” that can be distinguished in all three systems. These are separated in
Figs. 2(a)-(c) by gray lines. Comparing the three systems we find that they all possess
pseudo-phases, where adsorbed compact (AC), adsorbed expanded (AE), desorbed com-
pact (DC), and desorbed expanded (DE) conformations dominate, similar to the generic
phase diagram of a homopolymer10. “Compact” here means that the heteropolymer has
formed a dense hydrophobic core, while expanded conformations form dissolved, random-
coil-like structures. The sequence and substrate specificity of heteropolymers generates,
of course, new interesting and selective phenomena not available for homopolymers. One
example is the pseudo-phase of adsorbed globules (AG), which is noticeably present only
in those systems, where all monomers are equally attractive to the substrate (Fig. 2(a)) and
where polar monomers favour contact with the surface (Fig. 2(b)). In this phase, the con-
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Figure 2. Specific-heat profiles as a function of temperature T and solubility parameter s of the 103-mer near
three different substrates that are attractive for (a) all, (b) only hydrophobic, and (c) only polar monomers. White
lines indicate the ridges of the profile. Gray lines mark the main “phase boundaries”. The dashed black line
represents the first-order-like binding/unbinding transition state, where the contact free energy possesses two
minima (the adsorbed and the desorbed state). In the left panel typical conformations dominating the associated
AC phases of the different systems are shown.
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formations are intermediates in the binding/unbinding region. This means that monomers
currently desorbed from the substrate have not yet found their position within a compact
conformation.
The strongest difference between the three systems is their behavior in pseudo-phase
AC, which is roughly parameterized by s > 5T . Representative conformations for all AC
subphases are shown in the left panel of Fig. 2. If hydrophobic and polar monomers are
equally attracted by the substrate (Fig. 2(a)), we find three AC subphases in the parameter
space plotted. In AC1 film-like conformations dominate, i.e., all 103 monomers are in
contact with the substrate. The formation of a single, compact hydrophobic core proceeds
by layering transitions from AC1 to AC3 via AC2. The reason for the existence of phase
AC2 is the reduced cooperativity of the polar monomers due to their surface attraction.
In AC3, the heteropolymer has maximized the number of hydrophobic contacts and only
local arrangements of monomers on the surface of the very compact structure lead to the
still possible maximum number of substrate contacts.
The AC heteropolymer conformations adsorbed at a surface that is only attractive to hy-
drophobic monomers (Fig. 2(b)) depend on two concurring hydrophobic forces: substrate
attraction and formation of intrinsic contacts. The single film-like hydrophobic domain in
AC1 is maximally compact, at the expense of displacing polar monomers into upper lay-
ers. In subphase AC2 intrinsic hydrophobic contacts are entropically broken, while AC3
exhibits hydrophobic layers at the expense of hydrophobic substrate contacts. A dramatic,
highly cooperative, hydrophobic collapse accompanies the transitions from AC1 to AC4/5,
where in a one-step process the compact two-dimensional domain transforms to the com-
pact three-dimensional hydrophobic core.
Not less exciting is the subphase structure of the heteropolymer interacting with a polar
substrate (Fig. 2(c)). For small values of s and T , the behavior of the heteropolymer
is dominated by the concurrence between polar monomers contacting the substrate and
hydrophobic monomers favouring the formation of a hydrophobic core, which, however,
also requires cooperativity of the polar monomers. In AC1, film-like conformations with
disconnected hydrophobic clusters dominate. Entering AC2, a second hydrophobic layer
forms at the expense of a reduction of polar substrate contacts. In contrast to the case of a
hydrophobic substrate (Fig. 2(b)), the strong surface attraction of polar monomers hinders
here the formation of a compact hydrophobic core (AC2/3 to AC5) which results in the
intermediate subphase AC4.
5 Free-Energy Landscape from a Different Perspective
The contact numbers ns and nHH are kind of order parameters adequately describ-
ing the macro-state of the system. With its degeneracy g(ns, nHH), we define the
contact free energy as FT,s(ns, nHH) ∼ −T ln g(ns, nHH) exp(−Es/T ) and the
probability for a macro-state with ns substrate and nHH hydrophobic contacts as
pT,s(ns, nHH) ∼ g(ns, nHH) exp(−Es/T ). Assuming that the minimum of the free-
energy landscape FT,s(n(0)s , n(0)HH)→ min for given external parameters s and T is related
to the class of macro-states with n(0)s surface and n(0)HH hydrophobic contacts, this class
dominates the phase the system resides in. For this reason, it is instructive to calculate
all minima of the contact free energy and to determine the associated contact numbers in
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Figure 3. Contact-number map of all free-energy minima for the 103-mer and substrate equally attractive to all
monomers. Full circles correspond to minima of the contact free energy FT,s(nH+Ps , nHH) in the parameter
space T ∈ [0, 10], s ∈ [−2, 10]. Lines illustrate how the contact free energy changes with the temperature
at constant solvent parameter s. For the exemplified solvent with s = 2.5, the peptide experiences near T =
0.35 a sharp first-order-like layering transition between single- to double-layer conformations (AC1,2). Passing
the regimes of adsorbed globules (AG) and expanded conformations (AE), the discontinuous binding/unbinding
transition from AE to DE happens near T = 2.14. In the DE phase the ensemble is dominated by desorbed,
expanded conformations. Representative conformations of the phases are shown next to the respective peaks of
the probability distributions.
250
a wide range of values for the external parameters. The map of all possible free-energy
minima in the range of external parameters T ∈ [0, 10] and s ∈ [−2, 10] is shown in Fig. 3
for the peptide in the vicinity of a substrate that is equally attractive for both hydropho-
bic and polar monomers. Solid lines visualize “paths” through the free energy landscape
when changing temperature under constant solvent (s = const) conditions. Let us follow
the exemplified trajectory for s = 2.5. Starting at very low temperatures, we know from
the pseudo-phase diagram in Fig. 2(a) that the system resides in pseudo-phase AC1. This
means that the macro-state of the peptide is dominated by the class of compact, film-like
single-layer conformations. The system obviously prefers surface contacts at the expense
of hydrophobic contacts. Nonetheless, the formation of compact hydrophobic domains in
the two-dimensional topology is energetically favored but maximal compactness is hin-
dered by the steric influence of the substrate-binding polar residues. Increasing the tem-
perature, the system experiences close to T ≈ 0.35 a sharp first-order-like conformational
transition, and a second layer forms (AC2). This is a mainly entropy-driven transition as
the extension into the third dimension perpendicular to the substrate surface increases the
number of possible peptide conformations. Furthermore, the loss of energetically favored
substrate contacts of polar monomers is partly compensated by the energetic gain due to
the more compact hydrophobic domains. Increasing the temperature further, the density
of the hydrophobic domains reduces and overall compact conformations dominate in the
globular pseudo-phase AG. Reaching AE, the number of hydrophobic contacts decreases
further, and also the total number of substrate contacts. Extended, dissolved conformations
dominate. The transitions from AC2 to AE via AG are comparatively “smooth”, i.e., no im-
mediate changes in the contact numbers passing the transition lines are noticed. Therefore,
these conformational transitions could be classified as second-order-like. The situation
is different when approaching the unbinding transition line from AE close to T ≈ 2.14.
This transition is accompanied by a dramatic loss of substrate contacts – the peptide des-
orbs from the substrate and behaves in pseudo-phase DE like a free peptide, i.e., only the
substrate and the opposite neutral wall regularize the translational degree of freedom per-
pendicular to the walls, but rotational symmetries are unbroken (at least for conformations
not touching one of the walls). As the probability distribution in Fig. 3 shows, the unbind-
ing transition is also first-order-like, i.e., close to the transition line, there is a coexistence
of adsorbing and desorbing classes of conformations.
6 Concluding Remarks
Summarizing, we have performed a detailed analysis of the pseudo-phase diagrams in the
T -s plane for a selected heteropolymer with 103 monomers in cavities with an adsorbing
substrate being either attractive independently of the monomer type, or selective to hy-
drophobic or polar monomers, respectively. Although our model is very simple and the
focus is on hydrophobic and polar effects only, we find, beyond the expected adsorbed and
desorbed phases, a rich subphase structure in the adsorbed phases. In these regions, the
substrate-specificity depends in detail on the quality of the solvent.
Since current experimental equipment is capable to reveal molecular structures at the
nanometer scale, it should be possible to investigate the grafted structures dependent on the
solvent quality. This is essential for answering the question under what circumstances bind-
ing forces are strong enough to refold peptides or proteins. The vision of future biotech-
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nological and medical applications is fascinating as it ranges from protein-specific sensory
devices to molecular electronic devices at the nanoscale.
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We give a short overview about molecular dynamics simulations of polyelectrolytes end-grafted
to a surface. The simulation model includes counterions as well as additional salt ions explicitly
and treats the full Coulomb interaction. Here we address two problems. The first one is the
effect of the grafting density on the chain stretching. The second one is the effect of additional
salt ions on the structure of the brush.
1 Introduction
Polyelectrolytes (PELs) are macromolecules that contain subunits having the ability to dis-
sociate charges in polar solvents such as, e.g., water. Due to their importance in materials
science, soft matter research, and molecular biology, PELs have received a lot of attention
in recent years.
Figure 1. Schematic picture of polymer brushes. Left-hand side: made of uncharged polymers, middle: poly-
electrolyte brush in the osmotic regime, right-hand side: polyelectrolyte brush with additional salt ions.
Polymer brushes consist of chains densely end-grafted to a surface. Due to various forces,
tethered chains are enforced to take an elongated conformation. A schematic representation
of an uncharged polymer brush is shown in Fig. 1 (left-hand part). PEL brushes form the
subject of increasing interest in theory, simulation and experiment. From the application
point of view, they are an effective means for, e.g., preventing colloids from flocculation.
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Brushes made of charged chains have the advantage that stabilization occurs due to both
steric and electrostatic effects. In addition, a surface coated with PELs is less sensitive
to the salinity of the surrounding medium than a bare charged surface because a strongly
charged brush is able to trap its own counterion generating a layer of high effective ion
strength (Fig. 1, middle part). Nevertheless varying salt concentration is an important
parameter to tune the polyelectrolyte effect and to change the structure of PELs in ex-
periments (see Fig. 1, right-hand part). PEL brushes are also used in small devices for
pH-controlled gating and are thought to be a model for the protecting envelope of cells
(glycocalix).
Both in experiment and in theoretical studies, PELs are a subject with specific and unsolved
problems. In such a situation, simulations are a promising tool to validate theoretical mod-
els and to probe data which are not easily accessible in experiment. However, despite
strong effort in recent years, due to the long-ranged Coulomb interaction simulations of
PELs remain still challenging.
2 Simulation Model and Method
The brush is represented by M freely jointed bead-spring chains of length N + 1 which
are anchored by one end to an uncharged planar surface at z = 0. The uncharged anchor
segments are fixed and form a square lattice. For completely charged chains, due to elec-
troneutrality there areM ×N monovalent counterions. Additional salt ions of monovalent
1:1 type are modeled exactly in the same way as counterions.
The chains are assumed to be in a good solvent modeled by a purely repulsive short-range
interaction that is described by a shifted Lennard-Jones potential ULJ. Along the chains,
beads are connected by a FENE bond potential Ubond. With our choice of parameters we
obtain an average bond length b ≈ σ where σ is the Lennard-Jones parameter. All parti-
cles except the anchor segments are exposed to a short-ranged repulsive interaction Uwall
with the grafting surface at z = 0. An identical wall is placed at the top boundary of the
simulation box z = Lz . In particular the second wall is necessary to reach a finite salt
concentration.
Counterions and salt ions are treated as individual, non-bonded particles and all charged
entities interact with the bare Coulomb potential
uCoul(r) = kBT qiqj
lB
r
, (1)
with qi and qj being the corresponding charges in units of elementary charge e and lB is
the Bjerrum length that sets the strength of the interaction. It is well known that the han-
dling of long-range forces in simulations requires special methods1. To treat them in the
particular 2D + 1 slab geometry (the simulation box is periodic only in x and y directions
while perpendicular to the grafting surface the system is restricted to one layer), now we
use the so-called MMM technique introduced by Strebel and Sperb2 and modified for lat-
erally periodic systems (MMM2D) by Arnold and Holm3. Although, due to symmetry
breaking, the MMM scaling O(Ntot log(Ntot)) is not maintained in the 2D + 1 case, the
remainingO(N5/3tot log(Ntot)2) behavior enables to increase significantly the total number
of charged particles.
To study the system in equilibrium at constant temperature, we use stochastic molecular
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dynamics where all particles are coupled to a heat bath. For using the IBM Regatta su-
percomputer the molecular dynamics code was parallelized by means of a self-scheduling
(master-slave) algorithm4. We typically consider between 2 000 and 8 000 charges. Typ-
ical runtime ranges from about two to 10 days for a single data point. That is why we
are forced to use supercomputers in order to be able to effectively study polyelectrolyte
brushes by simulation techniques.
Figure 2. Snapshots of polyelectrolyte brushes with 36 chains of 30 monomers each (yellow) from MD simu-
lations. The chains are fully charged; Bjerrum length is set lB = σ. Left-hand side: saltless, counterions are
colored red; right-hand side: with additional salt, coions are colored green, counterions red. The snapshots out
of equilibrium trajectories have been represented by using the visualization program VMD5 and the rendering
program POV-Rays6 .
3 Nonlinear Osmotic Brush Regime
Figure 2 (left-hand side) shows a snapshot from the simulation at electrostatically inter-
mediate coupling strength (lB = σ). Note that there are only about 1% of counterions
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Figure 3. Simulation results of fully charged brushes (N = 30, lB = σ). Left-hand side: density profiles of
monomers and counterions (see the text) at grafting densities between 0.02σ−2 (bottom) and 0.12σ−2 (top);
right-hand side: brush height as a function of grafting density, simulation data and theoretical predictions.
outside the brush, i.e., in a quite reasonable approximation the brush can be considered
to be locally electro-neutral. Simulated density profiles of monomers and counterions are
plotted for several grafting densities ρa) in Fig. 3 (left-hand side). In agreement with the
snapshot, both monomers and counterions follow very similar nearly steplike profiles with
uniform amplitude inside the brush, which increases with grafting density. Only at the rim
of the brush there appear some differences: a depletion of counterions occurs inside and a
corresponding tail of the density profile outside the brush. At that point the conclusion is
that the brush is in the strong-charging limit where the stretching of the chains is caused
by the osmotic pressure of counterions7. The average height of end-points of the chains is
shown in Fig. 3 (right-hand side). The simulated brush height varies slowly with the graft-
ing density, contrary to the predictions of standard scaling theories8, 9, but in agreement
with recent experimental results and in agreement with a scaling theory that incorporates
nonlinear elastic and nonlinear osmotic effects7.
The brush height h in the osmotic regime is given by the balance of the osmotic pres-
sure of counterions and the elastic response due to the stretching of chains. From Fig. 3
(right-hand side) one can see that the chains are stretched up to about 60% of their con-
tour length. Thus their behavior is far beyond the linear regime. But, non-linear elasticity
alone does not change the dependence on grafting density. However, the counterion free
energy contains entropic contributions that depend on the volume being available for the
counterions. Using a free volume approximation very much in the spirit of the van der
Waals equation for the liquid-gas transition, the available volume (per chain) V0 = h/ρa
is reduced by the self-volume of the chain υ = Nbσ2eff . Note that the effective polymer
radius σeff takes into account both the monomer and counterion size. Thus the free volume
is given by V = V0(1− η) with η = ρaσ2effNb/h being the degree of close packing in the
brush. Balancing the resulting nonlinear entropy of counterions with the high stretching
chain elasticity, the equilibrium brush height in the nonlinear osmotic regime becomes7
hNlOsB = Nb
f + σ2effρa
1 + f
, (2)
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where f is the degree of charging. The theoretical line (nonlinear theory) shown in
Fig. 3 (right-hand side) is calculated with σ2eff = 2σ2. This choice corresponds to a two-
dimensional square-lattice packing of monomers and counterions on two interpenetrating
sublattices. The nonlinear prediction given in Eq. 2 qualitatively captures the slow increase
of the brush height with grafting density. The deviations from the simulation data may be
explained by considering additional effects which go beyond the simple extension of the
scaling analysis.
4 Effect of Additional Salt
According to Pincus8 the brush shrinks with increasing salt concentration, but only as a
relatively weak power law c−1/3s . There is some experimental and theoretical work that
confirms this prediction, but there are other results that are in contradiction. The aim of
our simulation study is to clarify that question.
Figure 2 (left-hand side) shows a snapshot from the simulation at electrostatically interme-
diate coupling strength (lB = σ) and rather high salt concentration (cs = 0.11σ−3). In
contrast to the saltless case, now the particle distribution looks rather homogeneous over
the total height of the simulation box. Because polyelectrolyte counterions and salt coun-
terions are considered to be identical they are subject to an unrestricted exchange. As one
can see from the snapshot, salt coions are diffusing into the brush layer. Although it can
not be seen directly in snapshots, due to local electroneutrality these coions are escorted by
a corresponding number of counterions. The different aspects of the ion distribution inside
and outside the brush layer will be discussed below in detail.
The average thickness of the brush is measured by taking the first moment of the monomer
density profile. To obtain an universal scaling curve in Fig. 4 (left-hand side) we plot
h(cs)/h0 vs bcs/(ρaf
1/2). However, to rescale the brush height with the theoretical salt-
free value h0 instead of the osmotic brush height we use that of the non-linear osmotic
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Figure 4. Simulation results of fully charged brushes (N = 30, lB = σ) with additional salt. Left-hand side:
brush height versus salt concentration; right-hand side: brush height versus ion concentration inside the brush.
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Figure 5. Relation between the ion concentration inside the brush c′′si and buffer concentration c′si versus salt
concentration c′s for two different grafting densities. Simulation results (symbols) and predictions of original
(dashed lines) and modified (solid lines) Donnan approach.
brush given in Eq. (2), where the effective polymer thickness is set again σ2eff = 2σ210.
Thus, all the data points fall indeed onto a universal curve in a log-log plot, which tends
to a slope of zero in the low salt regime indicating the validity of the non-linear osmotic
brush relation.
On the other hand, obviously the limit of a salted brush cs  cci where the influence of
counterions can be neglected, is hard to reach. Although at the largest salt concentration we
consider one observes indeed a slope that is in agreement with the Pincus prediction one
has to pay attention to the very few data points in that region. However, a further increase
of the total number of charges would enlarge the CPU time beyond a reasonable limit and
a reduced size of the simulation box would cause serious finite size effects. Therefore, to
account properly for the screening within the brush, the counterion concentration cci can-
not be neglected.
The concentration of small ions inside the brush c′′si is obtained by counting the mobile ions
within the layer 0 < z < zi where zi is the inflection point in the monomer density profile
that is used as a measure of the rim of the brush. On a log-log scale, in Fig. 4 (right-hand
side), we plot the average brush height 〈zm〉 versus the ion concentration inside the brush
c′′si
10
. Both 〈zm〉 and c′′si are rescaled with the corresponding salt-free values 〈zm〉0 and
c′′0 respectively. The brush height scales with c′′si showing an exponent α ≈ −0.31. This
result is in good agreement with the scaling law h ∼ c−1/3s predicted by Pincus for the
salt dependence of the brush height in the osmotic regime8. Note that different symbols in
Fig. 4 refer to different grafting densities while open and filled symbols indicate different
system sizes. Thus, from Fig. 4 it becomes clear that finite-size effects due to the setting
of the box height do not affect the scaling behavior.
To get the relationship between the ion concentration inside the brush c′′si and the buffer
concentration c′si, in Fig. 5 we plot the ratio c′si/c′′si versus the salt concentration c′s. From
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the point of view of the ion distribution perpendicular to the grafting plane a polyelec-
trolyte brush is very similar to the membrane equilibria problem where the membrane is
impermeable to macro-ions but permeable to small ions. Hence one can divide the sim-
ulation box into two compartments with the membrane “boundary” located at the rim of
the brush that is defined in our model by zi. Due to the presence of the macro-ions in one
compartment similarly charged ions are expelled from this compartment, giving rise to a
somewhat non-homogeneous distribution of the small ions as already pointed out by Don-
nan in 191111. Applying the Donnan approach to the brush system the ratio of the small
ions in both compartments becomes
c′si
c′′si
=
[
1 +
(
fNρa
2zic′s
)2]−1/2
. (3)
In Fig. 5, the predictions following from Eq. (3) are given by dashed lines. Obviously the
behavior disagrees with the simulation data that do not give a uniform ion concentration in
the high-salt limit. We find a surplus of small ions on the polymer-free side that is growing
with increasing grafting density, i.e., with enhanced polymer concentration.
Note that the Donnan effect has been evaluated for a system of point-like constituents.
While such an approximation is appropriate for dilute solutions it fails for rather dense
phases like polymer brushes. Including the polymer self-volume in a free-volume approx-
imation as introduced above the Donnan equilibrium reads10
c′si
c′′si
=
1
1− η
[
1 +
1
(1− η)2
(
fNρa
2zic′s
)2]−1/2
. (4)
Using the same σeff as above, finally we obtain an almost perfect agreement with the
simulation data.
5 Conclusion
Performing extensive molecular dynamics simulations which require the use of massively
parallel supercomputers new insight into the behavior of polyelectrolyte brushes could be
obtained. These new findings stimulated both the development of theory and the realization
of new or improved experiments. Thus numerical simulations gave rise to an increased
knowledge about a polymer system that is of high interest from the point of view of both
fundamental and applied research.
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A new simulation method to study equilibrium properties and diffusive ordering kinetics in
multicomponent polymer systems is discussed. Selected results for spinodal decomposition in
symmetric binary polymer blends, solvent evaporation from thin polymer films and the order of
diblock copolymer materials on nanopatterned surfaces are presented.
1 Introduction
Multi-component polymeric “alloys” are industrially and technologically omnipresent. In
general, blending of different polymer species can reduce cost, improve processibility, pro-
vide synergy between components, allow for recycling, and improve overall properties. If
one takes a binary blend of immiscible or partially miscible homopolymers, the blend may
appear homogeneous on the length scale of centimeters, but it will consists of domains of
µmeter size. The morphology of the phase separated material depends on the kinetics of
phase separation. In this fine dispersion interfaces between the coexisting phases dictate
many of the materials properties. In systems where the different components are chem-
ically bonded together, i.e., a diblock copolymer, formation of macroscopic domains is
impossible and the system forms domains on the size of the molecular extension, i.e., sev-
eral tens of nanometers. If one could achieve defect-free ordering over macroscopic areas
these materials would find applications in semiconductor industry or as filtration devices.
Properties on the length scales of molecular extension are universal, i.e. they depend
on the chemical structure only via a small number of coarse-grained parameters: The
molecular extension,Re, sets the length scale. The incompatibility, χN , between different
molecules sets the energy scale where χ is the Flory-Huggins parameter andN the molec-
ular weight. The invariant degree of polymerization, N¯ ≡ (ρR3e/N)2 where ρ denotes the
monomer density, determines the strength of fluctuation effects1.
In the SCF theory a system of interacting molecules is replaced by that of a single
molecule in an external field which, in turn, depends on the local densities. This external
external field mimic the interactions of the molecule with its neighbors. In the limit of
large N¯ one molecule has interactions with O(
√
N¯ ) neighboring molecules and replac-
ing these fluctuating fields by their thermal averages (i.e., the mean field approximation)
becomes accurate. While the SCF theory has found ample successful applications it is nu-
merically difficult to study complex three-dimensional geometries, to incorporate details
of the molecular architecture beyond the Gaussian chain model and to extend the theory to
the description of the kinetics of phase separation and ordering1, 2.
Our report is arranged as follows: In the next section, we describe a computational
method – single chain in mean field simulations – that is able to partially overcome the dif-
ficulties mentioned above. Then, we present selected applications to the kinetics of phase
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separation and ordering as well as the self-assembly of diblock-copolymers on patterned
substrates. The paper closes with a brief outlook.
2 Single Chain in Mean Field (SCMF) Simulations
Figure 1. Sketch of Single Chain in Mean Field (SCMF) simulations.
We consider a large ensemble of independent chains in an external field. The chains
are described by a coarse-grained polymer model. In our applications we have utilized a
simple bead-spring model comprising N beads. The single chain probability distribution
takes the form of a discretized Edwards-Hamiltonian augmented by a bending potential3:
PA,α[{rα}] ∼ ΠN−1i=1 e−
3(rα,i−rα,i+1)
2
2b2 ΠN−2i=1 e
fstiff(rα,i−rα,i+1)(rα,i+1−rα,i+2) (1)
The simulation method is sketched in Fig. 13: Chain conformations are updated in the
external fields via a standard Monte Carlo scheme utilizing local random displacements of
the beads. After a short, predetermined number of Monte Carlo steps, the spatial density
distribution created by the large ensemble of independent molecules is determined and the
relation of the SCF theory between density and field is employed to calculate the new,
external fields. Then, the process is iterated.
• This particle-based simulation method utilizes coarse-grained polymer models (e.g.,
bead-spring model with bond angle potential) and is not limited to the Gaussian chain
model of the SCF theory. The use of explicit molecular conformations allows details
of the chain architecture to be incorporated (e.g., stiffness along the backbone or
branching).
• The density (and external fields) accurately mimic the instantaneous chain conforma-
tions. SCMF simulations converge to a solution of the equilibrium SCF theory in the
limit of an infinitely large ensemble, N¯ → ∞. Numerical calculations for binary
blends and diblock copolymers demonstrate that this simulation scheme can describe
composition fluctuations (cf. Fig. 2) if the fields are updated frequently. This finding
has been corroborated by approximate but analytical techniques.
• The explicit propagation of the chain conformations avoids the need of an Onsager
coefficient and intramolecular correlations (that give rise to a non-local Onsager co-
efficient in field-theoretic schemes) are taken into due account.
262
• Propagating the explicit chain conformations in time we are able to investigate blends
with strong dynamic asymmetries (e.g., where one component vitrifies during the
phase separation process).
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Figure 2. (a) Equilibrium composition fluctuations of a symmetric binary polymer blend at χN = 0.314 as
obtained from Random Phase Approximation, MC simulations of the bond fluctuation model, and SCMF simu-
lations. The horizontal dashed line also depicts the structure factor of the total density in the SCMF simulations
which utilize a small but finite compressibility. From Ref. 3. (b) Equilibrium composition fluctuations of a sym-
metric diblock copolymer at χN = 2 as obtained from SCMF simulations and Random Phase Approximation
for a system of linear dimension, L = 3Re. To achieve an invariant degree of polymerization of N¯ = 15000
(which corresponds to an intermediate molecular weight) in a typical bead spring model (ρ = 0.83) requires a
large system of very long chains, i.e., 3400 chains each comprising N = 3000 beads. In the SCMF simula-
tions we can reproduce these experimental values of N¯ simply by increasing the density rather than the chain
discretization, N .
Additionally the scheme is computationally efficient, permits us to study large system
sizes and it is suitable for parallel computers. To this end, we distribute the independent
chain conformations evenly across the processors independent of their location in space.
Each processors performs the Monte Carlo simulations for “its” molecules which are mu-
tually independent but only interact with the external field. Each processors calculates
the density of its molecules after the Monte Carlo simulation and the results are summed
across the processors to construct the new external field for the next simulation. Typically
we utilize between 8 and 64 processors on the IBM Regatta at the NIC, Ju¨lich.
3 Applications
3.1 Spinodal Decomposition in Binary Polymer Blends
First we discuss the growth of composition fluctuations in a binary symmetric polymer
blend in response to a temperature quench from the one-phase region, χN = 0.314 into
the miscibility gap, χN = 5. Early stages of spinodal decomposition are characterized
by an exponential growth of collective concentration fluctuations. The growth rate, R(q),
depends on the wavevector, q, the equilibrium thermodynamics of the mixture, and the
dynamics of the molecules. The latter enter the field theoretical description via an Onsager
coefficient which describes the relation between a gradient of the chemical (exchange)
potential and the concomitant concentration current. Due to the extended shape of the
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macromolecules the Onsager coefficient is non-local and explicit expressions exists for the
homogeneous system4. The results from Monte Carlo simulations of the bond fluctuation
model, dynamic SCF calculations calculations with a local Onsager coefficient and an On-
sager coefficient for Rouse-dynamics, and the results of SCMF simulations are compared
in Fig. 3. Clearly, a local Onsager coefficient fails to describe the simulation results, but dy-
namic SCF calculations using a non-local Onsager coefficient and SCMF simulations that
do not utilize an Onsager coefficient but rather propagate the explicit chain conformations
in time yield an improved description.
It is also instructive to compare the computational effort between the different schemes:
For the MC simulations of 64 independent systems over the time interval 0.33τ a computa-
tional effort of 40 days on 64 processors of a CRAY T3E was needed. Using 7×7×7 = 343
grid points in Fourier space the corresponding dynamic SCF calculations required about 25
days on a CRAY J90. The single chain mean field calculations of 64 independent systems,
each with twice as many polymers than in the MC simulations and a spatial resolution of
4096 grid points, took 19 hours on a 32 × 2 node Beowulf cluster of Opteron (1.8GHz)
processors.
While explicit analytical expression for the non-local Onsager coefficient exist for spa-
tially homogeneous systems (appropriate, e.g., for the early stages of spinodal decompo-
sition), no such expression exist at spatial inhomogeneities (e.g., interfaces or surfaces).
Under those circumstances the chain conformations are distorted and the calculation of the
Onsager coefficient amount to calculate intramolecular correlations which is computation-
ally infeasible.
3.2 Solvent Evaporation from Thin Polymer Films
The kinetics of phase separation in the presence of strong spatial and dynamic inhomo-
geneities is explored in Fig. 4 where we compare SCMF simulations with Molecular Dy-
namics simulations of the evaporation of a volatile solvent from a thin polymer film. To
match the SCMF simulations with the Molecular Dynamics simulations we utilized the
single chain structure factor to adjust the bond length, b, and the chain stiffness, fstiff in
Eq. (1). The interactions were modelled via a virial expansion5 and the coefficients were
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Figure 4. Polymer (a) and solvent (b) density, φA(r, t) and φB(r, t), as a function of time during the evaporation
process as observed by MD simulations of a bead-necklace model and by SCMF simulations using a parameter-
ization for the coexistence densities and segmental mobilities. All times are measured in units of Lennard-Jones
time units. From Ref. 3.
adjusted to reproduce the phase equilibrium. The time scales were matched by comparing
the self-diffusion constants in the bulk.
The time evolution as well as the details of the density profiles of polymer and solvent
are quantitatively well predicted by SCMF simulations (cf. Fig. 3) even if interfaces are
present. Upon evaporation of the solvent a dense polymer layer (“skin”) builds up at the
polymer-vapor interface at intermediate times. One advantage of the SCMF simulations is
that we can control the mobility of the species without changing the equilibrium thermo-
dynamics. Altering the mobilities, we obtain rather direct insight into the importance of
the density dependence of the segmental dynamics, which is less straightforward to extract
from simulations of the interacting multi-particle system. For instance, if we neglect the
concentration dependence of the solvent mobility we do not find the formation of a skin.
3.3 Microphase Separation of Block Copolymers on Nanopatterned Substrates
We have used SCMF simulations to explore the self-assembly of copolymers and their
mixtures with the corresponding homopolymers in nanopatterned substrates6–8. The self-
assembly is dictated by an intricate interplay between interfacial interactions, breaking
of translational symmetry, and structural frustration due to the incompatibility between
the natural periodicity of the bulk structure and film thickness and the substrate pattern.
Confinement and surface effects can result in morphologies that are absent in the bulk,
e.g., surface reconstructions.
Fig. 5 shows the ordering of a lamellar-forming diblock on top of a stripe pattern.
There is a slight mismatch between the bulk lamellar period, L0 = 1.786Re at χN = and
the pattern period, LS = 1.7. In the initial stage perfectly registered lamellae are formed
at the substrate (substrate-directed ordering). The top (bulk) of the film segregates into
microdomains later and they are not registered with the substrate pattern. Defects in the
structure anneal not by lateral diffusion but the order of the registered lamellae propagates
from the substrate to the top surface6.
It is of interest to explore what geometrical patterns can be reproduced by diblock
copolymer materials. Generally, only a small mismatch between the natural morphology
of the diblock and the substrate pattern is permissible if defect-free registration and order
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Figure 5. Snapshot images of the three dimensional behavior of diblock copolymers on chemically nanopatterned
substrates. The lateral system size is 17Re ≈ 0.5µm. The time increases from left to right and from top to
bottom. One component has been removed from the image and blue surfaces represent the interface between
the different components. In the lower left corner 75% of the film has been removed to reveal the near-substrate
morphology. From Ref. 6.
Figure 6. Three-dimensional contour plots of the composition (left) and the total homopolymer concentration
(right) obtained from SCMF simulations. In the left panel the red and blue areas represent A- and B-rich domains,
respectively. In the right panel, the periodic red areas are enriched alternatively in A and B homopolymers,
whereas the blue stripes represent the domain interfaces that are depleted of homopolymers. From Ref. 7.
is required. Using blends of AB-diblock copolymers with the corresponding A- and B-
homopolymers is an experimentally convenient way to adjust (enlarge) the periodicity and
it also is crucial for replicating more complex patterns. This is illustrated in Fig. 6 where
the ordering of a ternary blend on a nested array of bends is shown. The periodicity of the
stripes matches the bulk lamellar spacing but the distance between the AB interfaces at the
corners is larger. The homopolymers redistribute as to selectively swell the morphology at
the corners resulting in defect free ordering. Note also the Ω-shape of the AB-interface at
the corners which resembles domain shapes observed at grain boundaries in the bulk7.
If one increases the mismatch between the length scale or the symmetry of the substrate
pattern and the bulk morphology of the diblock the copolymers do no longer register with
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Figure 7. Morphology of a copolymer/homopolymer blend film of thickness D0 = 0.63L0 and lateral dimen-
sions of 9.77L0 on a square array of spots. (top left) SCMF simulation showing only the top view of the PS-rich
domains (white/yellow) and the interface between PS and PMMA (dark grey/blue). Regions on top of the spots
are PMMA-rich (transparent) and one looks through to the substrate (black). The position between two PMMA-
attracting spots of the substrate is denoted as “bridge”, while the position at the center of a plaquette of four spots
is denoted “interstitial”. The Voronoi tessellation of the necks is indicated by thin white lines. (bottom left) SEM
image of the composition at the film surface. The PS-domains are shown in light grey while PMMA-rich surface
areas correspond to dark grey regions. Note that the PS-domains appear artificially larger in the SEM images so
a more accurate view of the domain sizes is provided by an AFM phase image shown as an inset at the lower
right corner. (middle) Probability distribution of the coordination (number of edges) of Voronoi cells (c.f. top
left panel). The “errorbars” of experimental data (shown in grey) characterize the variance of results obtained by
analyzing different SEM images of size 9.77L0. SCMF simulation results are shown as open bars. (right) Pair
correlation of the necks and orientational correlation functions for hexagonal and square orientations extracted
from large SEM images. From Ref. 8
the bulk pattern. This is illustrated in Fig. 7 which shows the disordered bicontinuous
morphology of a lamellar-forming ternary blend on top of a surface pattern that consists of
a square array of spots with center-to-center distance, λ = 1.21L0, and radii,R = 0.30L0.
Near the substrate the morphology replicates the substrate pattern and forms a quadrat-
ically perforated lamellar (QPL) sheet8. Necks of polystyrene (PS) connect to this QPL.
The near-substrate morphology favors a square geometry of the necks while the packing
of dense necks rather results in a hexagonal structure. This competition prevents the for-
mation of long-range order and one observed in the SCMF simulations as well as in the
experiments a disordered bicontinuous structure. The local geometry can be characterized
by a Voronoi tessellation which reveals a substantial amount of 6-fold coordinated necks.
The local hexagonal structure is also revealed by the orientational correlation function, g69
gn(r) =
〈∣∣∣∣∣∣ 1n
∑
α∈〈nn〉i
einφαi
1
n
∑
β∈〈nn〉j
e−inφβj
∣∣∣∣∣∣
〉
(2)
where α and β run over all nearest neighbors (nn) (as identified via the neck-neck-pair
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correlation function) of the two necks i and j a distance r apart and φαi is the angle of
the vector between the center of the neck i and its neighbor α. Hexagonal correlations
are strong but short-ranged while orientational correlations with n = 4 are weaker but
longer-ranged and are mediated over long distances by the substrate pattern.
4 Concluding Remarks
Single chain in mean field simulations are a computationally efficient method to study the
morphology of multi-component polymer systems on parallel computers. Nevertheless
a careful investigation of the potential and limitations of the method is still required to
clarify under which conditions fluctuations are correctly described and how to optimally
choose the spatial discretization and updating frequency of the fields. Other interesting
aspects consist in extending the dynamics to entangled systems by using the slithering
snake algorithm (in addition to local random displacements) or to introduce a fine network
of strings which do not influence the equilibrium behavior but are uncrossable and, thus,
will lead to reptation-like motion.
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their Components
Andrei A. Kulikovsky and Eckhard Spohr
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Forschungszentrum Ju¨lich, 52425 Ju¨lich, Germany
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Modeling of Low Temperature Fuel Cells is a multi–disciplinary and multi–scale problem uti-
lizing methods and techniques from mathematics, physics, chemistry and engineering. Some
recent studies performed in our group at IWV-3 are summarized.
1 Introduction
Low temperature fuel cells such as the hydrogen-fed polymer electrolyte membrane fuel
cell (PEFC) and the direct methanol fuel cell (DMFC) are regarded as promising technolo-
gies to replace combustion engines and batteries in mobile and stationary applications.
Fuel cells convert chemical energy of combustion directly into electricity by spatial sepa-
ration of anodic oxidation of fuel and cathodic reduction of oxygen. Protons generated at
the anode migrate to the cathode, where they recombine with oxygen anions to form wa-
ter. The reactions lead to the non-toxic products H2O and CO2. The anodically generated
electrons perform useful work on their external path to the cathode.
Forschungszentrum Ju¨lich maintains a leading position in Europe in PEFC and DMFC
research. As part of the Helmholtz community program on rational energy conversion our
institute (IWV–3) performs a wide spectrum of research aimed at improving PEFC effi-
ciency and at creating prototypes of commercial DMFC stacks in the 1 to 5 kW class.
Modeling of components, single cells and stacks is an integral part of this effort. The
technological goals are also supported by fundamental studies of the molecular mecha-
nisms of species transport in polymer electrolyte membranes (PEMs) and of the kinetics
of electrochemical reactions.
Prior to a broad introduction of fuel cell technology into the energy market substantial
barriers still need to be overcome. These are, in the case of the PEFC
• low cell efficiency when using dry gases, which mandates elaborate humidification;
• cell flooding at high current densities due to a large amount of water produced at the
cathode;
• the problem of catalyst poisoning by CO. This problem is critical for PEFCs with
on–board reforming of liquid hydrocarbon fuels to hydrogen.
In the case of the liquid–fed DMFC the major problems are
• the slow kinetics of the methanol oxidation, leading to high voltage losses, high noble
metal catalyst loadings and concomitant high costs;
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• the high rate of methanol crossover through currently available membrane materials,
which reduces cell power;
• flooding of the cathode catalyst layer due to the high electroosmotic flux of water
through the membrane;
• large amount of gaseous CO2 on the anode side, which reduces cell performance.
Last but not least, lowering the aging rate is crucial for commercialization of the cells
of both types.
Fuel cell research and development thus has two aspects: The first one is the design of
new components (catalyst layers, membranes and backing layers) with improved perfor-
mance and lower cost. The second one is the proper assembly of these components into
cells and stacks with high performance and low rate of aging.
Clarifying the transport mechanisms in the membrane and the mechanisms of the elec-
trocatalysed chemical reactions in a fuel cell are subject of extensive experimental and
theoretical work. Molecular dynamics simulations and quantum chemical calculations are
indispensable tools in understanding these mechanisms. Transport parameters in the fuel
cell components can be obtained by comparing the experimental data with the predictions
of continuum models. This led us to studies of the following topics:
• Numerical modelling of DMFCs and PEFCs within the scope of continuum models.
• Classical molecular dynamics (MD) simulation of proton, water and methanol trans-
port through polymer electrolyte membranes.
• ab initio MD simulation of methanol oxidation in the anodic catalyst layer.
In the first topic the fuel cell is considered as a whole, as a macroscopic “electrical
machine”. Here we aim at understanding the mechanisms of voltage loss in real cells
and optimization of cell design. Modeling structure and dynamics on the atomic scale is
performed in order to derive relationships between the macroscopic properties of materials,
such as conductance, and the molecular motions.
2 Cell Simulations
A typical cross section of a polymer electrolyte fuel cell (PEFC) is sketched in the left part
of Figure 1. The membrane electrode assembly (MEA) is clamped between two metal or
graphite plates with the channels for feed gases supply, called the “flow field”. The MEA
usually consists of two gas–diffusion layers (GDLs) and two catalyst layers, separated by
a proton conducting membrane.
Current production in a cell induces fluxes of gases, liquid water, heat and charged
particles. The distribution of the respective parameters (concentrations, fields etc.) is
usually very non–uniform. Furthermore, the characteristic scale of the parameter variation
ranges from several micrometers (the thickness of the catalyst layer) to several meters (the
length of the channel). In general, the problem of fuel cell modeling is multi–scale and
multi–dimensional.
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Several approaches to model such a system exist. The number and complexity of the
processes in the MEA together with sophisticated geometries of the flow fields almost in-
evitably lead to 3D CFD models. Differently, our quasi–3D (Q3D) model of a PEFC1 is
based on the following idea. In many cases one may neglect the in–plane fluxes in the
MEA. The full 3D problem (Figure 1) can then be split into a problem of flow in the
channel and a 2D problem in the MEA cross–section, as shown in Figure 1. The channel
problem provides concentrations of reactants for the problem in the MEA. The latter re-
turns local current density required to calculate the profiles of reactants concentration along
the channels. Both problems are, therefore, coupled and the solution has to be determined
iteratively1.
Furthermore, the cell cross-section consists of a number of geometrically identical el-
ements (Figure 1). This allows an efficient code parallelization. The physical model is
formulated for a single element (2D element in Figure 1). The code is then replicated, so
that each element “is solved” on a separate processor. Upon completion of an iteration
step the elements exchange with the “boundary conditions”, as shown on the right side of
Figure 1. The cross-section of a typical cell contains several tens of such elements; the
time of simulation of such a system is only 2–3 times larger than the time of simulation of
a single element. This algorithm efficiently exploits the capability of a massively parallel
computer system.
The typical solution is shown in Figure 2. Note that to represent the details the scale
of this figure is strongly distorted: the size of the computational domain along x–axis is
about 1 mm, whereas along y–axis its size is about 21 cm (Figure 2). The two elements at
the inlet are “zoomed” in Figure 3.
Figures 2 and 3 show that there are three types of non–uniformities in a cell. The first is
a small–scale non–uniformity (maps ofQc and σm) in the through–plane direction. Proton
conductivity of the catalyst layers is rather poor and the electrochemical reaction is largely
confined to the region close to the membrane interface, where protons are “cheaper” (i. e.,
found with higher probability). Analysis of the governing equations shows, that this regime
of the catalyst layer operation leads to high polarization losses2.
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the “boundary conditions” upon completion of an iteration step.
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272
Proton conductivity of the bulk membrane is higher at the cathode side and lower at the
anode side (Figures 2,3) due to proton–driven electroosmotic flux of water (from the anode
to the cathode side). Back diffusion of water does not fully compensate the electroosmotic
flux and the anode side of the membrane is dried. In this particular regime of cell operation
the membrane drying limits the current, due to the poorer membrane conductivity at low
water content (see below).
The second is a medium–scale non–uniformity due to the alternation of channel “win-
dows” and current collector ribs along the y–axis (Figures 2,3). Oxygen transport to and
water transport from the regions above the ribs is poor; thus water tends to accumulate
there and lack of oxygen reduces the rate of the reaction in these domains (Figures 2,3).
The third is a large–scale non–uniformity due to oxygen exhaustion and accumulation
of water along the channel. Close to the outlet the membrane is well humidified, though
the last elements experience “oxygen starvation” (Figure 2).
The problem of this particular cell design is to mitigate the negative effect of non–
uniformities of all three types. The non–uniformity of the reaction rate across the catalyst
layer can be diminished by increasing the proton conductivity of the layer. Medium–scale
non–uniformity (channel / rib) can be reduced by increasing oxygen and water diffusivity
in the backing layer, i.e., by enlarging its porosity. Large–scale non–uniformity can be
diminished by increasing the oxygen stoichiometry of the cathode flow.
The results thus give hints how to improve cell design and help to optimize operating
conditions. Besides, Q3D simulations provide invaluable information for construction of
simplified analytical and semi–analytical models of a cell3. These fast models can be used
for rough characterization of cells. Comparison of analytical, numerical and experimental
data gives a much more reliable information, than any single model. We believe that in the
near future the approach based on such a hierarchy of models will play a substantial role
in fuel cell studies.
3 Proton Transport in Membranes
PEMs like Nafion are phase-separated on the nanometer scale into a polymer phase consist-
ing of a polytetrafluoroethylene backbone with pendant end-group sulfonated side chains
and an aqeuous phase. The (continuous) polymer phase provides the structural stability for
separating anodic and cathodic compartments. It is experimentally well established that
above a percolation threshold, when the aqueous phase is thought to become continuous,
proton conductance in Nafion or related materials increases significantly with water con-
tent λ (λ is the ratio of water molecules to sulfonate groups). The sulfonic acid groups are
strongly acidic so that protons become solvated and conducting in the aqueous phase. From
the magnitude and the temperature dependence of the experimental proton conductance in
fully humidified Nafion membranes (where λ ≈ 14) it has been concluded that the proton
transport mechanism follows the well-established proton-hopping or structural diffusion
mechanism characteristic for the high proton mobility in bulk acids. At low water content
(λ ≈ 3 − 5) the proton transport mechanism is best described by an interplay between a
surface mechanism (transfer along the sulfonate groups) and the bulk mechanism4.
Describing (i) the structural complexity of the biphasic polymer / water material and
(ii) the bond-forming and -breaking nature of the elementary act of proton transfer can best
be reconciled by modeling the materials using so-called empirical valence bond (EVB)
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Figure 4. Dependence of proton con-
ductivity (scaled units) on water con-
tent λ for several slab pores with dif-
ferent surface charge densities (spac-
ings) of sulfonate groups. Note that
the variance of instantaneous proton
states (blue: H3O+-like, yellow-green:
H5O
+
2 -like) in the snapshot is charac-
teristic for the aqueous pores, and their
easy interconversion is essential for pro-
ton mobility, thus warranting the use of
complex molecular models.
interaction potentials. In such a model, the proton can be regarded as being in a super-
position state between different valence bond states, in which an excess proton belongs to
one of a subset of water molecules. In the most simple form, only two resonance states
φ1 : H3O
+ · · ·H2O and φ2 : H2O · · ·H3O+ are considered. In one state the proton is lo-
calized on the first oxygen, in the other one on the second hydrogen. Using a configuration-
dependent coupling between these two states, one can describe proton transfer as a contin-
uous sequence of H5O+2→ H3O+→ H5O+2→ H3O+transitions. Besides being conceptu-
ally simple, such an empirical valence bond force field allows the simultaneous simulation
of many protons over time periods of nanoseconds, i.e., the minimum requirements for
studying a concentrated proton solution in a disordered polymer framework5.
Taking the most extreme viewpoint, one can treat the polymer as an immobile frame-
work with simple pores of slab or cylinder shape, in which proton transport can be studied
as function of a variety of generic structural and dynamical features of the polymer (such
as acid strength, head group and side chain mobility, equivalent weight) and operational
parameters of the working fuel cell (such as temperature and water content). Here, the
power of a massively parallel computer can be harnessed for parallelization on the level
of the single simulation, each one of which typical lasts 2-3·107 relatively short time steps
(Per step parallelization based on domain decomposition or interaction decomposition is
not very effective due to communication overheads.) Figure 4 shows, as an example, the
calculated dependence of proton conductance on water content for different equivalent
weights of the polymer (which is modeled by the spacing of sulfonate groups on the slab
wall)5. It demonstrates how the single pore mobility leads to the water-content dependent
proton conductance in PEMs that was mentioned above.
On the basis of the temperature dependence of proton mobility in single pores it was
concluded that the experimentally observed behavior is most likely associated with the dy-
namics of the polymer at low water content. In a next generation of models, local pore
structure and dynamics was investigated using a fully atomistic model of the Nafion poly-
mer, employing for the aqueous phase a simple classical force field which treats hydronium
and water like rigid molecular ions or molecules interacting through standard force fields6.
Such simulations can be conveniently parallelized by decomposing the system into several
equivalent interacting subsystems of identical composition. Since meaningful results can
be collected only from a series of runs at different temperatures and for different water
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Figure 5. Snapshots at different times of a jelly-
bean representation of a simulated mixture of wa-
ter and Nafion in protonated form (at water content
λ = 5). Red regions denote polymer, grey, blue and
yellow regions denote water, hydronium and sul-
fonate groups, respectively, in the aqueous phase.
The indicated box corresponds to a length of 4.5
nm. Note that the jelly-bean surfaces hide a large
number of molecules [E. Spohr, work in progress].
contents, distribution of the jobs over 2–4 processors made optimal use of the allocated
resources at NIC. As a representative result of these studies, Fig. 5 shows time dependent
snapshots of aqueous domains at λ = 5, which are consistent with the view of activated
fluctuative bridging of the aqeous pores, reducing the overall proton conductance as well
as increasing the activation energy. With atomistic simulations on the united-atom level,
where only the essential topological features of the Nafion base unit are retained, morpho-
logical transitions between inverse micellar aqueous pores at low water content to channel
like structures at high water content are currently studied.
4 Methanol Oxidation on Noble Metal Catalysts
The protons in the membrane originate from electrocatalytic processes in the anodic cat-
alyst layer. In the DMFC these processes are, to some extent, performance limiting. At
least, they mandate high noble metal catalyst loadings and concomitant high device costs.
We have thus investigated the catalytic oxidation of methanol in realistic, i.e. fuel cell-
relevant environments, using quantum mechanical density functional theory to describe
Figure 6. Chemical reaction dynamics of
methanol oxidation to formaldehyde: One
of the C–H bonds of the methyl group
becomes elongated (top left) and even-
tually breaks (top right). The adsorbed
hydrox-methyl group stabilized by form-
ing a hydrogen bonded complex to a wa-
ter molecule (bottom left) and dissoci-
ates rapidly into adsorbed formaldehyde
and a hydronium ion (bottom right) which
further stabilized by undergoing struc-
tural diffusion steps to form Zundel ions
H5O
+
2 .
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the coupling between electronic structure and nuclear dynamics. As a starting point, we
considered the oxidation of adsorbed methanol at a water / platinum interface. For our
calculations we have employed the VASP package7 which showed for our purposes good
scaling characteristics up to 8 processors per job, and allowed us to perform ab initio
molecular dynamics calculations of uncharged and charged interfaces. Water did not only
influence the reaction pathway as compared to the corresponding gas phase reaction, it
actively changed the sequence of reactive events by directly, i. e., without intermediate
adsorption, incorporating hydrogen ions into its hydrogen bond network, as illustrated in
Fig. 6 (see Ref.8). These calculations are currently extended to investigate the influence of
fuel cell environment on the later oxidation steps.
5 Concluding Remarks and Outlook
Modeling of transport processes in low temperature fuel cells is a true multidisciplinary
and multi–scale effort, which requires joint efforts by physicists, chemists, applied math-
ematicians and engineers. In our group at IWV-3 we tightly integrate analytical theory3
together with our computational studies into FZJ’s research and development of viable fuel
cell technology. In spite of dramatic progress in computer technology some key problems
in PEFC and DMFC fuel cell technology remain unsolved, largely due to the extremely
complicated media and materials used in fuel cells, in which the physics of species trans-
port is still not completely understood. Bringing these “electrical machines” to market is a
challenge not only for experimental research but also for “silicon machines” such as NIC’s
Regatta system.
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Especially the last year has reminded us how vulnerable the human habitat is to natural
hazards. The large Sumatra earthquake from Dec. 27th 2005 and the subsequently trig-
gered tsunami have caused one of the biggest catastrophic events in recent history. At the
same time these phenomena give us an idea about the tremendous power sleeping in the
interior of our planet. These forces move continents and ocean floor. Over geological time
scales they let mountains grow and new ocean basins develop. On short time scales the
same forces lead to earthquakes and volcanic eruptions. There is little hope that man will
ever be able to gain control over these forces. Nevertheless it seems wise to understand the
processes operating in the interior, in order to wisely estimate and possibly predict poten-
tial hazards. Much more accessible to -and also much more influenced by- human activity
is the atmosphere of the Earth. As compared to the interior we have much more informa-
tion about this part of the ’System Earth’ and consequently, our expectations with respect
to the predictive power of numerical models are higher. The distribution of pollutants is
of significant importance and especially the distribution of fine and ultra-fine dust particles
currently receives growing attention. Two projects, conducted on NIC resources have been
selected to exemplify the diversity and likewise the topicality of projects carried out in the
Environmental section of research at NIC.
One, by Wolke et al, aims at a better understanding of the transport of chemical species in
the atmosphere, being an example of applied research, guided by practical questions. The
authors have developed a multiscale approach, in which a model, simulating the transport
of chemical constituents is embedded into another model, providing the various aspects
of atmospheric dynamics. The coupled model is employed to study the distribution of (a)
fine dust in an industrial region in Saxonia and (b) of Saharan Dust Aerosols. While the
first application is of direct regional meaning the latter is of importance on even larger
scale. Dust influences the amount of sunlight received by Earth. Dust scatters and absorbs
sunlight and such also affects the temperature. In their contribution Wolke et al. present
further steps towards a model that can be routinely employed for process analysis, as well
as to interpret field data.
The study of Hansen et al. addresses fundamental aspects of planetary evolution. Plate
tectonics and its relation to the internal dynamics of planets is the central topic of their
efforts. At present, the phenomenon of plate tectonics seems to be a unique feature on
Earth. Other planets, like Mars, may have shown plate tectonics earlier in their history.
Can plate tectonics suddenly appear on a previously inactive planet, or, alternatively, can
it vanish, thus leaving a stagnant lid covering the planet and keep it from further cooling?
Numerical experiments are virtually the only tool, allowing to go into such matters. Ex-
ploiting the conservation laws for mass, energy and momentum leads to a set of nonlinear
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partial differential equations, describing the transport properties under such extreme con-
ditions. In their studies the authors demonstrate the important role played by the rheology
of the material. Especially the dependence of the viscosity on (a) temperature, (b) pressure
and (c) stress governs the style of surface tectonics. An important conclusion says that is
dynamically feasible that a planet may undergo a change in its surface behaviour, i.e from
an active planet to one without surface tectonics, and vice versa. The question if a planet
exhibits plate tectonics has thus been extended by the dimension time.
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Regional modelling of atmospheric trace gases and particulate matter is of major importance for
air pollution studies as well as climate considerations. In this context, the chemistry transport
model system LM-MUSCAT is applied for several air quality studies and the investigation of
local climate effects. Two selected applications from different objects of research are presented
in the paper. The first study enables a detailed quantification of the contributions of cooling
tower emissions to particle concentration levels in specific Saxonian urban areas. In the sec-
ond project, the influence of Saharan dust emissions on radiative forcing and, hence, on the
meteorology is quantified. These regional effects are also relevant for climate change studies.
Regional scale models are well suited for simulation of individual dust storm events, or for
comparisons with in-situ observations made during field experiments. Improvements in the pa-
rameterisation of dust processes which are obtained by such regional model investigations can
help to improve parameterisations in global scale models. Both applications require a detailed
process description as well as a high spatial resolution. Such simulations are very expensive in
terms of computing time and demand the use of powerful parallel computers.
1 Introduction
The physical and chemical processes in the atmosphere are very complex. The systems of
differential equations resulting from atmospheric chemistry transport models are nonlin-
ear, highly coupled and extremely stiff. Therefore, CPU costs are very high for advanced
air pollution models containing a large number of species. Furthermore, the physical and
chemical processes that determine the distribution of air pollutants occur simultaneously,
coupled and in a wide range of scales. Here, the lack of adequate resolution limits the
ability to accurately model individual processes and their interactions. For example, when
plumes are injected into coarse grid cells in regional models with a uniform grid, the emit-
ted material is diluted immediately within the cell and the details of the near field chemistry
are lost. Multiscale models can provide finer resolution in certain key regions.
The modelling department of the IfT has developed the state-of-the-art multiscale
model system LM-MUSCAT19, 20. It is qualified for process studies as well as the oper-
ational forecast of pollutants in local and regional areas. The model system consists of two
online coupled codes. The operational forecast model LM4 (Local Model) of the German
Weather Service is a non-hydrostatic and compressible meteorological model and solves
the governing equations on the basis of a terrain-following grid. The model includes the
dynamic kernel for the atmosphere as well as the necessary parameterisation schemes for
various meteorological processes, boundary conditions and surface exchange relations. It
describes the atmospheric flow and phenomena between the meso-β and micro-α scale
(i.e. grid resolutions from 50 km to 50 m), in particular near-surface properties, convec-
tion, clouds, precipitation, orographical and thermal wind systems. The model is capable
of self-nesting and four-dimensional data-assimilation.
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Driven by the meteorological model, the chemistry transport model MUSCAT18, 7
(Multi-Scale Atmospheric Transport Model) treats the atmospheric transport as well as
chemical transformations for several gas phase species and particle populations. The trans-
port processes include advection, turbulent diffusion, sedimentation, dry and wet depo-
sition. Due to the online coupling between LM and MUSCAT, the calculations exploit
the actual properties of the atmosphere. The implicit-explicit time integration scheme of
MUSCAT operates independently from the meteorological model, thus allowing for au-
tonomous time steps and different horizontal grid resolutions in selected regions of the
model domain. For this purpose, the required LM fields (e. g., wind, temperature, hu-
midity, exchange coefficients) are interpolated temporarily and spatially. The chemical
part of MUSCAT contains the gas phase mechanism of RACM15 considering 76 reactive
gas species with 239 reactions. Secondary particle formation and appropriate interactions
with the gas phase are also included. The radiation activity and biogenic emissions are
calculated autonomously, whereas information on the cloud cover, temperature, and other
meteorological parameters is taken from LM. The anthropogenic emissions in Saxony are
accounted for by several spatial registers of point, line, and area sources (including plume
rise). Annual averages of emissions are disaggregated in time (monthly, weekly, daily).
EMEP emission data were used in the outer region.
Both models work widely independent and have their own separate time step control.
Coupling between meteorology and chemistry transport takes place at each horizontal ad-
vection time step only. Inter-processor communication is realised by means of MPI. The
parallelisation is performed by domain decomposition techniques, but LM and MUSCAT
use different horizontal grid structures. In MUSCAT, finer and coarser resolutions can be
used for individual sub-domains in the multiblock approach7. This structure originates
from dividing the meteorological grid into rectangular blocks of different sizes. The code
is parallelised by distributing these blocks on the available processors. In the first version,
both parallel codes work on their own predefined fraction of the available processors. This
fixed a priori partitioning of the processors leads to imbalances between LM and MUS-
CAT. Therefore an alternative coupling scheme is implemented which guarantees the load
balance between the both codes9.
2 Formation and Dispersion of Secondary Aerosols by Single Cooling
Towers Modelled for an East-German Region
Motivation. Fine and ultra-fine particles are suspected to cause damages in human health
and natural environment. Several methods to reduce emissions by traffic, industry, agri-
culture and other sources have been successfully realised. Nowadays, the focus of en-
vironmental sciences and politics is directed towards understanding the physico-chemical
formation and growth processes of secondary particles rather than the primary production2.
Modifying factors in this context are the meteorological conditions, and the variable effec-
tive heights of the dominant emission sources. Therefore, long-term real weather simula-
tions were performed in a mesoscale industrial region of Saxony. To investigate, to which
extent the plume exhaust of the natural draft cooling towers in Boxberg and Lippendorf
contributes to the formation of secondary aerosols. In spite of the relatively low emissions
of primary particulate matter (PPM), interferences of the air quality are expected from the
formation of sulfate and nitrate aerosols by the SO2 and NOx gas emissions and reactions
with ammonia.
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Figure 1. Model regions of Central Europe (left side) and Saxony (right side) with structure of nesting and grid
refinement, respectively.
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Figure 2. PM10 concentration in Saxony caused by the emissions in Boxberg and Lippendorf at August 20-th
2002, 9:00 LT (left side) and 12:00 LT (right side).
Model setup. The study mainly aims at problems of the secondary formation and growth
of anorganic particles with sizes below 10 µm (PM10). The dominant contribution to
mass accretion is provided by the heterogeneous condensation of gaseous compounds on
preexisting aerosols1, involving pollutants such as ammonia and sulfuric or nitric acid
(generated by complex pathways from the precursor species SO2 and NO2). The model
system LM-MUSCAT was applied in a nested hierarchy with the superior control by the
global reanalysis data of GME (Fig. 1). The innermost region of interest covers an area of
240 km x 156 km (Saxony) with variable resolution between 2.8 km and 0.7 km, where
the finest grid was arranged around the dominant emission sites Boxberg and Lippendorf.
The outer region extends over about 1200 km x 1000 km (Central Europe) with a constant
resolution of 8 km in the main part. The model simulation in this domain generates the
initial and boundary concentrations for the inner region.
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Two typical summer/winter periods in 2002 each of 36 days were chosen for the simu-
lations. The plume rise of the cooling towers in dependence on the meteorological condi-
tions was accounted for by utilizing the adequate model of Schatzmann and Policastro12.
One virtual neutral tracer per cooling tower was additionally emitted for identification
purposes. Considering the meteorological and emission/immission conditions within the
reference periods, two 8-day intervals were selected, for which the simulations on Saxony
were repeated with the cooling tower emissions switched off. Thus, the difference between
the switch-on/off simulations allows extracting the direct and indirect influence of the cor-
responding emissions on the immission situation3. The outstanding SO2 production rates
by the sites Boxberg (1.2 t/h) and Lippendorf (2.1 t/h) as compared to the extremely small
dust emissions (0.04 t/h, 0.06 t/h, resp.) actually require the examination of the secondary
formation of particulate matter. In this respect, the assumed partitioning of the cooling
tower SO2 emission data (88% SO2, 12% SO4 ions) is of great significance for the results.
Simulation results. The results are summarised as follows (an example is shown in Fig. 2):
1. Significant direct or indirect influences of the cooling tower gas emissions on the
particle immission situation can be noticed only within limited zones of very narrow
(highly concentrated) plumes and mainly for several hours about noon in summer.
2. The intrinsic particle formation caused by the considered emission sites frequently
reaches peak values of about 10 µg/m3 PM10 (maximal 20 µg/m3), consisting pre-
dominantly of ammonium sulfate. Primary particles and ammonium nitrate formation
contribute to only 10%.
3. The small probability for maximum plume intensities at a fixed location on the surface
lowers the temporal averaged particle exposition down to 0.1 µg/m3 PM10.
3 Regional Modelling of Saharan Dust Aerosol
Motivation. Soil derived mineral dust contributes significantly to the global aerosol load
and is suspected to impact the climate system by changing the energy balance of solar
and thermal radiation6. The worldwide largest sources of dust are located in North Africa;
about 50-70 percent of global dust emissions are estimated to originate from the Saharan
desert. Radiative forcing by soil dust aerosol is complex, since dust not only scatters but
also partly absorbs incoming solar radiation, and also absorbs and emits outgoing longwave
radiation (’greenhouse effect’). Any changes in atmospheric dust loads result in changes
of the radiation balance and surface temperatures. The magnitude and even the sign of the
dust forcing depends on the optical properties of the dust, on the vertical distribution of
the dust, on the presence of clouds, and on the albedo of the underlying surface8. Dust can
also influence the climate indirectly by altering cloud optical properties10. The research
project SAMUM13 (2005-2007)) has the goal of quantification of radiative properties and
effects of Saharan dust aerosols by means a field experiment in Morocco.
Model setup. The model computes dust emissions in non-vegetated areas depending on
surface wind friction velocities, surface roughness, soil particle size distribution, soil mois-
ture, and snow cover16. Soil particle size distributions are derived from global soil texture
data. Enclosed topographic depressions are treated as preferential ’hot-spot’ source re-
gions, and the soils in these areas are assumed to consist of uniformly textured particles
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Figure 3. Dust episodes during the BODEX field study: True-colour retrievals by the NASA MODIS instrument
on the Aqua satellite for the days March 4, March 8 and March 12, 2005 for the Lake Chad region (Chad) (top
panels, source: NASA) and dust optical thickness for the same days simulated with the regional dust model at
7 km horizontal resolution (bottom panels).
which disaggregate into micrometer-sized particles during saltation events. The thresh-
old friction velocities which must be reached for initiation of dust emission are computed
depending on soil particle size distribution following the approach by Marticorena and
Bergametti (1995), but assuming constant surface roughness within each model gridcell.
Size distributions of the mobilised dust depends on surface properties as well as the surface
wind speed. This dust emission scheme is coupled online into LM-MUSCAT. Emission
fluxes are computed with surface winds and soil moisture fields from the meteorological
model LM, dust is transported as passive tracer in 5 independent size bins covering the size
range from 0.1 to 25 microns with the MUSCAT tracer scheme, and the aerosol deposition
parameterisation in LM-MUSCAT is adapted for dust aerosol properties. The development
of the regional Saharan dust model started late 2004, and tests of the model are carried out
for previously observed Saharan dust episodes.
Simulation results. So far, the performance of this regional dust model has been tested for
two well documented events of Saharan dust transport to Europe in August and October
2001, and a dust storm that occurred in the Bodele depression (Chad) in March 2005 during
285
Julian Day
-2.7     -2.1     -1.5     -0.9     -0.3      0.3      0.9      1.5      2.1      2.7  
      
5
4
3
2
1
Temperature Difference (K)
62  64  66  68  70  72  
)
m
k( 
e
d
utitl
A
46362616 56 0796867666
yaD nailuJ
5.0
1
5.1
2
5.2
3
T
O
A
Measurements
Model Results
Figure 4. Modelled dust optical thickness at BODEX field site (at 16.5N, 18.3E) compared to sunphotometer
measurements (left) and vertical distribution of simulated differences in air temperature compared to a simulation
without dust forcing (right) for March 1 to March 12, 2005.
the British BOdele Dust EXperiment (BODEX). We present first results for this latest dust
event, for which in-situ measurements of meteorological parameters like wind speed and
surface temperatures as well as measurements of dust optical properties are available. The
Bodele depression, which lies between the Tibesti Mountains, Lake Chad, and the Djouf
region in Mali is the most active dust source in the Sahara desert, where the presence of
dust is detected throughout the year. For simulation of this dust episode, dust production
and transport was computed for an area of ca. 200000 km2 using a horizontal model res-
olution of 7 km. Deposition of the large dust particles is mostly by dry deposition, the
stronger gravitational settling of larger particles leads to changes in the size distribution
of atmospheric dust. Dust optical thicknesses are computed from the size-resolved dust
concentrations. Within LM-MUSCAT, changes in radiative fluxes caused by dust are com-
puted online, using dust aerosol optical properties derived from sunphotometer measure-
ments (Todd et al., submitted). The radiative forcing by dust aerosol is allowed to impact
on the meteorology and feeds back on dust emissions and atmospheric distributions.
With an updated parameterisation for the dust emission model, the BODEX dust case
was simulated twice, once including the dust feedback on climate, and once with dust
as passive tracer. Size-resolved dust emission fluxes for the BODEX location and time
period of the field study are computed with the regional dust model. Although satellite re-
trievals of the regional extent of the dust plumes are difficult to obtain over highly reflective
desert surfaces, a comparison of true-color retrievals by the MODIS instrument onboard
the NASA Aqua satellite with model results for the days March 4, 8, and 12, 2005 shows
good agreement in the occurrence of modeled dust plumes with the remote sensing images
(Fig. 3). The variation of modeled dust aerosol optical thickness during the dust episode
compared to measurements from the sunphotometer instrument (Fig. 4, left) also shows
good agreement. Only on March 4 (Julian day 63), the modeled optical thicknesses briefly
exceed the measurements by about a factor of two. The difference in modeled air temper-
atures for the field site between the LM-MUSCAT model run in which dust was included
as radiatively interactive tracer and temperatures computed with the LM without including
dust aerosol for the same period shows the effects of the presence of dust aerosol on the at-
mospheric temperatures (Fig. 4, right). Atmospheric cooling occurs during daytime when
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the atmospheric dust scatters or absorbs a part of the incoming sunlight, which results in
a reduction in solar radiation fluxes below ca. 1 km height. This cooling is only evident
for days when the dust optical thickness exceeds the value of 1, with a maximum cooling
reaching about 3 degrees. During night the presence of dust caused a slight warming by
about 0.5 K compared to the simulation without dust, because the large dust particles ab-
sorb a small part of the outgoing terrestrial radiation. Surface temperature measurements
show a drop in maximum day temperatures by about 10K from March 10 to March 11,
which is well matched by the modeled surface temperatures.
4 Concluding Remarks
The availability of a full coupled meteorology chemistry aerosol model with well defined
interfaces to external emission inventories and regional scale forcing data for chemistry
and aerosols, e.g., EMEP, is an important step forward in regular model applications on
behalf of the European Community or other entities. The model system LM-MUSCAT
is also a powerful instrument for process studies14 and the interpretation of field exper-
iments5. In this context, the nested mesoscale model LM-MUSCAT could fill the gap
between local measurements and the rather coarse resolution of large scale models. The
model performance and parallel efficiency is encouraging20.
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1 Introduction
The terrestrial planets can be separated roughly into two classes with respect to their inte-
rior dynamics. Mercury and the silicate-moons (e.g. of Jupiter) are in a so-called single
plate regime, which is characterised by an immobile and rigid lithosphere. The lithosphere
on Earth, however, is divided into several mobile but individually rigid plates. Oceanic
crust is created and destroyed at mid-ocean ridges and subduction zones, respectively. The
Earth’s surface is therefore characterised by a process of constant renewal, at least partially.
Venus and Mars have a special position in this classification, as both planets do not
show any evidence for recently active plate tectonics as observed on Earth. However,
statistics on impact crater counts for Venus indicate a global resurfacing event approxi-
mately 100 million years ago1. This suggests an episodic behaviour of surface tectonics
with alternating periods of surface mobility and stagnation. Mars also appears as a one-
plate planet. However recent findings by the MAG/ER magnetometer experiment on board
of the Mars Global Surveyor spacecraft have revealed the existence of magnetic anomalies
within the Martian crust that resemble the magnetic line patterns found at the mid-ocean
ridges on Earth2, 3. This suggests the presence of an episode of active plate tectonics on
Mars, limited to the first 500 million years after the formation of the planet4, 5.
Within the scope of the DFG priority program “Mars and the terrestrial planets” we in-
vestigate these different convective styles and focus especially on a self-consistent descrip-
tion of a temporal transition between two regimes and its consequences on the subsequent
thermal evolution of the planet.
The thermal evolution of terrestrial planets is widely investigated6–11. This is com-
monly done by applying a scaling relationship which comprises a parameterisation of the
heat flux in terms of the Rayleigh number. Seperate parameterisations have been discussed
for different convective regimes by12. A transition from one convective style to another is
thus achieved by prescribing scaling laws appropriate for each regime13. Our fluid dynam-
ical approach allows us to investigate the interior dynamics and the surface tectonics as a
coupled system. We are therefore able to address the question whether the proposed tran-
sition from a tectonically active plate to a nowadays stagnant surface is indeed plausible.
2 The Model
In order to study the convective processes that govern the dynamics of the Earth’s mantle
and that of other terrestrial planets we follow a fluid dynamical approach. This allows us
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to investigate mantle convection and the dynamics of the planetary surface as a coupled
system.
2.1 The Mathematical Model
We consider thermally driven convection of an incompressible Boussinesq medium with
infinite Prandtl number. The governing equations describing the conservation of mass,
momentum and energy, respectively, are as follows:
∇ · u = 0 (1)
−∇p+∇σ +Ra T zˆ = 0 (2)
∂T
∂t
+∇ (uT )−∇2T = Q (3)
Here, u is the velocity vector, p the dynamic pressure (i.e. the pressure without the hydro-
static component) andσ the stress tensor withσ = η [(∇u) + (∇u)t]. T is the temperature
and zˆ the vertical unit vector. The rate of internal heat productionQ is assumed to be con-
stant in space and time. All variables have been non-dimensionalised by using a common
scaling based on thermal diffusion time and vertical temperature difference. The Rayleigh
number resulting from this scaling reads:
Ra =
αρg∆Td3
κη0
(4)
where α denotes the (constant) thermal expansivity, ρ the density, g the gravitational ac-
celeration, ∆T the vertical temperature difference, d the height of the model volume and
κ the (constant) coefficient of thermal conductivity. η0 is the reference viscosity defined at
the surface of the domain.
The experiments were carried out in a Cartesian box with stress-free, impermeable
boundaries. The box was heated from below and cooled from above with constant temper-
atures of Ttop = 0 and Tbot = 1. Reflecting conditions were employed at the sides.
2.2 The Rheological Model
The key parameter for the investigation of the convective processes taking place within
planetary mantles is the viscosity η, which directly controls the ability of the material to
flow and thus influences the dynamics of the system. Laboratory experiments with mantle
material analogs have shown that the viscosity within the mantle is not constant but varies
with pressure, strain-rate and, most important, with temperature. In fact, the viscosity vari-
ations induced by temperature alone may span more than six orders of magnitude making
the numerical solution of the governing equations extremely delicate.
We employ the following rheology, which has proven to be suitable to describe the
dynamics of planetary mantles14–16
η(T, z, E) = 2 ·
[
1
ηTz
+
1
ηE
]−1
(5)
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with
ηTz = exp (−r · T + rd · (1− z)/d) and ηE = η∗ + σ0
E
(6)
being the temperature/depth- and strain-rate-dependent part of the viscosity, respectively. r
determines the strength of the temperature dependency, withR = exp(r) being the viscos-
ity contrast between the material with maximum (i.e. T = 1) and minimum temperature
(T = 0). rd describes the dependency of viscosity on depth (pressure), which is neglected
in the investigations presented here. All calculations shown in this work have been carried
out with R = 105 . η∗ = 10−5 is the plastic viscosity, σ0 the yield stress and E the second
invariant of the strain-rate tensor.
2.3 Numerical Technique
The set of non-linear equations 1-3 is solved numerically using a technique presented by
Trompert and Hansen17: A finite volume approach is applied for spatial discretisation
and an implicit Crank-Nicholson scheme for discretisation in the time domain. The al-
gebraic equations are solved iteratively employing a multigrid technique with SIMPLER
as smoother.
Due to the large viscosity variations that have to be accounted for, the calculations
are extremely demanding in terms of computation power and time. A single model run
easily takes several months on a Pentium IV–class workstation, limiting the possibilities to
carry out investigations at high resolution and extensive parameter studies. We therefore
developed a modified version of the original program code that can benefit from parallel
computer architectures. We applied a domain decomposition technique and used MPI for
explicit message passing. This allows us to use the Intel-based cluster system located in
our university’s computer center and, even more important, high performance computer
systems like the JUMP-system of the John-von-Neumann Institute for Computing, Ju¨lich,
Germany.
3 Results
3.1 Styles of Mantle Convection
Investigations of mantle convection considering a temperature- and strain-rate dependent
viscosity have revealed the existence of three different styles of convection12, 14.
• Stagnant Lid regime: A rigid and immobile layer develops at the surface of the man-
tle. Vigorous convection takes place underneath this stagnant lid. This mode of con-
vection is associated with the present state of Mars, which currently shows a plate-
tectonically inactive surface.
• Mobile Lid regime: The surface layer is mobile and is constantly subducted by the
convective cycle. The system behaviour in this regime resembles that observed for
constant viscosity convection. By further assuming a depth-dependency of the yield
stress σ0, a plate-like surface behaviour is obtained, similar to what is observed on
Earth.
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• Episodic regime: An initially stagnant lid develops at the surface. The thickening lid
gets mobilised by increasing strain rates and is subducted into the interior. The now
hot surface cools and a new lid develops which is again mobilised. This mode of
convection is often proposed to be relevant for Venus.
Figure 1 gives a visual impression of the episodic and the stagnant lid regime by showing
snapshots of the colour-coded temperature field. In the episodic case (left picture) the
surface is repeatedly mobilised at least partially, as indicated by the velocity vectors (white
arrows). In the stagnant lid regime, a relatively thick cold surface layer develops, which
does not take part in the convection process that dominates the interior of the system.
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Figure 1. Two snapshots of model calculations showing the episodic regime (left picture) and the stagnant lid
regime (right picture). In both cases the temperature field is visualised according to the colour scale shown.
White arrows indicate the velocity field at the surface and at the left side of the box, respectively. For the episodic
regime an event of surface mobilisation is shown with about a quarter of the surface being mobilised.
The actual choice of thermal and rheological parameters determines the state of con-
vection finally emerging. A variation of the yield stress for example changes the system
behaviour from the mobile lid regime, which is found for small values of σ0 to the episodic
regime for intermediate yield stresses. Finally, for large values of the yield stress the sys-
tem exhibits the stagnant lid mode of convection. We carried out a systematic investigation
of the dependency of the convective style on the various system parameters14 and mapped
the location of the different regimes in the parameter space, as shown in figure 2
3.2 Temporal Variations Between Convective Styles
Our investigations indicate that a change in the convective style is not only possible by
means of a variation of parameters but can also appear temporally, for fixed parameters. For
a critical set of parameters, that mark the border between the episodic and the stagnant lid
regime (cf. figure 2) we observed the system behaviour illustrated in figure 3 by means of
the non-dimensional surface heat flux. The system initially shows stagnant lid convection
for more than one thermal diffusion time but eventually changes to an episodic behaviour.
Apart from this prominent example for a transitional behaviour, we also observed sys-
tems that show stagnant lid convection being interrupted by isolated events of surface mo-
bilisation, as also shown in figure 3, again, by means of the surface Nusselt number, i.e.
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Figure 2. Two snapshots of the parameter space spanned by the Rayleigh number, the viscosity contrast and the
yield stress indicating the location of the three different convective regimes. Taken from ref.14.
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Figure 3. The surface Nusselt number as a function of time for two different model runs showing a temporal
variation in the surface behaviour: A transition from stagnant lid convection to an episodic behaviour (left figure)
and stagnant lid convection being interrupted by two sporadic events of sporadic surface mobilisation (right
figure)
the non-dimensional surface heat flux. In both cases shown, the transition occurs out of an
quasi-steady state with a thermally equilibrated heat budget.
Such a transition in the convective style is not only a fluid dynamical curiosity but is of
major interest for planetological considerations. A transition of from a plate tectonically
active, i.e. mobile surface to a nowadays stagnant surface has often been postulated for
Mars in order to explain the remanent magnetisations of the Martian crust found by the
MGS MAG/ER experiment and the presence of the crustal dichotomy5, 4, 3.
Based on the rheological law (eq. 6), we were able to deduce a mobilisation criterion,
that quantifies the stability of the stagnant surface layer:
M > 1 with M =
E
σ0
∣∣∣∣
surface
(7)
WhereE denotes the effective strain-rate as calculated from the velocity field and σ0 is the
yield stress parameter. The criterion serves as a necessary condition for a sporadic event
of surface mobilisation. It is therefore possible to predict the occurrence of these events
using our criterion as shown in figure 4.
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Figure 4. Value of our mobilisation index as a function of time for the model run shown in figure 3(right).
Mobilisation of the otherwise stagnant surface occurs at t = 1.0 and t = 2.7. As clearly seen, the mobilisation
criterion is fulfilled even during the periods of vanishing surface mobility, thus allowing a prediction of the
occurrence of further mobilisation events
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Computer science aspects and numerical simulation on modern parallel hardware platforms
such as the JUMP are discussed in the following section. Here, we put the emphasis on
numerical software aspects and their interplay with modern hardware, on the question on
how to obtain a cheap crossbar switch with full bisectional bandwidth and on tools which
help the programmer of parallel codes on multiprocessor systems.
In their contribution FEAST: Development of HPC technologies for FEM applications,
Ch. Becker, S. Buijssen, H. Wobker and S. Turek discuss current trends in software
developments for PDEs for hierarchical adaptive finite elemente methods. Here, the
usually employed data structures and algorithms are not tuned to the specific performance
facilities of modern hardware platforms and thus the obtained computational efficiency is
far away from the peak rate of the respective processors. To this end hardware-oriented
numerics is necessary, i.e. cache-oriented techniques must be employed and locally
structured data must be exploited. The authors present such techniques for the FEM
package FEAST (“Finite Element Analysis & Solution Tools”) which numerically solves
fluid dynamics and structure mechanic problems. They present recent results on the
JUMP for their hardware oriented multigrid/domain decomposition solvers and discuss
scalability, clustering and recursion for their approach. Altogether such developments
are important to obtain a good portion of the peak performance on modern parallel
hardware platforms for advanced numerical techniques which involve multiscale methods,
adaptivity and domain decomposition.
In their contribution A Scalable Ethernet Clos-Switch, Norbert Eicker and Thomas
Lippert discuss techniques to realize large crossbar-switches which are built from standard
Gigabit-Ethernet switches as components. They follow an idea of Charles Clos from 1953
who proposed a similar technique in the context of telephone switching networks. Here,
a special topology of cascaded crossbar-switches results in full bisectional bandwidth.
The authors show how to build such a large crossbar-switch with up to 1152 ports which
achieves full bandwidth at a cost of about 125 Euro per port and has a point-to-point
throughput of 220 MB/s where the latency is less than 10 µsec. This approach turns out to
be superior to any existing monolithic switch on the market.
In their contribution The IBM eServer pSeries 690 as a Research Instrument for Computer
Scientists, G. Juckeland, M. Kluge, R. Mu¨ller-Pfefferkorn, W.E. Nagel and B. Trenkler
discuss some features of the IBM p690 system at the Forschungszentrum Ju¨lich which
they tested and analysed with the PARbench, BenchIT and EPcache environment. Their
results might help users and administrators to optimize performance and system behavior
in their specific applications. Furthermore, they allow in an automatic way to detect MPI
overhead which assists a programmer to create efficient parallel code on the IBM p690.
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One current trend in software development for PDEs, and here especially for FE approaches,
clearly goes towards very sophisticated hierarchical techniques and adaptive methods in any
sense. In contrast, the employed data and solver structures are mostly chosen as ‘globally
defined’ types which neglect the very specific performance facilities of modern hardware plat-
forms. As a result, the observed computational efficiency is often far from the expected peak
rates of (potentially available) several GFLOP/s per processor. These discrepancies, between
numerics and software concepts and the available hardware, often lead to unreasonable calcula-
tion times for ‘real world’ problems as can be easily seen from recent benchmark comparisons
for commercial as well as research codes. Hence, strategies for massive efficiency enhance-
ment are necessary, not only from the mathematical (algorithms, discretisations) but also from
the software side of view. To realise some of these aims our FEM package FEAST (‘Finite
Element Analysis & Solution Tools’) is under development. Recent results on JUMP, including
applications from CFD and CSM, are given.
1 Introduction
1.1 Hardware Oriented Numerics
Processor technology is still dramatically advancing and promises further enormous im-
provements in processing data for the next decade. On the other hand, much lower ad-
vances in moving data are expected such that the efficiency of many numerical software
tools for PDEs is restricted by the cost of memory access. So, one can state:
• Not data processing, but data moving is costly.
• Employing cache-oriented techniques is a must.
• Exploiting locally structured data is a must.
Examples1, 2 indicate that many of today’s numerical simulation tools – based on the
standard sparse MV techniques (see Fig. 1) – are not able to achieve a significant percent-
age of the high performance on recent processors which is in the range of more than 1
GFLOP/s (Table 1). In the case of fully adaptive FEM codes our measurements show that
we better talk about performance rates of 1–10 MFLOP/s for matrix-vector multiplications
which are already the fastest components in numerical codes. Complete multigrid solvers
often perform even more slowly.
Sparse techniques are basis for most of the recent software packages (Fig. 1). With
respect to Table 1 it can be seen that different numberings can lead to identical numerical
results and work (w.r.t. arithmetic operations and data accesses) but to huge differences in
CPU time. But how to gain more performance? One possibility is to rearrange the data
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DO 10 IROW=1,N
DO 10 ICOL=KLD(IROW),KLD(IROW+1)-1
10 Y(IROW)=DA(ICOL)*X(KCOL(ICOL))+Y(IROW)
Figure 1. Standard sparse matrix vector multiplication with indirect adressing in Fortran77 notation
Computer #unknowns CM TL STO
33,280 125 105 100
Alpha ES40 133,120 81 71 58
(667 Mhz) 532,480 60 51 21
(1.1 GFLOP/s Peak Linpack) 2,129,920 58 47 13
8,519,680 58 45 10
Table 1. Performance rates (MFlop/s) of the FEATFLOW code with different numbering schemes (Cuthill–
McKee, TwoLevel, Stochastic) for matrix vector multiplication
Figure 2. Line- or rowwise numbering of unknowns and resulting matrix structure
structures such that data accesses are more structured and indirect adressing is avoided.
Another important topic to consider is cache locality. Modern processor architectures re-
alise most of the possible performance via a sophisticated cache mechanism. To get regular
cache-friendly data structures, unknowns should be numerated in a line- or rowwise man-
ner (Fig. 2).
Most finite element discretisations on tensorproduct meshes lead to band structured
matrices. The matrix entries are stored in bands of equal size. The matrix vector multipli-
cation is applied bandwise with certain ‘windows’ to fit cache locality. In case of equidis-
tant meshes band entries are even constant for certain operators, so a complete FEM matrix
can be described by a few double values only. Table 2 shows recent results for different
architectures (AMD Opteron, NEC vector, JUMP) for some basic operations.
1.2 Solver Schemes: Generalised MG/DD Solvers of SCARC Type
In view of their typically excellent convergence rates, multigrid methods seem to be most
suited for the solution of many PDEs. However, as examples1 have shown, multigrid on
general domains has often poor computational efficiency, at least if the implementation is
based on standard sparse techniques. Our performance measurements1 show that realistic
MFLOP/s rates for complete multigrid codes are often in the range of 1–10 MFLOP/s only,
even on very modern high performance workstations. Moreover, the linear relationship be-
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2D case #unknowns DAXPY(I) MV-V MV-C MG-TGS-V MG-TGS-C
Sun V20z 652 2172 (633) 1806 3334 1541 2086
(2600 MHz) 2572 574 (150) 627 2353 751 1423
‘Opteron’ 10252 300 (64) 570 1774 538 943
NEC SX-8 652 5070 (1521) 3611 3768 1112 1061
(2000 MHz) 2572 5283 (1321) 6278 8363 1535 1543
‘Vector’ 10252 5603 (1293) 7977 15970 1918 2053
IBM POWER4 652 1521 (845) 2064 3612 906 1071
(1700 MHz) 2572 943 (244) 896 2896 7111 962
‘JUMP’ 10252 343 (51) 456 1916 438 718
Table 2. Performance rates (MFlop/s) of some basic linear algebra operations: DAXPY: vector vector addition,
DAXPY(I) : vector vector addition with indexed factor (sparse matrix multiplication), MV-V/C: matrix vector
multication with variable/constant matrix entries, MG-TGS-V/C: complete multi grid cycle with Tri-Gauss-Seidel
preconditioner and variable/constant matrix entries
tween problem size and CPU time may sometimes get hardly realisable, due to problem
size dependent performance rates of the sparse components. Additionally, the robust treat-
ment of complex mesh structures with locally varying details is often hard to satisfy by
typical ‘Black Box’ components, even for ILU smoothing, and particularly on parallel sys-
tems. Motivated by these facts, a more general strategy for solving discretised PDEs is
developed (particularly in a parallel framework), which satisfies several conditions:
• The parallel efficiency shall be high due to a non-overlapping decomposition and a
low communication overhead.
• The convergence rates ρ are supposed to be independent of the mesh size h, the com-
plexity of the domain and the number of subdomains N, and they shall be in the range
of typical multigrid rates (as ρ ∼ 0.1).
• The method shall be easily implementable and use only existing standard methods.
• The approach shall guarantee treatment of complicated geometries with local aniso-
tropies (huge aspect ratios) without impairment of overall (parallel) convergence rates.
The underlying idea is to ‘hide recursively all anisotropies in single subdomains’ com-
bined with an outer ‘block Jacobi/Gauss-Seidel smoothing’ within standard multigrid. This
approach is based on the numerical experience3 that these ‘simple’ block-oriented schemes
perform well as soon as all occurring anisotropies are locally hidden, that means if the lo-
cal problems on each block are solved (more or less) exactly. These ideas are combined
with corresponding hierarchical data and matrix structures, which exploit the described
tensorproduct-like meshes on each element of the coarse grid (so-called macro) to achieve
the high performance rates for the necessary numerical linear algebra components in the
local (multigrid) solvers. Consequently, all solution processes are recursively performed
via sequences of more ‘local’ steps until the lowest level, for instance a single macro with
the described generalised tensorproduct mesh, is reached.
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Figure 3. 2D decomposition and zoomed (macro) element (level 3) with locally anisotropic refinement towards
the wall
#unknowns Dirichlet ‘Velocity’ Neumann ‘Pressure’
AR ≈ 10 AR ≈ 106 AR ≈ 10 AR ≈ 106
210, 944 0.17 (8) 0.18 (8) 0.21 (9) 0.15 (8)
843, 776 0.17 (8) 0.17 (8) 0.20 (9) 0.17 (8)
3, 375, 104 0.18 (9) 0.19 (9) 0.22 (10) 0.22 (10)
13, 500, 416 0.19 (9) 0.18 (9) 0.23 (10) 0.23 (10)
Table 3. Global parallel convergence rates and number of SCARC iterations: SCARC-CG solver (smoothing
steps: 1 global SCARC; 1 local ‘MG-TriGS’) for locally (an)isotropic refinement
Consequently, the complete SCARC approach3 can be characterised as:
• Scalable (with respect to ‘quality and number of local solution steps’ at each stage)
• Recursive (‘independently’ for each stage in the hierarchy of partitioning)
• Clustering (for building blocks via ‘fixed or adaptive blocking strategies’)
Table 3 shows some typical numerical results for a prototypical Poisson problem. The
grid for this computation is shown in Fig. 3.
2 Current Research Areas
2.1 FEAST Kernel Development
In this area main work is employed for the optimisation of the basic linear algebra compo-
nents and generally the optimisation to the JUMP architecture (compiler settings), further
the optimisation of the message passing infrastructure for massive parallel computations.
Recent results are shown in Table 4.
2.2 Computational Structural Mechanics/ Computational Fluid Dynamics
Aim of this section is to illustrate how problems from CSM and CFD can be tackled in
the FEAST framework. Since this basic library only provides facilities to solve scalar
problems, the question is how to treat multi-field simulations. The main focus of this
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#unknowns #CPUs runtime [sec] (overall) MFLOP/s
3,381,504 8 8.46 927
13,513,216 12 15.28 2031
54,027,264 12 46.61 2281
216,057,856 24 114.24 3709
864,129,024 255 159.42 24276
Table 4. Large scale computations for a prototypical Poisson problem for the NCC configuration (Fig. 3) on
JUMP.
section is concentrated on the design of appropriate preconditioners for the resulting saddle
point problems which have a major impact on the numerical efficiency of the underlying
iterative algorithms.
2.2.1 Generalised Stokes Equation
The incompressible nonstationary Navier–Stokes equations describe the behaviour of a
Newtonian fluid at constant temperature with constant kinematic viscosity enclosed in a
given volume with Dirichlet and/or Neumann boundary conditions. Neglecting the non-
linear convection term and applying a simple time-discretisation method with timestep k
leads to the generalised Stokes equation:
u− νk∆u+∇p = f , ∇ · u = 0 (1)
A similar equation arises in CSM: One possibility to address the problem of nearly in-
compressible elastic material is to introduce, beside the displacements u, a second variable
p := −λ∇·u, which results in a mixed formulation. When a Newmark time discretisation
scheme is applied, it comes to the following generalised equation
u− 2µ k˜∇ · ε(u) +∇p = f , ∇ · u+ 1
λ
p = 0, (2)
with k˜ := βk2 and β coming from the Newmark scheme. Due to the similarity between
equation (1) and (2) we will concentrate only on the Stokes equation from now on. Most of
the following applies to the elasticity case, as well, while differences will be emphasised.
At present, FEAST and its underlying SPARSEBANDEDBLAS library only feature
discretisation with bilinear elements. Since a straight-forward discretisation with bilinear
elements for both velocity and pressure (Q1/Q1) would violate the so-called Babus˘ka-
Brezzi condition appropriate stabilisation is needed.4, 5 In order not to lose the ability of
dealing with irregular grids we extend the standard stabilisation technique by considering
directional derivatives
c(p, ψ) =
∑
K
(hξK)
2 (ξ∇p, ξ∇ψ)K + (hηK)2 (η∇p, η∇ψ)K
where hξK , h
η
K measure the extensions of each element K for the local coordinate sys-
tem (ξ, η). After discretisation the problem is brought down to repeatedly solving linear
systems of the following type: (
A B
BT C
)(
u
p
)
=
(
f
g
)
(3)
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2.2.2 Solving Strategies for Saddle Point Problems
Disregarding the matrix C consisting of stabilisation terms (and the compressibility con-
straint in the elasticity case) equation (3) is a classic saddle point problem. For nonsingular
matrices A the velocity u can be eliminated formally, yielding the scalar equation(
BTA−1B − C) p = BTA−1f − g (4)
with the so called pressure Schur complement S := BTA−1B−C. This equation is solved
with a preconditioned Krylov-space method.
Within such a method matrix-vector-multiplications with S have to be performed. As
S is only given implicitly this means three matrix-vector-multiplications and “inverting”
the matrix A. The latter has to be done exactly — at least in the first iterations — to main-
tain S-orthogonality of the iterates. The inversion of A can be overcome if the algorithm
is embedded in an outer defect correction method acting on the whole system (3). The
corresponding basic iteration looks like:(
un+1
pn+1
)
=
(
un
pn
)
+N−1S
[(
f
g
)
−
(
A B
BT C
)(
un
pn
)]
(5)
Thus the Schur complement method merely acts as a preconditioner (formally writ-
ten as N−1S ), which allows the approximate treatment of A−1. The basic iteration (5) is
realised as Krylov-space method.
A second approach is to choose in the basic iteration (5) the block triangular matrix
N :=
(
A 0
BT −S
)
. (6)
as block-preconditioner for the whole system (3). For the preconditioned system matrix
it can easily be shown that the corresponding Krylov subspace has dimension 2, i. e. the
solution of the preconditioned system would require only two iterations of a Krylov-space
method.
The application of N−1, which involves the exact computation of A−1 and S−1, is
much too expensive, such that (6) is actually replaced by
N˜ :=
(
A˜ 0
BT −S˜
)
, (7)
where A˜ and S˜ denote preconditioners for A and S, respectively. While the design of S˜
requires a closer look at the underlying equations, which will be done in the next section,
the realisation of A˜ is straightforward: In the Stokes case,A consists of two non-zero block
matrices L1, L2 on the diagonal (discretisations of scalar Laplace operators for the x- and
the y-component) and zero off-diagonal block matrices. So, the preconditioner A˜ is simply
realised, e. g. by independently doing one SCARC iteration for each component. In the
elasticity case, however, x- and y-direction are coupled, resulting in non-zero off-diagonal
blocks in A. Consequently, we cannot simply do two independent SCARC iterations as
in Stokes case, but we have to resolve the coupling by embedding the SCARC solves as
preconditioner into another outer Krylow-space method applied to A.
Anyway, in both cases the treatment of a multi-dimensional system is brought down to
the solution of scalar equations, which enables us to exploit the SCARC solvers’ strengths.
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Figure 4. Example calculation for Stokes problem, velocity and pressure, NCC grid (see Fig. 3)
#CPUs #unknowns #vertices runtime [sec] (overall) MFLOP/s
51 2,540,928 846,976 560.47 291
103 2,540,928 846,976 556.07 293
103 10,144,512 3,381,504 1280.34 804
206 162,081,792 54,027,264 1095.13 7639
Table 5. Results for Stokes simulation on JUMP
2.2.3 Preconditioning of the Schur Complement
In both approaches to solve the system (3) we face the problem that a preconditioner S˜
for the Schur complement S = BTA−1B − C is needed. Examining the generalised
Stokes equation (1) we can deduce the structure of the system matrix A = M + νkL,
where M is the (lumped) mass matrix and L the Laplacian, both block-structured with
zero off-diagonals. The “nature” of A clearly depends on the size of the timestep k: For
very small timesteps the mass matrix dominates, while it has, in fact, no influence for
very large timesteps and even vanishes for the stationary Stokes case. To construct a pre-
conditioner that efficiently covers the whole range of relevant timesteps we exploit the
additive decomposition of A. We design the preconditioner for the distinct parts of the
Schur complement S. The reactive part, BTM−1l B, can be interpreted as a discretisation
matrix steeming from a mixed formulation of the (continuous) Poisson problem. So, the
preconditioning operator is chosen as Lp, the Laplacian matrix corresponding to the dis-
crete pressure space. The continous operator associated with the diffusive part, BTL−1B,
is spectrally equivalent to the identity6, so Ml,p, the lumped pressure mass matrix, is an
optimal preconditioner. This also holds for the elasticity case, where we have, instead of
νkL, the matrix 2µk˜K with K being the discretisation of ∇ · ε(u). A linear combination
of the two parts gives the desired Schur complement preconditioner:
S˜−1 = L−1p + νkM
−1
l,p (8)
This preconditioner seems not to cover the matrix C from (4). Its entries are of mag-
nitude O(h2). Only if the time step k is about the size of h2 or smaller it has to be incor-
porated. In the elasticity case, the part of C coming from the compressibility constraint is
simply a pressure mass matrix and thus can be covered by the diffusive part of the precon-
ditioner (8).
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Figure 5. Computational domain and displacement (x direction) field for example elasticity problem
#elements runtime [sec] (overall) MFLOP/s
327,680 3.66 1382
1,310,720 9.77 2046
5,242,880 29.60 2683
20,971,520 129.13 2455
Table 6. Results for example elasticity problem on JUMP with 20 CPUs
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The Scalability of Cluster Computers with Gigabit-Ethernet interconnect is limited by the un-
availability of scalable Gigabit-Ethernet switches that can achieve full bisectional bandwidth.
Clos’ idea of connecting small crossbar-switches to a large, non-blocking crossbar is not ap-
plicable in a straight-forward manner on Ethernet fabrics. This paper presents techniques to
realize large crossbar-switches built up on standard Gigabit-Ethernet switches as components.
We show how to build Gigabit-Ethernet crossbar switches with up to 1152 ports, achieving full
bisectional bandwidth at a cost of about   125 per port. The latency of our Clos-switch is less
than 10µsec. These numbers are superior to any monolithic switch on the market. Using the
ParaStation cluster middle-ware2 , a full bisectional bandwidth is achieved and a bi-directional
point-to-point throughput of 220 MB/s is found.
1 Introduction
Sophisticated software accelerators render Gigabit-Ethernet1 a true alternative as an inter-
connect for Cluster Computers. Since small- and medium-sized switches are available at
attractive prices, this technology is able to serve as an inexpensive network for clusters
with up to 64 nodes—as long as the applications do not require high-end communication
technologies like e.g. Infiniband6. However, Gigabit Ethernet networking technology suf-
fers from the unavailability of larger, reasonably priced switches. In order to build larger
clusters one either has to purchase an expensive monolithic switch or one is forced to use
a tree of cascaded switches with decreasing accumulated bandwidth from stage to stage.
A way out of this dilemma was proposed by Clos in the early 50’s3 in the field of
telephony-networks by setting up a special topology of cascaded crossbar-switches provid-
ing full bisectional bandwidth; this scheme is used for instance by Myrinet4 or Infiniband6.
In principle it is also possible to build a similar setup with Gigabit Ethernet switches.
Unfortunately, some specific features of the Ethernet protocol to a large extent inhibit the
exploitation of the bandwidth offered by this topology.
This paper shows how to solve the problem. The capabilities of the building-blocks
play an essential role for the construction of efficient Ethernet Clos-switches. On the one
hand, they have to be able to support virtual LANs (VLAN)9. On the other hand, it must be
possible to perform a modification of the routing tables on the MAC level. Switches that
fulfill these conditions often are characterized as “level 2 manageable”.
The paper is organized as follows: In the next section, the concept of Clos-networks is
briefly reviewed. Sections 3 and 4 discuss spanning trees, virtual LANs and multiple span-
ning trees, followed by a sketch of the the setup of cascaded Ethernet crossbar switches.
In section 6, we present the testbed used for prove of concept and give results in section
8. We conclude and give a short outlook on further work to be done in the context of the
ALiCEnext project at Wuppertal University.
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Figure 1. Example of a full 3-stage Clos-network based on 8-port switches. The full hierarchical switch provides
8× 4 ports with full bisectional bandwidth.
2 Clos-Switches
In 1953 Clos3 introduced the idea of multiple cascaded switches interconnected in a mesh-
like topology originally addressing telephone networks. The main idea behind this topol-
ogy was twofold: On the one hand, it should render the network more fault tolerant, i.e.
more robust in case of failure of one or more switches. On the other hand, scalability of the
accumulated bandwidth of such systems is by far superior than that of centralized systems.
Eventually, Clos’ topology paved the way to set up multi-stage crossbar networks with
full bisectional bandwidth. The maximum size of a fully connected network is no longer
limited by the numbers of ports offered by the biggest switch available. With increasing
numbers of ports more switch levels are necessary, each adding to the latency.
Today, all available switched high performance networks (e.g. Myrinet4, Quadrics5 or
InfiniBand6) make use of Clos’ idea in order to provide a full connectivity for large net-
works. This is necessary since the switch boxes available with these technologies typically
offer not more than O(32) ports.
The basic topology of a 3-stage Clos-network is sketched in figure 1. It is easy to show
that at any level the same number of connections is provided and that full bisectional band-
width is guaranteed in this manner. In order to make maximal usage of the connectivity, an
appropriate routing strategy has to be introduced. The main result of the present work is a
technique devising such routing on a hierarchy of Gigabit-Ethernet switches. Furthermore,
figure 1 can serve us to introduce the nomenclature used in the following:
• Switches connected to nodes are called level-1 switches. In figure 1, these are the
switches 0, 1, 2, 3, 8, 9, 10 and 11.
• Switches connecting level-1 switches only are called level-2 switches. Hence,
switches 4, 5, 6 and 7 are the example’s level-2 switches.
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Figure 2. Basic loop appearing in Clos-switch topologies marked red. In order to suppress such loops, STAs will
switch off the dashed links.
3 Spanning Trees
The major problem setting up a Clos-switch topology via Ethernet technology lies in the
fact that Ethernet switches build spanning trees in order to avoid closed loops within the
network. While this feature is mandatory for an Ethernet fabric to function at all, it pre-
vents the parallel exploitation of more than one path between two switches. Therefore, the
accumulated bandwidth of the network is the same as the bandwidth of cascaded switches.
The very importance of spanning trees to avoid loops within an Ethernet fabric is due
to the fact that, on the Ethernet level, packets don’t have a restricted life time. On the one
hand, this will enable packets to live forever, if the routing-information within the switches
creates loops due to misconfiguration. On the other hand—even if the routing is set up
correctly—the existence of broadcast packets within the Ethernet protocol provokes packet
storms inside the fabric: whenever a switch receives a broadcast packet on a given port, it
will forward this packet to all other ports irrespective of any available routing information.
E.g., if there are two connections between two switches, a broadcast package sent from
one switch to another via one of the connections will be sent back to its originating switch
via the second connection. Once the originating switch is reached again, the packet will be
sent along its former way once more, and a loop is created.
Unfortunately, Ethernet broadcast packets play a very important role within the Internet
protocol family, since ARP messages on Ethernet hardware are implemented using this
type of communication7. Every time the MAC-address corresponding to a destination’s IP
address is unknown, broadcast messages are sent on Ethernet level.
In order to avoid this extreme vulnerability of the Ethernet concept, spanning trees
were introduced8. The main idea behind this concept is the detection of loops within a
given network fabric and the selective deactivation of such connections which would close
possible loops. Unfortunately, the deactivation happens on a quite fundamental level of the
switch’s functioning and thus it does not allow the link to carry any data at all.
For a Clos-switch topology one can find closed loops even for the simplest possible
example. Figure 2 sketches a loop in a setup of 2 × 4 switchesa. Many loops are found
preventing the fabric from working correctly.
aIn fact, closed loops already appear in 2× 2 setups. Since figure 2 also illustrates the effects of STAs, the 2× 4
setup was chosen.
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4 Virtual LANs and Multiple Spanning Trees
In the context of Ethernet fabrics the concept of virtual local area networks (VLAN)9 is
particularly important for our purposes. The main idea is to implement multiple, virtually
disjunct local area networks (LAN) on top of a common hardware layer. This is realized
through an additional level of indirection marking every native Ethernet packet with a tag
identifying the VLAN it belongs to. The benefit is twofold: it is possible to rearrange the
topology of the network’s fabric just by reconfiguration of the switches without touching
any hardware physically. Furthermore, with the support of the operating system, it is
possible to assign a computer to different virtual networks via a single network interface
card. As this technology is very useful for mapping a company’s organization virtually
onto a single physical network fabric it is available in many so-called department switches.
For VLANs, the idea of spanning trees has to be adapted. Every VLAN requires its
own spanning tree for three reasons:
• For the sake of security, broadcast messages shall only be visible within the VLAN
they where created. Otherwise, as far as the the high-level protocol is concernedb, it
would be possible to spoof data transmitted within one VLAN from another.
• Within each VLAN there might be loops. The loops would compromise the function-
ality of the fabric as a whole if they are not eliminated.
• Even if the various VLANs as a whole might build loops, the connectivity within each
separate VLAN has to be guaranteed as long as a physical connection is available. It
is possible to encounter situations where a connection has to be shut down for a given
VLAN but is mandatory for the correct functioning of another VLAN. This dichotomy
can only be cured by spanning trees separately assigned to each VLAN.
In order to meet these needs of the VLAN technology, the spanning tree algorithm
discussed above has been extended to the concept of multiple spanning trees (MST). Like
the STA, the MST is standardized10.
In practice, this mechanism does not seem to help, however. For the experimental setup
described below, we found that the implementation of the MST algorithm we have tested
is not robust enough to detect the—admittedly very special—setup of our Ethernet Clos-
switch correctly. In fact, the switches locked up and the network was no longer usable.
We came to the conclusion, that one has to be very careful when setting up a Clos-
network based on Ethernet technology. One has to avoid any loop within the various
VLANs, because the automatic loop detection and elimination provided by the MST mech-
anism has to be be switched off explicitely. In particular, the default VLAN which usually
includes all the ports of the different switches and thus contains many loops has to be
eliminated from the fabric.
5 Ethernet Clos-Network Configuration
Putting together the technologies described in the last sections it is possible to avoid the
problem of packet-flooding by loops in Ethernet fabrics. We proceed as follows:
bHere everything above Ethernet protocol level is seen as high-level.
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Figure 3. Crossbar configuration with virtual switches. Each VLAN is depicted with a different color. The lines
between nodes and level-1 switches are only in node → switch direction used exclusively by one VLAN; in
switch → node direction each link is used by all VLANs.
• Various VLANs are configured, each forming a spanning tree.
• In total, as many VLANs are needed as nodes are attached to a single level-1 switch.
• The node-ports (i.e. ports with nodes attached) are configured to use a specific VLAN
(depending on the port) whenever they receive inbound traffic. This implements the
required traffic shaping.
• All the node-ports are configured to send outbound traffic from every VLAN. I.e.
data from every VLAN (and thus from every node) can be sent to any other node,
independent of the VLAN the sending node is mapped to.
It is essential that traffic sent from any switch directly to a node is not spoiled by VLAN
information. Hence from the nodes’ point of view the network is completely transparent
and no modification of the configuration of the nodes has to be carried out.
Figure 3 sketches the setup of the crossbar configuration. Here VLANs are depicted
by the same colors, i.e., colored switches only carry traffic sent by nodes of the same color
into the corresponding VLAN. On the other hand, nodes receive data irrespectively of the
sending node’s color. The traffic shaping is implemented as follows:
• Traffic sent from a node to another one connected to the same level-1 switch does not
touch any other switch. Thus node6 will talk directly to node4.
• With respect to the color of a node the level-2 switch of the same color will be used in
order to talk to nodes connected to other level-1 switches. This ensures the efficient
usage of the complete network fabric.
Lets assume the machines node0 to node3 try to concurrently send data to the nodes
on switch2. The traffic from node0 will be sent via switch4, node1 will use
switch5, etc. Hence there are 4 independent routes between any two level-1 switches in
this example. Thus, the full bisectional bandwidth of the setup is guaranteed.
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Furthermore, figure 3 shows another important detail. In this setup, switch4 and
switch5 are only virtual switches, i.e. they are assumed to use the same hardware. As
only 4 ports of a virtual level-2 switch are occupied, one virtual switch can use the first
4 ports of a physical switch while another virtual switch can use the remaining 4 ports.
Again the configuration is realized via the VLAN mechanism. It guarantees that there is
no exchange of data between ports of a level-2 switch dedicated to different VLANs.
Note that no further effort is introduced since both—virtual and physical level-2
switches—have to handle the corresponding VLAN anyhow. The same arguments hold
for switch6 and switch7.
6 Testbed ALiCEnext
Our testbed consists of 144 nodes of the ALiCEnext11 cluster located at Wuppertal Univer-
sity, Germany. The dual-Opteron nodes are connected via 10 SMC 8648T Gigabit-Ethernet
switches12. They are attached to 6 of the 48-port switches, and each level-1 switch serves
24 nodes. The other 24 ports are connected to the 4 remaining switches. Every level-1
switch is connected via 6 lines to each of the 4 level-2 switches. Therefore, each physical
level-2 switch hosts 6 virtual ones with VLANs in total corresponding to the number of
nodes connected to a level-1 switchc. This setup delivers the full bisectional bandwidth.
In a first experiment the fabric was configured in such a way that only 24 VLANs were
created for all the switches. Unfortunately, this approach introduced major problems which
resulted in a total inaccessibility of both the nodes and the switches. The main reason is
that the switches were unable to find a stable MST setup with all the loops introduced by
our cabling. The only solution we found was to explicitely switch off the MST algorithm.
After switching off MST a first proof of concept was obtained by confirmation of com-
plete connectivity between the nodes; therefore every node was pinged from any other
node. Nevertheless, a detailed investigation of the fabric unveiled a deeper problem lurk-
ing in this setup. In fact, communication between nodes attached to the same VLAN, i.e.
connected to the same port number of different switches, worked as expected. But while
communication from one VLAN to another worked in principle, we observed a signifi-
cantly reduced performance.
7 Routing Tables
A detailed investigation of the dynamic routing tables unveiled the underlying problem:
they are created on the fly while the switch is listening to the network traffic between
the nodes. Since all inbound traffic is sent via specific VLANs, most switches will never
see traffic sent by a given node. For the example of figure 3, switch5 will never see any
traffic from node0. As soon as a switch receives a packet addressed to a node not yet in the
routing tables, it will start to broadcast this packet to all ports. The broadcast introduces
a plethora of useless traffic within the fabric, leading to packet loss and a significantly
reduced performance.
cIn principle, 3 level-2 switches are sufficient to build a 144 port crossbar fabric. The extra ports in our setup
were used to implement a connection to the outside world.
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In order to prevent the switches from creating unnecessary traffic one has to harness
them with static routing tables. These tables explicitly shape the traffic addressed to a
distinct node in a given VLAN to a specific port. One has to keep in mind that the size of
such routing tables is proportional to both, the number of VLANs and the number of nodes
connected to the fabric. Thus the tables needed for the testbed will have 24× 144 = 3456
entries. Correspondingly, the routing tables of the entire ALiCEnext machine (with 512
nodes) will contain 12288 entries. Fortunately, switches providing this number of static
entries are available, e.g. the SMC 8648T switch allows up to 16k entries.
8 Results
First we determined the basic parameters of the building-blocks. These measurements
where carried out using two nodes of the ALiCEnext cluster with their Gigabit-Ethernet
ports connected by a twisted pair cable and no switch in between. We used the very ef-
ficient ParaStation protocol for low level communication in order to reduce the latencies
as far as possibled. As a high-level benchmark the Pallas MPI Benchmark suite13 (PMB)
was employed. Two tests have been applied, pingpong to determine the latency and
sendrecv for bandwidth measurements.
Back-to-back single switch 3-stage crossbar
Throughput / node [MB/s] 214.3 210.2 210.4
Latency [µs] 18.6 21.5 28.0
Table 1. PMB. Throughput: sendrecv for 512 kByte. Latency: pingpong for 0 byte messages.
The performance numbers of the directly connected ports can be found in the left col-
umn of table 1. The latency presented there is the half-round-trip time for 0 byte length
messages as determined via the pingpong test. The low latency found in our setup is due
to the ParaStation protocole. On the same hardware a fine-tuned TCP-setup will reach a
latency of about 28µs on MPI-level; out of the box the MPI latency over TCP is often in
the range of 60 − 100µs. The throughput numbers are for 512 kByte messages. Larger
messages give slightly less throughput of about 200MB/s. This is due to cache effects
when the main memory has to be accessed. The message size for half-throughput was
found to be 4096 Byte for all setups.
In order to determine the influence of a single switch stage on the network performance
the same benchmark was carried out communicating via a switch, i.e. using two nodes
connected to the same level-1 switch. The corresponding results marked as “single switch”
can also be found in table 1. It can be seen that there is almost no influence of the switch
on the throughput. Since the latency rises from 18.6µs to 21.5µs each switch stage is
expected to introduce a penalty of only 2.9µs. The total latency when sending messages
through all three stages of our testbed is anticipated to be about 27.5µs which would
correspond to a latency of about 9µs from the switch alone. The throughput is not affected.
The above tests where done with a single pair of processes. Of course in order to show
the full bisectional bandwidth of the crossbar switch configuration one has to use as many
dParaStation uses a fine-tuned high-performance protocol reducing the overhead of protocols like TCP.
eIn fact on other hardware latencies as small as 10 µs were found.
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pairs as possible concurrently. Furthermore, the processes have to be distributed in such a
way that a pair’s ones are connected to different level-1 switches.
We have run our benchmarks on 140 processors accessible to us, with 70 pairs of
processes. The first 24 pairs where distributed over the first two level-1 switches, etc. For
each pair the two processes were placed on different level-1 switches. Therefore, all the
traffic had to be sent via the level-2 switches. Of course this is a worst case communication
pattern since real applications normally have traffic running also within a level-1 switch.
The numbers for the test case presented in table 1 are worst case numbers. I.e. the result
for the pair giving the least throughput is displayed there. If one would take the average
value of all pairs, the throughput is about 5% larger, the best performing pair even gives a
result of about 218 MB/s. The total throughput is larger than 15 GB/s.
Based on the observed latency of 28.0µs the actual latency introduced by the crossbar-
switch was found to be 9.4µsec. This result is far below the values of big Gigabit-Ethernet
switches with full bisectional bandwidth—at a much lower price! We expect this number
to be constant for up to 1152 ports.
9 Conclusion and Outlook
We have constructed a scalable crossbar switch using off-the-shelf Gigabit-Ethernet
components. We ran our performance benchmarks on the Wuppertal ALiCEnext cluster
system. Full bisectional bandwidth could be achieved at a price of less than   125 per
portf . So far we demonstrated our concept to work for 144 ports. As a next step we will
scale up the ALiCEnext cabling to 528 processors and include additional mesh topologies.
An international patent for our approach was submitted and is pending14.
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1 Introduction
Currently, there is quite a number of different system architectures of HPC systems avail-
able on the market. Often, details of the complex system - from the hardware to the op-
erating system - determine the performance of an application on a specific architecture.
Examples for such small but important details are the cache hierarchy or the operating
system’s scheduling algorithms.
We tested and analyzed some features of the IBM p690 system at the Forschungszen-
trum Ju¨lich to help users and administrators in the analysis of their applications and ma-
chine behavior, thus to optimize performance and system behavior (sections 2, 3 and 4).
Furthermore, the programming paradigms applied in parallel applications introduce an
overhead and can be a potential source of performance loss. MPI, as a widely used stan-
dard, needs strict rules to be adopted by the developer, for example in the communication
between the parallel processes. Assisting the programmer in the process of MPI problem
detection can thus be of invaluable help (section 5).
2 Examination of the Scheduling Properties on the IBM p690 with
the PARbench Environment
Benchmarking in the field of HPC is mostly realized with special programs which run
separately on the system. However, utilization of expensive hardware quite often requires
running multiple programs on the machine simultaneously in the multiprogramming mode.
Competition for resources, runtime conflicts and sometimes even scheduling problems are
the consequences. The goal of our study has been to measure the behavior of the machine
when workloads compete.
2.1 PARbench
The PARbench Benchmark System was developed at Forschungszentrum Ju¨lich in the
early 90’s. Over the last years, it was enhanced and ported to many parallel machines
by our research group at Technische Universita¨t Dresden. PARbench enables the simula-
tion of virtually every workload the user might have in mind and specifies. It is able to
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execute many benchmark programs in parallel and record their behavior with regards to
time flow and several other parameters. OpenMP is used as the concept for parallelization
to support parallel jobs within a chosen benchmark workload.
2.2 A Selection of Tests
The IBM p690 system used for these tests was running AIX 5L Version 5.2 as the operating
system. The system consists of SMP nodes with 32 processors as the building block for the
whole cluster. It uses a thread based scheduling system with priority queues (256 stages).
The scheduling algorithm is a fair round robin algorithm with dynamic priorities where
each processor has its own queue. There also exists one global queue for all processors.
However, this queue must be explicitly activated as it overwrites the system of local queues.
As part of our activities, we have run many different workloads to investigate several
aspects of the machine. Here, we will concentrate on one test where we have looked at the
situation of parallel jobs running in a multiprogramming environment. Further results can
be found in10,12.
2.3 Results
The test scenario mentioned above is a situation where 32 sequential jobs (CPU time: each
job is running for 100 seconds) are concurrently generated completely filling one node with
32 CPUs for 100 seconds. This is an ideal situation where the utilization is about 100%.
This workload is kept constant now but every second group of four jobs is executed as a
parallel job using OpenMP as the parallelization paradigm (each job uses 4 threads). The
result is indicated in figure 1.
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Figure 1. PARbench experiment with 16 jobs with 4 threads each and 16 serial jobs running on 32 processors
using the global queue.
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It clearly shows that the parallel jobs finished earlier (after about 60 seconds, left end
of the overlapped pattern) – which means that in the average they have got more than one
CPU allocated over time. The sequential jobs ended after about 140 seconds (right end
of the bar). So far, these results are not completely surprising and are acceptable. The
work done by each job, however, has been kept constant. On the other hand, it clearly
can be seen that the parallel jobs were accounted for only about 85 seconds (right end of
the bar for the parallel jobs) – which suggests that they have not used the full CPU time
they have used before. At the same time, the sequential jobs were accounted for more
than 115 CPU seconds. In sum, the total accounted CPU time stays constant at 3200 CPU
seconds (32 times 100 seconds). These different user times for sequential and parallel jobs
indicate shortcomings in the accounting system where CPU time used by the parallel jobs
is accounted for the sequential ones. This discovery has been reported to IBM and is still
under examination.
3 BenchIT
Performance analysis of computer systems is an interesting but quite challenging task. A
first approach is given by standard benchmarks and their results available on-line for a wide
variety of computer systems (e.g. LINPACK14 or SPEC15). Own measurements normally
require some detailed knowledge of the system architecture and most of the other machine
components. Nevertheless, there are plenty of options for getting measured performance
results which are inconsistent, unreliable, and sometimes even incorrect. However, such
results are sometimes used to choose the system architecture in the next procurement.
With BenchIT we want to improve the measurement and the comparison of archived
performance data. BenchIT offers a uniform and flexible architecture for the measurement
and presentation of such data13,16. BenchIT consists of two parts for the measurement and
the presentation of performance data.
The BenchIT main kernel driver initiates and controls the performance measurement.
It repeatedly calls the measurement kernel which implements a measurement algorithm
with varying problem sizes (e.g. vector sizes or matrix dimensions). When the processing
of the kernel is done with all problem sizes (or a time limit is reached) the data is analyzed,
outliers are corrected, and all information is written into a result file.
The results of a BenchIT measurement run are written into a plain ASCII file. It is clear
that the result file has also to contain information about the measurement environment as
well as the system architecture, since only the result file is uploaded to the BenchIT web
server. Only with this additional information the measurement becomes comparable.
The BenchIT web server ( http://www.benchit.org) is the key element in the
data analysis process. It offers sharing files with different user groups, therefore, it enables
the user to compare his results with the ones of colleagues or any other BenchIT user.
The assembly of plots occurs in steps where all available data is filtered in order to
contain just the results the user wishes to see. The data is presented using gnuplot – parts
of the website are therefore a mere front end to make all gnuplot options available. Plots are
shown online or are exported in png, eps or emf format for including them in presentations
as well as in articles. Furthermore, plots can be stored, easily accessed, and postprocessed.
One of the main design goals in the development of BenchIT is portability between
different platforms. Real portability problems arise in considering the main kernel driver
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Figure 2. BenchIT components
since the measurements are to run on a large variety of platforms and operating systems.
The greatest common denominator among all those systems seems to be a shell, a com-
piler, and some degree of POSIX-compatibility. Therefore, the whole main kernel driver
is steered by a set of shell scripts invoking the system compiler(s) for each measurement
run and kernel. Some of the results obtained on the IBM p690 can be found on our website
http://www.benchit.org.
4 EP-Cache: Optimizing Cache Access – Compiler Tests and
Source-To-Source Transformations
Usually, a developer focuses on implementing a correct program which solves a problem
by using an algorithm. Frequently, applications which do not take the cache hierarchy of
modern microprocessors into account achieve only a small fraction of the theoretical peak
speed. Fine-tuning a program for better cache utilization has become an expensive and
time consuming part of the development cycle. One way to optimize the cache usage of
applications are source-to-source transformations of loops. There are a number of known
transformations that improve data locality by reusing the data in the cache, such as loop
interchange, blocking and unrolling.
Modern compilers claim to use loop transformations in code optimization. In the EP-
Cache project (funded by the BMBF contract number 01IRB04) we have tested three FOR-
TRAN90 compilers (IBM xlf for AIX V8.1.11, Intel ifc 7.12 and SGI MIPSpro 7.33) for
loop transformations. In addition, the same source code was optimized manually.
Our measurements (see figure 3 for two compilers) demonstrate that the capabilities
of the tested FORTRAN compilers to optimize cache behavior vary. Only MIPSpro7 is
able to automatically optimize sequential code in such a way that the resulting speedup is
318
matrix size
0 200 400 600 800 1000 1200 1400 1600
ru
n
 ti
m
e 
[s]
0
10
20
30
40
50
60
70
80
IBM xlf V8.1.1 FORTRAN compiler, IBM Regatta Power4
sequential: -O3
sequential: loop interchange
sequential: additional optimizations
4 threads: -O3
4 threads: loop interchange
4 threads: additional optimizations
matrix size
0 200 400 600 800 1000 1200 1400 1600
ru
n
 ti
m
e 
[s]
0
10
20
30
40
50
60
SGI MIPSpro 7.3 FORTRAN compiler, SGI Origin 3800
sequential: -O3
sequential: loop interchange
sequential: additional optimizations
4 threads: -O3
4 threads: loop interchange
4 threads: additional optimizations
(a) (b)
Figure 3. Runtime as function of the matrix dimension (a) on a IBM Regatta p690 system with IBM’s xlf for
AIX FORTRAN V8.1.1 compiler; the measurement curves of the two manually optimized parallel codes are on
top of each other and (b) the SGI Origin 3800 with the MIPSpro 7.3 FORTRAN compiler
comparable with a manual optimization. In the case of parallel OpenMP processing none
of the compilers can improve the original source code.
Currently, the only way to deal with cache access problems in FORTRAN programs
seems to be manual optimizations, like loop transformations5. However, there are three
drawbacks in a manual optimization: it is time consuming, error-prone, and can become
quite complicated.
Figure 4. Screenshot of GOOFI with original and transformed source files and the transformation selection win-
dow
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Therefore, we have developed a tool to assist developers in optimizing their FORTRAN
applications: loop transformations are performed automatically on user request. GOOFI
(Graphical Optimization Of Fortran Implementations) provides a graphical user interface
(figure 4) where the user loads his/her source code (left side of the window) and requests
transformations for a loop (by a mouse click). By another mouse click, he/she receives the
transformed code, which appears up in the right window of the split screen, making direct
visual comparison easily possible. The entire results of these studies and developments
were published at EuroPar 20044.
5 Automatic Scalability Analysis for MPI Programs
Identifying performance problems can be a time consuming and difficult task especially
for parallel applications.
5.1 Automatic MPI Overhead Detection
Within the MPI Standard, most of the communication between the processes running in
parallel is performed by simply exchanging messages between these processes. To un-
derstand what is going on during an execution of an MPI program, many tools have been
developed. Typically, these tools keep track of the messages within a system and are able
to show a timeline of the program activities as well as message statistics and other useful
data after the program has terminated. There are many current research activities trying to
analyze the behavior of an application automatically.
One of the activities at the Technische Universita¨t Dresden within this research area
during 2004 was to automatically find the lines within the source code of an MPI program
causing unnecessary waiting time as well as scalability problems6–8. For achieving this
goal, it was necessary to define a ’normal behavior’ for a call to an MPI function. If a
communication function is called multiple times under the same conditions it is most likely
that the execution time for this MPI function call varies, even under ideal conditions on a
dedicated system (see figure 5). To be able to distinguish between the normal variations
that will happen everytime from those variations that are caused by a bad parallelization
scheme within the users application, those normal variations have to be defined. Once
this is accomplished, each call to an MPI function can be inspected, and thereupon the
execution time can be named within or beyond the normal variations.
Our approach is based on the assumption that the variations observed by calling the
same function multiple times under ideal conditions are statistically distributed. By taking
a quantile above 0.9, the value for a maximum time for a call to an MPI function is found.
At this point we are able to detect unnecessary waiting time within an MPI application.
By mapping those waiting times back to the source code level, the user is given helpful
information about his program.
5.2 MPI Scalability Analysis
The second part of this project was dedicated to the automatic detection of scalability prob-
lems. An application that has the same input data but runs on two processors instead on
one processor is expected to finish within about half the runtime. However, the amount
320
 0
 2
 4
 6
 8
 10
 12
 0  20  40  60  80  100  120  140  160  180  200
Ti
m
e 
in
 m
ic
ro
 s
ec
on
ds
Index of MPI_Send() within the trace file
Repeated MPI_Send() with 1 Byte
 0
 10
 20
 30
 40
 50
 60
 6  8  10  12  14  16  18  20
N
um
be
r o
f c
la
ss
 m
em
be
rs
Class number
Histogram of MPI_Send() with 1 Byte
(a) (b)
Figure 5. Example of normal variations of a repeated MPI Send() with a small message size (a) and the histogram
by using a class width of 500ns. Depending on the (user selectable) quantile the method will automatically select
a value around 9 Milliseconds as the acceptable maximum for a call to this MPI function call with this attributes.
of work within an application that actually can be parallelized limits the scalability of an
application. How an application performs during a parallel program run is also determined
by the amount of communication and synchronization between the processes. How the
amount of communication changes with increasing number of processors depends on the
algorithm used. If the communication increases faster than linear it will result in a scala-
bility problem. This working thesis is used to map the amount of communication back to
the line number within the source code of a program where the appropriate MPI function
has been called. By fitting a quadratic polynomial to these numbers (one number for each
program run) at the source code level it can be expected that the factor for the quadratic
term in the polynomial is close to zero. By identifying the MPI calls in the source code
where this is not true, a possible scalability issue has been detected.
An architecture for a tool implementing the ideas mentioned above has been proposed
and implemented in a prototype. By applying the tool to some ASCI-Benchmarks it was
possible to find possible scalability problems and unnecessary waiting time automatically.
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The contributions to this section are, as its title suggests, rather heterogeneous. Most are
related to physics, at least by the fact that they were written by physicists who ventured out
of the more narrowly defined discipline.
This is particularly true for the contribution of D. Stauffer, which is extreme in dealing
on just eight pages with a number of problems taken from genetics, linguistics, social dy-
namics, and economics. Of course he cannot go into great depths, and of course the models
are grossly simplified, so that they might look strange to “classical” researchers in these
disciplines. But there is an increasing awareness that such simple and provocative mod-
els, usually agent-based and studied by simulations, can yield basic insights which cannot
be obtained either from more realistic models or from mathematical models amenable to
analytic treatment.
On the other extreme of particle based simulations is the contribution by P. Gibbon.
Here the problem, the formation of plasmas by the impact of high intensity laser beams,
is much less speculative and of direct technological relevance. The simulation uses state
of the art methods, which find also applications in other fields such as astrophysics (stellar
clusters), molecular biology (simulation of large macromolecules), and hydrodynamics.
In all these fields one wants to simulate systems with millions of particles, often with
long range interactions. Two main tricks help in reducing the formidable complexity of
such problems: The introduction of ‘mesoscopic’ quasi-particles, and the approximation
of potentials by the lowest terms of their multipole expansions. The contribution by Dr.
Gibbon illustrates the difficulties in implementing them (together with other details), and
the astonishing results obtainable thereby.
The contribution by E. Zienicke et al. is related to this in dealing also with plasma
physics, but otherwise it is as far from it as it can be. The problem there is the transition to
turbulence in magnetohydrodynamics, studied numerically by solving the relevant partial
differential equations with a pseudospectral code. The chosen geometry, channel flow, is
linearly stable in the regime where the transition to turbulence is found experimentally.
This is similar to channel and pipe flow in ordinary hydrodynamics, where the last years
have seen a break-through in understanding the mechanism for instability against finite
perturbations from the laminar flow. Although the problem is much more difficult in the
present case and requires the use of highest performance computers, it seems from the
results obtained by Zienicke et al. that similar mechanisms are at work.
A rather different subject is dealt with in the contribution by G. Arnold et al.. As first
pointed out by Feynman long ago, quantum mechanics has the potential of giving rise to
extremely efficient computers. A general (pure) quantum mechanical state is a superpo-
sition of arbitrarily many eigenstates of any given operator, so that evolution of this state
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is equivalent to the parallel evolution of arbitrarily many individual components. At this
level, a computer based on this idea might seem just like a classical analog computer, but
this is misleading because of the role played by the very structure of quantum mechanics.
By now, not only algorithms for quantum computers exist which explicitly demonstrate
their efficiency, but there are already first hardware prototypes – although using only very
few qbits. The main difficulty in going to more qbits and thereby to real applications is
decoherence. In order to understand its details, one has to make simulations (on classical
computers!), which is what G. Arnold et al. do. Just because quantum computers are so
efficient, simulating them on classical computers can be extremely time consuming and
requires considerable resources, as illustrated well in their contribution.
Finally, with the last contribution by Bui Quang Minh et al., we close the cycle by
going from computer science back to genetics. The problem addressed there is the central
one in molecular genetics, namely to find phylogenetic trees from DNA. With the complete
genomes available for more and more species, one might think that it should become easier
to reconstruct the tree of life. But all known methods are either inaccurate, or they require
prohibitively much computational power (are NP-hard). Bui Quang Minh et al. first give
a brief overview over these methods and present their own version. Then, they discuss in
detail the implementation of their algorithm on the Ju¨lich supercomputers, which makes
up the main part of their paper. Although I personally would have preferred a more thor-
ough discussion of the general problem, their treatment illustrates in an impressive way
the achievements possible – and the efforts needed – when implementing state of the art
algorithms on state of the art computers. Since this volume is edited by a supercomputer
center and will be read mainly by its potential users, this might be exactly the information
most useful for its readers.
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Biological, linguistic, sociological and economical applications of statistical physics are re-
viewed here. They have been made on a variety of computers over a dozen years, not only at
the NIC computers. A longer description can be found in1 , an emphasis on teaching in2.
1 Introduction
The Monte Carlo methods invented for physics problems half a century ago were later also
applied to fields outside of physics, like economy3, biology4, or sociology5. Instead of
atoms one simulates animals, including people. These physics methods are often called
“independent agents” when applied outside physics, to distinguish them from “representa-
tive agent” approximations and other mean field theories. “Emergence” in these fields is
what physicists call self-organization, that means systems of many simple particles show-
ing complex behaviour (like freezing or evaporating) which is not evident from the single-
particle properties.
The three people cited in Refs.3-5 were not physicists; two got the economics Nobel
prize. But also physicists have entered these fields intensively in the last years (and much
earlier for biology; see Erwin Schro¨dinger’s question: What is life?). The German Physical
Society has since several years a working group on socio-economic problems, started by
Frank Schweitzer. And our university just got approved a new Special Research Grant
(SFB) where geneticists and theoretical physicists are supposed to work together. The NIC
Research Group in Ju¨lich is an earlier physics-biology example.
An important difference between physics and applications outside physics is the ther-
modynamic limit. A glass of Cologne beer has about 1025 water molecules, which is close
enough to infinity for physicists. Economists, in contrast, are less interested in stock mar-
kets with 1025 traders. Thus finite-size effects, which often are a nuisance in Statistical
Physics simulations, may be just what we need outside of physics.
Of this large area of computer simulations by physicists for fields outside physics I now
select: population genetics, language competition, opinion dynamics, and market fluctua-
tions, mostly following Ref. 1, 2.
2 Population Genetics
Darwinian Evolution is similar to thermal physics in that two effects compete: Mother
Nature wants to select the fittest and to minimize energy; but more or less random accidents
(mutations in biology, thermal noise or entropy in statistical physics) lead to deviations
from ideality, like biological ageing or minimization of the free energy. The following
example is ongoing work together with Cebrat, Pe¸kalski, Moss de Oliveira and de Oliveira
and can be regarded as an improved Eigen quasispecies model.
325
 0
 1e+06
 2e+06
 3e+06
 4e+06
 5e+06
 6e+06
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
po
pu
la
tio
n
x
Population after 100 (+), 1000 (x) and 10000 (line) iterations, K=40 M, B=4, M=0.1, MR=0, R=1
 10000
 100000
 1e+06
 1e+07
 0.94  0.95  0.96  0.97  0.98  0.99  1
po
pu
la
tio
n
x
Populations for K = 40 million on both sides of the gap, L = 64
Figure 1. M = 0.1, MR = 0, R = 1, B = 4, L = 64. Top part: First and second phase transition,
for various observation times; the third one at x = 0.983 is not shown for clarity. Bottom part: Expanded
semilogarithmic view of second and third phase transition.
Each individual in the population has a genome, which consists of two bit-strings in-
herited from the mother and the father, respectively. Each bit-string has L bits with L =
8, 16, 32, 64, as is convenient for Fortran words (byte to integer*8). A bit set to one means
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Figure 2. Simulation (symbols) versus theory (lines) for the large-x region at L = 8, 16, 32 and 64 (from left to
right).
a bad mutation in the DNA, while a zero bit is a healthy gene. All mutations are assumed
to be recessive, that means they diminish the survival probability by a factor x < 1 if and
only if both the paternal and the maternal bit-string have their corresponding bits mutated.
At reproduction, the bit-strings in both the father and the mother are mutated with proba-
bilityM at a randomly selected position; then with probabilityR they undergo a crossover
(recombination) at some randomly selected position (like in genetic algorithms); then the
bits neighbouring the crossover point are mutated with probability MR; and finally one
bit-string of the mother and one of the father give one child genome, with B such births
per iteration and per female. (The mother selects the father at random.) Mutation attempts
for an already mutated bit leave this bit unchanged.
At each iteration the genetic survival probability is xn where n is the number of active
mutations (bit-pairs set to 1) and x an input parameter. To account for limitations in space
and food, as well as for infections from other individuals, additional Verhulst death proba-
bilities proportional to the current number of individuals are applied to both the newborns
and at each iteration to the adults.
For very small x, only mutation-free individuals survive: n = 0. With growing x the
survival chances grow, but so does the mutation load < n > which in turn reduces the
survival chances. As a result, for L = 64 three different phase transitions can be found in
Fig.1: For 0 < x < 0.45 the population dies out; for 0.45 < x < 0.96 it survives; for
0.96 < x < 0.98 it dies out again, and for 0.98 < x < 1 it survives again. The transitions
at 0.45 and 0.96 seem to be first-order (jump in population and load) while the one at 0.98
is second-order (continuous). For x > 0.98 all bits of both bit-strings are mutated to one,
which allows a simple scaling prediction of the population for generalL in agreement with
327
110
100
1000
10000
100000
1 10 100 1000 10000 100000 1 M 10 M 100 M 1000 M
n
u
m
be
r
size
10000
100000
1 M
1 10
n
u
m
be
r
size
1
10
100
1000
1 10 100 1000 10000 100000 1 M 10 M 100 M 1000 M
n
u
m
be
r
size
Figure 3. Distribution of language sizes in Viviane model8 (top), in Schulze model7 (middle) and reality9 (bot-
tom). The curve in the bottom part is a log-normal fit.
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the simulations: Results depend on xL as seen in Fig.2. For example, the critical point at
birth rate B is at x = (1 +B/2)−1/L.
Real animals get old with increasing age, and that can be simulated with similar tech-
niques. The more complicated Penna bit-string model6 simulates the ageing of individuals
and agrees well with the empirical Gompertz law of 1825, that the mortality of adult hu-
mans increases exponentially with age1.
3 Language Competition
Every ten days on average one human language dies out. Simulations of the bit-string
Schulze model are very similar to the above population genetics, with random mutations,
transfer of language bits from one language to another, and flight from small to large lan-
guages7. The alternative Viviane model8 simplifies mutation and flight from small to large
languages into one process, and ignores transfer. It gives in Fig.3 a wide range of language
sizes, i.e. of the number of people speaking one language, from dying languages with
only one speaker, to Chinese with 109 speakers. The Schulze model gives a more realistic
nearly log-normal shape for this distributions, but not the wide range of language sizes.
Both the proper shape and the large size range of reality (bottom part of Fig.3) might come
from non-equilibrium statistics.
In the last version of the Schulze model, each language (better interpretation: its gram-
mar) is characterized by F features each of which can adopt one of Q different integer
values 1, 2, ...Q. Each site of a large square lattice is occupied by a person speaking one
language. At each iteration, each feature of each person is mutated with probability p. This
mutation is random with probability 1− q while with probability q the corresponding fea-
ture from one of the four lattice neighbours is adopted. Also, at each iteration, each person
independently, with a probability proportional to 1− x2 abandons the whole language and
adopts the language of one randomly selected person in the population.
In the last version of the Viviane model, each lattice site is either empty of carries a
population with a size randomly fixed between 1 and, say, like 127. Initially one lattice
site is occupied and all others are empty. Then at each time step one empty neighbour of
an occupied site is occupied with a probability proportional to the number of people which
can live there. Then this new site adopts the language of one of its four lattice neighbours,
with a probability proportional to the size of the language spoken at that neighbour site.
However, this adopted language is mutated to a new language with probability inversely
proportional to the new size of the adopted language. (This denominator is not allowed to
exceed a maximum, set randomly between 1 and, say, 2048.) The whole process ends once
the last lattice site has become occupied.
4 Opinion Dynamics
Can a single person make a difference in public life? In chaos theory we ask whether a
single butterfly in Brazil can influence a hurrican in the Caribbean. Kauffman4 asked the
analogous question whether a single biological mutation has a minor effect or disturbs the
whole genetic network4. Physicists call this damage spreading and ask, for example, how
the evolution of an Ising model is changed if one single spin is flipped and otherwise the
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system, including the random numbers to simulate it, remains unperturbed. This question
was discussed10, 1 for three models: The opportunists of Krause and Hegselmann11, the
negotiators of Deffuant et al12, and the missionaries of Sznajd13.
The opportunists take as their new opinion the average opinion of the large popula-
tion to which they belong, except that they ignore those who differ too much from their
own opinion. Also the negotiators ignore opinions which differ too much from their own;
otherwise a randomly selected pair gets closer in their two opinions without necessarily
agreeing fully. A randomly selected pair of missionaries, neighbouring on a lattice or net-
work, convinces its neighbours if and only if the two people in the pair have the same
opinion. Simulations show that the opinion change of a single person may influence the
whole population for suitable parameters10, 1.
For the missionaries on a scale-free network, simulations agreed nicely with election
results in Brazil, apart from fitted scale factors, Fig.4.
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Figure 4. Distribution of the number of candidates getting a certain number of votes in simulations14 and in
elections in Minas Gerais, Brazil.
5 Market Fluctuations
How can we get rich fast by speculating on the stock market? This writer earned about one
Heugel (a local currency unit of about 104 Euro) by believing some theory for the Tokyo
stock market15. Details, of course, are given out only for more JUMP time. Instead this
section summarizes the Cont-Bouchaud model of stock market fluctuations16, because it is
closest to the pre-existing physics model of percolation.
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various versions of the Cont-Bouchaud model17 .
Each site of a large square lattice is either occupied by an investor (with probability
p), or empty with probability 1 − p. Sets of occupied neighbours are called clusters and
are identified with groups of investors which act (buy or sell) together. At each iteration
a cluster either buys (with probability a), sells (also with probability a) or sleeps (with
probability 1 − 2a). The traded amount is proportional to the number of investors in the
trading cluster. The difference between supply and demand drives the market values up
and down. This basic model gives on average: i) as many ups as downs on the market;
ii) a power-law decay (“fat tail”) for the probability to have a large price change, and with
modifications also: iii) volatility clustering (markets have turbulent and calm times), iv)
effective multi-fractality, v) sharp peaks and flat valleys for the prices, but no prediction on
how the market will move tomorrow.
Apart from these nice basic properties also practical applications were made17: Does a
small “Tobin” tax of a few tenths of a percent on all transactions reduce fluctuations and
earn tax revenue without killing the whole market? It does, but apart from more govern-
ment control over individuals there is another danger which can be simulated: If the tax
revenue increases with increasing tax rate, then governments will be tempted to increase
this tax again and again (as Germans just saw in fall 2005 and German students may ob-
serve in future tuition hikes.) Much better is a maximum of tax revenue at some moderate
tax rate; then the government should settle on this moderate tax rate, provided it regards
the simulations as reliable. Fig.5 shows that in this model such a desirable maximum exists
for some parameters but not for all. Another application is the confirmation that halting
the trade when excessive price changes are observed indeed helps to calm the market.
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6 Discussion
Interdisciplinary applications of physics methods are no longer as exotic as they were years
ago; biologists and economists have started to publish papers together with computational
physicists on these non-physics fields.
Thanks to S. Cebrat, P.M.C. de Oliveira and S. Moss de Oliveira for comments on the
manuscript.
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The acceleration and transport of energetic particles produced by high intensity laser inter-
action with solid targets is studied using a recently developed plasma simulation technique.
Based on a parallel tree algorithm, this method provides a powerful, mesh-free approach to
numerical plasma modelling, permitting ‘whole target’ investigations without the need for
artificial particle and field boundaries. Moreover, it also offers a natural means of treat-
ing three-dimensional, collisional transport effects hitherto neglected or suppressed in con-
ventional explicit particle-in-cell simulation. Multi-million particle simulations of this chal-
lenging interaction regime using the code PEPC (Pretty Efficient Parallel Coulomb-solver:
http://www.fz-juelich.de/zam/pepc) have been performed on the JUMP and
BlueGene/L computers for various open-boundary geometries. These simulations highlight
the importance of target resisitivity and surface effects on the fast electron current flow.
1 Introduction
Numerical simulation of hot, ionized matter poses a constant challenge to the plasma the-
orist because of the effectively unlimited degrees of freedom, extreme nonlinear behaviour
and vast range of length- and timescales characteristic of both natural and laboratory plas-
mas. Usually, the intractability of first-principles simulation is overcome by first simpli-
fying the problem in phase space; replacing individual particle trajectories by a smooth
velocity distribution and then solving a Vlasov-Boltzmann-type equation. By formal ap-
plication of kinetic theory, many problems can be further reduced to the magnetohydrody-
namics picture – the plasma equivalent of the Navier-Stokes equations. Whether particle
or fluid, virtually all plasma modelling over the past four decades has relied on a spatial
mesh to mediate the interplay between plasma particles and their self-consistent electric
and magnetic fields. While these models have proved highly successful, the presence of
a grid ultimately places restrictions on the spatial resolution or geometry which can be
considered – especially in three dimensions.
In the Computer Simulations Division at ZAM, a new mesh-free plasma simulation
paradigm has been developed which overcomes some of these limitations. Inspired by the
N-body tree algorithms designed to speed up gravitational problems in astrophysics1, this
approach reverts to first principles by computing forces on individual particles directly,
following their trajectories in a Lagrangian, ‘molecular dynamics’ fashion2. We have now
combined this technique with a finite-sized-particle (FSP) model to study particle transport
in high-intensity laser-plasma interactions, a field of fundamental importance to future
compact laser-based particle and radiation sources3.
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2 Lagrangian Finite-Sized-Particle Kinetics
We first give a brief description of the electrostatic FSP model as currently implemented
in PEPC: a generalisation of this scheme to include self-generated magnetic fields and a
set of radiation-free Maxwell equations will be presented elsewhere. The choice of units
is somewhat subtle for macroscopic mesh-free plasma simulation, and contrasts with the
microscopic ‘Debye’ system used, for example in previous work2. The quantities time,
space, velocity, charge and mass are normalized to ω−1p , cω−1p , c,Npe,Npme respectively,
so that the equation of motion for a particle i with charge qi and mass mi becomes:
mi
dui
dt
=
1
3
qi
∑
i6=j
qjrij
(r2ij + ε
2)3/2
+ qiE
p(ri), (1)
where rij = ri − rj is the separation between particles i and j, and ui = γvi is its proper
velocity; γ = (1+ | u |2 /c2)1/2 the relativistic factor. We have also added an external
field Ep, and made use of the plasma frequency definition, ω2p = 4pie2ne/me for electron
density ne. The constant Np is thus eliminated by setting:
Np =
4pi
3
ne
(
c
ωp
)3
.
In a tree code, theO(N) sum over all other particles is replaced by a sum over multipole
expansions (expanded here up to quadrupole) of groups of particles, whose size increases
with distance from particle i. The number of terms in this sum is O(logN), which even
after the additional overhead in computing the multipoles, results in a substantial saving in
effort for large N 4.
As in classical MD simulation, we cannot use the pure Coulomb law for point charges
because of the finite timestep, which will cause some particles to experience large, stochas-
tic jumps in their acceleration, eventually destroying the energy conservation. We therefore
include a softening parameter ε in Eq. (1) to ensure that E(r)→ 0 as r → 0. Physically,
we no longer have point charges, but rather charge clouds with a smooth charge density.
It is instructive to compute the latter by applying Gauss’ law to (1) with Ep = 0, giving
(density normalized to ene):
ρ(r) =
qε2
(r2 + ε2)5/2
(2)
Charge assignment is then straightforward: the total charge contained within a cuboid
volume V = xL × yL × zL (in normalized units) is
Q =
∑
i
qi = ρ0V = NeQs,
where Ne is the total number of simulation electrons and Qs is the macro-charge car-
ried by them. Since the initial density ρ0 = −1, we simply have Qs = − VNe .
Assigning charges Qs and −QsZ to the electrons and ions respectively, and masses
M es = |Qs|,M is = A|Qs|, where Z and A are the atomic number and mass, sets up a
macroscopic plasma system whose internal dynamics is governed solely by Equation 1.
334
One can show that the effective collision frequency for this system of finite-sized cloud
charges is given by:5, 6
νc
ωp
' Z
30ND
(
λD
ε
)2
=
Z
30Nc
(
ε
λD
)
, (3)
whereNc = 4pi3 neε
3 (the number of particles within the cloud radius) and λD is the Debye
length.
Since electromagnetic wave propagation cannot be included in the present (electro-
static) model, a ponderomotive standing wave ansatz for the laser field EL is applied at
the vacuum-plasma boundary on the front-side of the target. Essentially the laser field is
represented by a relativistic potential
γp = (1 + Ψ)
1/2
,
where
Ψ = 4a20X
2(x)R(r)T (t), (4)
where a0 is the normalized laser pump strength and X(x), R(r) and T (t) are the longitu-
dinal, radial and temporal components determined by (analytically) solving the Helmholtz
equations for a density step-profile7.
The radius r = (y2 + z2)1/2 is taken relative to the center of the focal spot. This
form is used in order to create a sharp radial cutoff at r = 2σL (σL is the half -width,
half-maximum of the laser spot). The time-dependent component T (t) provides both the
j × B heating and DC push on the electron density. Finally, the longitudinal and radial
ponderomotive field components (applied as external forces in the momentum equation for
the electrons) are found from Epx = dγp/dx and Epr = dγp/dr respectively. Despite its
obvious simplicity, this model exhibits surprisingly good agreement with one-dimensional,
electromagnetic PIC simulations in terms of the field structure, fast electron heating and
ion shock dynamics, provided the electron density scale-length L remains small compared
to the laser wavelength λ .
3 Proton Acceleration in Resistive Targets
In contrast to standard particle-in-cell simulations8, the finite electrical conductivity of the
target can be included quite easily within FSP model. Previous theoretical9 and experimen-
tal10 work has demonstrated that resistive effects already inhibit hot electron penetration
for intensities as low as 1017 Wcm−2 . The Spitzer resistivity can be related to the effective
collision frequency ν˜ei ≡ νc/ωp used in the model (Eq. 3) simply via:
ηe =
meνei
nee2
=
1
ωpε0
ν˜ei (SI)
= 6.3× 10−6n−1/223 ν˜ei Ω m, (5)
where n23 is the electron density in units of 1023 cm−3.
To illustrate how the inhibition of electron transport affects ion acceleration, we com-
pare two simulations with different target conductivities but otherwise identical parame-
ters: Iλ2= 2.5 × 1019 Wcm−2µm2 (a0 = 4), σL = 15 c/ωp, (square) pulse duration
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τL = 100 fs and initial plasma density n0/nc = 4. The initial electron temperatures in
the two cases are 5 keV and 500 eV; the particle diameters ε = 3 and 0.7, giving effective
normalized resistivities η˜e ≡ ν˜ei = 7× 10−3 and 0.45 respectively.
In the high-temperature case, the effective hot electron range determined by electro-
static stopping is9 Rh ≈ 80 µm, so we expect the simulation to behave much like a col-
lisionless PIC code would. This is just what we observe in Fig. 1, which shows three-
dimensional snapshots of the ion density and hot electron temperature. This first plot en-
capsulates many of the salient features of high-intensity interactions familiar from 2- and
3D PIC simulations to date: bursts of j × B-accelerated electrons generated at 2ω freely
traversing the target; formation of a ponderomotively driven ion shock on the front side;
and a hot electron Debye sheath being formed on the rear side, pulling ions away from the
surface. We also find that the whole foil has been heated to over 50 keV in under 100 fs,
in agreement with PIC simulations.
Figure 1. Isovolume sequences of ion density (left; threshold nc/20) and mean electron energy (right; threshold
Uh ≥ 10 keV) sliced half-way through the target in the xz-plane for targets with initial normalized resistivities
of a) ηe = 7× 10−3 and b) ηe = 0.45 at a time ωpt = 650 (170 fs).
Comparing this now with Fig. 1b), a similar sequence for the 500 eV ‘resistive’ sim-
ulation for which the effective hot electron range is now reduced to Rh ≈ 1.2 µm by
electrostatic inhibition. This time we see a completely different picture: despite having
energies in the MeV range, the hot electrons are confined to a hemispherical heat-front,
1–2 µm ahead of the shock and are virtually absent from the rear-side vacuum region at
this time. This is consistent with analytical models9 and 2D Fokker-Planck simulations11,
which predict a diffusive rather than free-streaming behaviour at intensities high enough to
induce electrostatic transport inhibition.
The consequences of hot electron transport inhibition for the proton acceleration are
dramatic: the absence (or significantly delayed presence) of the hot Debye sheath on the
rear side clearly suppresses ion acceleration there6. On the other hand, the resistively
induced electric field in front of the shock will act to enhance the front-side acceleration.
These observations are summarized in Fig. 2, which shows how the relative maximum
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energy of protons originating from the front and rear of the foil respectively reverses as the
target resistivity is increased.
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Figure 2. Maximum energy in MeV of protons originating from the front (solid line) and rear (dashed line) of
the foil at 150 fs as a function of target resistivity.
4 Mass-Limited Targets
One of the problems in modelling laser-solid interactions at ever higher intensities is that
the particle fluxes become so large that the periodic or reflective boundary conditions which
are usually applied start to acquire dubious validity. By contrast, the present model side-
steps this issue completely: particles are permitted to fly freely away from and around
the target surface. This feature is essential when modelling ‘mass-limited’ or mesoscopic
targets, such as atomic clusters or thin wires.
An example of a laser interaction with a 1 µm -radius wire target is depicted in Fig. 3,
which shows a sequence of ion density iso-volumes, but this time consisting of a 1/2-
wire vertical slice. Superimposed on these plots are slices of the instantaneous electron
temperature, showing that while the laser is incident, the hottest electrons are actually
confined to the shock region (a,b). At the same time, there is also a strong circulation of
hot electrons around the wire.
A striking feature of this simulation is that the entire mid-section of the wire is pushed
out by the laser: the beamlet visible in Fig. 3d) has detached itself completely from the
wire and continues to propagate away, spreading as it does so. This is reminiscent of three-
dimensional PIC simulations of double-layer targets in which a proton beam was created
from the low-Z coating on the rear-side12. By contrast, the main push in this case comes
unmistakably from the target front side, even though the beamlet comprises ions which
originate from across the whole wire. A further outcome of simulations in this geometry is
a disc-like component in the ion emission appearing at later times – also observed in recent
experiments13, 14.
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a) b)
c) d)
Figure 3. Time-sequence of ion density iso-volume ni/nc ≥ 0.25 and electron temperature Te slice in plane of
laser incidence for a 1/2 wire-section sliced along the wire z-axis. Times shown are a) 200/ωp , b) 400/ωp , c)
600/ωp and d) 800/ωp .
5 Performance
The examples shown here were set up with between 2 and 6 million electrons and ions
uniformly distributed in targets with dimensions 12×12×5 µm3. A typical simulation for
a 100fs laser pulse would consume 5000 hours on a single Power4 CPU, but this reduces
to around 50 wall-clock hours when run on 192 processors of the JUMP machine. By
far the most algorithmically demanding part of this code is the tree walk, which in PEPC
combines a previous list-based vectorised algorithm15 with the asynchronous scheme of
Warren & Salmon16 for requesting multipole information on-the-fly from non-local pro-
cessor domains. In the present scheme, rather than performing complete traversals for one
particle at a time, as many ‘simultaneous’ traversals are made as possible, thus maximising
the communication bandwidth by bundling multipole-swaps via collective operations17.
Benchmark tests indicate that the code currently scales up to at least 256 CPUS on JUMP
and 1024 CPUs on the new BlueGene/L architecture – Fig.4.
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Figure 4. Timings on IBM-p690 cluster and BlueGene/L for multi-million charge spheres.
6 Concluding Remarks
Although slower than their mesh-based particle-in-cell equivalents, parallel tree codes of-
fer exciting new possibilities in plasma simulation, particularly where collisions are im-
portant; for modelling complex geometries; or for mass-limited systems in which artificial
boundaries would severely compromise the simulation’s validity. The generic nature of this
algorithm, combined with excellent parallel scalability, means that it can be easily adapted
to other systems dominated by long-range interactions.
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A pseudospectral flow solver is implemented for the solution of the magnetohydrodynamic
(MHD) equations in the quasistatic approximation which is valid for liquid metal flows in ex-
perimental and industrial setups. The code is based on a poloidal-toroidal decomposition of the
velocity field and well suited for parallelization. Only the transposition of coefficient matrices
needed in the Fast Fourier Transformation requires a higher amount of communication between
processors. The MHD solver is applied to the problem of transition to turbulence in MHD
channel flow. The streak breakdown scenario is investigated numerically for different Reynolds
and Hartmann numbers to clear up the details of the transition process and to compare the nu-
merically found critical Reynolds numbers with experimental values. A very good agreement
is found.
1 Introduction
The goal of our project is to study wall bounded flow of an electrically conducting fluid
under the influence of an external magnetic field. The motivation for these studies are
industrial processes where electromagnetic processing of materials (EPM) is applied. This
is very useful for casting of liquid metals as well as for growing of semiconductor crystals.
The hot melt can be influenced by externally applied magnetic fields. An example is the
electromagnetic brake, consisting of a strong, inhomogeneous, external magnetic DC field,
that is used to brake the flow of a liquid metal melt. It is widely used in the process of
continuous casting of steel. The braking prevents an inclusion of slag from the free surface
and also limits the transport of the hot molten steel downward the already cooled slab.
For an optimization of the product of the casting process the influence of the magnetic
field on the melt flow has to be well understood. Therefore, we have first concentrated
on the investigation of the transition to MHD turbulence and of MHD turbulence itself in
wall bounded flows. The simplest geometry, for which this is possible, is an infinite slab
bounded by a lower and an upper wall. A vertical, homogenous magnetic field is applied
normal to the walls. The laminar pressure driven flow in this configuration is known as
Hartmann flow1. The braking effect of the Lorentz force is created by induced currents
in the fluid interacting with the external magnetic field. As a result one observes a flat
profile in the middle of the channel and two Hartmann layers at the walls, in which current
loops are closed and the main velocity gradient is located. The thickness δ of the Hartmann
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Figure 1. Schematic picture of channel geometry.
layers is determined by the dimensionless Hartmann number Ha:
δ =
a
Ha
with Ha = B0a
√
σ
ρν
, (1)
where a is the channel half-width, B0 the imposed magnetic field, σ the electric conduc-
tivity, ρ the density and ν the kinematic viscosity. The Hartmann number gives a dimen-
sionless measure of the ratio between the Lorentz force and viscous forces in the flow. For
the discussion of the transition to turbulence in section 3 we also introduce the Reynolds
numberR = Uδ/ν based on the Hartmann layer thickness and the centerline velocity U .
2 Governing Equations and Code Description
The basic equations are the incompressible Navier-Stokes equations
ρ
(
∂v
∂t
+ (v · ∇)v
)
= −∇p+ ρν∇2v + j ×B0, (2)
∇ · v = 0, (3)
for the velocity field v including the Lorentz force term j × B0, where B0 denotes the
external magnetic field. The induced current j giving rise to the Lorentz force is computed
in the quasistatic approximation2 for low magnetic Reynolds numbers, which is appropriate
for the flows found in the laboratory and industrial facilities. It is given by Ohm’s law
j = σ (−∇φ+ v ×B0) , (4)
where we have introduced the electric potential φ and the conductivity σ. The electric
potential is found from the condition
∇ · j = 0⇒ ∇2φ = ∇ · (v ×B0) . (5)
The boundary condition for the velocity on the channel walls is the no-slip condition v = 0.
For electrically insulating channel walls the normal component jn of the electric current
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vanishes. This provides the boundary conditions for the Poisson equation of the electric
potential.
Our pseudospectral code is based on the so-called poloidal-toroidal representation of
the velocity field as
v(x, y, z, t) =∇× (∇× ezϕ(x, y, z, t)) +∇× ezψ(x, y, z, t). (6)
This decomposition satisfies the incompressibility condition∇ · v = 0 automatically, and
we can therefore eliminate the pressure when we substitute (6) into the Navier-Stokes
equations. The evolution equations for the velocity potentials ϕ and ψ and the electric
potential φ are of the form
M∂tf = Lf +N (φ, ψ, ϕ), (7)
where L and M are linear (spatial) operators, N is the nonlinearity, and the variable f
denotes one of the three variables ϕ, ψ, φ.
Our computational domain is periodic in the horizontal directions x and y with peri-
odicity intervals Lx and Ly . We expand every quantity in a double Fourier series with
respect to those coordinates and the basic wave numbers kx = 2pi/Lx and ky = 2pi/Ly.
With respect to the vertical direction, Chebyshev polynomials Tp are used (p denotes the
order of the polynomial and 2a the channel width), i.e.
f(x, y, z, t) =
Nx/2−1∑
r=−Nx/2
Ny/2−1∑
s=−Ny/2
Nz∑
p=0
eirkxx+iskyy Tp(z/a) fˆ
(r,s,p)(t). (8)
The numbers Nx and Ny denote the number of Fourier modes with respect to the x and y
direction,Nz stands for the number of Chebyshev polynomials and fˆ (r,s,p)(t) for the time-
dependent expansion coefficients. Upon substitution of the expansions (8) into the partial
differential equations (7) we obtain a system of coupled ordinary differential equations
for the coefficients fˆ (r,s,p)(t). The linear operators L and M couple only the expansion
coefficients for the same wave numbers rkx and sky . For this reason, we can treat the
different wave numbers separately in what follows. The expansion coefficients fˆ (r,s,p)(t)
with the same r and s are written as a column vector fˆr,s with dimension Nz + 1. The
systems of differential equations for each set of (r, s) are therefore
Mr,s∂tfˆr,s = Lr,sfˆr,s +N   (φ, ψ, ϕ), (9)
where we have introduced the indices (r, s) on the linear and nonlinear operators. The non-
linear termN couples expansion coefficients for different wave numbers and acts therefore
not only on fˆr,s. To solve the time-evolution problem we apply a finite-difference method
with time step ∆t. It can be denoted as
Mr,s
3fˆ
n+1
r,s − 4fˆ
n
r,s + fˆ
n−1
r,s
2∆t
= Lr,sfˆ
n+1
r,s (10)
+2N r,s(φ
n, ψn, ϕn)−N r,s(φn−1, ψn−1, ϕn−1).
The left hand side approximates the time derivative at the time leveln+1 using the previous
two time levels. The nonlinear term is treated using the second-order Adams-Bashforth
method, where the prefactors correspond to a linear extrapolation to the time level n + 1.
343
x y
xy
(b)
(a)
(c)
(d)
3
2
1
0 0
1
2
3
3
2
1
0
3
2
1
0
Figure 2. Data array transposition across processes for parallelized FFT. Initial distribution of data is indicated
by the full arrows in (a), where the frame boxes correspond to the individual processes numbered from 0 to 3. The
dashed arrow indicates that one-dimensional transforms in y direction cannot be computed this way. To remedy
this problem, a transposition about the diagonal (shown as dashed line) is necessary. It proceeds by local sub-
array transposition (b) and swapping sub-arrays between processes (c) in order to arrive at the desired distribution
(d).
This method is second-order accurate in the time step ∆t. To find fˆ
n+1
r,s we only have to
solve a system of linear equations of dimension Nz + 1 with a banded structure.
Most of the computational time is spent on the nonlinear terms N . A direct evaluation
of these terms in the spectral representation is neither simple nor computationally efficient.
They are therefore calculated in physical space using inverse Fourier transforms, which
provide us the values of the variable φ, ψ and ϕ at certain collocation points from the
expansion coefficients. Direct Fourier transforms are then used to calculate the expansion
coefficients ofN from its values at these collocation points3.
The parallelization of the numerical algorithm can be accomplished by domain de-
composition with respect to the x or y direction. Only the Fourier transforms will then
require inter-process communication. In our implementation, the transform proceeds as
a successive application of one-dimensional transforms with respect to x, y and z. The
transform for the divided direction is avoided by a transposition of the data array contain-
ing the expansion coefficients, which is explained in Fig. 2. The transposition requires
fast inter-process communication and therefore benefits greatly from using the high-end
parallel computers at the NIC.
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Figure 3. Evolution of the energy of the perturbation from the basic flow profile. The green curve shows the 2D
evolution in which the nonlinearity of the Navier-Stokes equation is suppressed. After reaching the maximum the
perturbation decays exponentially corresponding to stability of the linear system. A small random 3D perturbation
applied at the maximum of the perturbation (marked by (b)) grows exponentially for full 3D evolution of the
system and at a certain point the transition to turbulence begins marked by a sharp spike of the perturbation (red
curve).
3 Transition by the Streak Breakdown Mechanism
With the pseudospectral code the transition to turbulence in the Hartmann flow was in-
vestigated4, 5. From several experiments it was clear that the linear instability threshold
of the Hartmann profile, located at a Reynolds number of Rc = 48250 cannot be re-
sponsible for the transition to turbulence6. The transition was found to be in the range
150 ≤ Rc ≤ 250 in the older experiments7, 8 and localized more precisely in a recent ex-
periment9 at Rc ≈ 380. Our hypothesis was that the transition to turbulence in this system
takes place by the streak breakdown scenario which is one of the possible bypass scenarios
proposed for several shear flows in the last decade10. The common feature of these scenar-
ios is that they all involve two steps, where the first depends on finite-sized perturbations
explaining the fact that one cannot identify a unique critical Reynolds number. Instead, the
transition takes place in a whole range of Reynolds numbers.
The streak breakdown scenario, which we tested numerically on the Hartmann flow,
takes place in the following way: In a first step we have applied so called optimal distur-
bances10 to the basic flow. Optimal disturbances are stable for the linearized Navier-Stokes
equation, but they can have a very strong initial growth after which they decay exponen-
tially. The maximum amplification depends on the Reynolds number and can easily attain
a value of 2000 measured in units of the initial perturbation energy. For our system the
optimal disturbances are streamwise vortices which are located in the Hartmann layer and
whose wavelength is of the order of the thickness of the Hartmann layers. To suppress the
nonlinearity of the Navier-Stokes equation we forced the flow to stay on a two-dimensional
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Figure 4. Flow profiles in a plane x = const for four chosen time moments of the streak breakdown scenario
at Reynolds number R = 500 and Hartmann number Ha = 40. (a) Initial condition consisting of laminar
Hartmann flow plus 2D-optimal disturbance. The latter is so small that the perturbation is not visible in the
profile. (b) After time evolution in two dimensions the 2D-disturbance has reached its maximum energy. The
streaks at both boundaries can be clearly seen. (c) After the application of the 3D-perturbation the computation
of the time evolution is fully three-dimensional. Here the streak breakdown begins starting the transition to
turbulence. (d) The turbulent state has been reached.
evolution by suppressing all Fourier modes belonging to a spacial dependence in stream-
wise direction. This growth phase can be seen in figure 3 showing the energy evolution
of the perturbation. With (a) the initial condition is marked, whose velocity profile can be
seen in plot (a) of figure 4. The perturbation of the Hartmann profile in the initial state is
too small to be visible. With the growth of the optimal perturbations streamwise streaks in
the flow evolve which are characterized by alternating stripes of low and high velocity in
spanwise direction (see flow profile (b) of figure 4). If the 2D evolution, suppressing the
nonlinearity of the Navier-Stokes equation, is pursued further the energy of the perturba-
tion decays exponentially. This corresponds to the fact that the Hartmann flow is linearly
stable.
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Figure 5. Critical Reynolds number R vs Hartmann number. Filled triangles mark points (R,Ha) in the param-
eter space, where no transition could be detected independent on the size of 2D- and 3D-perturbations. Empty
triangles mark parameter pairs, where a transition by the streak breakdown scenario could be observed. The nu-
merical value of the critical Reynolds number approaches the experimental value for Ha = 40 and 100 giving a
better agreement with reference9 .
At the time of the maximum ampification of the optimal perturbation a random 3D
perturbation is added and the full 3D evolution of the system is switched on in the flow
solver. This constitutes the second step of the streak breakdown scenario and allows the
nonlinearity of the Navier-Stokes equation to act on the flow which is unstable against
small 3D perturbations. Plot (c) of figure 3 shows the profile directly after the application
of the 3D random perturbation, and plot (d) is a snapshot of the turbulent state which is
reached after the transition phase.
So far, it has been shown that the streak breakdown mechanism is able to trigger tran-
sition to turbulence for the Hartmann flow. We find critical Reynolds numbers for the
transition that are very close to the experiment of Moresco & Alboussie`re9. We interpret
this as a strong indication that the streak breakdown scenario really describes the physics
of the transition to turbulence in our system. However, the experiments were carried out
in a Hartmann number range between 130 and 1690, which extends to much higher val-
ues than our numerical calculations. To close the gap between the Hartmann numbers of
our numerical simulations and the experiment we performed a systematic check of sta-
bility and instability dependent on Reynolds number R and Hartmann number Ha. This
is shown in Figure 5. The black filled triangles denote that for the corresponding R and
Ha no transition to turbulence was observed with the two-step scenario, irrespective of
how large the 2D-optimal disturbances and 3D-random perturbations were chosen. Blank
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triangles mark the runs, where a transition to turbulence could be found with the two-step
mechanism with a certain choice of 2D- and 3D-perturbations. The runs for Ha = 10
and 20, which were first presented in4, all yield a critical Reynolds number in the interval
345 < Rc < 350, which is already very close to the experimental value ofRc = 380 found
by Moresco & Alboussie`re. In our recent paper 5 computations for the higher Hartmann
numbersHa = 40 and 100 are presented leading to slightly higher values 360 < Rc < 370
and 380 < Rc < 390, respectively, for the critical Reynolds number. This is closer to the
result of the experiment and closes the gap between numerics and experiment well. As the
critical Reynolds number still varies with the Hartmann number the numerical calculations
show that the limit of an isolated Hartmann layer is not yet reached for Ha = 40 and
Ha = 100. Because one needs several runs to bracket the critical Reynolds number for a
given Hartmann number, it was not possible to treat the case of higher Hartmann numbers
(the next would have been Ha = 200) with our computational resources.
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1 Relevance of Quantum Computing
Quantum processing of information has become a rapidly evolving field of research in
physics, mathematics, computer science, and engineering1 and has led to substantial
progress in quantum computation, quantum communication and control of quantum sys-
tems. Quantum computers have become of great interest primarily due to their potential
of solving certain computationally hard problems such as factoring integers2 and search-
ing databases faster than a conventional computer3. Candidate technologies for realizing
quantum computers include trapped ions, atoms in QED cavities, Josephson junctions, nu-
clear or electronic spins, quantum dots, and molecular magnets. Grover’s quantum search3
and Shor’s quantum prime factorization algorithm2 have been successfully implemented
on systems of up to 7 qubits using liquid NMR techniques4, experimentally demonstrating
the viability of the concept of quantum computation. Recently the first quantum byte has
been realized using linear ion traps5.
In spite of this impressive development, a demonstration that quantum computation
can solve a non-trivial problem is still lacking. To be of practical use, quantum computers
will need error correction, which requires at least several tens of qubits and the ability to
perform hundreds of gate operations. This imposes a number of strict requirements6, and
narrows down the list of candidate physical systems. Simulating numbers of qubits in this
range is important to numerically test the scalability of error correction codes and fault
tolerant quantum computing schemes and their robustness to errors typically encountered
in realistic quantum computer architectures.
2 The Need for Simulation
A physically realizable quantum computer is a complex many-body quantum system. In
order to exercise control over many qubits and to suppress the rate at which errors are
introduced during a quantum computation, it is in principle necessary to understand the full
time evolution of the whole quantum system. Sources of errors are the loss of coherence
(decoherence) due to unwanted interaction with the environment7 and systematic errors
due to imperfections of the operational pulse sequences.
In first principle simulations the time dependent behavior can be derived from the
Hamiltonian of the physical model chosen to describe a specific hardware realization.
Pulses are modeled as time-dependent external fields acting on the relevant degrees of
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freedom. The coupling of the environment is taken into account by including interactions
with other degrees of freedom, also represented by pseudo-spins.
This kind of simulations is needed to analyze decoherence resulting from interactions
with the environment. Depending on the assumptions that where made in deriving the
microscopic Hamiltonian and/or the manner in which the effect of the coupling to the
environment is taken into account, the calculation of the real-time quantum dynamics of
the quantum computer readily requires the simulation of systems of many (20-40) qubits
over extended periods of time. To perform such very demanding computations, highly
optimized simulation code that runs on different high-end computer systems has to be
developed.
3 Simulation of Ideal Quantum Computers
In a first step towards realistic quantum computer simulations we implement so called ideal
simulations, where each gate is modeled by a quantum operation that acts instantaneously
on the internal state of the quantum computer, neglecting both implementation imperfec-
tions and interactions with the environment. The drawback is that the state of the quantum
computer is known only after the application of each gate, but this is sufficient for most
algorithmic purposes.
In contrast to a classical bit the state of an elementary storage unit of a quantum com-
puter, the quantum bit or qubit, is described by a two-dimensional vector of Euclidean
length one. Denoting two orthogonal basis vectors of the two-dimensional vector space by
|0〉 and |1〉, the state |ψ〉 of a single qubit can be written as a linear superposition of the
basis states |0〉 and |1〉:
|ψ〉1 = a0|0〉+ a1|1〉 =
(
a0
a1
)
, (1)
where a0 and a1 are complex numbers such that |a0|2+|a1|2 = 1. Useful computations
require more than one qubit. The state of a quantum computer with N qubits can be
represented in the 2N - dimensional Hilbert space as
|ψ〉N = a0...00|0 . . . 00〉+ a0...01|0 . . . 01〉+ . . .+ a1...10|1 . . . 10〉+ a1...11|1 . . . 11〉,
= a0|0〉+ a1|1〉+ . . .+ a2N−1|2N − 1〉
= (a0, a1, . . . , a2N−1)
T . (2)
According to the rules of quantum mechanics any evolution in time means changing
the system state unitarily. Each operation on a quantum computer can be described
by a 2Nx 2N dimensional unitary transformation U = e−iHt acting on the state vector
|ψ′〉 = U |ψ〉, with the hermitian matrixH being the Hamiltonian of the quantum computer
model. In this paper we will not describe any details of quantum computer hardware
modeled by appropriate Hamiltonians. It is sufficient to know that an ideal quantum
computer can be modeled by simple spin models such as the Ising model associating the
two single-spin states up= | ↑〉 and down=| ↓〉 with the single-qubit basis states |0〉 and
|1〉8.
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As the unitary transformationU may change all amplitudes simultaneously, a quantum
computer is a massively parallel machine. In order to simulate an arbitrary unitary opera-
tion on a conventional computer the resulting matrix-vector multiplication requires in the
worst case O(22N ) complex valued arithmetic operations.
As in the case of programming a conventional computer, it is extremely difficult to
write down explicitly that single one-step operation that transforms the input state into a
desired output state. Usually a quantum algorithm consists of a sequence of many elemen-
tary gates. These elementary gates are represented by very sparse unitary matrices. The
resultant matrix-vector multiplication can be implemented very efficiently and requires
typically O(2N ) arithmetic operations per elementary gate. A small set of elementary
one-qubit gates (such as the Hadamard gate and the Phase shift gate) and a nontrivial two-
qubit gate (such as the controlled NOT gate) are sufficient (but not unique) to construct
a universal quantum computer9. In the framework of ideal quantum operations any one-
(two-) qubit operation can be decomposed into a sequence of 2x2 (4x4) matrix operations
each acting on an orthogonal subspace of the 2N dimensional Hilbert space.
In the following we describe an efficient parallel simulation of ideal quantum comput-
ers on a high-end computer system that allows simulating up to 37 qubits requiring 3 TB
of memory and a considerable compute power.
4 Quantum Operations
We will discuss in detail the implementation of a typical one-qubit operation, the Hadamard
gate. This gate is often used to prepare the state of uniform superposition. The Hadamard
operation on a single-qubit state is defined by
|0〉 → 1√
2
(|0〉+ |1〉)
|1〉 → 1√
2
(|0〉 − |1〉).
H =
1√
2
(
1 1
1 −1
)
.
Let us consider a quantum computer consisting of three qubits and its state vector
|ψ〉 = (a000, a001, a010, a011, a100, a101, a110, a111)T . Instead of computing the 8x8
matrix appropriate to a Hadamard operation Hq acting on qubit q we can compute Hq|ψ〉
as given by the scheme in Fig. 1.
From this simple example we can learn some characteristics of any one-qubit operation
on a N -qubit quantum computer influencing qubit q = 0, . . . , N − 1 by acting on the 2N -
dimensional state vector |ψ〉:
i) Hq can be decomposed into 2N−1 applications of H involving a pair of state vector
components (k, l) with relative stride |l − k| = 2q each.
ii) the (2x2) matrices H operate on orthogonal subspaces of the 2N - dim Hilbert space.
Hence they commute and computations can be done in parallel.
From i) we can derive that with the exception of H0 all Hadamard gates operate purely
on even or odd state vector elements. This claim also holds for any other quantum opera-
tion that does not involve qubit 0. Thus we will split the state vector |ψ〉 given by Eq.(2)
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Figure 1. Decomposing a Hadamard transformation acting on qubit q on a three qubit computer Hq|ψ〉 into four
parallel applications of the single-qubit Hadamard gate H . H0 for example splits into
 
aij0
aij1
7→ H  aij0
aij1
with
i, j ∈ {0, 1}.
into an even part |ψe〉 and its odd counterpart |ψo〉. For 0 ≤ k ≤ 2N−1 − 1 we define:
|ψe(k)〉 = |ψ(2k)〉 and |ψo(k)〉 = |ψ(2k + 1)〉. (3)
This state vector splitting saves half the effort to determine all pairs of indices (k, l) in-
volved in the corresponding one-qubit operation. For Hq with q > 0 consecutive pairs
(k, l) are mapped to identical pairs (k′, l′)e = (k′, l′)o with stride |l′ − k′| = 2q−1. Only
H0 shows an even and odd mixing but trivial pattern that is implemented differently.
5 Parallelization and Computational Resources
More important than gaining half of the integer arithmetics, needed for state vector refer-
encing, the splitting decreases communication overhead in the parallelized simulation code
due to sending and receiving non-stridden sections of the state vectors |ψe〉 and |ψo〉. This
leads to a gain of up to 30% of the wall clock time for one-qubit operations (depending on
the system size N and the qubit number q the gate operates on).
The problem of simulating quantum computers is clearly memory bounded. Due to
the exponentially increasing amount of memory needed we developed and implemented
a large scale simulation on the Juelich SMP supercomputer IBM p690 providing enough
memory to handle a 37 qubit system. Simple storage of the state vector in case of a 37 qubit
system requires a memory of 2 TB. An efficient implementation of quantum operations on
that state vector even requires 3 TB of memory.
The Juelich IBM p690 is a cluster of 32 compute nodes each containing 32 Power4+
processors (64bit) and 112 GB memory per node leading to 3.5 TB overall memory
available to user access. A quantum computer with up to N = 32 qubits reserving at
max. 236 = 64 GB memory to store the complex valued state vector in double precision
can be simulated on one node using 32 processors. In the following table we describe the
typical simulation requirements depending on the system size N . The last row indicates
the overall memory requirements to efficiently simulate quantum operations.
#qubits N 32 33 34 35 36 37
#procs 32 64 128 256 512 1024
#nodes 1 2 4 8 16 32
memory (state vector) 64 GB 128 GB 256 GB 512 GB 1 TB 2 TB
memory (operation) 96 GB 192 GB 384 GB 768 GB 1.5 TB 3 TB
352
Figure 2. Communication pattern for a one-qubit operation on qubit q > N − p. The N qubit state vector is
partitioned into 2p tasks. The computational effort is equally distributed to 2p−1 disjoint pairs of tasks (K,L).
Task K (L) operates on all odd (even) state vector elements |ψo〉K+L (|ψe〉K+L).
Partitioning the 2N - dimensional state vector into P = 2p tasks allows to store the state
vector of an N -qubit quantum computer on 2N−32 compute nodes equivalent to 2N−27
processors with the obvious limitation
N − 32 ≤ p ≤ N − 27. (4)
MPI-based exchange of the local |ψe〉 and |ψo〉 allows computation of one-qubit operations
on “nonlocal” qubits q ≥ N − p. In that case the relevant state vector components (k, l),
the single-qubit gate operates on, are separated as wide as (or wider than) the number of
states per task: |l−k| = 2q ≥ 2N−p. As shown in Fig.2 taskK (containing all components
k) sends its local |ψe〉K to task L and receives the local part |ψo〉L from task L.
After task K has computed locally the operation H |ψo〉K+L on all (k, l)o and task L
has computed the even part H |ψe〉K+L on all (k, l)e respectively, both send back their
results: K sends H |ψo〉L to L and receives H |ψe〉K from L. After that K contains the
updated vectors |ψ′e/o〉K = H |ψe/o〉K . L respectively stores |ψ′e/o〉L = H |ψe/o〉L in
place. Thus the operation requires an intermediate buffer of 2N−p−1 elements (half the
size of the local state vector). Remember that any one-qubit operation on qubit 0 is local.
• Setting p to the maximum given by Eq.(4) (finest graining) means distributing the
state vector on all processors of the nodes involved. This is equivalent to a pure MPI
parallelization ansatz. For data exchange within a node the MPI-library is mapped to
fast shared memory access.
• Choosing the minimal number of tasks given by Eq.(4) (coarsest graining) leads to
one task per node which means that 32 processors are available to that task in parallel.
To do this the core routine (a double loop) is done in parallel by T = 2t = 32
OpenMP threads using shared memory access to the whole node memory of 64 GB
reserved for the “local” state vector.
• Any other choice of p+ t = N − 27 with t ≥ 0 leads to an a priori reasonable hybrid
parallelization strategy in the sense that all processors of the involved nodes are used
for computation.
Our detailed investigation on systems of sizes N = 32, 33, 34, 35, 36 shows that differ-
ent OpenMP parallelization strategies using more than 4 threads per MPI-task fail to reach
the efficiency of the pure MPI-parallelization. Since we cannot provide a large enough ad-
ditional buffer, task K for example is forced to operate “in place” on the state vector parts
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H |ψo〉K+L having write access to a global=shared vector. In that case synchronization of
different OpenMP threads becomes necessary (within a task) and slows down computation.
Finest graining in the pure MPI-ansatz benefits from simple coding of one qubit oper-
ations on nonlocal qubits q ≥ N − p with maximal p according to Eq.(4). Since the stride
|l − k| is as large as (or larger than) the size of the local state vector stored by each task
these gates operate consecutively on all components. The compiler can build two streams
prefetching the entire local state vector.
Since the memory access dominates the time needed to perform a quantum operation,
it is crucial a) to minimize consecutive access to widely separated memory entries and
b) to use a simple access pattern allowing for efficient (compiler driven) prefetching.
We investigate different ways to code the core routine, that determines the state vector
components k, l and performs the computation on local qubits q < N − p.
version 1
do i=imin,imax,i1
do k=i,i+i1n-1
l=k+i1n
...
enddo k
enddo i
version 2
do i=imin,imax,2
i2=iand(i,i1n)
k=i-i2+i2/i1n
l=k+i1n
...
enddo i
Recoding of the core routine shifting from version 1 (nested loop) to version 2 (single
loop) makes OpenMP loop parallelization simpler but hampers streaming because of
additional “jumps” in the sequence of index k. To comprehend this we respectively
present a part of a typical sequence of consecutive pairs of state vector elements (k, l) to
be read from memory.
version 1 k 0 1 2 3 4 5 6 7 16 17 18 19 20 21 22 23 32
l 8 9 10 11 12 13 14 15 24 25 26 27 28 29 30 31 40
version 2 k 0 2 4 6 1 3 5 7 16 18 20 22 17 19 21 23 32
l 8 10 12 14 9 11 13 15 24 26 28 30 25 27 29 31 40
To halve the number of co-resident streams to be prefetched from memory we addi-
tionally split the computation of |ψe〉 and |ψo〉 into two sequential loops of version 1. This
speeds up computation considerably. We measure that our fastest nested OpenMP paral-
lelization of version 1 is about 25% faster than the dense coded version 2. This gain applies
to the usage of 1,2,4 and 8 OpenMP threads.
Analyzing the time needed to computeHq depending on the qubit q the operation acts
on (see Fig.3), we can identify three regions according to different speeds of memory ac-
cess. In case of T = 1 we obtain fast computation for q < N − p = 27, because all
state vector components involved are located within processor memory. Higher timings
forN − p ≤ q < N − p+5 = 32 arise from intra-node communication. The communica-
tion between processors is mapped to shared memory access, which is slower than access
to the memory associated to a single processor, but faster than MPI based inter-node com-
munication for q ≥ 32. Timings for parallelizations using 16 (32) threads per MPI process
are not given in Fig.3, since computation gets slower by a factor of about 3 (6) compared
to pure MPI. This is due to the machine architecture: each node is built up by 4 multichip
modules each containing 8 processors. The memory access within a multichip module is
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Figure 3. Timings for a Hadamard operation on qubit q at system sizeN=36 depending on the number of threads
T = 1, 2, 4, 8 per MPI-task using T ∗ 2p = 512 processors.
faster than getting data from memory associated to another module.
Keeping the local size of the state vector fixed at 2 GB per processor we compare
the time needed to compute Hadamard operations on all qubits for different choices for
the number of tasks and threads. Fig.4 shows the average timings tav(N) for a complete
Hadamard transformation N−1
∏N−1
q=0 Hq on different system sizes N depending on the
number of MPI tasks P = 2p and different numbers of OpenMP threads T = 2t respecting
t + p = N − 27. Multiple measurements indicate a statistical timing error of max 5%.
On this error level we identify the usage of one or two OpenMP-threads per MPI-task as
optimal. Using 4 threads gives a slightly worse timing.
Taking the best average timing results normalized to min(tav(32)) from the l.h.s of
Fig.4 for each system size N we observe the weak (=local size fixed) scaling behavior
plotted on the r.h.s of Fig.4. Compared to the optimal (weak) scaling of a constant
min(tav(N))/min(tav(32)) = 1 we still have an efficiency of 70% simulating a 37
qubit-system. The efficiency loss at larger systems is due to the linearly increasing fraction
of operations on nonlocal qubits q ≥ 32 using internode MPI-communication.
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Figure 4. Left: average timings tav(N) for a Hadamard operation on different system sizes N depending on
the number of MPI tasks P = 2p using T = 2t OpenMP threads with t + p = N − 27. Right: scaling
of the minimal average timings for the system sizes N = 32, 33, 34, 35, 36, 37 using 32,64,128,256,512,1024
processors respectively.
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A universal quantum computer also needs two-qubit operations such as the CNOT gate
to incorporate qubit interaction. We illustrate the action of the CNOTCT gate on a two
qubit state that flips the target qubit T if the control qubit C is set to |1〉
CNOT10

a00
a01
a10
a11
 =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


a00
a01
a10
a11
 . (5)
Even though the CNOT-gate depending additionally on a control qubit its enfolded
compute pattern is very similar to the one given in Fig.1. The stride of the state vector
components involved in the operation is given by the target qubit |l − k| = 2T . With-
out presenting further details our simulator includes load balanced implementations of the
controlled NOT and the controlled phase shift operations as fundamental two-qubit gates.
6 Results
An efficient parallelization technique was applied to the memory bounded problem of sim-
ulating ideal quantum computers, based on hybrid usage of MPI and inner node OpenMP
communication using 1,2 and 4 threads. A compact state vector referencing reduces signif-
icantly cache misses produced by irregular access to widely separated parts of the memory.
An algorithm built up from elementary one- and two-qubit gates scales very well on the
IBM p690 up to the max. available memory of 3 TB using 1024 processors (keeping the
local state vector size fixed at 2 GB memory per processor).
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We introduce the underlying principles of phylogenetic reconstruction, avoiding all technicali-
ties. Since phylogenetic reconstruction based on DNA-sequence data is a computational expen-
sive undertaking, efficient algorithms are required to suggest reasonable solutions with respect
to an objective function. However, even efficient programs like IQPNNI cannot cope in reason-
able time with extremely large data sets. Thus, we summarize our results on implementing a
hybird parallelization scheme for IQPNNI.
1 Introduction
1.1 Motivation
Charles Darwin (1859) said in his famous evolutionary theory4 that all species have
evolved from a common ancestor under the pressure of natural selection. The phylogenetic
relationship of contemporary organisms is therefore best represented in a phylogenetic tree.
It is one of the main objectives in biology to reconstruct this tree.
With the advent of molecular biology and the incredible pace at which new sequences
from all sorts of life forms are generated, phylogenetic trees are nowadays inferred from
DNA-sequence data. DNA-sequences are easy to read. A DNA is simply a long word over
a finite alphabet of four letters: A,C,G, and T . This word is subject to subtle changes
(mutations) in the course of time. Among mutations, the simple replacement of a letter by
another letter is called substitution. These substitution accumulate during time. Thus, a
DNA sequence transmitted from a grand-grand-(grand)k-mother to its contemporary will
accumulate mutations. Thus, when comparing the two sequences they will be different.
These differences reflect the amount of time (in an apropriate scaling) that went by. As
DNA is ubiquitously occurring in all organisms and because DNA cannot be generated
de-novo, the history of species can be inferred by simply comparing their DNA sequence.
As simple as this sounds, as difficult is the actual implementation of such approaches. We
cannot possibly spell out all the details here, and thus refer to the pertinent literature6.
One of the reasons, why phylogenetic reconstruction is difficult, is the sheer amount
of trees as the number of species increases. If we consider only trivalent, unrooted trees,
i.e. those trees -from a graph theoretic point of view - with node degree 3 (interior nodes)
and 1 (exterior nodes), where the exterior nodes are labelled with a species name, then the
number t(n) of trees with n ≥ 3 exterior nodes is given by
t(n) = 1 · 3 · . . . · (2n− 5). (1)
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Unfortunately, most currently used tree reconstruction algorithms that aim to optimize an
objective function belong to the class of NP-hard problems7, 5, 2, therefore it seems hopeless
to actually find the truely optimal tree if the data at hand comprise more than 10 species or
so. To overcome the problem of finding the best tree(s), several heuristics have been sug-
gested such as Neighbor Joining12, 8, Quartet Puzzling18, 20, Nearest Neighbor Interchange
(NNI)9.
In a series of studies based on computer generated data, it has been shown that these
heuristics perform reasonably in terms of speed (computational efficiency) and in terms of
accuracy, i.e. the potential to rediscover the tree from the data at the exterior nodes (the
sequences). However, for data sets of thousands of species the heuristics turn out to be too
slow, to really evaluate the data based on different models of evolution and on different
tree reconstruction methods.
Thus, in recent years, people have invoked parallel computing19 to reduce the
computational burden such as fastDNAml11, TREE-PUZZLE13, RAxML16, MrBayes1,
pIQPNNI10. These programms make use of several parallel architectures.
The most popular parallel architecture nowadays is a cluster of Symmetric Multi Pro-
cessors (SMPs). An SMP is a shared memory computer in which several processors have
access to the same physical memory space. Such SMPs are clustered by a high bandwidth
network to create a hybrid system. Processes on different SMP nodes can communicate
with each other using the Message Passing Interface (MPI)15, an industry standard for pro-
gramming on distributed memory systems. Inside an SMP, a process can be furthermore
divided into several concurrent threads applying OpenMP, a standard for shared memory
programming3. The SMP cluster motivates the application of hybrid programming models
with both MPI and OpenMP in order to take full advantage of the hybrid parallel architec-
ture. Care should be taken as such an approach does not always guarantee an improvement
over the pure MPI parallelization14. In the following we will summarize our experience to
parallelize the IQPNNI program20.
1.2 The Data
To understand the rest of the paper it is necessary to have a closer look at the data. Consider
a dataset of molecular sequences from n species. To account for the different mutation pro-
cesses acting on the sequences in the course of time, one has to compute first a multiple
sequence alignment21. We will not explain how a multiple sequence alignment (MSA) is
computed. It suffices to say, that a MSA is a two-dimensional table, where each row repre-
sents the sequence from an organism and each column represent a position in the sequence
1 2 3 4 5 6 7 8 9 10 . . .
Human A T G C G C A T C A . . .
Chimpanzee A T G C G G G T G T . . .
Gorilla G C G A G A C T T A . . .
Rhesus T C C A A G G T C T . . .
.
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.
.
.
.
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.
.
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Figure 1. An example multiple sequence alignment.
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that traces back to a common ancestral position (see Fig. 1). In other words sequences are
aligned in a matrix of n rows (i.e. presenting species) and m columns, where m denotes
the alignment length. In MSA, columns are also called sites. All phylogenetic reconstruc-
tion approaches start with this type of data and try to reconstruct a tree that explains the
variability observed in the MSA. We are interested in a probabilistic framework, that mod-
els the evolutionary process. To this end, we introduce a model of sequence evolution that
acts on the tree.
Based on such a model it is straightforward to compute the likelihood of a tree relating
these sequences6 . We obtain the likelihood of the tree as the conditional probability of the
data given the tree:
L(tree) = P (data|tree). (2)
Thus, the likelihood acts as an objective function and we want to find the tree(s) that
maximize(s) L given the data, i.e. the MSA. The function P (·) represents the evolutionary
model, that is the way we think how sequences change.
The computation of the likelihood can be very expensive. Hence, to keep computation
tractable, several assumptions are made. One of them is to assume that every site evolves
independently of each other. We also assume that the model P is the same for all parts of
the tree and for each position in the sequence. According to this, the likelihood can now
be rewritten as the product of the likelihood at each site:
P (data|tree) =
m∏
i=1
P (sitei|tree). (3)
Normally, P (sitei|tree) is very close to zero, and to eliminate numerical inaccuracies, one
typically takes the logarithm of the likelihood function:
logL(tree) =
m∑
i=1
logP (sitei|tree). (4)
This so-called likelihood function needs to be maximized by finding the best tree. This is
a combinatorial optimization problem.
1.3 IQPNNI Algorithm
The IQPNNI algorithm20 was recently proposed to reconstruct phylogenetic trees. Com-
pared to other approaches IQPNNI performs well with respect to accuracy. Unfortunately,
the extra accuracy is paid for by an increased computing time.
The IQPNNI algorithm comprises two major steps (Fig. 2a). In the initial step, an
initial tree is obtained based on BIONJ tree8 combined with fast NNI9.
In the subsequent optimization step, the tree topology is reorganized by Important
Quartet Puzzling (IQP)20 and NNI to improve its likelihood. If the likelihood of the re-
sulting tree exceeds that of the current best tree, then the current best tree is replaced by
the new tree. The optimization step is repeated many times to thoroughly search the tree
space. Typically the iteration stops after a user-defined number of repetitions.
Because we early noticed that the sequential IQPNNI implementation (sIQPNNI) runs
relatively slowly, a pure MPI parallelization (pIQPNNI) was developed10. pIQPNNI sub-
stantially reduced the running time. We could show that its speedup is nearly optimal for
up to 30 processors.
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Figure 2. (a) Sequential and (b) MPI parallel scheme of IQPNNI algorithm.
2 Parallelization
2.1 MPI Parallelization
pIQPNNI was described in details in Minh et al.10 and here we outline the main idea. A
preliminary analysis revealed that the optimization step consumes 90% to 99% of the total
running time. Hence, the initial step is mainly carried out sequentially and the paralleliza-
tion of the optimization step was done using a master/worker scheme (Fig. 2b). Starting
from the current best tree, every worker runs its own optimization step as explained before.
After finishing one iteration, the worker always sends back its resulting tree to the master.
The master receives and updates the current best tree if the received tree shows a higher
likelihood. In such case, the master will broadcast the better tree to all other workers by
non-blocking communication.
The worker now synchronizes with the master and starts the next iteration with its
current best tree. In addition, the master checks whether the stop condition applies and, if
so, sends a stop message to all workers.
2.2 Hybrid MPI/OpenMP Parallelization
In a hybrid scheme, the program runs with p MPI processes, each process contains t
OpenMP threads. That means, a total number of p · t processors are consumed. For p
processes, we preserve the master/worker scheme as described in the previous section. For
each process, the OpenMP parallelization is done in the following way.
A flow-chart analysis shows, that IQPNNI spends most of its running time (at least
90%) to calculate the likelihood of specific trees. As can be seen from the Equation 4,
this involves for-loops, whose iterations are independent of each other. Therefore, we
parallelized these loops. Loop-level OpenMP parallelization can be easily employed by
adding a pragma directive immediately before any “for” loop involving the computation of
the likelihood. A similar approach was also discussed in Stamatakis17.
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By this way, the MPI and the OpenMP codes are independent of each other and one
can have a pure MPI or a pure OpenMP version simply by setting t = 1 or p = 1, re-
spectively. In the subsequent analysis, we tested the program on the JUMP (Juelich Multi
Processor) system, a cluster of 41 IBM Regatta p690+ SMP nodes. Each node has 32
Power4+ processors of 1.7 GHz. We used up to 128 CPUs on this supercomputer for the
experiments.
3 Performance Analysis
3.1 Datasets
The experiments were conducted on two biological datasets (Table 1). The first data, abbre-
viated 218dna, comprise a selection of 218 smal subunit ribosomal RNA sequences (ssu
rRNA) from the Ribosomal Database Project II http://rdp.cme.msu.edu/. The
second dataset, 74aa, was kindly compiled by colleagues H.A. Schmidt and D. Liebers.
This data set consist of amino acid sequences .
Type Name #Seqs #Sites #Iterations Initial step Opt. step Total
DNA 218dnaa 218 4182 150 70s 47m:55s 49m:05s
AA 74aab 74 4013 50 77s 32m:41s 33m:58s
a prokaryotic sequences from the small ribosomal subunit.
b vertebrate amino acid sequences.
Table 1. The datasets used for analysis and sequential runtime of sIQPNNI.
Table 1 also displays the sequential running time of sIQPNNI. The initial step took only
about 3% of the whole time on both datasets (about 70 seconds out of 50 and 34 minutes,
respectively). Compared to sIQPNNI, the parallel version pIQPNNI needed a batch of
about 3 minutes for both datasets using 30 CPUs.
3.2 OpenMP-IQPNNI
Firstly, we measured the performance of the pure OpenMP parallelization on a JUMP node
using up to 32 processors as depicted in Fig. 3 using the 218dna and 7aa data. Interestingly,
the speedup on both datasets is nearly optimal up to t = 8 threads and suddenly drops
sharply with more than 8 threads. The runtimes with 16 threads on dataset 218dna and
with 32 threads on both datasets are even greater than the sequential time, and thus not
shown.
This break-down in overall performance seems to be connected to compiler issues on
the JUMP system. Due to the limited time and an expected imbalance with too many
threads in the hybrid version, this phenomenon was not further investigated. For that rea-
son, we restricted further analysis to a maximum of 8 threads per process.
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Figure 4. Speedup of optimization step for dataset (a) 218dna and (b) 74aa.
3.3 pIQPNNI vs. Hybrid IQPNNI
We tested the performance of the pIQPNNI against our newly implemented hybrid version
with 2, 4 and 8 OpenMP threads per process.
Fig. 4 shows the speedup for the optimization step for 218dna (Fig. 4a) and 74aa
(Fig. 4b). For both datasets, the scaling of the pIQPNNI (red line) and the hybrid ver-
sions are comparable with a near linear speedup, except that the 8-threads parallelization
(pink line) shows a slightly poorer speedup for less than 4 processes, i.e. 32 CPUs. How-
ever, this effect disappears with 8 processes or more. This can be explained by the fact that
the master process consumes actually only one processor and the other t−1 processors are
unused. So a fraction of t−1pt CPUs are idle during the optimization step. The effect will
be large if p is small and otherwise becomes more apparent if p increases.
In addition, we observe that the speedup of the pIQPNNI version on the dataset 74aa
is quite poor when running on 128 CPUs. This is, however, due to the fact that we only
362
(a)
 128
 96
 64
 32
 1
 128 96 64 32 1
To
ta
l s
pe
ed
up
Number of CPUs
218dna, pure MPI
218dna, hybrid 2 threads
218dna, hybrid 4 threads
218dna, hybrid 8 threads
optimal speedup
(b)
 128
 96
 64
 32
 1
 128 96 64 32 1
To
ta
l s
pe
ed
up
Number of CPUs
74aa, pure MPI
74aa, hybrid 2 threads
74aa, hybrid 4 threads
74aa, hybrid 8 threads
optimal speedup
Figure 5. Total speedup for dataset (a) 218dna and (b) 74aa.
#Processes #Threads Initial step Opt. step Total Speedup
128 pure MPI 34s 36s 70s 42.1
64 2 20s 32s 52s 56.6
32 4 13s 30s 43s 68.5
16 8 08s 32s 40s 73.6
Table 2. Runtime on dataset 218dna with 128 CPUs.
set the number of iterations to 50 on this dataset. Since each iteration on each worker
process consumed roughly the same amount of time, then we would need only 50 workers
to finish the whole optimization step. This effect will not occur if we increase the number
of iterations to at least the number of MPI processes. Unfortunately, this could not be
experimentally tested, due to limitations in computing time.
The total speedup of the pIQPNNI and hybrid-IQPNNI is depicted in Fig. 5. The
hybrids with 4- and 8-threads (blue and pink line) scaled best. Whereas the 2-threads
hybrid performed a bit worse. The pIQPNNI shows a saturation effect. This shows a
tendency that raising the number of threads per process will improve the performance with
the growing number of CPUs.
Moreover, the speedup curves are not similar to those for the optimization step since
the main part of the initial step is carried out sequentially in the MPI parallelism. As a
result, its runtime proportion will be more significant with the increasing number of CPUs.
Table 2 displays the running time with 128 CPUs on the dataset 218dna. The initial step
of the pIQPNNI consumed 50% of the total time and the time reduction for the hybrid
parallelization is mainly due to the shorter time used in the initial step.
4 Conclusions
In this study we gave an overview of different methods to improve the performance of
phylogenetic applications. The first is to incorporate efficent heuristics and the second is
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to parallelize the curent algorithms. To this end, we illustrate an efficent way to parallelize
the IQPNNI algorithm.
Furthermore, we studied how to port a pure MPI parallelization of the IQPNNI algo-
rithm into a hybrid MPI/OpenMP parallelism. The loop-level parallelism is applied to the
time-consuming for-loops calculating the likelihood of the phylogenies. These loops ap-
peared at a low level and all MPI functions are called outside the parallel OpenMP regions.
Hence, this ensures portability even when the MPI libraries are not thread safe.
Analyses on two real datasets showed improved performance of the hybrid paralleliza-
tion over the pure MPI on a cluster of SMPs. We tested up to 128 CPUs and 8 threads
per process. With large numbers of processors, the pure MPI implementation indicated a
saturation effect. In contrast, the hybrid version scaled better, especially when increasing
the number of threads. This is due to the fact that we make full use of the capabilities of
the hybrid architecture.
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