Abstract. The computation of the complex zeros of an incomplete Riemann zeta function defined in an earlier paper is extended and new zero trajectories are given. A second incomplete Riemann zeta function is denned and its zero trajectories are investigated numerically as functions of the upper limit X of the definition integral. It becomes apparent that there exist three different classes of zero trajectories for this function, distinguished by their behaviour for X -► <*>.
Introduction.
Let 5 = a + it be a complex variable. In a previous paper [1] , some results concerning the complex zeros of an incomplete Riemann zeta function (1) A(s, X) = -r dx T(s) Jo e -1 and of the incomplete gamma function (2) P(s, X) = / x' e * dx
(S) J0
were presented, X > 0 being a real parameter. These results were obtained by a systematic numerical investigation. It became apparent that not all, but only some, of the zero trajectories s(X), defined in the s-plane by A(s(\), X) = 0, reach a zero of the Riemann zeta function on the line <j = \ as X -> °°. The remaining curves j(X) approach the zero trajectories s(X) of the incomplete gamma function P(s, X), which are denned by r°(s(X), X) = 0.
It is the aim of this paper to present further solutions s(X) which again have been obtained by numerical calculation. Because of the fact that there exists the relation (3) «s) = rfe /" / -i * -(i -2--)r« /" (7) Recently, Ng et al. [3] have defined an incomplete Bose-Einstein function corresponding to a complete function Bp(v) when u -* oo, They do not investigate Bp(i, «) further. In another paper, Ng and Devine [4] present a method for the computation of the Debye functions i (9) D"(x) = -x'A*(x, p) pi p for integral p and real x. From (1), (8) and (9), we have (10) A(s, X) = B._,(0, X) = /J._,(X).
One can also define an incomplete Fermi-Dirac function though this is not done by Ng et al., who discuss only the complete function Fv(v)-If we compare it with B(s, X), we find that (12) B(s, X) = F._,(0, X).
The complete Bose-Einstein functions and the complete Fermi-Dirac functions have been investigated by several authors, e.g., by Dingle [5] , [6] . Cody and Thacher [7] have developed rational Chebyshev approximations for in the particularly important casesp = -J, \, f, and real ??. Ng et al. have given Chebyshev polynomial * The asterisk in A* is not in the original notation. We introduce it here in order to avoid confusion.
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expansions of Bp(v) for p = 0(1)10 and real -n-Finally, we mention the fact that Nielsen's generalized polylogarithms
which are of importance in the theory of Feynman integrals in quantum electrodynamics, and which have recently been discussed by Kölbig et al. [8] , for positive integers n and p, are connected to the Debye functions and, therefore, to A(s, X). From Eq. (13), with the substitution «' = -log [1 -(1 -e~*)u], we find the relation (14) A(s, X) = S1.,.1(l -e~x).
It should, however, be noted that, in all these cases, s is considered by the authors to be a real number or even a positive integer.** 3. Other Formulae for A(s, X) and B(s, X). Formulae for P(s, X) and A(s, X) which allow analytic continuation of these functions into regions of the j-plane other than those covered by the definition integrals (1) and (2) are given in [1] . From the power series expansion [9] _J_i v --v 1 -2"+1 " - X-.» «-.1 ** Of course, it is also possible to introduce the corresponding complementary functions, where the integral is taken from a finite value X to °a instead of from 0 to X. This is done by several authors. We do not present further details here.
From the expansion (21)
e + I r -Z(-DV (* > 0), we obtain from (4), by using (2) and the substitution x' = nx, the following expression valid for a > 0: (22) B(s, X) = -£ (-l)"n"P(s, «X).
For s -we can use a known relation between the incomplete gamma function and the error function [9] to obtain (23)
The formulae for A(s, X) and P(s, X) which correspond to (16) , together with the well-known [9] partial fraction expansion of P(s, X), have been used in [1] for the numerical calculation of these functions. However, for increasing t and X, the numerical evaluation of the integrals becomes more and more time-consuming. We present, therefore, another formula for A(s, X), which is essentially due to Putschbach [10], who developed this formula in a manuscript mentioned in [1] . Further, we shall give the corresponding formula for B(s, X).
2WL
-21TL Figure 1 We consider a z-plane which is cut along the real axis from 0 to -f-°° (Fig. 1) . In this plane, we construct a contour CA which starts at X > 0 on the upper boundary of the cut, encircles the origin on the left and ends in X > 0 on the lower boundary, in such a way that the points z = 2wt and z = -2iri remain above and below CA, respectively. We then integrate the function
where (-z)'~l = e(*~u 'og {~'] and where the logarithm is taken as real on the negative real axis, along the contour CA. By shrinking CA into the boundary of the cut along the real axis, inserting appropriate boundary values along the cut, and using a well-known property of the gamma function and the definition (1), we finally obtain
This formula corresponds to the so-called Hankel integral for f(s) and now defines A(s, X) for all s ^ 1.
In order to evaluate the contour integral in (25), we deform CA into a circle Kx of radius X as shown in Fig. 2 where the sum over n is zero for N = 0. For the calculation of the remaining integral over Kx, we introduce the well-known partial fraction expansion (28) = 1 ~ \ + 22 £ S + n ?
which converges uniformly in the annulus 2mr < |z| < 2(n + 1)tt for « = 0, 1, 2, • • • .
With z = \e", (-z) = Xei('"", 0 ^ 0 < 2ir, this leads to
Exchanging the sum with the integral and using the substitution 6' = d -ir, we find in the case 2/jjt/X < 1 (i.e., n = 1, 2, 3, -f • , N if N 1) that the integral of the /ith term in the series is given by ■/-. XVi9 + (2mr)2 X2 J_,
and, similarly, for X/(2/jtt) < 1 (i.e., n = N + I, N + 2, ■ • ■),
Introducing these results into (29) and (27), we have Fig. 3 . Since the behaviour of the trajectories is fairly regular for a < -5, only the region around a = 0 has been investigated and only the results for this region are plotted in Fig. 3 . One sees that, in addition to 54(X) and s6(X), the trajectories s8(X), s10(X), 512(X), and su(X) reach the zeros sa = | + 25.01086/, s4 = \ 4-30.42488/, j, = | + 32.93506/, and So = § 4-37.58618/, respectively. The trajectories s7(X), se(X), su(X), and s13(X) approach the zero trajectories s5(X), s&(\), s7(\), and s8(X) of the incomplete gamma function P(s, X), respectively. The fact that for 4 ^ m ^ 14 all the even-numbered trajectories reach a zero Sa, of f (s), whereas all the odd-numbered trajectories approach a zero trajectory of P(s, X), is somewhat surprising for its regularity. It is, however, by no means certain that this will be a general law. Consequently, a new question arises-namely how far this behaviour will continue.f At present, the investigation of this problem has not been carried further, since the numerical difficulties become too great, as will be explained later.
For the function B(s, X), we note from (3) and (4) and since we have |f(s*)l < °° and 0 < \T(s0k)\ < °°, it follows that /.« t.'-l (2T*/log 2) i (43) jf j^*-1 -r-pr**-0 Therefore, one has to expect that some of the trajectories Sm(X) defined by B( §m(\), X) = 0 may end at the points s°k. As will be seen, this is indeed the case. The problem of calculating the trajectories Sm(X) is treated in a similar way to that of sm(X) [1] . From preliminary calculations, which were carried out very conveniently on the CERN interactive GAMMA system, using the formula Table 1 . It seems that §* = 2 -Am -e(m) for m -> °°, where e(w) = 0(1). No attempt was made to prove this relation.
A systematic numerical investigation of the first 17 zero trajectories l"(X) gives the result shown in Fig. 3 . There are, in fact, three classes of curves, namely those which end in a zero Sm of f(s) on the line a -\, those which approach a zero trajectory of P(s, X), and those which end in a zero s\ of <p(s) = 1 -21-' on the line cr = 1. The following table marks with an asterisk the behaviour of Sm(X) as A -> od . It is, of course, impossible, to deduce a general behaviour for higher m from the calculated results. It might be that such a behaviour does not exist in the case of B(s, X), since we have here the additional zeros si, which are equally spaced and which interfere with the unequally spaced zeros of f(s).
5. The Numerical Calculation of the Zeros of A(s, X) and B(s, X). As was already stated, the numerical evaluation of the integrals in formulae (10) of reference [1] and (16) becomes very time-consuming for increasing values of X and t. The results for A(s, X) and B(s, X) can be obtained in a much faster way by using the expressions (33) and (37), provided that X is not too near to an even or odd multiple of 7T, respectively. These representations, however, have the disadvantage that they are very sensitive to the cancellation of terms. In particular, the quantities in the complex zeros of incomplete riemann zeta functions 561 square brackets are likely to cancel to a large extent, especially for increasing t. Since these brackets are multiplied by large quantities and the results are added to others, the cancellation becomes quite dangerous. All the computations were therefore performed in double-precision arithmetic on a CDC 6600 computer, corresponding to about 28 decimal digits. The constants a'-*0, • • • , 8jN) were computed beforehand and stored in a data file. Since they approach unity for j -* °°, only restricted numbers Ja, ••• , Js of them have to be stored. As an indication, the numbers Jt, required for 28-digit precision, are given as functions of N (N g 10) in Table 3 . 16.65080 It is essential that these constants are calculated as accurately as possible. The a-*' and yj*1 are finite sums, and no particular problem arises. For ß)m and 5ijrf), however, either infinite sums have to be evaluated or the relations
have to be used. For j 2i 3, approximations to the infinite sums were calculated directly, since it is clear that the square brackets in the above formulas are a source of cancellation errors. For / = 0, 1, 2, however, the convergence of the series (34) and (38) is too slow. For these cases, the help of Mr. Wim Klein (CERN) is acknowledged. He calculated the constants ß\m and Blsm for j = 0, 1, 2 and N = 1(1)10 rapidly and accurately with paper and pencil from the Eqs. (45) and (46), carrying 35 decimals and taking as basic numbers for f(2y 4-2) the 35-decimal values of it2 and it* as given in the tables of Fletcher et al. [13] . The details of the calculation procedure for the zero trajectories are already described in [1] . In order to make programming of the expressions for A(s, X) and B(s, X) easier and to avoid splitting into real and imaginary parts, a package of "double-precision complex" subroutines has been written and used in the programs.
For the trajectories which lie in the region t > 35, the cancellation problem becomes more and more serious for the expressions (33) and (37), in particular for B(s, X). In this region, the formulae (10) of reference [1] and (16) have been used for the calculation or for checking purposes. The numerical integrations were carried out by a program based on the modified Clenshaw-Curtis algorithm developed by Hävie [14] , [15] . It was found in this connection, that the substitution £ = log x in the integrals reduces the calculation time considerably. It was, however, not possible to use these expressions for further calculation in the region above / > 38, since practically all the significant digits cancel between the sum and the integral. Table 4 gives five-digit values of the zeros of B(s, X) for the first five trajectories MX).
