Abstract. Consider a finite dimensional H-module Lie algebra L over a field of characteristic 0 where H is a Hopf algebra. We prove the analog of Amitsur's conjecture on asymptotic behavior for codimensions of polynomial H-identities of L under some assumptions on H. In particular, the conjecture holds when H is finite dimensional semisimple. As a consequence, we obtain the analog of Amitsur's conjecture for graded codimensions of any finite dimensional Lie algebra graded by an arbitrary group and for G-codimensions of any finite dimensional Lie algebra with a rational action of a reductive affine algebraic group G by automorphisms and anti-automorphisms.
Introduction
In the 1980's, a conjecture about the asymptotic behaviour of codimensions of ordinary polynomial identities was made by S.A. Amitsur. Amitsur's conjecture was proved in 1999 by A. Giambruno and M.V. Zaicev [16, Theorem 6.5.2] for associative algebras, in 2002 by M.V. Zaicev [30] for finite dimensional Lie algebras, and in 2011 by A. Giambruno, I.P. Shestakov, M.V. Zaicev for finite dimensional Jordan and alternative algebras [15] . In 2011 the author proved its analog for polynomial identities of finite dimensional representations of Lie algebras [17] .
Alongside with ordinary polynomial identities of algebras, graded polynomial identities, G-and H-identities are important too [5, 6, 7, 8, 9, 10, 22] . Usually, to find such identities is easier than to find the ordinary ones. Furthermore, each of these types of identities completely determines the ordinary polynomial identities. Therefore the question arises whether the conjecture holds for graded codimensions, G-and H-codimensions. The analog of Amitsur's conjecture for codimensions of graded identities was proved in 2010-2011 by E. Aljadeff, A. Giambruno, and D. La Mattina [2, 3, 13] for all associative PI-algebras graded by a finite group. As a consequence, they proved the analog of the conjecture for G-codimensions for any associative PI-algebra with an action of a finite Abelian group G by automorphisms. The case when G = Z 2 acts on a finite dimensional associative algebra by automorphisms and anti-automorphisms (i.e. polynomial identities with involution) was considered by A. Giambruno and M.V. Zaicev [16, Theorem 10.8.4 ] in 1999. In 2012 the author [19] proved the analog of Amitsur's conjecture for polynomial H-identities of finite dimensional associative algebras with a generalized H-action. As a consequence, the analog of Amitsur's conjecture was proved for G-codimensions of finite dimensional associative algebras with an action of an arbitrary finite group G by automorphisms and anti-automorphisms, and for H-codimensions of finite dimensional H-module associative algebras for a finite dimensional semisimple Hopf algebra H.
In 2011 the author [18] proved the analog of Amitsur's conjecture for graded polynomial identities of finite dimensional Lie algebras graded by a finite Abelian group and for Gidentities of finite dimensional Lie algebras with an action of any finite group (not necessarily Abelian).
This article is concerned with the analog of Amitsur's conjecture for graded codimensions of Lie algebras graded by an arbitrary group (Subsection 1.1), G-codimensions of Lie algebras with a rational action of a reductive affine algebraic group G by automorphisms and anti-automorphisms (Subsection 1.2), and H-codimensions of H-module Lie algebras (Subsections 1.3-1.8). The results of Subsections 1.1 and 1.2 (including the results of [18] as a special case) are derived in Section 7 from the results of Subsection 1.7.
In Subsection 1.8 we provide an explicit formula for the Hopf PI-exponent that is a natural generalization of the formula for the ordinary PI-exponent [30, Definition 2] . Of course, this formula can be used for graded codimensions and G-codimensions as well. The formula has immediate applications. In particular, in Section 8 we apply it to calculate the Hopf PI-exponent for several classes of algebras and to provide a criterion of H-simplicity.
The results obtained provide a useful tool to study polynomial identities in Lie algebras and hence to study Lie algebras themselves.
1.1.
Graded polynomial identities and their codimensions. Let G be a group. Denote by F {X gr } the absolutely free nonassociative algebra on the countable set X gr = g∈G X (g) ,
2 , . . .}, over a field F , i.e. the algebra of nonassociative noncommutative polynomials in variables from X gr . The algebra F {X gr } has the following natural G-grading. The indeterminates from X (g) are said to be homogeneous of degree g. The G-degree of a monomial x
∈ F {X gr } (arbitrary arrangement of brackets) is defined to be g 1 g 2 . . . g t , as opposed to its total degree, which is defined to be t. Denote by F {X gr } (g) the subspace of the algebra F {X gr } spanned by all the monomials having G-degree g. Notice that F {X gr } (g) F {X gr } (h) ⊆ F {X gr } (gh) , for every g, h ∈ G. It follows that
is a G-grading.
Consider the intersection I of all graded ideals of F {X gr } containing the set
Then L(X gr ) := F {X gr }/I is the free G-graded Lie algebra on X gr , i.e. for any G-graded Lie algebra L = g∈G L (g) and a map ψ : X gr → L such that ψ(X (g) ) ⊆ L (g) , there exists a unique homomorphismψ : L(X gr ) → L of graded algebras such thatψ X gr = ψ. We use the commutator notation for the multiplication in L(X gr ) and other Lie algebras. In this notation,
Remark. If G is Abelian, then L(X gr ) is the ordinary free Lie algebra with free generators from X gr since the ordinary ideal of F {X gr } generated by (1) is already graded. However, if gh = hg for some g, h ∈ G, then [x it ) ∈ L(X gr ). We say that f is a graded polynomial identity of a G-graded Lie algebra L = g∈G L (g) and write f ≡ 0 if f (a
it ) = 0 for all a
(g j ) , 1 j t. In other words, f is a graded polynomial identity if for any homomorphism ψ : L(X gr ) → L of graded algebras we have ψ(f ) = 0. The set Id gr (L)
of graded polynomial identities of L is a graded ideal of L(X gr ). The case of ordinary polynomial identities is included for the trivial group G = {e}. Example 1. Let G = Z 2 = {0,1}, gl 2 (F ) = gl 2 (F ) (0) ⊕ gl 2 (F ) (1) where gl 2 (F ) (0) = F 0 0 F and gl 2 (F ) the other components are zero, α, β, γ, λ ∈ F . Then x (12) , y (23) ∈ Id gr (L) and [x (e) , y (e) ] ∈ Id gr (L). In fact, x (12) , y (23) = 0 in L(X gr ).
Let S n be the nth symmetric group, n ∈ N, and is called the nth codimension of graded polynomial identities or the nth graded codimension of L.
Remark. LetG ⊇ G be another group. Denote by L(X gr ), Id gr (L), V gr n , c gr n (L) the objects corresponding to theG-grading. Let I be the ideal of L(X gr ) generated by x (g) j , j ∈ N, g / ∈ G. We can identify L(X gr ) with the subalgebra in
n ∩ I) (direct sums of subspaces). Hence c gr n (L) = c gr n (L) for all n ∈ N. In particular, we can always replace the grading group with the subgroup generated by the elements corresponding to the nonzero components.
The analog of Amitsur's conjecture for graded codimensions can be formulated as follows.
Conjecture. There exists PIexp gr (L) := lim n→∞ n c gr n (L) which is a nonnegative integer.
Remark. I.B. Volichenko [29] gave an example of an infinite dimensional Lie algebra L with a nontrivial polynomial identity for which the growth of codimensions c n (L) of ordinary polynomial identities is overexponential. M.V. Zaicev and S.P. Mishchenko [24, 31] gave an example of an infinite dimensional Lie algebra L with a nontrivial polynomial identity such that there exists fractional PIexp(L) := lim n→∞ n c n (L).
Theorem 1. Let L be a finite dimensional non-nilpotent Lie algebra over a field F of characteristic 0, graded by an arbitrary group G. Then there exist constants
Corollary. The above analog of Amitsur's conjecture holds for such codimensions.
Remark. If L is nilpotent, i.e. [x 1 , . . . , x p ] ≡ 0 for some p ∈ N, then, by the Jacobi identity,
sum of graded ideals) be a finite dimensional Lie algebra over a field F of characteristic 0, graded by an arbitrary group G. Then PIexp
Theorems 1 and 2 will be obtained as consequences of Theorems 9 and 10 below in Subsection 7.1.
1.2.
Polynomial G-identities and their codimensions. Let L be a Lie algebra over a field
Obviously, ψ is an anti-automorphism if and only if (−ψ) is an automorphism. Automorphisms of L form the group denoted by Aut(L). Automorphisms and anti-automorphisms of A form the group denoted by Aut * (L). Note that Aut(L) is a normal subgroup of Aut * (L) of index 2. Let G be a group with a fixed (normal) subgroup G 0 of index 2. We say that a Lie algebra L is an algebra with G-action or a G-algebra if L is endowed with a homomorphism
We use the exponential notation for the action of a group and its group algebra, and write
Denote by L(X|G) the free Lie algebra over F with free formal generators
. Then L(X|G) becomes the free Lie G-algebra with free generators x j , j ∈ N. We call its elements Lie G-polynomials.
Let L be a Lie G-algebra over
Denote by V G n the space of all multilinear Lie G-polynomials in x 1 , . . . , x n , i.e.
is called the nth codimension of polynomial G-identities or the nth G-codimension of L.
The analog of Amitsur's conjecture for G-codimensions can be formulated as follows.
We claim that the following theorem holds: Theorem 3. Let L be a finite dimensional non-nilpotent Lie algebra over an algebraically closed field F of characteristic 0. Suppose a reductive affine algebraic group G acts on L rationally by automorphisms and anti-automorphisms. Then there exist constants
In addition, we derive the following theorem (which one could regard as a special case of Theorem 3).
Theorem 4 ([18, Theorem 2])
. Let L be a finite dimensional non-nilpotent Lie algebra over a field F of characteristic 0. Suppose a finite group G acts on L by automorphisms and anti-automorphisms. Then there exist constants
sum of ideals) be a finite dimensional Lie algebra over an algebraically closed field F of characteristic 0. Suppose a reductive affine algebraic group G acts on L rationally by automorphisms and anti-automorphisms and the ideals
be a finite dimensional Lie algebra over a field F of characteristic 0. Suppose a finite group G acts on L by automorphisms and anti-automorphisms, and the ideals
Theorems 3, 4, 5, and 6 will be obtained as consequences of Theorems 9 and 10 below in Subsection 7.2.
1.3.
Polynomial H-identities and their codimensions. Analogously, one can consider polynomial H-identities for H-module Lie algebras. The connection between graded, G-and H-identities will become clear in Section 7.
Let H be a Hopf algebra over a field F . An algebra A is an H-module algebra if A is endowed with a left H-action h ⊗ a → ha or, equivalently, with a homomorphism H → End F (A), such that h(ab) = (h (1) a)(h (2) b) for all h ∈ H, a, b ∈ A. Here we use Sweedler's notation ∆h = h (1) ⊗ h (2) where ∆ is the comultiplication in H. We refer the reader to [1, 11, 25, 28] for an account of Hopf algebras and algebras with Hopf algebra actions.
In particular, a Lie algebra L is an H-module Lie algebra if
Let F {X} be the absolutely free nonassociative algebra on the set X := {x 1 , x 2 , x 3 , . . .}.
is the linear span of all monomials of total degree n. Let H be a Hopf algebra over a field F . Consider the algebra
with the multiplication (
We use the notation
(the arrangements of brackets on x i j and on x h j i j are the same). Here h 1 ⊗h 2 ⊗. . .⊗h n ∈ H ⊗n ,
. Note that if (γ β ) β∈Λ is a basis in H, then F {X|H} is isomorphic to the absolutely free nonassociative algebra over F with free formal generators x γ β i , β ∈ Λ, i ∈ N. Define on F {X|H} the structure of a left H-module by
is the image of h under the comultiplication ∆ applied (n − 1) times, h ∈ H. Then F {X|H} is the absolutely free H-module nonassociative algebra on X, i.e. for each map ψ : X → A where A is an H-module algebra, there exists a unique homomorphismψ : F {X|H} → A of algebras and H-modules, such thatψ X = ψ. Here we identify X with the set {x
Consider the H-invariant ideal I in F {X|H} generated by the set
Then L(X|H) := F {X|H}/I is the free H-module Lie algebra on X, i.e. for any H-module Lie algebra L and a map ψ : X → L, there exists a unique homomorphismψ : L(X|H) → L of algebras and H-modules such thatψ X = ψ. We refer to the elements of L(X|H) as Lie H-polynomials.
Remark. If H is cocommutative and char F = 2, then L(X|H) is the ordinary free Lie algebra with free generators x
is not free as an ordinary Lie algebra.
Let L be an H-module Lie algebra for some Hopf algebra H over a field F . An H-polynomial f ∈ L(X|H) is a H-identity of L if ψ(f ) = 0 for all homomorphisms ψ : L(X|H) → L of algebras and H-modules. In other words, f (x 1 , x 2 , . . . , x n ) is a polynomial H-identity of L if and only if f (a 1 , a 2 , . . . , a n ) = 0 for any a i ∈ L. In this case we write Then H := F e 0 ⊕ F e 1 (direct sum of ideals) is a Hopf algebra with the counit ε, where ε(e 0 ) := 1, ε(e 1 ) := 0, the comultiplication ∆ where ∆(e 0 ) := e 0 ⊗ e 0 + e 1 ⊗ e 1 ,
∆(e 1 ) := e 0 ⊗ e 1 + e 1 ⊗ e 0 , and the antipode S := id. Moreover, gl 2 (F ) is an H-module Lie algebra and [x e 0 , y e 0 ] ∈ Id H (gl 2 (F )). As we shall see in Subsection 7.1, this H-action and this H-identity corresponds to the Z 2 -grading and the graded identity from Example 1.
Denote by V H n the space of all multilinear Lie H-polynomials in
is called the nth codimension of polynomial H-identities or the nth H-codimension of L.
Remark. One can treat polynomial H-identities of L as identities of a nonassociative algebra (i.e. use F {X|H} instead of L(X|H)) and define their codimensions. However these codimensions will coincide with c H n (L) since the nth H-codimension equals the dimension of the subspace in Hom F (L ⊗n ; L) that consists of those n-linear functions that can be represented by H-polynomials. (See also the proof of Lemma 1 below.) 1.4. Some bounds for H-codimensions. In this subsection we prove several inequalities for H-codimensions and ordinary codimensions. They show that H-codimensions have an asymptotic behaviour that is in some sense similar to the behaviour of the ordinary codimensions. Hence we indeed may expect from H-codimensions to satisfy the analog of Amitsur's conjecture (see Subsection 1.5).
As in the case of ordinary codimensions, we have the following upper bound:
Lemma 1. Let L be an H-module Lie algebra for some Hopf algebra H over an arbitrary field
Proof. Consider H-polynomials as n-linear maps from L to L. Then we have a natural map V
Denote by V n the space of ordinary multilinear Lie polynomials in the noncommuting variables x 1 , . . . , x n and by Id(L) the set of ordinary polynomial identities of L. In other words, V n = V Lemma 2. Let L be an H-module Lie algebra for some Hopf algebra H over a field F and let ζ : H → End F (L) be the homomorphism corresponding to the H-action. Then
Proof. As in Lemma 1, we consider polynomials as n-linear maps from L to L and identify
with the corresponding subspaces in Hom F (L ⊗n ; L). Then
and the lower bound follows. Choose such f 1 , . . . , f t ∈ V n that their images form a basis in Vn Vn∩Id (L) . Then for any
, γ j ∈ H, be a basis in ζ(H). Then for every h ∈ H there exist such α j ∈ F that ζ(h) = m j=1 α j ζ(γ j ) and
Thus the linear span of [x
Hence any H-polynomial from V H n can be expressed modulo Id H (L) as a linear combination of H-polynomials f i (x
The number of such polynomials equals m n t = dim ζ(H) n c n (L) that finishes the proof.
1.5. The analog of Amitsur's conjecture for H-codimensions. Let L be an H-module Lie algebra. The analog of Amitsur's conjecture for H-codimensions of L can be formulated as follows.
Theorem 7. Let L be a finite dimensional non-nilpotent H-module Lie algebra over a field F of characteristic 0 where H is a finite dimensional semisimple Hopf algebra. Then there exist constants
and c H n (L) = 0 for all n p. Corollary. The above analog of Amitsur's conjecture holds for such codimensions. 
If M is an H-module, then End F (M) has the natural structure of an associative H-module algebra:
hψ := ζ(h (1) )ψζ(Sh (2) ) where h ∈ H and ψ ∈ End F (M).
Here ζ : H → End F (M) is the homomorphism corresponding to the H-action. Let G be any group. Denote by F G the group algebra of G. Then F G is a Hopf algebra with the comultiplication ∆(g) = g ⊗ g, the counit ε(g) = 1, and the antipode
Example 6. Let L be a finite dimensional Lie algebra over F . Suppose a reductive affine algebraic group G acts on L rationally by automorphisms. Then L is an F G-nice algebra where the action of the Hopf algebra F G on L is the extension of the G-action by linearity.
Proof. First, the solvable radical R and the nilpotent radical N are G-invariant since they are invariant under all automorphisms. Hence Condition 1 holds. By [20, Theorem 5] , we have a G-invariant Levi decomposition.
Suppose W ⊆ L is an F G-submodule. Consider the F G-action (7) on End F (W ). It corresponds to the natural rational G-action on End F (W ):
Hence, by [27, Corollary 2.10], for any F G-module subalgebra
Therefore, L is an F G-nice algebra.
Another important example of an H-nice algebra is Example 9 in Subsection 7.1 below. (In fact, one can regard Example 9 as a special case of Example 6.) Theorem 9 is the main result of the article.
Theorem 9. Let L be a non-nilpotent H-nice Lie algebra over an algebraically closed field F of characteristic 0. Then there exist constants
be an H-module Lie algebra over an algebraically closed field F of characteristic 0 where H is a Hopf algebra.
Theorems 9 and 10 are proved in the end of Section 6.
Proof of Theorems 7 and 8. Suppose L is a finite dimensional H-module Lie algebra where H is a finite dimensional semisimple Hopf algebra over a field of characteristic 0.
H-codimensions do not change upon an extension of the base field. The proof is analogous to the cases of ordinary codimensions of associative [16, Theorem 4.1.9] and Lie algebras [30, Section 2] . Thus without loss of generality we may assume F to be algebraically closed.
Using Example 5, we derive Theorem 7 from Theorem 9. Analogously, Theorem 8 is obtained from Theorem 10.
1.8. Formula for the Hopf PI-exponent. Suppose L is an H-nice Lie algebra.
Consider
where the maximum is found among all r ∈ Z + and all I 1 , . . . , I r , J 1 , . . . , J r satisfying Conditions 1-2. We claim that PIexp
The following example will be used in the proof of Theorems 9 and 10 in the case of semisimple L (when we do not require Conditions 3 and 4 from Subsection 1.7).
Example 7. If L is a semisimple H-module Lie algebra, then by [20, Theorem 6] ,
(direct sum of H-invariant ideals) where B i are H-simple Lie algebras. In this case 
for some number of copies of L.
1.9. S n -cocharacters. One of the main tools in the investigation of polynomial identities is provided by the representation theory of symmetric groups. The symmetric group S n acts on the space
by permuting the variables. Irreducible F S n -modules are described by partitions λ = (λ 1 , . . . , λ s ) ⊢ n and their Young diagrams
is called the nth cocharacter of polynomial H-identities of L. We can rewrite it as a sum χ
is an irreducible F S n -module corresponding to a partition λ ⊢ n. We refer the reader to [4, 12, 16] for an account of S n -representations and their applications to polynomial identities.
In Section 2 and 4 we discuss (H, L)-modules and their annihilators. In Section 5 we prove that if m(L, H, λ) = 0, then the corresponding Young diagram D λ has at most d long rows. This implies the upper bound.
In Section 3 we consider faithful irreducible (H, L 0 )-modules where L 0 is a reductive Hmodule Lie algebra. For an arbitrary k ∈ N, we construct an associative H-polynomial that is alternating in 2k sets, each consisting of dim L 0 variables. This polynomial is not an identity of the corresponding representation of L 0 . In Section 6 we choose reductive algebras and faithful irreducible modules, and glue the corresponding alternating polynomials. This enables us to find λ ⊢ n with m(L, H, λ) = 0 such that dim M(λ) has the desired asymptotic behavior and the lower bound is proved.
Some properties of (H, L)-modules
In Lemmas 4, 5, 6, M is a finite dimensional (H, L)-module where H is a Hopf algebra over an algebraically closed field F of characteristic 0 and L is an H-module Lie algebra with the solvable radical R which we require to be H-invariant. Recall that we denote by ζ : H → End F (M) and ϕ : L → gl(M) the homomorphisms corresponding to the (H, L)-module structure. Denote by A the associative subalgebra of End F (M) generated by the operators from ϕ(L) and ζ(H).
is semisimple or the direct sum of a semisimple ideal and the center of gl(
Denote by I the associative ideal of A generated by ϕ([L, R]). Then I t is the associative ideal generated by elements of the form
Using (8), we move all ζ(h ij ) to the right and obtain that I t is generated by elements
where
Lemma 5. Suppose for every H-invariant associative subalgebra Let A 1 be the associative subalgebra of End F (M) generated by ϕ(a i ), 1 i t. This algebra is H-invariant since ϕ(W ) is an H-submodule in ϕ(R). Hence A 1 is an associative Hmodule algebra. By our assumptions, the Jacobson radical J(A 1 ) is H-invariant and we have an H-invariant Wedderburn -Malcev decomposition
Here UT s (F ) is the associative algebra of upper triangular s × s matrices. There is a decomposition UT s (F ) = F e 11 ⊕ F e 22 ⊕ · · · ⊕ F e ss ⊕Ñ whereÑ := e ij | 1 i < j s F is a nilpotent ideal. Thus there is no subalgebras in A 1 isomorphic to M 2 (F ) andÃ 1 = F e 1 ⊕ · · · ⊕ F e q for some idempotents e i ∈ A 1 . For every a j , denote its component in J(A 1 ) by d j and its component in F e 1 ⊕ · · · ⊕ F e q by c j . Note that e i are commuting diagonalizable operators. Thus they have a common basis of eigenvectors in M and c i are commuting diagonalizable operators too. Moreover
for all h ∈ H. However,Ã 1 and J(A 1 ) are H-invariant and hc j ∈Ã 1 , hd j ∈ J(A 1 We claim that the space J(A 1 ) + J(A) generates a nilpotent H-invariant ideal I in A. First, ψ(J(A 1 )) and ψ(J(A)) are contained in UT s (F ) and consist of nilpotent elements. Thus the corresponding matrices have zero diagonal elements and ψ(J(A 1 )), ψ(J(A)) ⊆Ñ . DenoteÑ
We claim that I s+p = 0. Using (8), we move all ζ(h), h ∈ H, to the right, and obtain that the space I s+p is the span of
Here A 2 is the subalgebra of End F (M) generated by the operators from ϕ(L) only. If at least p elements j k belong to J(A), then the product equals 0. Thus we may assume that at least s elements j k belong to J(A 1 ).
Let
Note that, in virtue of the Jacobi identity and Lemma 4, [ab ℓ−1 , j ℓ ] ∈ J(A). Thus it is sufficient to consider only the second term. However
, all the terms have the desired form. Therefore,
(2) elements of R act on each M i by scalar operators.
Proof. Let ϕ(r 1 ), . . . , ϕ(r t ) be a basis in ϕ(R). By Lemma 5, ϕ(r i ) = r 
and each M i is the intersection of eigenspaces of ϕ(r i ). Note that by Lemma 4,
Thus M i are L-submodules and the lemma is proved.
Polynomial H-identities of representations and alternating H-polynomials
In this section we prove auxiliary propositions needed to obtain the lower bound. Let H be a Hopf algebra over a field F . Analogously to the absolutely free nonassociative H-module algebra F {X|H}, we define the free associative H-module algebra F X|H on the set X := {x 1 , x 2 , x 3 , . . .}. Here we follow [6] . First, consider the free associative algebra
is the linear span of all associative monomials in variables from X of total degree n. Consider the algebra
Here
. Note that if (γ α ) α∈Λ is a basis in H, then F X|H is isomorphic to the free associative algebra over F with free formal generators x γα i , α ∈ Λ, i ∈ N. Define on F X|H the structure of a left H-module by
where h ∈ H. Then F X|H is the free H-module associative algebra on X, i.e. for each map ψ : X → A where A is an associative H-module algebra, there exists a unique homomorphism ψ : F X|H → A of algebras and H-modules, such thatψ X = ψ. Here we identify X with the set {x a 1 ) , . . . , ϕ(a n )) = 0 for all a i ∈ L. In other words, f is an H-identity of ϕ if for every homomorphism ψ : F X|H → End F (M) of algebras and H-modules such that
Denote by P H n , n ∈ N, the subspace of associative multilinear H-polynomials in variables x 1 , . . . , x n . In other words,
Lemma 7 is an analog of [15, Lemma 1] . Recall that if M is an (H, L)-module, we denote by ϕ : L → gl(M) and ζ : H → End F (M) the corresponding homomorphisms.
Lemma 7. Let L be an H-module Lie algebra where H is a Hopf algebra over an algebraically closed field F of characteristic 0, let M be a faithful finite dimensional irreducible (H, L)-module. Let (ζ(γ j )) m j=1 be a basis of ζ(H). Then for some n ∈ N there exist polynomials
for somex i ∈ L. In particular, there exists a polynomial f ∈ P H n \ Id H (ϕ) alternating in {x 1 , . . . , x ℓ } and in {y 1 , . . . , y ℓ } ⊆ {x ℓ+1 , . . . , x n }.
Proof. Since M is irreducible, by the Density Theorem, End F (M) ∼ = M q (F ) is generated by operators from ζ(H) and ϕ(L). Here q := dim M. Consider Regev's polynomial
This is a central polynomial [16, Theorem 5.7.4] for M q (F ), i.e.f is not a polynomial identity for M q (F ) and its values belong to the center of M q (F ). Sincef is alternating, it becomes a nonzero scalar operator under a substitution of the elements of any basis for {x 1 , . . . , x ℓ } and {y 1 , . . . , y ℓ }.
Let a 1 , . . . , a ℓ be a basis of L. Recall that if we have the product of elements of ϕ(L) and ζ(H), we can always move the elements from ζ(H) to the right, using (8) . Then ϕ(a 1 ), . . . , ϕ(a ℓ ), ϕ (a i 11 ) . . . ϕ a i 1,m 1 ζ(h 1 ), . . . , ϕ a i r,1 . . . ϕ a ir,m r ζ(h r ), is a basis of End F (M) for appropriate i jk ∈ {1, 2, . . . , ℓ}, h j ∈ H, since End F (M) is generated by operators from ζ(H) and ϕ(L). We replace x ℓ+j with z j1 z j2 . . . z j,m j ζ(h j ) and y ℓ+j with z is a polynomial alternating in x 1 , . . . , x ℓ and in y 1 , . . . , y ℓ . Note thatf becomes a nonzero scalar operator on M under the substitution x i = y i = ϕ(a i ) for 1 i ℓ and z jk = z ′ jk = ϕ(a i jk ) for 1 j r, 1 k m j . Dividing all f j by this scalar, we obtain the required polynomials. In particular, f j / ∈ Id H (ϕ) for some 1 j m and we can take f = f j .
Lemma 8. Let α 1 , α 2 , . . . , α q , β 1 , . . . , β q ∈ F where F is an infinite field, 1 k q, α i = 0 for 1 i < k, α k = 0, and β k = 0. Then there exists such γ ∈ F that α i + γβ i = 0 for all 1 i k.
Proof. It is sufficient to choose γ / ∈ −
Lemma 9. Let L = B ⊕ Z(L) be a finite dimensional reductive H-module Lie algebra where H is a Hopf algebra over an algebraically closed field F of characteristic 0, B is an H-invariant maximal semisimple subalgebra, and Z(L) is the center of L with a basis r 1 , r 2 , . . . , r t . Let M be a faithful finite dimensional irreducible (H, L)-module. Suppose that for all H-invariant associative subalgebras in End F (M) there exists an H-invariant Wedderburn -Mal'cev decomposition. Then there exists such alternating in x 1 , x 2 , . . . , x t polynomial f ∈ P H t that f (ϕ(r 1 ), . . . , ϕ(r t )) is a nondegenerate operator on M.
where M j are L-submodules and r i acts on each M j as a scalar operator. Note that it is sufficient to prove that for each j there exists such alternating in x 1 , x 2 , . . . , x t polynomial f j ∈ P H t that f j (ϕ(r 1 ), . . . , ϕ(r t )) multiplies each element of M j by a nonzero scalar. Indeed, in this case Lemma 
By Lemma 7, there exist n ∈ N and polynomialsf k ∈ P H n alternating in {x 1 , x 2 , . . . ,
for somex i ∈ L. (We can substitute the elements of any basis of L for {x 1 , x 2 , . . . , x ℓ } since eachf k is alternating in the first ℓ variables.) Note that [ϕ(r i ), ϕ(a)] = 0 for all a ∈ L and 1 i t. Hence we can move all ϕ(r i ) to the left and rewrite (9) as
t are polynomials alternating in {x 1 , x 2 , . . . , x t }, and b k ∈ End F (M)
) is a scalar operator on M j , we can take f j :=f k .
Let kℓ n where k, ℓ, n ∈ N are some numbers. Denote by Q Proof. Let f 1 = f 1 (x 1 , . . . , x ℓ , y 1 , . . . , y ℓ , z 1 , . . . , z T ) be the polynomial f from Lemma 7 alternating in x 1 , . . . , x ℓ and in y 1 , . . . , y ℓ . Since
is alternating in x 1 , . . . , x ℓ and in y 1 , . . . , y ℓ and
for any substitution of elements from ϕ(L) since we may assumex 1 , . . . ,x ℓ to be different basis elements.
. . ,z T ) (10) Let η be the polynomial f from Lemma 9. We define f 2 (u 1 , . . . , u ℓ , v 1 , . . . , v ℓ , x 1 , . . . , x ℓ , y 1 , . . . , y ℓ , z 1 , . . . , z T ) := u σ(1) , . . . , u σ(s) , v τ (1) , . . . , v τ (s) , x 1 , . . . , x ℓ , y 1 , . . . , y ℓ , z 1 , . . . , z T ) 1 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ) = 0. We claim that f 2 does not vanish either. Indeed,
ℓ, belong to the center of ϕ(L) and f (s) j vanishes if we substitute such a i for u i or v i . Here S{s + 1, . . . , ℓ} is the symmetric group on {s + 1, . . . , ℓ}. Note that η is alternating. Using (10), we obtain f 2 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 
Note that
s i,j=1 = 0 since the Killing form tr(ad x ad y) of the semisimple Lie algebra ϕ(B) is nondegenerate. Thus f 2 (a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ , a 1 , . . . , a ℓ ,z 1 , . . . ,z T ) = 0.
Note that if f 1 is alternating in some of z 1 , . . . , z T , the polynomial f 2 is alternating in those variables too. Thus if we apply the same procedure to f 2 instead of f 1 , we obtain f 3 ∈ Q H ℓ,6,6ℓ+T . Analogously, we define f 4 using f 3 , f 5 using f 4 , etc. Eventually, we obtain
On factors of the adjoint representation of L
In Sections 4-6 we consider an H-nice Lie algebra L (see Subsection 1.7). 
Upper bound

Fix a composition chain of H-invariant ideals
Let ht a := max a∈L k k for a ∈ L. θ and [a 1 , a 2 , . . . , a n ] = 0 for all a i ∈ L and n θ + 1. Thus c H n (L) = 0 for all n θ + 1. Therefore we assume d > 0.
Let Y := {y 11 , y 12 , . . . , y 1j 1 ; y 21 , y 22 , . . . , y 2j 2 ; . . . ; y m1 , y m2 , . . . , y mjm }, Y 1 , . . . , Y q , and {z 1 , . . . , z m } be subsets of {x 1 , x 2 , . . . , 
Let ξ : L(X|H) → L be the homomorphism of H-module algebras induced by some substitution {x 1 , x 2 , . . . , x n , . . .} → L. We say that ξ is proper for f m,q if ξ(z 1 ) ∈ B ∪ S ∪ N, ξ(z i ) ∈ N for 2 i m, and ξ(y ik ) ∈ B ∪ S for 1 i m, 1 k j i .
Lemma 12. Let ξ be a proper homomorphism for f m,q . Then ξ(f m,q ) can be rewritten as a sum of ψ(f m+1,q ′ ) where ψ is a proper homomorphism for f m+1,q ′ ,
may be different for different terms.) Proof. Let α i := ht ξ(z i ). We will use induction on m i=1 α i . (The sum will grow.) Note that α i θ dim L and the induction will eventually stop. Denote
First, consider the case when I 1 , . . . , I m , J 1 , . . . , J m do not satisfy Conditions 1-2. In this case we can choose H-invariant B-submodules T i ,
Since f m,q is multilinear, we can rewrite ξ(f m,q ) as a sum of similar termsξ(f m,q ) whereξ(z i ) equals either a 
. Consider the case when ξ(y kj ) ∈ B ∩Ann(I 1 /J 1 )∩. . .∩Ann(I m /J m ) for some y kj . Since L is a completely reducible (H, B)-module (Lemma 10), we can choose H-invariant B-submodules T k such that I k = T k ⊕ J k . We may assume that ξ(z k ) ∈ T k since elements of J k have greater heights. Therefore [ξ(z
is a H-invariant ideal of B and [B, S] = 0. Thus, applying Jacobi's identity several times, we obtain
Expanding the alternations, we get ξ(f m,q ) = 0.
Consider the case when ξ(y kℓ ) ∈ S ∩ Ann(I 1 /J 1 ) ∩ . . . ∩ Ann(I m /J m ) for some y kℓ ∈ Y q . Expand the alternation Alt q in f m,q and rewrite f m,q as a sum of 
In the first term we replace [z Since N is a nilpotent ideal, N p = 0 for some p ∈ N.
Proof. It is sufficient to prove that e * T λ f ∈ Id H (L) for every f ∈ V H n and a Young tableau
Fix some basis of L that is a union of bases of B, S, and N. Since polynomials are multilinear, it is sufficient to substitute only basis elements. Note that e * T λ = b T λ a T λ and b T λ alternates the variables of each column of T λ . Hence if we make a substitution and e * T λ f does not vanish, then this implies that different basis elements are substituted for the variables of each column. But if λ dim L+1 > 0, then the length of the first column is greater than (dim L).
. Let ξ be a substitution of basis elements for the variables x 1 , . . . , x n . Then e * T λ f can be rewritten as a sum of polynomials f m,q where 1 m p, q p((dim L)p + 2), and z i , 2 i m, are replaced with elements of N. (For different terms f m,q , numbers m and q, variables z i , y ij , and sets Y i can be different.) Indeed, we expand symmetrization on all variables and alternation on the variables replaced with elements from N. If we have no variables replaced with elements from N, then we take m = 1, rewrite the polynomial f as a sum of long commutators, in each long commutator expand the alternation on the set that includes one of the variables in the inner commutator, and denote that variable by z 1 . Suppose we have variables replaced with elements from N. We denote them by z k . Then, using Jacobi's identity, we can put one of such variables inside a long commutator and group all the variables, replaced with elements from B ∪ S, around z k such that each z k is inside the corresponding long commutator.
Applying Lemma 12 many times, we increase m. The ideal N is nilpotent and ξ(f p+1,q ) = 0 for every q and a proper homomorphism ξ. Reducing q no more than by p((dim L)p + 2), we obtain ξ(e * T λ f ) = 0.
We also need the upper bound for the multiplicities.
Theorem 12. Let L be a finite dimensional H-module Lie algebra over a field F of characteristic 0 where H is a Hopf algebra. Then there exist constants
Remark. Cocharacters do not change upon an extension of the base field F (the proof is completely analogous to [16, Theorem 4.1.9]), so we may assume F to be algebraically closed.
Proof. Consider ordinary polynomial identities and cocharacters of L. In fact, we may define them as H-identities and H-cocharacters for H = F :
for some C 4 > 0 and r 4 ∈ N. Let G 1 ⊆ G 2 be finite groups and let W be an F G 2 -module. Denote by W ↓ G 1 the module W 2 with the G 2 -action restricted to G 1 .
Let ζ : H → End F (L) be the homomorphism corresponding to the H-action, and let
, γ j ∈ H, be a basis in ζ(H). Consider the diagonal embedding ϕ : S n → S mn ,
is a homomorphic image of the F S n -module 
Therefore, it is sufficient to prove that length Remark. In fact, we prove Theorem 13 for all H-module Lie algebras L such that Lemma 10 holds for L.
Lower bound
.
We consider the case d > 0.
Without loss of generality we may assume that
for all 1 ℓ r. In particular, L has nonzero action on each
Remark. If L is semisimple, then, by Example 7, we may assume that r = 1, I 1 = B 1 for some H-simple ideal B 1 of L = B, and J 1 = 0. In this case, we skip Lemmas 14-18, and define T 1 =T 1 = B 1 (which is a faithful irreducible (H, B 1 )-module), j 1 = 1, and q 1 = 0. In Lemmas 14-18 we assume that L satisfy Conditions 1-4 of Subsection 1.7.
Our aim is to present a partition λ ⊢ n with m(L, H, λ) = 0 such that dim M(λ) has the desired asymptotic behavior. We will glue alternating polynomials constructed in Theorem 11 for faithful irreducible modules over reductive algebras. In order to do this, we have to choose the reductive algebras.
Lemma 14.
There exist H-invariant ideals B 1 , . . . , B r in B and H-submodulesR 1 , . . . ,R r ⊆ S (some ofR i and B j may be zero) such that
Since B is semisimple, by [20, Theorem 6], we can choose such H-invariant ideals B ℓ that N ℓ−1 ∩ B = B ℓ ⊕ (N ℓ ∩ B) . Also, applying Condition 4 of Subsection 1.7 to zero algebra, we obtain that L is a completely reducible H-module. Hence we can choose such H-submodules
Thus Property 4 holds. Furthermore,
and Properties 3 and 5 hold too.
Denote by ζ : H → End F (L) the homomorphism corresponding to the H-action. Let A be the associative subalgebra in End F (L) generated by operators from (ad L) and ζ(H). Let a ℓ1 , . . . , a ℓ,k ℓ be a basis ofR ℓ . 
Hence (2) holds for bothB andB 0 . ThusB andB 0 are H-module Lie algebras.
Proof. By Condition 4 of Subsection 1.7, it is sufficient to show that L is a completely reducibleB 0 -module and a completely reducible (ad B k ) ⊕ R k -module disregarding the Haction. The elements c ij are diagonalizable on L and commute. Therefore, an eigenspace of any c ij is invariant under the action of other c kℓ . Using induction, we split L = α i=1 W i where W i are intersections of eigenspaces of c kℓ and elements c kℓ act as scalar operators on W i . By (13), the spaces W i are B-submodules and L is a completely reducibleB 0 -module and (ad B k ) ⊕ R k -module since B and B k are semisimple.
Lemma 17. There exist complementary subspaces
Proof. By Lemma 16, L is a completely reducible (H,B 0 )-module. Therefore, for every J k we can choose a complementary H-invariantB 0 -submodulesT k in I k . ThenT k are both BandB-submodules. Note that (ad a ij )w = c ij w for all w ∈ I k /J k since I k /J k is an irreducible A-module and J(A) I k /J k = 0. Hence, by Lemma 14, (H,B) -module. Property 1 is proved. By Lemma 16, L is a completely reducible (H, (ad B k ) ⊕ R k )-module for any 1 k r. Using the isomorphismT k ∼ = I k /J k , we obtain Properties 2 and 4 from the remarks above. Property 3 is a consequence of Property 3 of Lemma 14.
Lemma 18. For all 1 k r we havẽ
Proof. By Lemma 17, Property 2,
Denote by B k the associative subalgebra of End F (T k ) with 1 generated by operators fromB k . This subalgebra is H-invariant. Then
We get a contradiction with faithfulness ofT k .
By Condition 2 of the definition of d (see Subsection 1.8), there exist numbers q 1 , . . . , q r ∈ Z + such that
Choose n i ∈ Z + with the maximal
for all j ∈ J(A) and 1 k r.
In virtue of Lemma 18, for every k we can choose a faithful irreducible (H, (ad ,ū 11 , . . . ,ū 1q 1 ] , . . . ,
In other words, we can replace ad a iℓ with c iℓ and the result does not change.
Proof. We rewrite ad a iℓ = c iℓ + d iℓ = ψ(a i
Proof. Denote by ϕ i : (ad B i ) ⊕ R i → gl(T i ) the representation corresponding to the action of (ad B i ) ⊕ R i on T i . In virtue of Theorem 11, there exist constants m i ∈ Z + such that for any k there exist multilinear polynomials
alternating in the variables from disjoint sets X
for someū iℓ ∈ L andt i ∈ T i . All j i ∈ J(A) ∪ {1} are polynomials in elements from ζ(H) and ad L. Denote bym the maximal degree of them.
Recall that each T i is a faithful irreducible (H, (ad B i ) ⊕ R i )-module. Therefore by the Density Theorem, End F (T i ) is generated by operators from ζ(H) and (ad B i ) ⊕ R i . Note that End F (T i ) ∼ = M dim T i (F ). Thus every matrix unit e . In addition,
we choosef 1 fork = n−2kd−m 1 2d 1 + 1 and ϕ 1 . The polynomials f i will deliver us the required alternations. However, the total degree of the product may be less than n. We will usef 1 to increase the number of variables and obtain a polynomial of degree n.
and e
ℓlf 1 (x 1 , . . . ,x 2kd 1 +m 1 )e
(1) ss = 0 for some matrix units e
ss ∈ End F (T 1 ), 1 l ,s dim T 1 . Thus
ℓℓr f r (x r1 , . . . ,x r,2kdr+mr )e (r) srℓ t r ,ū r1 , . . . ,ū rqr ]] = 0.
We assume that each f i is a polynomial in x i1 , . . . , x i,2kd i +m i andf 1 is a polynomial in
where f i is alternating in the variables of each X (i) ℓ . Let Alt ℓ be the operator of alternation in the variables from X ℓ . Consider f (x 1 , . . . , x 2kd 1 +m 1 ; x 11 , . . . , x 1,2kd 1 +m 1 ; . . . ; x r1 , . . . , x r,2kdr+mr ) :=
ℓℓr f r (x r1 , . . . , x r,2kdr+mr )e ℓj with the products of elements from (ad B i )⊕R i and ζ(H), and the expression will not vanish for some choice of the products. Using (8), we can move all ζ(h) to the right. By Lemma 19, we can replace all elements from (ad B i ) ⊕ R i with elements from B i ⊕R i and the expression will be still nonzero. Denote by ψ :
the corresponding linear isomorphism. Now we rewrite j i as polynomials in elements ad L and ζ(H). Sincef is linear in j i , we can replace j i with one of the monomials, i.e. with the product of elements from ad L and ζ(H). Using (8) 
Hence 
is a linear combination of long commutators. Each of these commutators contains at least 2kd 1 + m 1 + 1 > n −ñ + 1 elements of L. Hence f 0 does not vanish under a substitution does not vanish under the substitution v ℓ =v ℓ , 1 ℓ n −ñ, obtain that there exist constants
The lower bound has been already obtained.
Applications
In this section we derive Theorems 1, 3, and 4 from Theorem 9 and Theorems 2, 5, and 6 from Theorem 10.
7.1. Applications to graded codimensions.
7.1.1. Gradings by finite groups. In the case of an infinite group we will use a trick (see Lemma 26 below) to pass from an arbitrary group to a finitely generated Abelian one. Unfortunately, this trick makes it impossible to use the explicit formula for the Hopf PIexponent. However, in the case when the group is finite, we can avoid this trick and prove Lemma 22 that enables us to derive properties of graded codimensions from properties of H-codimensions directly and, in particular, to calculate the graded PI-exponent using Subsection 1.8.
Let L be a Lie algebra over a field F . Suppose L is a right H-comodule for some Hopf algebra
If H is finite dimensional, then every H-comodule Lie algebra becomes an H * -module Lie algebra where H * := Hom F (H, F ) is the Hopf algebra dual to H and h
Furthermore, any homomorphism of graded algebras is a homomorphism of (F G) * -module algebras and vice versa.
Let (h g ) g∈G be the basis in (F G) * dual to the basis (g) g∈G of F G, i.e.
i.e. (F G) * is isomorphic as an algebra to the direct sum of copies of F . We treat L(X|(F G) * ) and L(X gr ) as both graded and (F G)
Lemma 22. Let L be a G-graded Lie algebra where G is a finite group. Consider the corresponding (F G) * -action on L. Then
The first assertion is proved.
The second assertion follows from the first one and the equality ϕ V
The H-action and the polynomial H-identity from Example 4 correspond to the grading and the graded polynomial identity from Example 1. Now we can easily derive Theorem 1, in the case when G is finite, from Theorem 7, Lemma 22, and the fact that (F G)
* is isomoriphic as an algebra to the direct sum of fields.
7.1.2.
Gradings by arbitrary groups. The case when G is infinite is treated using a similar duality. Although Lemma 23 is known, we sketch the proof for the reader's convenience.
Lemma 23. Let F be an algebraically closed field of characteristic 0, let G be a finitely generated Abelian group, and letĜ = Hom(G, F × ) be the group of homomorphisms from G into the multiplicative group F × of the field F . Consider the elements of FĜ as functions on G. Then for any pairwise distinct γ 1 , . . . , γ m ∈ G there exist h 1 , . . . , h m ∈ FĜ that
Proof. First consider the case when G is finite. Then, applying the orthogonality relations, we obtain that the space of functions on G is a linear span ofĜ, and we can find such h i . Now consider the case when G = g is an infinite cyclic group. Then we can take χ ∈Ĝ, χ(g k ) = λ k where λ ∈ F × is a fixed element of an infinite order. Using the Vandermonde argument, we obtain that 1, χ, χ 2 , . . . , χ m−1 are linearly independent as linear functions on γ 1 , . . . , γ m , and we can find the required h 1 , . . . , h m .
In the general case
s whereĜ 1 is the group of characters of G 1 . Now we choose the elements for each component, consider their products, and obtain the required h 1 , . . . , h m .
If G is a finitely generated Abelian group andĜ = Hom(G,
. We have the following important property:
Lemma 24. Let L be a finite dimensional Lie algebra over an algebraically closed field F of characteristic 0, graded by a finitely generated Abelian group G. Consider the FĜ-action on
. This set is finite since L is finite dimensional. Define the homomorphism ξ : L(X|FĜ) → L(X gr ) of algebras and FĜ-modules by the formula ξ( Let h 1 , . . . , h m ∈ FĜ be the elements from Lemma 23 corresponding to γ 1 , . . . , γ m . Then a h i ∈ L (γ i ) is the γ i -component of a for all a ∈ L and 1 i m. In particular,
We define the homomorphism of algebras η :
→ L is a homomorphism of algebras and FĜ-modules,
. Denote byf the image of a polynomial f in a factor space. Theñ
. . , γ m }, the mapξη coincides with the identity map on the generators. Henceξη = id L(X gr )/ Id gr (L) . By (17) ,
Similarly, we haveηξ = id L(X|FĜ)/ Id FĜ . Hence
In particular,
Furthermore, G-graded algebras deliver us another example of an H-nice algebra:
Example 9. Let L be a finite dimensional Lie algebra over an algebraically closed field F of characteristic 0, graded by a finitely generated Abelian group G. Then L is an FĜ-nice algebra.
Proof. First, the nilpotent and the solvable radical are invariant under all automorphisms. 
on the other components is zero.) This G-grading corresponds to the natural FĜ-action on End F (V ): Now we can prove a particular case of Theorem 1: Theorem 14. Let L be a finite dimensional non-nilpotent Lie algebra over a field F of characteristic 0, graded by a finitely generated Abelian group G. Then there exist constants
Proof. Graded codimensions do not change upon an extension of the base field. 
Lemma 26. Let L be a finite dimensional Lie algebra over a field F of characteristic 0 graded by an arbitrary group G. Then there exist finitely generated Abelian subgroups
Proof. First, we notice that V gr n = g 1 ,...,gn∈G V g 1 ,...,gn where
Using the process of linearization (see e.g. [4, Theorem 4.2.3]), we get
. This set is finite since L is finite dimensional. Denote V n 1 ,...,nm := Vḡ wherē
where c n 1 ,...,nm (L) := dim
(By a remark in Subsection 1.1, it is not important whether we consider G 0 -or G-grading on L G 0 .) Fix n ∈ N and consider the sets Θ(G 0 ) of all m-tuples (n 1 , . . . , n m ) such that n i 0, n 1 + . . . + n m = n, and n i = 0 for all γ i / ∈ G 0 . Now we introduce a discrete measure µ on Θ(G) by the formula
. By Lemma 25, c n 1 ,...,nm (L) = 0 if n i , n j = 0 for some γ i γ j = γ j γ i . Denote the set of such m-tuples by Θ 0 . Then µ(Θ 0 ) = 0. Hence each nonzero c n 1 ,...,nm (L) equals c n 1 ,...,nm (L G 0 ) for some finitely generated Abelian subgroup G 0 in G. Suppose G 1 , . . . , G r are all Abelian subgroups in G generated by subsets of {γ 1 , . . . , γ m }. Then Θ(G) = Θ 0 ∪ r i=1 Θ(G i ) and using the inclusion-exclusion principle, we get for all finitely generated Abelian subgroups
and by Lemma 24, Example 9, and Theorem 10,
Also we obtain the following upper bound:
Lemma 27. Let L be a finite dimensional G-graded Lie algebra over a field F of characteristic 0 and let G be any group. If G is finitely generated Abelian, then c gr n (L) (dim L) n+1 for all n ∈ N.
Otherwise, there exists a finitely generated Abelian subgroup G 0 and a constant C ∈ N such that c gr n (L) C(dim L G 0 ) n for all n ∈ N.
Proof. Again, graded codimensions do not change upon an extension of the base field, and without loss of generality we may assume F to be algebraically closed. If G is finitely generated Abelian, we apply Lemmas 1, 24, and get the first assertion. Using Lemma 26 and choosing the maximal dim L G 0 , we obtain the second assertion from the first one.
7.2. Applications to G-codimensions. First, we prove that in the case of Lie algebras we can restrict ourselves to the case when a group acts by automorphisms only.
Lemma 28. Let G be a group with a fixed subgroup G 0 of index 2. Let L be a Lie Galgebra. Denote byG the group isomorphic to G and byg ∈G the element corresponding to g ∈ G under the isomorphismG ∼ = G. Then L is aG-algebra whereG acts by automorphisms only and theG-action is defined by the formula
for all a ∈ L.
Conversely, each LieG-algebra where theG acts by automorphisms is a Lie G-algebra where G 0 acts by automorphisms and G\G 0 acts by anti-automorphisms. Moreover, cG n (L) = c G n (L) for all n ∈ N. If G is an affine algebraic group acting on L rationally, thenG acts on L rationally too. (We assume that the structure of an affine algebraic variety onG is the same as on G.)
Hence L is aG-algebra. The converse implication is evident. In this case we define
Therefore, we have an isomorphism ψ : L(X|G) → L(X|G) of G-andG-algebras such that ψ(Id G (L)) = IdG(L), ψ(V G n ) = VG n , and therefore cG n (L) = c G n (L) for all n ∈ N. If G is an affine algebraic group, then G 0 is a closed subgroup of index 2 and G is the disjoint union of closed subsets G 0 and G\G 0 . Denote by O(G) the algebra of polynomial functions on G. Let I 1 = {f ∈ O(G) | f (g) = 0 for all g ∈ G 0 } and I 2 = {f ∈ O(G) | f (g) = 0 for all g ∈ G\G 0 }.
Since G 0 ∩ (G\G 0 ) = ∅, by Hilbert's Nullstellensatz, I 1 + I 2 = O(G). Hence 1 = f 1 + f 2 where f 1 ∈ I 1 , f 2 ∈ I 2 . Then f 2 (g) − f 1 (g) = 1 for all g ∈ G 0 and f 2 (g) − f 1 (g) = −1 for all g ∈ G\G 0 . Therefore, if we multiply all operators from G\G 0 by (−1), the representation still will be rational.
The following lemma enables to derive properties of G-codimensions from properties of H-codimensions.
Lemma 29. Let L be a Lie algebra with the action of a group G by automorphisms. Then L is an F G-module algebra where the action of the Hopf algebra F G on L is the extension of the G-action by linearity. Conversely, each Lie F G-module algebra is a Lie G-algebra. Moreover, c Proof. If we treat G as a subgroup in F G, we obtain g[a, b] = [ga, gb] = [g (1) a, g (2) b] for all g ∈ G.
Using the linearity, we get (2) for H = F G. Hence L is an F G-module algebra. The converse implication is evident.
Therefore, we have an isomorphism ψ : L(X|G) → L(X|F G) of F G-module and Galgebras such that ψ(Id G In particular, Theorem 15 holds for finite dimensional H-module Lie algebras in the case when H is finite dimensional semisimple (see Example 5) .
Applying Lemmas 28 and 29, we get Theorem 16. Let L be a finite dimensional Lie algebra over F . Suppose a finite group G acts on L by automorphisms and anti-automorphisms. Then PIexp G (L) = dim L if and only if L is a G-simple algebra.
Applying Lemmas 28, 29 and Example 6, we get Theorem 17. Let L be a finite dimensional Lie algebra over F . Suppose a reductive affine algebraic group group G acts on L rationally by automorphisms and anti-automorphisms. Then PIexp G (L) = dim L if and only if L is a G-simple algebra.
Moreover, we can apply the results above to graded Lie algebras.
Example 12. Let B = g∈G B (g) be a finite dimensional graded simple Lie algebra where G is an arbitrary group. Then there exist C > 0, r ∈ R such that Proof. Suppose g 1 , g 2 ∈ G, g 1 g 2 = g 2 g 1 . Denote by I j the (graded) ideal generated by B (g j ) , j = 1, 2. Using Lemma 25 and the Jacobi identity, we get [I 1 , I 2 ] = 0. Since B is graded simple, the finite set {g ∈ G | B (g) = 0} consists of commuting elements, and we may assume that G is finitely generated Abelian. Note that the solvable radical of L isĜ-invariant and hence graded. Thus B is an FĜ-simple semisimple Lie algebra, and we get the bounds from Lemma 24 and Example 10.
Note that if L is a finite dimensional semisimple graded Lie algebra, then by [20, Theorem 7] , L is isomorphic to the direct sum of simple graded algebras. Proof. This follows immediately from Theorems 1, 2 and Example 12.
Theorem 18. Let L be a finite dimensional Lie algebra over F graded by an arbitrary group. Then PIexp gr (L) = dim L if and only if L is a graded simple algebra.
Proof. If L is a graded simple algebra, then PIexp gr (L) = dim L by Example 10. Suppose PIexp gr (L) = dim L. By Lemma 27, we may assume G to be finitely generated Abelian. Now we use Lemma 24, Example 9, and Theorem 15.
We conclude the section with an example of a non-semisimple algebra graded by a nonAbelian group. Example 14. Let G = S 3 and L = gl 2 (F ) ⊕ gl 2 (F ). Consider the following G-grading on L:
the other components are zero. Then there exist C 1 , C 2 > 0, r 1 , r 2 ∈ R such that
Proof. Note that L = sl 2 (F )⊕sl 2 (F )⊕Z(L) where the center Z(L) consists of scalar matrices of both copies of gl 2 (F ). Hence V gr n ∩Id gr (L) = V gr n ∩Id gr (sl 2 (F ) ⊕sl 2 (F )) for all n ∈ N. Now we notice that both copies of sl 2 (F ) are simple graded ideals of L and apply Example 13.
Many examples of Lie algebras with a G-grading and G-action are considered in [18, Subsection 1.5].
