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We have applied a comprehensive theory of photometric errors to the design and evaluation of an inexpensive stabilized photometer. The photometer is described in terms of a group of modules, the characteristics of which are described in terms of their effect on specific error coefficients. Procedures described in this paper show how the principles described earlier [Clin. Chem. 20, 1028 (1974 ] can be used to optimize the design of new instrumentation or to evaluate the performance of existing instrumentation. Chemical data are included to verify the agreement between predicted and experimental results. and R. The output from OA1 provides a bias current to turn the 2N3638 transistor off when iR> icp'r and on when iCpT > i. When the transistor is off, the gate of the triac is biased so that the triac will turn on when the absolute magnitude of line voltage reaches some predetermined value greater than zero. Thus, the triac can turn on, and current can flow in the source only when iR> icpT.
There is continuing interest in improved reliability
The output from the integrator can be represented in the differential form as
where C is the feedback capacitor (470 X 1012 F)
and CPT and iR are the instantaneous currents. The maximum slope of an oscilloscope tracing of the output of OA1 is about 25 V/s, corresponding to a maximum value of kepT -ipJ -25 V/s X 470 X 1012 F, or about 12 X 109A. Since the reference current in this work was about 110 X 109A, this corresponds to a maximum amplitude for the 120-Hz component of about 12/110 or 0.1 T (10% T). Because this signal component results from systematic source fluctuations, it will show up as a proportional error in the sample channel and must be reduced by the amplifier system in that channel.
The output waveform from OA1 exhibits asymmetrical nature that results from the different fractions of the positive and negative half-cycles during which current flows in the source. Moreover, if the triac is held off for more than about 20% of any halfcycle (1.6 ms), the system becomes unstable, causing the lamp to flicker badly. Thus the range of control for this system is limited to a rather small percentage of the total power dissipated in the source, but this has not represented any serious limitation to our use of the system. The inductance-capacitance filter decreases the amount of high-frequency switching noise imposed on the line voltage by the triac (7).
Sample Channel
For the purpose of this and subsequent discussions it is convenient to discuss the sample-channel circuitry in terms of the three modules represented in The manner in which these modules and the synchronous sampling technique affect the error coefficients and the overall performance of the instrument is discussed in the next section.
Results and Discussion

Sample-Channel CircuitComponents
Offset and gain. The primary function of the offset and gain circuit represented by module C in Figure 2B is to reduce the contribution of the analogto-digital converter to the independent error coefficient well below that from other components in the photometer.
All numerical results reported below were obtained with the offset and gain adjusted so that the quantification error of the analog-to-digital converter is smaller than the independent error coefficients reported.
Current to voltage converter. The primary function of module A is to convert the phototube current to a voltage that can be sampled and related to the absorbance of the sample. The upper trace in Figure  3A represents the output at TPI when no filtering capacitor is included in the feedback loop of 0A2. The major noise component is a 120-Hz signal, which most likely is a direct result of ripple imposed on the source intensity by the control circuit. If it were not removed, this 120-Hz component would show up in the proportional error coefficient. The lower trace in Figure 3A illustrates the reduction in the 120-Hz component achieved with a 0.005 tF capacitor in the feedback loop of 0A2. We chose a 50-ms time constant in this module as a compromise between that required to reduce the noise component to an insignificant level and that which provides acceptable response speed. The error coefficients in the first row of Table 1 represent the values achievable with modules A and C with electrical components shown in Figure 2B . Figure 3B shows that although the filter capacitor included with 0A2 has reduced the ac noise component, it has not eliminated it. This trace also exhibits both 60-and 120-Hz components.
The 60-Hz component results from environmental pickup. Because we did not wish to increase the time constant of our circuits beyond 0.05 s, we chose another approach to reducing the effect of these frequency components. The approach, which we shall call synchronous sampling, is to sample the waveform at time intervals corresponding to whole number multiples of 1/60th of a second. In this way, the waveform is sampled at the same point on different cycles for all harmonics of 60 Hz and the result is to reduce the effects of these noise components.
The second row of data in Table 1 shows how synchronous sampling reduced both the independent and proportional error components relative to the values in the first row for asynchronous sampling.
Differential amplifier.
The upper waveform in Figure 3B exhibits some fine structure that we had not expected from the anticipated 60-and 120-Hz components.
We discovered that the ground line had an unusual waveform on it and that this waveform was contributing to the photometer noise. To reduce the effect of this noise component, we introduced the differential amplifier represented by module B. It should be noted that, except for the additional filtering included with the differential amplifier, module B will reduce the effects of only those noise components that are common to the ground and signal lines. The lower trace in Figure 313 illustrates the effectiveness of module B in reducing the noise components. The third row of data in Table 1 
System performance:
Data in the last two rows of Table 1 illustrate the performance of the photometer at other wavelengths of interest to clinical chemists. There is an apparent improvement in the independent error coefficient at 615 nm compared to 500 and 340 nm. We are unable to explain this difference, because S#{176}T,o should be dependent primarily upon dark current, which is independent of wavelength. It is observed from the first four rows of Table 1 that none of the electronic or sampling options discussed above had any effect on the square-root error coefficient. However, it is clear from the last three rows that S#{176}T,1/2 is dependent upon wavelength. This is expected because this error component arises primarily from shot noise at the detector. Because the error coefficient should be proportional to the square root of the number of photons striking the detector during a sampling period, and because the radiant flux is lower at the shorter wavelength, it is expected that S#{176}T,1/2 should be lower at shorter wavelength.
In interpreting these data, one should keep in mind that the relative transmittance error increases with v'ii7n where n is the number of photons detected during a sampling period.
Stability
To this point we have discussed only high-frequency noise components.
Because many clinical measurements involve measurement times lasting several minutes, it is desirable to discuss the short-and longterm drift components of the system. We have observed that the total long-term variation is less than 0.04%T during a 1-mm period for the stabilized photometer, compared to 0.8% for the unstabilized photometer. In other experiments we compared the longterm drift of the stabilized photometer with that of x -0.001, respectively. The uncertainty expected from the linear transmittance system was less than 0.001 T. Taken as a group, the data in Table 2 represent a linear dynamic range of phototube currents over four orders of magnitude. This observation is supported by the fact that the root mean square values of the error coefficients in the last four rows of Table 1 are all less than 1 X 10'T or 0.01% T. Figure 4) , we elected to use kinetic analyses to evaluate the validity of data reported above. Chemical systems chosen for this study included kinetic methods for cholesterol (9), lactate dehydrogenase (EC 1.1.1.27), and aspartate aminotransferase (EC 2.6.1.1). The cholesterol system was selected be- 
Evaluation for Kinetic Analyses
Cholesterol.
Earlier work with a kinetic method for cholesterol (9) has shown that the coefficient of variation for repeat runs made near zero absorbance can be expected to be in the range of 1%. If this system were used for measurements at higher absorbance values, then any increase in the coefficient of variation could be attributed directly to photometric errors. We used neutral density filters to adjust the absorbance to desired values and made repeat runs on a 2 g/liter cholesterol sample at initial absorbance of 0, 1, and 2 under conditions for which the error coefficients for the photometer had values of S#{176}T,o = 1.5 X 106, S#{176}T,1 = 8.2 X 10, and S#{176}T,1/2 = 3.1 X 10'. Results are included in the first three lines of Table 3 and in Figure 4 . The solid curve in Figure 4 tepresents the predicted error calculated with equa-tion i3c from ref. Table 3 summarize conditions and results for two groups of analyses for each enzyme. The agreement between predicted and observed precision is not as good as in the case of cholesterol. We believe that a major reason for the differences is the observed nonlinearity of absorbance vs. time plots. This position is supported by the fact that comparable precision is achieved for cholesterol with smaller absorbance intervals.
We believe this report demonstrates that our treatment of photometric errors can be a useful guide in the design and evaluation of photometric instrumentation and that the optical feedback photometer is useful for precise measurements of small absorbance intervals.
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