Adaptive Control of Axisymmetric Jets by Cavities by Meganathan, Abraham Joseph
University of Tennessee, Knoxville 
TRACE: Tennessee Research and Creative 
Exchange 
Doctoral Dissertations Graduate School 
5-2005 
Adaptive Control of Axisymmetric Jets by Cavities 
Abraham Joseph Meganathan 
University of Tennessee - Knoxville 
Follow this and additional works at: https://trace.tennessee.edu/utk_graddiss 
 Part of the Mechanical Engineering Commons 
Recommended Citation 
Meganathan, Abraham Joseph, "Adaptive Control of Axisymmetric Jets by Cavities. " PhD diss., University 
of Tennessee, 2005. 
https://trace.tennessee.edu/utk_graddiss/2261 
This Dissertation is brought to you for free and open access by the Graduate School at TRACE: Tennessee 
Research and Creative Exchange. It has been accepted for inclusion in Doctoral Dissertations by an authorized 
administrator of TRACE: Tennessee Research and Creative Exchange. For more information, please contact 
trace@utk.edu. 
To the Graduate Council: 
I am submitting herewith a dissertation written by Abraham Joseph Meganathan entitled 
"Adaptive Control of Axisymmetric Jets by Cavities." I have examined the final electronic copy of 
this dissertation for form and content and recommend that it be accepted in partial fulfillment 
of the requirements for the degree of Doctor of Philosophy, with a major in Mechanical 
Engineering. 
Ahmad D. Vakili, Major Professor 
We have read this dissertation and recommend its acceptance: 
Roy J. Schulz, Gary A. Flandro, Basil N. Antar, K.C. Reddy 
Accepted for the Council: 
Carolyn R. Hodges 
Vice Provost and Dean of the Graduate School 
(Original signatures are on file with official student records.) 
 
 
To the Graduate Council: 
 
I am submitting herewith a dissertation written by Abraham Joseph Meganathan entitled 
“Adaptive Control of Axisymmetric Jets by Cavities”. I have examined the final electronic copy 
of this dissertation for form and content and recommend that it be accepted in partial fulfillment 




       ____________________________ 
       Major Professor 
We have read this dissertation 
















       Accepted for Council: 
 
 ____________________________ 
 Vice Chancellor and Dean of 
 Graduate Studies 
  
 
 (Original signatures are on file with official student records.) 
Ahmad D. Vakili 
Roy J. Schulz 
Gary A. Flandro 

























Presented for the 
Doctor of Philosophy 
Degree 






















The author thankfully acknowledges the love, support and guidance of GOD and his 
family that has sustained him throughout the years of his life. 
Sincere appreciation and thanks is expressed to the author’s faculty advisor Dr. Ahmad 
Vakili for his continuous encouragement, valuable advice and support throughout the course of 
this study. 
The author would like to thank his dissertation committee members Dr. Basil Antar, Dr. 
Gary Flandro, Dr. K.C. Reddy and Dr. Roy Schulz for their advice and constructive comments 
regarding this work. 
Special thanks are expressed to the UTSI Gas Propulsion Lab support personnel Mr. 
Chris Armstrong, Mr. Jim Goodman, Mr. Gary Payne and last but not the least Mr. Keith Walker 
particularly for his help in making the phase locked measurements. 
The author wishes to extend his thanks to friends and well-wishers who have encouraged, 




 Actuators capable of producing large amplitude oscillations at desired frequencies are 
needed in many flow control applications. In this dissertation, turbulent jets were actuated using 
self-sustaining oscillations in axisymmetric cavities. Tested geometries include baseline turbulent 
jets passing through axisymmetric cavities, with and without peripheral walls. Cavity length to 
depth ratio (Lc/Dc) was varied from 1 to 5 and data were collected at several intermediate steps. 
Tests were performed with air over a Reynolds number, based on jet exit diameter, range of 
40,000 to 225,000 in low to high subsonic jet flow conditions. Pressure signals, 2D velocity data 
obtained using Particle Image Velocimetry (PIV) and 2D axisymmetric Computational Fluid 
Dynamics (CFD) modeling were concurrently used to analyze and understand the problem.  
Measurements on baseline turbulent jets showed that the near field coherent structures 
and their residence time are two important factors that could be manipulated to influence the 
initial growth rate of a jet. Frequency of oscillation of the pressure field within the cavity was 
primarily dependent on the length scale (length to depth ratio and the pipe diameter) of the cavity 
and the Mach number of the flow. Axisymmetric cavities with cavity length to depth ratio 1.5 – 
2.0, preferably 1.75, placed immediately after the exit of the jet exhibited a resonant condition 
(between the axial shallow cavity mode and the radial acoustic mode of the pipe) with very high 
amplitude oscillations (in excess of 180 dB within the cavity) at moderate to high Reynolds 
number range of this study. Comparison with baseline jets based on centerline velocity decay and 
lateral jet spread rate showed that mixing characteristics had improved significantly. The 
potential core length (location of 90% jet exit velocity) for the best case was at 1D as compared to 
5D for the baseline jet. Ensemble averages of different phases of an oscillation cycle (along the 
jet flow direction and in the cross-section) were used to recreate the oscillation cycle (flow 
visualization images, velocity and vorticity fields) and study the flow structures in the near field. 
Mode of oscillation (axial / helical) of the jet exiting the cavity was found to be dependent on the 
inlet and exit boundary conditions of the cavity. Cavities with sharp orifices at the inlet and exit 
boundaries had complex helical mode structures in the near field of the jet. When the exit 
boundary of the cavity had a short pipe instead of a sharp orifice, only axial mode vortex rings 
remained in the near field. However the jet entrainment was not as high, as in the case of sharp 
orifices.  
Keywords: Turbulent Jet, Jet Actuator, Flow Control, Phase Locked Measurements, Particle 
Image Velocimetry (PIV) 
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Flow control as an art has been pursued since pre-historic times and still is one of the 
most actively researched areas in modern day fluid mechanics. In the context of this study, flow 
control is defined, as the ability to manipulate a flow field and to achieve specific desired effects 
that greatly improve the efficiency of a fluid system. Experiments have shown that under certain 
conditions, with small levels of energy external or otherwise, selectively applied at strategic 
points in a flow, major changes in the large-scale structures of flow field may be accomplished 
[Vakili & Chang 1991]. 
From streamlined spears and fin-stabilized arrows, the intent of current researchers of 
flow control has evolved to delay or to advance transition, to suppress or to enhance turbulence 
and to prevent or to promote separation, resulting in drag reduction, lift enhancement, mass, 
momentum and heat transfer enhancement and flow-induced noise reduction. Flow control is still 
more of an art than science, because the objectives of flow control are often inter-related, leading 
to potential conflicts, necessitating intelligent design trade-offs. 
1.1 Coherent Structures 
Historically, study of turbulence has been approached from two different viewpoints [Ho 
& Huerre 1984]. The first viewpoint is the classical approach that turbulence is strictly a random 
process that can be described statistically. The second more widely accepted and current 
viewpoint is that the quasi-periodic, large-scale vortex structures are the main elements of 
turbulent flows. The fact that turbulent flows at certain regions are not completely random, but 
possess large-scale, spatially correlated motions was experimentally discovered in the middle part 
of last century [Townsend 1952, Crow & Champagne 1971, Brown & Roshko 1974]. Hussain 
[Hussain 1980, 1983, 1986] defines coherent structures as a connected turbulent fluid mass with 
instantaneously phase correlated vorticity over its spatial extent and thereby emphasized vorticity 
as a characteristic measure of coherent structures. Robinson [Robinson 1991] defines a coherent 
motion as a three-dimensional region of flow over which at least one fundamental flow variable 
exhibits significant correlation with itself or with another variable over a range of space and / or 
time that is significantly larger than the smallest local scales of the flow. Coherent structures have 
been studied extensively and have been shown to be an important factor in governing the macro-
characteristics (transport properties) of turbulent flows, like mass, momentum and heat transfer 
properties [Winnant & Browand 1974, Browand & Weidman 1976, Ho & Huang 1982]. 
Coherent structures have been observed in all types of turbulent flows including free-
shear flows [Brown and Roshko 1971, 1974, Roshko 1976, Fiedler 1988,1998] and wall-bounded 
flows [Townsend 1961, 1970, Bakewell & Lumley 1967] even though they are much easier to 
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detect in the former. The existence of large-scale coherent motions in mixing layers, jets and 
wakes is a manifestation of the dynamic instability associated with the local inflectional mean-
velocity profiles. So, free shear layers have pronounced organized motions and wavelike 
structures [Fiedler 1988,1998]. These structures have been observed even at high Reynolds 
numbers far from transitional. Figure 1.1 [Brown & Roshko 1974] shows the mixing of a fast 
moving stream of helium (top) and a slower stream of nitrogen (bottom) both moving from left to 
right. The Reynolds number is in the order of 10
6
. Increasing the Reynolds number further, 
produces more small-scale structures without significantly altering the large eddies.  
The major interest in coherent structures is due to the realization that they can be used for 
flow control. Liepmann [Liepmann 1979] was perhaps the first to suggest that the existence of 
deterministic eddies in turbulent flows could be exploited for control purposes via direct 
interference with these large structures. It is recognized that the large-scale structures are a 
manifestation of hydrodynamic instabilities. Also they are sensitive to initial and environmental 
conditions within certain energetic threshold and spectral ranges and are thus susceptible to 
control [Liu 1989].  
1.2 Mixing 
Efficient mixing of fluids is crucial in many engineering devices. Fuel efficiency and 
reduction of toxic emissions are governed by the degree of mixing between fuel and the oxidizer. 
Incomplete or non-uniform mixing leads to unburned reactants and production of pollutants. In 
the combustor of a jet engine, time and space are rare quantities. Fuel and air both at high 
velocities must mix within a very short length.  
Mixing is a process involving a reduction of length scales [Hak 2000]. At very small 
scales, and high gradients, molecular diffusion dominates. The rate of transport by molecular 
diffusion depends on (1) the surface area, (2) the appropriate diffusion coefficient (e.g., viscosity 
coefficient when transporting momentum or vorticity), and (3) the gradient of the transported 
quantity. Given unlimited time and space, molecular diffusion alone can solely achieve any 
desired transport of mass, momentum or energy. Microscopic fluid motions are responsible for 
molecular diffusion. At scales much larger than molecular diffusion, mixing is enhanced by 
advection. Macroscopic fluid motions are responsible for advection. This is the mechanism by 
which distant fluid particles eventually come in contact with one another. This can be represented 
as the stretching and folding of material surfaces in three-dimensional flowfields. The enhanced 
stretching and folding process can result in greater surface areas and higher gradients available 
for molecular diffusion to complete the mixing process by eliminating any remaining 
discontinuities. These macroscopic motions can be either incoherent and unorganized small-scale 
structures (random turbulent fluctuations), or coherent and organized large-scale 
structures/eddies. Usually, the large-scale coherent structures are filled with incoherent motions 
of smaller scales. The large eddies control the dynamics of the flow and any type of flow control 
to enhance mixing should be directed towards processes that produce and sustain the large eddies 

















Figure 1.1. Shadowgraph of a mixing layer between two gaseous streams flowing from left to 
right. [Brown and Roshko, 1974] 
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The goal is to achieve an order one effect using an order ε perturbation. The control is 
best carried out in the initial stages of development because the growth of shear layers is rather 
sensitive to their initial conditions.  
Several studies [Wu et. al 1988, Vakili & Chang 1990, 1991, 1994, 1995, Johari et. al 
1998, Vakili & Sauerwein 1999, Vakili & Miller 1999] have shown that pulsed jets have 
increased penetration into a cross flow and increased entrainment as compared to steady jets. The 
primary reason for the increased penetration is the formation of vortex rings at each pulse. The 
increase in penetration has been observed to be higher for lower frequencies as compared to 
higher frequencies for a given injection velocity to free stream velocity ratio. The increase in flow 
penetration is affected by the interactions between adjacent vortex rings. At higher frequencies 
the spacing between adjacent vortex rings is reduced. As a result, adjacent vortex rings stretch 
and deform under their mutual induced flow fields, reducing their self-induced translation 
velocity. If the objective of the application is to increase blockage of the cross flow, one would 
desire the vortex rings to remain very closely spaced and to travel deep into the cross flow. 
However, as mentioned above, for the rings to travel farther into the flow, they must not be too 
close to each other. However, if the objective of the application is to mix two fluids as in the 
combustion chamber of an aircraft, it might be advantageous for the vortex rings to form, grow 
and collapse into turbulence within the shortest distance possible. 
1.3 Motivation and State of the Art 
The desire for this study has its origins in applications requiring high amplitude, high 
frequency and high bandwidth actuators. Examples of such applications include flow attachment 
over airfoils, underwater sound generation, deep-hole drilling and mixing of fluids as in aircraft 
combustion chambers, jet noise control, thrust vector control, metal deposition and gas dynamic 
lasers [Gutmark et. al 1995]. The basic fact behind these actuators is the highly organized vortical 
structures that make momentum or mass transfer possible more effectively. Different applications 
require different types of organization of the coherent structures for achieving the objective of the 
application.  
1.3.1 Current Jet Excitation Techniques 
Frequently, in many of these applications, a fluid is injected into the main flow. As the jet 
exits from the nozzle, a shear layer is formed. As previously mentioned, shear layers formed in 
the jets are inherently unstable and lend them to flow control methods especially in the subsonic 
regime where compressibility effects are not significant. Even in the supersonic regime, the jet’s 
shear layer can be manipulated even though it is more stable and requires strong sources of 
excitation. Jet excitation techniques can be broadly grouped in two categories. 
1. Passive control techniques 
2. Active control techniques 
Passive control techniques are realized by changing the geometry of the nozzle from 
which the jet exits. They do not require any supply of external energy to excite the flow. These 
devices make use of the kinetic energy of the jet. Therefore, total pressure losses could be 
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expected. The design trade-off would be to evaluate the mixing enhancement as compared to the 
loss of energy from the main flow. According to Vakili [Vakili 1990], the basic principle for 
passive control is to accommodate the flow such that resonance occurs between the shear layer 
instabilities and a feedback generated by the boundaries through geometrical control of some 
characteristic length(s). This may be accomplished in practice by precise control of geometry, 
termed, “Tuned Boundaries”. The feedback loop created under tuned condition ensures the self-
sustaining interactions by proper phase relationship between the downstream and upstream for a 
given flow. A boundary may be tuned to fundamental frequencies, sub-harmonics or higher 
harmonics of shear layer instabilities.  
Geometry modification, being simple and quite effective has been extensively studied 
and has resulted in the discovery of new phenomena like axis switching.  Most commonly 
attempted passive excitation is to change the shape of the nozzle from which the jet exits. 
Examples of non-circular shape nozzles studied are: square jets [Trentcoste et. al 1967], 
rectangular jets [Sfeir 1979], triangular jets [Sforza et. al 1966, Schadow & Gutmark 1988], 
elliptic jets [Gutmark & Ho 1982, 1987, Hussain 1983], orifice jets [Gutmark 1987], lobbed 
nozzles [Tillman & Presz 1993, Presz 1994, Hu et. al 1996, Power et. al 1994, Smith et. al 1997], 
crown shaped nozzles [Longmire 1991], inclined nozzles [Gutmark 1992] and stepped nozzles 
[Schadow et. al 1990]. Some of these methods take advantage of a phenomenon called axis 
switching [Koshigoe 1989] which could help in the breakdown of the vortices thereby enhancing 
small-scale mixing. Another way of passive excitation is to introduce some element in the flow 
with the purpose of generating vortices. Some can take advantage of the self-sustaining flow 
instabilities produced by these elements. Examples include trip wires in plane shear layers, 
splitter plates, mechanical tabs [Reeder & Samimy 1993, 1996, Zaman 1991] of different shapes 
especially delta tabs [Zaman 1994], whistler nozzles [Selerowicz 1991, Schreck 1993], cylinders 
[Umeda 1987] and cavities [Yu et.al 1994] placed upstream or downstream of the exit. 
Active control techniques are realized by supplying external energy at frequencies that 
match with the flow instability band of the jet and take advantage of the natural amplification of 
the flow. One can exert control over entrainment rates and even control the molecular mixing as a 
result of the dynamics of the large-scale structures. Proper selection of the excitation frequencies 
could either enhance or suppress the growth and entrainment characteristics of the shear layer. 
Examples include mechanical devices such as fluctuating flaps [Binder & Didelle 1981], spinning 
butterfly valves and vibrating ribbons, electromagnetic devices such as piezo-electric shims 
[Kibens & Glezer 1992], acoustical perturbations using loud speakers [Borisov & Gynkina 1975, 
Tam 1978, Lepicovsky 1986], hydrodynamic methods such as periodic suction or blowing 
[Strykowski & Krothapalli 1993], thermal techniques such as heating strips or electric discharge 
[Martens et. al 1994] and fluidic actuators based on synthetic jet technology [Glezer & Amitay 
2002]. Excitation can be applied as a single frequency forcing or a multiple frequency excitations. 
It has been shown that with multiple mode excitations, especially a combination of axial and 
azimuthal modes can remarkably alter the structure and the vortex topology of the jets [Reynolds 
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et. al 2003]. At proper combinations of these modes, the jet can be separated into two 
(bifurcated), three (trifurcated) or more jets which at higher numbers are called blooming jets. 
Despite these remarkable achievements, it remains to be seen whether these techniques, rather the 
apparatus required for these techniques to work, can withstand the harsh environment of 
combustors and reactors or produce high enough power to make significant contributions towards 
organizing the structures [Hussain & Hussain 1983]. 
Jet excitation techniques can also be classified on the basis of the source of the energy 
supplied to excite the flow. The three different groups are  
1. Mechanical Excitation   
2. Acoustic Excitation 
3. Fluidic Excitation 
Mechanical excitation involves the physical movement (vibration / rotation) of an 
element placed on the nozzle. The element might be a flap, a vane or a piezo electric material 
placed at regions of maximum sensitivity. These devices can produce very large amplitude 
oscillations. But, they might not be suitable for situations where very high frequency oscillations 
are required. Also the ability of electromechanical devices to perform under harsh conditions is 
still not very clear. 
Acoustic excitation involves directing intense sound energy to the jet. This is one of the 
easiest ways to produce high amplitude oscillations in controlled environments as in labs. Very 
good frequency control can be achieved using acoustic excitations. Controlled excitations of 
multiple frequencies, which result in bifurcations and related phenomena, can be readily achieved 
through acoustic excitations. This method also suffers from the same problems related to its 
suitability in harsh environments and requirements of very high power when applied to practical 
applications. 
Fluidic excitation takes advantage of certain geometrical features in the nozzle, which 
can produce self-sustaining oscillations. They can produce very large amplitude oscillations at 
certain combinations of geometrical and flow parameters. So they don’t allow for a smooth 
control of frequencies. And they might also have much greater cycle-to-cycle variations than the 
other methods. But fluidic devices can be more robust in harsh environments and is the major 
reason for the continued interest in these devices. 
1.4 Approach of the Current Study 
Evolution of coherent structures are dependent on the initial and environmental 
conditions and hence different modes can be achieved with a better understanding of the effects 
of these conditions on the evolution of organized structures in shear flows. 
In this study, pulsed flow is generated using the interaction of a passive enclosed 
geometry and the jet. Flows in cavity type geometry are susceptible to generate self-sustained 
oscillations [Krishnamurthy 1955, Rossiter 1964, Rockwell & Naudascher 1978, 1979, Sarohia 
1977]. These types of configurations are usually called impingement type geometries because 
they contain an obstructed shear layer. 
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Figure 1.2 shows a list of configurations that are susceptible to develop self-sustained 
oscillations. A schematic of the self-sustaining oscillation mechanism is shown in Figure 1.3. 
Energy is introduced in the form of a constant momentum jet with turbulent boundary layer. Due 
to the inherent instability of the jet’s shear layer, small perturbations grow to form vortex 
structures. These vortices are convected downstream where they interact with a solid boundary or 
other large scale eddies. As the vortices interact with the solid boundary, a fluctuating pressure 
field is created which travels upstream to create perturbations at the upstream edge. Thus a self-
sustained oscillation is set up. When the instability caused by the cavity dimensions match with 
the shear layer instability generating mechanisms, it is possible to achieve very high amplification 
rates of the instability of the jet shear layer. Flow over external and internal cavities have been 
studied for a very long time with an emphasis on reducing the flow oscillations caused by them. 
Here we attempt to use the self-sustaining cavity oscillations to provide a source for organizing 
an axisymmetric jet’s flow structure. 
Experiments were conducted to study the effect of two different impingement geometries 
on axisymmetric jets. 
Case 1. A radially unconfined cavity of infinite depth – (also called a 'hole-tone' device) 
An axisymmetric jet interacts with an orifice plate while the space between the exit and 
the orifice plate is unconfined in the radial direction. 
Case 2. A confined cavity placed at the jet-exit. 
Effects of different cavity inlet and exit boundary conditions on these geometries were also 
studied. 
There is a need for pulsing devices that would be able to tune to a wide range of 
frequencies and still have high amplitude fluctuations. Even though many devices have been 
designed and tested, there still is a lack of complete understanding of the various mechanisms that 
play a crucial role in the production, sustenance and modulation of the pulses of an injected fluid 
especially for high speed applications. The lack of the availability of high bandwidth and high 
amplitude actuators has been one of the major obstacles in active control of high-speed flows. 
This study is an effort to understand the basic physics necessary to design efficient fluidic devices 
for applications requiring rapid mixing of fluids as in aircraft combustion chambers, jet noise 
control, thrust vector control, metal deposition and gas dynamic lasers. 
1.5 Objectives 
Control of jet development for practical applications strongly depend on a thorough 
understanding of how coherent structures are formed, how they interact, how they breakdown 
into turbulence and how their dynamics affect the growth of the jet. The objectives of this study 
are 
1. To provide an explanation, from a fluid mechanics point of view, of the process that takes 
place when a relatively steady axisymmetric jet is subjected to the presence of different 






a. Jet - Ring b. Jet - Edge c. Jet - Hole
d. Jet - Plate e. Organ Pipe f. Hartmann Tube
g. Sudden Expansion h. Confined Cavity i. Open Cavity
 
Figure 1.2. Examples of shear-layer and impingement geometries that produce self-sustained 





Figure 1.3. Schematic of a self-sustained oscillation mechanism over shallow cavities.
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2. To identify geometries and flow conditions, that exploit the interaction between an 
enclosed cavity and the shear layer instability to generate high frequency, high amplitude 
pulses. 
3. To study the relation between the presence of different modes and relative amplitudes on 
the basis of geometric and flow parameters. 
4. Investigate thoroughly the flowfield of the Axial Jet Actuator’s (AJA) mixing layer with 
emphasis on the formation, interaction and breakdown of the flow structures in the near 
field using experimental and numerical means. 
1.6 Organization of The Study 
Chapter 2 presents details of the experimental set-up, geometries studied and the different 
measurement techniques used in this study. Chapter 3 presents a brief background on the 
numerical methods employed by CFDACE solver and details of the grid used for this study. 
Chapter 4 presents the results and its analysis of data. The presentation of results begins with a 
study of natural axisymmetric turbulent jets. The following two sections presents results from two 
different configurations used for exciting a base flow in this study. Chapter 5 presents the 
conclusions derived from this study. Appendix A discusses a heat separation phenomenon 




EXPERIMENTAL APPARATUS AND DATA ANALYSIS  
 
As previously mentioned, the objective of this study is to investigate the effect of 
axisymmetric cavities on the growth and mixing characteristics of axisymmetric jets. Detailed 
measurements were made to evaluate different model configurations by comparing their 
centerline velocity decay, shear layer growth rate, entrainment ratio, turbulent intensity maps, 
topology of vortical structures in flowfield and spectral content of the pressure field. The 
measurements performed are comprised of flow visualizations, static and total pressure 
measurements, and mean, phase averaged and instantaneous velocity field measurements. 
2.1 Jet Testing Setup 
A schematic of the jet testing arrangement is shown in Figure 2.1. High-pressure air 
supply source is a set of reservoir tanks having a storage capacity of about 750 ft
3
 at 3000 psi. Air 
from the reservoir was regulated into a 3-inch diameter pipe approximately 30 ft. long using 
control valves. This line acted as the settling chamber and can support a maximum line pressure 
of 150 PSI. The 3-inch line was reduced in two steps to a 1-inch line using standard pipe 
reducers. Different model configurations can be connected to the end of the 1-inch line. An 
orifice meter with an orifice diameter of 0.5-inches on the 2-inch pipe segment was used to 
measure the mass flow rate. The uncertainty estimate for an orifice meter having a beta ratio 
(ratio between the orifice diameter to the pipe inside diameter) between 0.2 and 0.7 is ±0.5%. 
Minimum uncertainty occurs between 0.2 and 0.6 beta ratios and Reynolds numbers above 
1,000,000. The orifice plate was designed for a mass flow rate range of 0.05 – 0.2 lbs/sec having 
a turndown ratio of 4 to 1. Mass flow rate was controlled using a control valve on the 1-inch line. 
Honeycombs and screens were installed in the final leg of the 1-inch line to condition the flow. 
The final leg is longer than 30 times the diameter of the pipe thus ensuring that the flow is 
symmetrical and closely approaching a fully developed turbulent pipe flow. Tests were performed 
over a Reynolds number, based on jet exit diameter, range of 40,000 to 225,000 in low to high 
subsonic jet flow conditions.  
2.2 Test Models 
A number of models were designed and tested to study the effect of cavity (axisymmetric 
and asymmetric) geometrical parameters and flow parameters. Results chosen from the tested 
models and presented in this report include baseline turbulent jets and baseline turbulent jets 
passing through different axisymmetric cavities placed at the exit of the jet. Each model is briefly 
described in the following paragraphs. 
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Figure 2.1. Schematic of jet test equipment and data acquisition systems
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2.2.1 Baseline  
 The baseline turbulent jet was a short pipe attached to the supply line as shown in Figure 
2.2a. It is a smooth aluminum pipe extending four jet diameters upstream of the exit. To study the 
natural processes in the growth of a jet, different exit geometries were also studied. An orifice jet 
shown in Figure 2.2b had a finite lip thickness of 0.0625 inches and a bevel (flat surface facing 
the jet). After studying different orifice plates, it was decided to use a bevel with 30˚ from the jet 
flow direction. A contoured nozzle and a diffuser (contoured nozzle placed in the opposite 
direction) were also tested. Different orifice sizes were also tested. Details of the geometries are 
descibed in Table 2.1. Other investigators have extensively studied jets issuing from a contoured 
nozzle and constant diameter pipes jets. In order to make a uniform comparison between the 
excited jets from different models, the pipe jet was used as the baseline jet.  
2.2.2 Hole-Tone Actuator  
A schematic of a hole tone actuator is shown in Figure 2.2c. We refer to this model as the 
radially unconfined cavity with infinite depth. A baseline turbulent jet is directed upon a baffle 
with an orifice. The distance between the jet exit and the baffle can be varied. The downstream 
baffle plate is supported through 4 thin plates around the circumference and fastened to the 
upstream body. This type models have been studied extensively in the literature a few decades 
ago [Chaunad 1965, Umeda 1987]. Studies using flow visualization and point-wise velocity 
spectra have allowed us to gain a good understanding of many aspects of the problem. This 
problem was revisited in this study for a number of reasons. One reason is that, this configuration 
allows us to study the axisymmetric cavity as a reduced order model with only the effect of axial 
distance  (not the pipe diameter or the cavity depth) playing a major role. Another reason is, the 
relatively uncomplicated optical access available in the region between the exit and the baffle. A 
survey of current literature did not show any evidence that this case has been studied using 
advanced global measurement techniques that can confirm and improve our current 
understanding of the flow development. All tested configurations are described in Table 2.1. 
2.2.3 Axial Jet Actuator (AJA) 
In this configuration, a confined cavity is placed at the jet exit. The inlet/exit boundaries 
of the cavity could be a baffle with an orifice (same as the baffles used for orifice jet in baseline 
studies) or a short pipe (the baseline geometry as discussed in the baseline model description). 
Two configurations extensively tested and discussed in the results are shown in Figures 2.2d and 
2.2e. Configuration in Figure 2.2d shows baffles with orifices used as the inlet/exit boundaries of 
the cavity. Here, the impingement surface (trailing edge of the cavity) is also the exit. Therefore, 
the source of excitation is very close to the most sensitive region of the jet. Configuration in 
Figure 2.2e has a short pipe as the exit boundary of the cavity. In this case the impingement 
surface is four jet diameters away from the exit surface. Different Lc/Dc ratios and different Dj/De 
ratios were tested. All tested configurations are shown in Table 2.1. 
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Figure 2.2. Generic geometry of tested models, a) Baseline – pipe jet, b) Baseline – orifice jet, c) 
Hole-tone actuator, d) Axial jet actuator – orifice boundary and e) Axial jet actuator – 
pipe exit boundary
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Table 2.1. Description of the geometries tested 
 
Model Type Dp" Dj/Dp Dj/De Lc/Dj Lc/Dc Tu" Td" θu˚ θd˚ PIV 
 
Baseline 1.2 0.333    0.125  60   
 1.2 0.358    0.125  60   
 1.2 0.375    0.250  30   
 1.2 0.375    0.250  60   
 1.2 0.417    0.125  60   
 1.2 0.417    0.250  30   
 1.2 0.417    0.250  60  x 
 1.2 0.458    0.250  30   
 1.2 0.500    0.250  30   
 1.2 0.417    2.000  90  x 
 
Hole Tone 1.2 0.375 0.900 1.042 1.250 0.250 0.250 30 30 x 
 1.2 0.375 0.900 1.375 1.650 0.250 0.250 30 30 x 
 1.2 0.375 0.900 2.264 2.717 0.250 0.250 30 30 x 
 1.2 0.417 1.000 1.225 1.750 0.250 0.250 30 30 x 
 1.2 0.417 1.000 1.600 2.286 2.000 0.250 90 30 x 
 
AJA 1.2 0.333 0.930 1.000 1.000 0.125 0.125 60 60  
 1.2 0.333 0.930 2.000 2.000 0.125 0.125 60 60  
 1.2 0.333 0.889 1.000 1.000 0.125 0.250 60 60  
 1.2 0.333 0.800 1.000 1.000 0.125 0.125 60 60  
 1.2 0.333 0.800 2.000 2.000 0.125 0.125 60 60  
 1.2 0.333 0.800 1.000 1.000 0.125 0.250 60 30  
 1.2 0.333 0.800 1.000 1.000 0.125 0.250 60 60  
 1.2 0.333 0.800 2.000 2.000 0.125 0.250 60 60  
 1.2 0.333 0.667 1.000 1.000 0.125 0.250 60 30  
 1.2 0.333 0.667 2.000 2.000 0.125 0.250 60 30  
 1.2 0.358 1.075 1.500 1.500 0.125 0.125 60 60  
 1.2 0.358 0.860 1.500 1.500 0.125 0.125 60 60  
 1.2 0.375 1.125 1.000 1.000 0.250 0.125 30 60 x 
 1.2 0.375 1.125 1.750 1.750 0.250 0.125 30 60 x 
 1.2 0.375 1.047 1.000 1.000 0.250 0.125 30 60 x 
 1.2 0.375 1.047 1.750 1.750 0.250 0.125 30 60 x 
 1.2 0.375 0.900 1.000 1.000 0.250 0.125 30 60 x 
 1.2 0.375 0.900 1.750 1.750 0.250 0.125 30 60 x 
 1.2 0.375 0.900 1.250 1.250 0.250 0.250 30 30 x 
 1.2 0.375 0.900 1.750 1.750 0.250 0.250 30 30 x 
 1.2 0.375 0.900 2.500 2.500 0.250 0.250 30 30 x 
 1.2 0.375 0.900 3.000 3.000 0.250 0.250 30 30  
 1.2 0.375 0.900 3.500 3.500 0.250 0.250 30 30  
 1.2 0.375 0.900 4.000 4.000 0.250 0.250 30 30  
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Table 2.1. Continued 
           
Model Type Dp" Dj/Dp Dj/De Lc/Dj Lc/Dc Tu" Td" θu˚ θd˚ PIV 
 
AJA 1.2 0.375 0.900 1.250 1.250 0.250 0.250 30 60 x 
 1.2 0.375 0.900 1.750 1.750 0.250 0.250 30 60 x 
 1.2 0.375 0.900 2.500 2.500 0.250 0.250 30 60  
 1.2 0.375 0.900 3.000 3.000 0.250 0.250 30 60  
 1.2 0.375 0.900 4.000 4.000 0.250 0.250 30 60  
 1.2 0.417 1.250 1.000 1.000 0.125 0.125 60 60  
 1.2 0.417 1.163 1.000 1.000 0.125 0.125 60 60  
 1.2 0.417 1.163 1.750 1.750 0.125 0.125 60 60 x 
 1.2 0.417 1.111 1.500 1.500 0.125 0.250 60 30 x 
 1.2 0.417 1.111 1.000 1.000 0.125 0.250 60 60 x 
 1.2 0.417 1.111 1.500 1.500 0.125 0.250 60 60 x 
 1.2 0.417 1.000 1.000 1.000 0.125 0.250 60 30  
 1.2 0.417 1.000 1.500 1.500 0.125 0.250 60 30 x 
 1.2 0.417 1.000 1.750 1.750 0.125 0.250 60 30 x 
 1.2 0.417 1.000 1.000 1.000 0.125 0.250 60 60  
 1.2 0.417 0.909 1.500 1.500 0.125 0.250 60 30 x 
 1.2 0.417 0.833 1.000 1.000 0.125 0.250 60 30  
 1.2 0.417 1.111 1.750 1.750 0.250 0.250 30 30 x 
 1.2 0.417 1.000 1.750 1.750 0.250 0.250 30 30 x 
 1.2 0.417 1.000 2.500 2.500 0.250 0.250 30 30  
 1.2 0.417 1.000 3.000 3.000 0.250 0.250 30 30  
 1.2 0.417 1.000 4.000 4.000 0.250 0.250 30 30  
 1.2 0.417 1.000 5.000 5.000 0.250 0.250 30 30  
 1.2 0.417 1.000 0.500 0.500 0.250 2.000 30 90  
 1.2 0.417 1.000 1.000 1.000 0.250 2.000 30 90 x 
 1.2 0.417 1.000 1.500 1.500 0.250 2.000 30 90 x 
 1.2 0.417 1.000 1.750 1.750 0.250 2.000 30 90 x 
 1.2 0.417 1.000 2.000 2.000 0.250 2.000 30 90  
 1.2 0.417 1.000 2.500 2.500 0.250 2.000 30 90  
 1.2 0.500 1.200 2.000 2.000 0.250 0.125 30 60 x 
 1.2 0.500 1.000 1.500 1.500 0.250 0.250 30 30 x 
 1.2 0.500 1.000 2.000 2.000 0.250 0.250 30 30 x 
 1.2 0.417 1.000 1.000 1.000 2.000 0.250 90 30 x 
 1.2 0.417 1.000 1.750 1.750 2.000 0.250 90 30 x 
 
Dp – Pipe diameter, Dj – Jet diameter, De – Exit diameter, Lc – Cavity length, Dc – Cavity depth, 
Tu – Upstream baffle thickness, Td – Downstream baffle thickness, θu – Upstream baffle bevel 
angle, θd – Downstream baffle bevel angle
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2.3 Instrumentation and Data Acquisition 
2.3.1 Pressure Measurement System 
Pressure signal within the cavity, spectral content of sound radiated into the ambient and 
the corresponding sound pressure levels were measured to identify the geometric parameters 
influencing oscillations setup in the flow field. Pressure spectra were recorded using dynamic 
pressure transducers and microphones. An Endevco® Model 8510C-50 miniature, high 
sensitivity piezoresistive pressure transducer, flush mounted on the sidewall of the cavity, was 
used to record pressure data inside the cavity. The transducer was always 0.25 inches upstream of 
the trailing edge of the cavity or baffle in the baseline cases. It had a full-scale output of 170 mV 
with a rated sensitivity of 3.41 mV/psi. The resonant frequency of this transducer was specified at 
320 kHz giving a nominally flat frequency response within ±0.34 dB up to 64 kHz. The 
transducer contains a four-arm strain gage bridge ion implanted into a sculpted silicon diaphragm 
and operates with a 10 Vdc excitation voltage. 
Microphone probes of 0.25 in. diameter were used to record sound pressure radiated from 
the jet into the ambient medium. The condenser microphones used were Bruel & Kjaer® 4938 
along with Bruel & Kjaer® 2670 preamplifiers. In the frequency range between 20 and 10 kHz, 
their frequency response was nominally flat within ±0.25 dB and within ±1dB from 10 kHz to 70 
kHz. The upper limit of dynamic range was 172 dB below which the distortion of sound pressure 
level was less than 3%. The microphones were connected to the data acquisition system through 
Bruel and Kjaer® microphone multiplexer Type 2822. A polarization voltage of 200V was 
applied. The microphones were calibrated using a sound level calibrator providing 94 dB and 114 
dB re 20 µPa sound levels at 1 kHz. The microphones were located about 4 inches away from the 
centerline of the jet at different locations downstream of the jet (usually at 2D, 4D and 6D). 
LabView® based instrumentation simulation system was setup to acquire data from the 
pressure transducer and microphones. National Instruments® PCI 6023E Multifunction DAQ 
card was used. It is a 12 bit, 16 analog input channels card capable of a maximum sampling rate 
of 200 kS/s. Data from the transducers were recorded at a sampling rate of 40000 Hz giving a 
bandwidth of 20,000 Hz. A total number of 20,000 data points were obtained for each channel 
resulting in a frequency resolution of 2 Hz. The Labview® VI (virtual instrument) was also 
programmed to do a real time Fast Fourier Transform (FFT) on the pressure data and display it on 
the screen. Mass flow rate, temperature and raw pressure data was also continuously monitored. 
For each data acquisition, 20 sets of 20,000 data points were taken and averaged to reduce noise 
from the system and in the pressure field. 
2.3.2 Velocity Measurement System 
Particle Image Velocimetry (PIV) was applied to measure instantaneous, mean and phase 
averaged two-dimensional velocity fields in streamwise and cross-stream planes of the jet. 
Particle Image Velocimetry is a non-intrusive global velocity measurement technique, which can 
be used to identify instantaneous flow structures and compute spatial quantities such as vorticity 
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and the instantaneous contribution of Reynolds stress that are almost impossible to obtain using 
point based measurement techniques. A descriptive background on this technique is presented 
below. 
Principle of Operation 








),(  where ∆x is the 
ensemble average displacement of flow markers located within a small grid around ‘x’ at time ‘t’ 
over a short interval ∆t separating observations of the marker images. This Lagrangian velocity of 
the marker is equated to the Eulerian velocity at that location. The accuracy of the measurement 
depends on how accurately the marker follows the flow. A planar laser sheet is formed to 
illuminate the flow and images of the seeded flow are taken. The elapsed time between each 
recording of the seeded flow is accurately recorded. The images are then correlated to determine 
the displacement vector and the velocity field. Each of these steps, as used in this study, will be 
described briefly in the following sections. 
Components and Operation 
A schematic of the PIV system and its arrangement is shown in Figure 2.1. The PIV system used 
two pulsed Nd:YAG lasers (Continuum® PIV-Lite) providing 200 mJ per pulse at a wavelength 
of 532 nm (green light) to form a thin planar laser sheet using spherical and cylindrical lenses in 
the desired planes of interest. The thickness of the laser sheet was about 1 mm at the waist. TSI® 
PIVCAM 10-30, an 8-bit digital camera with a 1008 (H) x 1018 (V) light sensitive pixel CCD 
chip was used for image captures. The camera has a frame rate of 30 frames per second. Despite 
the low frame rate, this cross-correlation camera has the unique ability to capture sequential PIV 
images with a very short time between them. Using a “Frame Straddling” technique, two laser 
pulses are captured on consecutive video frames. Laser pulse separations down to less than 0.3 
microseconds can be achieved. Frame Straddling is a technique in which the first laser pulse is 
pulsed and hence the image captured at the end of the first video frame and the second laser pulse 
is at an appropriate time (user specifiable pulse separation time) in the second video frame. A 
sequence of the Frame Straddling technique is shown in Figure 2.3. In this study, the pulse 
separation time varied from 0.5 to 1 µs (mostly at 0.8 µs. TSI® model 610032 laser pulse 
synchronizer controls the camera and the laser. The synchronizer, laser and camera can be 
externally triggered individually or through the synchronizer. The measurements were triggered 
and evaluated by TSI® Insight software. This is a user-friendly graphical user interface, which 
allows the operator to define all laser, camera and data recording options. It also allows for image 
spatial domain calibration so that the calculated velocity vectors could be expressed in useful 
engineering units (m/s).  The spatial domain of the image is calibrated by taking the image of a 
calibration scale placed in the region of interest.  The number of pixels between identified points 
is then measured to give the calibration in terms of µm/pixel. The dimensions of the investigated 








































ranged from 20 µm/pixel to 100 µm/pixel. Dimensions of the investigated areas also vary with 
the magnification scale. 
Seeding 
Uniform distribution and high density of flow seeding are the most critical elements in 
PIV experiment. PIV actually measures the velocity of the tracer rather than the velocity of the 
fluid itself. The accuracy of the velocity field is ultimately determined by the ability of the 
scattering particles to follow the instantaneous motion of the continuous phase. The choice of 
optimal diameter for seeding particles is a compromise between an adequate tracer response of 
the particles in the fluid, requiring small diameters, and a high signal-to-noise ratio (SNR) of the 
scattered light signal necessitating large diameters. Tracer particle diameter up to 2-3 µm is 
acceptable for a moderate frequency response of 1 kHz. Particles present in the flow only need to 
respond to the changes in velocity directed on it by the growth and decay of eddies and not as 
measured by a stationary probe. The required frequency response of the particle is much less than 
the fluctuating frequencies measured the stationary probe. However, how much less is still 
unknown. In the present case, 90% isopropyl alcohol mixed with a fluorescent material was used 
for seeding. Shop air at 100 PSI is applied to a seeding tank to force liquid through a small tube. 
Within this tube is another tube, which is also connected to the shop air. Near the end of tube 
concentric orifices on both tubes are present. As air exits out of the orifice, liquid is sucked into 
the flow breaking it into small particles. We do not use an impactor that could remove large size 
particles. So the seeding would be a polydisperse spray contaminated with some large size 
particles rather than monodisperse, which is ideal for these measurements. No measurements 
were made to find the particle size. Based on past experience at similar high-speed flows, we 
believe that the seeding is good enough to faithfully follow the flow.  
Evaluating Velocity Vector 
The captured image pairs were evaluated by doing a cross-correlation analysis on the raw 
images. Correlation techniques generally used are auto-correlation and cross-correlation. In the 
auto-correlation technique, two sequential images are taken in the same frame. Auto-correlation 
produces symmetric peaks. This results in directional ambiguity, requiring image-shifting 
techniques to resolve it. Also, there is a limit on the minimum distance that the seeds should 
travel between frames severely limiting the maximum velocity that could be measured.  
In a cross-correlation analysis method, two sequential pictures are taken in different 
frames and analyzed, thereby eliminating any directional ambiguity. The images are divided into 
small sub-sections called interrogation spots. The interrogation spot from each image frame I1 and 
I2 are cross-correlated with each other pixel by pixel. The correlation produces a signal peak, 
identifying the average particle displacement within the interrogation spot.  
∫∫ −=
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where, C(s) is the cross-correlation between interrogation spots of two sequential image frames I1 
and I2. 
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The interrogation size used in this study was 32 x 32 pixels with a 70 % overlap to obtain 
more number of vectors. Usually a 50% overlap related to the Nyquist criterion is used. Using a 
higher overlap only increases the number of vectors and not the scales that could be truly 
resolved. That dynamic spatial range is basically fixed by the image size and interrogation spot 
size. This interrogation process is repeated to cover the entire image frame. Detailed studies have 
shown that cross-correlation methods perform much better than any other method in terms of 
signal-to-noise ratio and flexibility of choosing parameters for PIV imaging. A schematic of the 
cross-correlation process is shown in Figure 2.4.  
Spatial Resolution and Dynamic Range 
 In setting the spatial resolution, the balance to be achieved is between the size of the flow 
structures to be resolved against the interrogation spot size and image magnification. The size of 
particles recorded on the image is usually larger than the corresponding size after magnification. 
This increase in size comes from different parameters including diffraction limit of the recording 
optics and the experiment specific intensity of image. The diffraction limit spot diameter ds can 
be evaluated using a simple expression.  
λ#)1(44.2 fMd s +=  
 The optical image size prior to being recorded is then given by: 
222
spe ddMd +=  
The recorded image diameter dτ is given by : 
222
re ddd +=τ  
Here, M is the magnification of the lens, f
#
 is the aperture used, λ is the wavelength of the light 
used (532nm for green), dp is the actual tracer particle’s size and dr is the resolution of a pixel in 
the recording device. As mentioned above, this is only the effect due to the optics and the actual 
image size is substantially higher than what is predicted by this expression (usually an order of 
magnitude higher). Optimizing the optical system is an important factor in getting good quality 
data. As a rule of thumb for spatial resolution, the displacement of particles due to the maximum 
gradient present in an image should not exceed 5% of the interrogation spot size. 
 The dynamic range as reflected by the maximum velocity that can be measured by the 
system is constrained by particles traveling further than the interrogation spot size and resulting in 
improper correlation values. So, choosing the right time interval dT between images and the right 
interrogation spot size is necessary to cover the maximum velocities that are expected in the flow. 
Investigators have established standards that require the displacement due to the maximum 
velocity be limited to 25% of the interrogation spot size. More details on the dynamic spatial and 
velocity range is discussed in the error analysis section. 
Post-Processing 
Post processing of the raw vector field involves removal of the outliers using range, local median, 



































The vector field was then smoothed using a Gaussian smoothing with exponent p = 1.3. A typical 
sequence of the post processing steps is shown in Figure 2.5. 
Phase-locked Measurements 
Due to the limited frame rate of the imaging system (maximum frame rate of 10 Hz), it is 
impossible to resolve the dynamics of the flow temporally. Therefore to study the temporal 
evolution of the jet, phase locked measurements were made. Triggering of the PIV image 
capturing sequence was accomplished using signal from the dynamic pressure transducer present 
inside the cavity. A typical signal obtained from the pressure transducer within the cavity, before 
amplification, is shown in Figure 2.6. The dynamic signal from the pressure transducer was 
amplified and fed to a phase locking circuitry, which produces a TTL signal at the same 
frequency and phase. The phase of the output signal can be varied in reference to the input signal. 
Variations from -180° to 180° from the actual signal were possible. The regions of measurement 
of pressure and velocity are different and hence there is a finite phase difference. No attempt was 
made to directly relate the pressure signal to the velocity field even though it should be possible 
because the phase relation between the two regions is fixed. 
Results presented in this report include both phase and time averaged data. Time 
averaging is defined as the averaging of each point in the field over a time period. The total 
number of images used for time averaging varied between 300 to 900 images for different 
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Figure 2.6. Typical pressure data used for phase locked measurements of a pulsed jet at Uj ≈ 250 












Phase averaging is defined as the averaging of each point in the field taken at the same phase 
condition over a time period. Definitions very similar to time averages are given below for the 


















































































































The corresponding averaging method used will be made clear in context.  
2.3.3 PIV Resolution and Error Analysis 
Resolution 
 For all images, an interrogation spot size of 32 x 32 pixels was used. The distance 
between any two adjacent vectors was 10 pixels. The calibration of the images was around 50 
um/pixel for most cases. Based on this, the resolution of the vector map is 0.5 mm. In order to 
determine what minimum size vortex structures can be visualized, we have to decide how many 
data points are needed to determine a structure. We set the threshold that at least 3 x 3 vectors are 
needed to properly identify a vortex structure. For the parameters mentioned above, we could 
identify all structures above a radius of 1mm can be identified. 
 When studying turbulence characteristics, the dynamic spatial range and the dynamic 
velocity range are more important than the spatial resolution as defined above. This actually sets 
the minimum limit on the size of the structures and the minimum velocity fluctuations that could 
be resolved for a particular setup. The following discussion is based on the analysis procedure 
proposed by Adrian [Adrian 1997]. The dynamic spatial range (DSR) is defined as the field-of-
















where, umax = ∆xpmax/∆t is the magnitude of the full-scale velocity, lx is the recording dimension in 
the object plane, Lx is the dimension in the recording plane, M is the magnification of the optics 
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and ∆xpmax is the particle displacement associated with the maximum velocity. The minimum 
resolvable scale is at least ∆xpmax, so DSR is at least the value given by the expression above. The 
dynamic velocity range (DVR) is defined as the ratio of maximum velocity to the minimum 









where σu is the rms error that defines the minimum resolvable velocity fluctuations, cτ is a 
constant that depends on the ability of the analysis procedure to determine the displacement 
between the images. Typically cτ varies between 1-10% of the image diameter. Westerwheel 
estimates that usually the error in resolving the location of a correlation peak is in the order of 0.1 
pixels. 
The expressions for DSR and DVR can be combined to result in 
ττ dc
L
DVRDSR x=)}((  
This expression states that the capability of a PIV system to have both a large dynamic velocity 
range and a large spatial range is determined by a dimensionless constant Lx/cτdτ. PIV systems 
having large values of Lx/cτdτ  are well suited for turbulence research, and measurements in higher 
Reynolds number flows too require larger values of this constant. Typical values of this constant 
ranges from a few thousand for standard video to over 450000 for 8" x 10" high-resolution films. 
Assuming a particle diameter of 2 µm, for a maximum velocity of 300 m/s with dT = 0.8µs, we 
get DSR = 208 and DVR = 39.68. Since we assumed the particle size, Table 2.2 shows the 
variation of DSR and DVR with different tracer particle sizes.  It shows that for particle size 
diameters between 0.2 and 16 microns, DVR is above 30, which implies that, if the experiment is 
setup carefully, we can resolve velocities in the range 300 - 10 m/s confidently. We used the 
higher limit of 10% of the image diameter as the ability of the analysis procedure to determine the 
displacement between images accurately. If this value can be lowered to 1% of the image 
diameter, DVR can be extended to range from 300m/s to less than 1 m/s. 
Errors in PIV 
 A number of factors can produce errors in a PIV measurement. They can be broadly 
classified into 
a. Errors in PIV hardware 
These errors are related to the hardware of the PIV system such as the timing between 
different frames, aberrations inherent in the optics, and damaged pixels in the CCD. 
Timing circuits have reached a stage of very high accuracies that the error in the timing 
for most flows can almost be ignored except at very high speeds, well into the supersonic 
regime. However, using a larger separation time within the maximum possible dT for a 








Table 2.2. Variation of Dynamic Velocity Range (DVR) with particle size 
 
dp (µm) ds (µm) de (µm) dτ (µm) DVR DSR (DSR)(DVR) 
0.2 6.127 6.128 10.89 39.68 208.33 8266.05 
0.5 6.127 6.131 10.89 39.67 208.33 8264.73 
1.0 6.127 6.142 10.90 39.65 208.33 8260.03 
2.0 6.127 6.185 10.92 39.56 208.33 8241.31 
4.0 6.127 6.358 11.02 39.20 208.33 8167.68 
8.0 6.127 7.004 11.40 37.88 208.33 7891.72 
16.0 6.127 9.144 12.83 33.67 208.33 7014.59 
32.0 6.127 14.895 17.40 24.82 208.33 5171.57 
64.0 6.127 27.836 29.25 14.77 208.33 3076.46 
128.0 6.127 54.650 55.39 7.80 208.33 1624.95 
256.0 6.127 108.784 109.16 3.96 208.33 824.51 
512.0 6.127 217.310 217.50 1.99 208.33 413.80 
 
dp – Particle diameter 
ds – Diffraction limited spot diameter 
de – optical image diameter before being recorded 
dτ – recorded image diameter 
DVR – Dynamic Velocity Range 









b. Errors in experimental setup  
Experimental setup errors include calibration errors, non-optimal choice of tracer 
particles and laser sheet alignment. The necessity to choose proper seeding materials and 
systems has already been discussed. Setting up the system precisely and carefully can 
reduce experimental errors significantly. 
c. Errors in computation 
Computational errors include truncation errors, detection errors, and precision errors. 
Truncation errors are very similar to truncation error in numerical analysis caused by 
approximations using numerical discretization. Most PIV algorithms use a simple 
forward differencing interrogation scheme in which the velocity at time t is calculated 




























This approximation is accurate to order ∆t. Krothapalli [Krothapalli, 2000] shows that the 
maximum accuracy with which velocity may be evaluated includes at best second order 
terms for the location corresponding to the half point between the initial and final 
position of the laser. Other investigators [Meinhart, 2001] have implemented a second 
order accurate central difference scheme. Detection errors are due to the improper 
correlation peak identification. This error cannot be completely eliminated due to the 
inherent nature of correlation PIV. Random correlation between particles that don’t 
belong to the same pair can influence the peak-searching algorithm. Achieving a high 
SNR would help in reducing this improper identification. Precision errors are due to the 
inability of the analysis procedure to perform highly accurate sub-pixel interpolation. 
Calculating centroids or curve fitting procedures are used to perform sub-pixel 
interpolation. This procedure introduces additional bias errors. Westerwheel shows that 
the error for similar conditions of image size and algorithms, the uncertainty in subpixel 
interpolation is about ±0.1 pixels. Effect of this on the range of velocities is shown in 
Table 2.3. Particularly note the error introduced at the lower speeds, which will be 
important for our case because of the wide range of velocities possible from the jet core 
to the edges of the shear layer. Further discussion of this will be taken up in the results 
section. 
d.   Errors in derivatives (Vorticity) 
Vorticity is obtained by evaluating the velocity derivatives with a suitable finite 
difference scheme (second order central difference scheme in our case). Lourenco and 
Krothapalli [Lourenceo., L, 1995] show that two components of error arise from this 





 and the other uncertainty comes from the uncertainty in the velocity measurement 

















(±pixels) ±% Uncertainty 
300 9 0.1 0.38 
250 9 0.1 0.45 
200 9 0.1 0.56 
150 9 0.1 0.75 
100 9 0.1 1.12 
50 9 0.1 2.25 
25 9 0.1 4.50 
20 9 0.1 5.63 
15 9 0.1 7.50 
10 9 0.1 11.25 
5 9 0.1 22.50 
4 9 0.1 28.13 
3 9 0.1 37.50 
2 9 0.1 56.25 
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Increasing grid size increases truncation error while decreasing the uncertainty in 
velocity. It also shows the importance of setting up and acquiring good quality data for an 




NUMERICAL ANALYSIS SETUP 
 
CFD methods are an alternate way to predict the full flow field and study them 
thoroughly. 2D axisymmteric models of the axisymmetric cavity geometries were modeled using 
commercially available software called CFDACE
®
. It uses a finite volume technique to predict 
flow fields. In a finite volume technique, the solution domain is divided into a number of cells 
known as control volumes. The governing equations are then numerically integrated over each of 
these computational cells or control volumes. The average value of any quantity within a control 
volume is given by its value at the cell center. The approach used by the software is given in 
CFDACE user manual [CFDACE user manual 2004] and is briefly presented below. 
3.1 Governing equations 
3.1.1 Mass Conservation 
Conservation of mass requires that the time rate of change of mass in a control volume be 











The first term on the left hand side is the time rate of change of the density (mass per unit 
volume). The second term describes the net mass flow across the control volume’s boundaries 
and is called the convective term. 
3.1.2 Momentum Conservation 
The x-component of the momentum equation is found by setting the rate of change of 
xmomentum of the fluid particle equal to the total force in the x-direction on the element due to 
surface stresses plus the rate of increase of x-momentum due to sources: 





















Similar equations can be written for the y- and z-components of the momentum equation.The 
momentum equations, given above, contain as unknowns the viscous stress components τi,j. A 
model must be provided to define the viscous stresses. Solutions of the three momentum 
equations yield the three Cartesian components of velocity. Even though pressure is an important 
flow variable, no governing PDE for pressure is presented. Pressure-based methods utilize the 
continuity equation to formulate an equation for pressure. In CFD-ACE
®
, the SIMPLEC (Semi-
Implicit Method for Pressure-Linked Equations Consistent) scheme has been adopted. It is an 
inherently iterative method. A pressure field is initially guessed or the latest available pressure in 
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an iterative procedure is used to find the velocity field. Correction to pressure and velocity are 
found so that an improved solution is obtained. 
3.2 Turbulence Modeling - Large Eddy Simulations  
Large Eddy Simulations (LES) are considered somewhere between the model-free Direct 
Numerical Simulations (DNS) and Reynolds Averaged Navier-Stokes Simulations (RANS) with 
respect to both physical resolution and computational costs. LES partly inherits the robustness 
and universality of DNS, allowing accurate prediction of the coherent structures in turbulent 
flows. The cost for LES is lower than for DNS because the resolution requirements for LES are of 
the same order as those for RANS. In most turbulent flows of practical interest the motion on the 
order of the dissipation scale cannot be evaluated explicitly due to limitations on the available 
computational resources required to resolve the physics of the flow. To overcome this limitation, 
the governing equations have to be altered in such a way that the activity at the level of 
unresolved scales is mimicked by a proper model, and only the large-scale fluctuations are 
explicitly taken into account. In LES, a smoothing (low pass) filter of constant kernel width 
achieves separation of scales, decomposing a given field into a resolved component and a residual 
component (also called subgrid fluctuations). Operationally, the filtering is described by the 
convolution: 
( ) ∫ ′∆′−′=
D
f xdtxxGtxftxf ),,(),(,  
where f  represents the filtered value of the field variable f, G denotes the filter, which is a 
symmetric function with compact support and ∆f is the filter width (assumed constant in the 
standard LES formulation). In variable density flows, it is desirable to use Favré (density 
weighted) filtering. Applying the filtering operation, the Navier-Stokes equations for the 
evolution of the large-scale motions are obtained. The filtered equations contain unknown terms 
such as jijiij uuuu −=τ  (velocity-velocity correlation) arising from the filtering of nonlinear 
terms and are known as subgrid scale (SGS) stresses. The SGS eddy viscosity is computed based 
on the grid spacing and local strain rate: 
( ) ijst SC
~2
∆=γ  
where ∆ is the filter (grid) width. The constant of the model follows from the isotropy-of-the-
small-scales assumption. A value of 0.1 was used. 
3.3  Geometry and Mesh generation 
Axisymmetric cavities of three experimentally tested models were simulated. The first 
geometry was a cavity of infinite depth with its periphery open. The second geometry was an 
enclosed cavity placed at the exit of the jet with orifice inlet/exit boundaries. The third geometry 
was an enclosed cavity placed at the exit of the jet with a short pipe of constant diameter 
extending up to four jet diameters upstream of the jet exit. The computational domain showing 
the geometry, boundary conditions and a closer view of the grid used in the cavity region for the 
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first geometry (hole tone actuator) is shown in Figure 3.1. The domain extended up to 10D from 
the exit. The total number of nodes was approximately 176000 for each case. The grid resolution 
was about 0.125 mm x 0.125 mm. 
3.4 Discretization scheme and Solution control 
Second order schemes with a blending factor of 0.2 were used for velocity and density 
terms. The original idea of this scheme is to evaluate the cell face value by using linear 
interpolation of values at two upstream cells, instead of one. For turbulence a first order upwind 
scheme was used. The Algebraic Multi-Grid (AMG) solver available in CFDACE is used in this 
study. Inlet boundary conditions were specified as fixed mass flow rates with an estimated value 
for the turbulence quantities. Pressure outlet boundary conditions were used at the exit. Default 
relaxation parameters available in the code were used. A RANS simulation provided the initial 
condition to the model. During LES analysis convergence at each time step was ensured.  
Monitor points were placed at the cavity exit plate and near the jet exit to get time histories of 
pressure and other data. A typical pressure signal at the monitor point until steady oscillations 
occur is shown in Figure 3.2. Vorticity and other parameters were calculated from the data and 































Figure 3.1. Computational domain showing the boundary conditions used and a closer view of 


































Figure 3.2. Pressure data at a monitor point within the cavity from CFD analysis (Axial Jet 




RESULTS AND DISCUSSIONS 
 
The presentation of results from this work begins with a study of natural axisymmetric 
turbulent jets. The purpose of this is to establish a baseline case against which other excited jets 
can be compared. Another objective is to establish and document naturally occurring processes 
that affect the growth of a jet. This could then be used to study how various excitation techniques 
exploit these processes. The following sections present results from two different configurations 
used for exciting a baseline turbulent jet flow in this study. The first configuration is a hole tone 
device which will be referred here as a radially unconfined cavity. The second configuration is a 
confined cavity placed deep inside the pipe. The effect of different inlet and exit boundaries are 
also presented. Experimental and numerical results are presented together for each tested 
configuration.  
4.1 Natural Axisymmetric Turbulent Jets 
4.1.1 Introduction 
Many investigators [Michalke 1965, 1972, Ho 1982, 1984, Cohen & Wygnanski 1987] 
have conducted excellent studies and reviews on free axisymmetric turbulent jets exiting from a 
nozzle with smooth contraction. As the term ‘free’ implies, the flow is remote from walls and the 
turbulent flow is because of mean-flow differences. The region very close to the exit of the jet is 
dominated by a linear instability mechanism. The basic vorticity distribution, which possesses a 
maximum at the exit, is inviscidly unstable to small perturbations via the Kelvin-Helmholtz 
instability governed by Rayleigh’s equation. The shear layer that emanates from the nozzle lip 
with instability frequency fn has a length scale of θ, which denotes the initial momentum 
thickness of the shear layer. An estimate of the most amplified frequency fn (shear layer mode 
frequency) can be predicted by St = fnθ/Uj = 0.017 where, Uj is the mean velocity measured at the 
jet exit. The initial momentum thickness is proportional to Uj
-1/2
 and hence fn ∝ Uj
3/2
. Beyond the 
region of exponential growth, Kelvin-Helmholtz instability waves rolls up into coherent 
structures that merge and are convected downstream. In a planar mixing layer, these recirculating 
regions are usually referred to as Kelvin cat’s eyes. Thin vorticity layers or braids connect them 
to each other. The process of successive vortex merging causes the shear layer to spread and the 
vortex passage frequency to decrease. Farther downstream, these vortices become large-scale 
structures producing perturbations that feedback to the trailing edge. The large-scale structures 
are characteristic of the column mode of instability (fp). The dimensionless frequency St = fpD/Um 
for the preferred mode lies between 0.25 and 0.5. Here D is the diameter of the jet exit. This 
strouhal number is dependent on the initial momentum thickness at low jet velocities and 
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becomes constant and equal to 0.44 for higher flow rates [Lucas 1997]. The preferred mode is 
present even when the successive vortex merging process does not take place. 
 Baseline measurements for axisymmetric jets can be made on three different types of 
geometries. 
1. Contraction Jet, a jet issuing through a smoothly contracting nozzle. 
2. Pipe Jet, a jet exiting from a constant diameter tube (0.5 inches diameter tube extending 
up to 4 jet diameters upstream of the exit in the present work). 
3. Orifice Jet, a jet exiting through an orifice plate (0.5 inches diameter in the present work). 
Experiments were conducted on all of the above mentioned exit geometries. In this study, the 
pipe jet would be used for baseline measurements. Reason for this would be discussed in the 
following sections. In all cases, supply line for the exit geometries was 1.2 inches in diameter. 
Initially results from the pipe jet would be presented in detail and then different exit conditions 
would be compared against it. 
4.1.2 Mean Velocity Field 
 The mean flow field of a round jet at ReD = 2.1 x 10
5
 is shown in Figure 4.1.1a-d. Figure 
4.1.1a shows the axial velocity contour. The axial velocity is normalized using the jet exit 
velocity Uj. This composite image is an average of about 500 instantaneous snapshots per zone in 
the region X/Dj = 0 – 9 and about 50 images per zone for X/Dj > 10.  
The jet flow field can be divided into three distinct zones: the potential core region, a 
transition zone and a self-similar zone. Potential core is the region where the axial velocity 
remains constant. In our case, this region extends till about 5Dj. This value is comparable to 
values in the literature for jets with high Reynolds number and significant perturbations in the 
shear layers near the exit. The length of the potential core depends on the state of the flow at the 
exit. At lower Reynolds number, the incoming flow is generally laminar and hence they tend to 
have a larger potential core length. Stromberg [Stromberg 1979] reported a potential core length 
of about 7Dj for a low Reynolds number flow (ReD = 3600) at Mach 0.9. The transition zone is 
the region where the axial velocity starts to decrease. In the self-similar zone, the transverse 
velocity profiles exhibit self-similarity and the velocity keeps decreasing linearly. 
 Figure 4.1.1b shows the mean axial vorticity field (ωz). Near the end of the potential core, 
the vortex structures generated in the shear layer begins to interact and merge. The effect of this 
interaction is that the large scale eddies in the shear layer are broken into smaller scale 
turbulence. From a mixing application point of view, the smaller the potential core length, the 
higher the mixing. For an application where deeper penetration is required, merging of the shear 
layer and hence the interaction of eddies must be delayed, which requires the potential core length 
to be longer. Figure 4.1.1c shows the velocity profiles at various locations in the axial direction. 
Figure 4.1.1d shows a closer view of the region1 (X/Dj = 0 – 4). Figure 4.1.1c clearly show that 
the velocity decreases in the axial direction as the lateral width of the profile increases. If this 
region has achieved self-similarity, then the decay of axial velocity and the growth of jet width 
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Figure 4.1.1. Flow field of an axisymmetric jet issuing from a short pipe of constant diameter (ReD = 2.1 x 10
5
). a) normalized mean axial 




















































A brief look into the scaling properties of the axisymmetric turbulent jet is presented 
before specific results are present. There is a point source of momentum with momentum flux Jo 
in the axial direction. The jet fluid and ambient fluid both have density, ρ, and viscosity, ν. In the 





wherefxurxu c == ηη  
meaning that the shape of the mean velocity profile is given by the function f(η), width of the 
profile given by y1/2(x) and the magnitude of the profile given by the mean centerline velocity 
uc(x). 
We are interested in finding how y1/2 and uc varies as the jet progress. y1/2 depends on x, 
Jo, ρ, and ν. In turbulent flows, the importance of molecular viscosity is basically confined to the 
smaller scales and while considering large-scale properties effects of viscosity can be ignored. 







JLxLy o ⇒⇒⇒⇒ ρ  
where, M – Mass, L – length, and T – Time. Comparing the units, the only parameter that can be 
used is x. And we have the relation, 
 x*Constant   y1/2 =  
Dependence of uc on x can be found by using the conservation of momentum. The 







































 has to be a constant which implies  
xuc /Constant=  
Centerline Velocity Decay 
 The normalized axial velocity variation along the centerline of the jet axis is shown in 
Figure 4.1.2. The axial velocity is normalized using the local centerline velocity. Both 
coordinates X/Dj and UCL/Uj are represented in logarithmic scale. The centerline velocity starts 
decreasing rapidly after the end of the potential core. This decay of the axial velocity is usually 













































where, UCL is the local mean centerline velocity in the x-direction along the axis of the jet, B is 
the velocity decay rate coefficient, x is the coordinate in the axial direction and xo is the distance 
of the virtual origin from the jet exit. Fitting the data using least squares, the velocity decay rate 
coefficient for the pipe was B ≈ 6.3. A comparison with data from other researchers is given in 
Table 4.1. The efficiency of the mixing process decreases with increasing values of B. Evidence 
from various research papers [Panchapakesan & Lumley 1993, Wygnanski & Fiedler 1969] show 
that the value of B depends on the initial conditions of the jet. Compared to pipe jet, a contraction 
jet (a jet issuing from a contoured nozzle) has a smaller value of B, which generally lies between 
5 and 6. One possible explanation for this would be that the pipe jets have a fully developed 
turbulent velocity profile at the exit (in contrast to a top hat velocity profile of a contraction jet) 
and hence a thicker initial momentum thickness. A shear layer having a thicker initial momentum 
thickness is more stable than a thin shear layer. The total energy available at the jet exit is 
distributed to an increasing area as the jet moves forward and instabilities in the shear layer is a 
process through which this distribution takes place. The virtual origin, x-intercept of the linear 
growth rate, lies x0 ~ 1Dj in front of the exit. The value of x0 varies between –2.5Dj to 4Dj in the 
literature. This value depends on a number of parameters like Reynolds number, initial conditions 
and their effect on the potential core. 
Lateral Spread Rate 
 Figure 4.1.3 shows the longitudinal evolution of jet-width normalized with exit diameter 











A = tanβ where, β is the spread angle. For the pipe jet in this experiment, A = 0.0925 which 
compares to values in the literature.  For a jet with Gaussian velocity profile, a ‘top hat’ velocity 
profile at the exit, and a constant streamwise momentum flux, the decay rate coefficient B is 






Even though our velocity profile at the exit is not a top hat velocity profile, this relation between 
B and A is satisfied indicating that a Gaussian distribution could model the jet’s transverse profile 
in the self-similar zone. This could be expected because, by definition, a self-similar zone is 
insulated from the effects of the initial conditions (i.e., the effects of initial conditions has already 
been played out). As a jet proceeds downstream, it drags previously still fluid from the 
surroundings along with it. This process is referred to as entrainment. The mass flow rate through 
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Figure 4.1.3. Locus of jet width of the baseline axisymmetric jet (ReD = 2.1 x 10
5
). a) 50% of the 







Table 4.1. Comparison of mean flow parameters with data from literature 
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If the jet source properties are assumed constant, the rate at which surrounding fluid is drawn into 
the jet varies linearly with x. In some instances, a jet width based on 10% of the centerline 
velocity is used to compare different jets and to get a complete picture of the effective spreading 
due to mixing. Figure 4.1.3b shows the shear layer width based on 10% centerline velocity. 
 Based on the discussions above, we can show that the volume flow rate at any axial 




































where, Q is the volume flow rate at any axial location, Qj is the volume flow rate at the exit, S is 
the area of the jet cross-section (r-θ) over which the velocity profile is integrated to get the flow 
rate, ∆r is the step between two velocity vectors in the flow field obtained through PIV and C is 
the volumetric flow coefficient. 
Figure 4.1.4 shows the evolution of the mean volume flow rate in the axial direction. 
Unlike centerline velocity decay and lateral spreading, volume flow rate starts growing from a 
very early stage. This indicates that entrainment of surrounding fluid starts right from the exit 
boundary. The evolution of volume flow rate based on the value of C derived from B and xo is 
also shown as the C = 0.32 profile. The difference between the experimental and calculated 
values is because the region of PIV studies at larger X/Dj (> 7) is smaller than the actual jet width 
and hence some part of the profile is lost resulting in a lower volume flow rate. At lower X/Dj, the 
growth is not linear and this equation cannot be applied. 
Reynolds Number based on the exit diameter Dj (Re = UjDj/ν) is proportional to the 






Here, ν is the kinematic viscosity. If B and x0 are the same, all jets with the same Reynolds 
number will have the same volume entrainment at identical axial locations. Or, for jets having the 
same Reynolds number, volume flow rate and hence the entrainment and mixing performances 































C = 0.32 (theory)
 


















1. The location of virtual origin 
2. The velocity decay rate 
Convergence 
Before we discuss the mean velocity and turbulent components of the flow field in detail, 
convergence of these values are presented. Single point velocity measurement techniques like 
hotwire or LDV can take data at very high frequencies. Thousands of data points can be taken 
allowing a very accurate estimate of mean velocity and turbulence quantities. Particle Image 
Velocimetry technique while allowing global instantaneous measurements is limited by the 
maximum frame rate at which images can be taken. Also storage capacity, processing and 
computing time puts a limit on the maximum number of images that can be processed with the 
best possible resolution and within a reasonable time period. In the present case the frame rate is 
limited to 10Hz and the maximum number of images to a few hundred for each case. About 500 
images of the initial region (0 < X/Dj < 3.5 was used for this convergence study) of the pipe jet 
were processed and averaged. Evolution of the averaged U, V, u', and v' components are shown in 
Figures 4.1.5a-d. Figure 4.1.5a shows that the mean axial velocity has converged at around 100 
images. When compared to the final averaged value, after averaging 100 images, the differences 
are less than 5% for the whole region including the shear layer. For data near the jet axis, at 100 
images, deviations from the final value are less than 1%.  Figure 4.1.5b shows a similar plot for 
the mean radial component reaching a steady state after around 250 images. The radial 
component is a very small fraction of the axial velocity and it introduces additional experimental 
uncertainty especially when the setup is tuned based on the axial velocity.  The deviations after 
averaging 250 images is about 10% at the jet axis and higher (20-40%) in the outer shear layer 
regions. Figure 4.1.5c,d shows that the turbulence components are not yet fully converged. The 
trend of the evolution of convergence suggests that after 500 images, the data is very close to 
reaching a steady state even for the turbulence quantities.  
Mean U, V Velocities 
Figure 4.1.6a shows the streamwise velocity profiles (not normalized) at different axial 
locations of the jet.  At the jet exit, velocity profiles have a shape resembling a flat developing 
pipe flow. A fully developed pipe flow requires an inlet length of about 25 – 40Dj, which is not 
available in our case. As the flow moves away from the exit, the shape of the velocity profiles 
quickly transform to a Gaussian type profile. It also shows the lateral growth of the profile. Figure 
4.1.6b shows the normalized streamwise velocity profiles at different axial locations between 1 – 
14Dj. Normalization was done using the local centerline velocity and the local half-width of the 
jet. After a few jet diameters form the exit, the velocity profiles collapse very closely to a single 






















































Figure 4.1.5. Convergence of velocity statistics obtained using PIV. a) mean axial velocity b) 



























































































































Figure 4.1.6. Continued. b) normalized axial velocity. (data in Figure 4.1.6a normalized based on 

















A typical subsonic turbulent axisymmetric jet attains self-similarity in its mean velocity 
components at X/Dj > 20. Turbulent components of the velocity take a longer distance to attain 
similarity. A jet is completely self-similar only if all the mean and turbulent components have 
achieved similarity. It is believed that the approach to a completely self-similar jet takes place in 
steps. The mean axial velocity becomes self-similar leading to a certain level of turbulence 
production. After reaching self-similarity in the axial turbulence components, other directions 
tend towards similarity. In this work, the farthest measurement point was in the region of about 
15-16Dj. As can be seen from Figure 4.1.6b, after about 4Dj, the mean axial velocity component 
is very close to a self-similar profile. 
The measured radial velocity, V, normalized by the local centerline axial velocity UCL is 
plotted in Figure 4.1.7. The radial component of the velocity in the near field is a very small 
fraction (about 4%) of its axial counterpart. As mentioned during the discussion of convergence, 
because of the large difference between the ranges of axial and radial velocity components, there 
is an increased uncertainty in the accuracy of the radial components. Also in the region of 
measurements (X/Dj < 8.0), the radial velocity has not yet reached self-similarity. However, it 
clearly shows good qualitative agreement as compared to an expected profile in the self-similar 
region. In the region near the jet axis, there is an outflow of fluid. This outward velocity, which is 
very close to zero at the axis, increases to a maximum before decreasing and at sufficient distance 
away from the axis, becomes an inward flow that is usually associated with entrainment. The 
reason for this outward flow is the decay in the centerline velocity. This decay is associated with 
a decrease in the axial volume flux for a small control volume centered at the axis. The excess 
volume exits the lateral sides of the control volume resulting in a lateral outflow near the jet axis. 
If the control volume is extended to include the whole jet, there is a net increase in the axial 
volume flux that is associated with the inward flow at the edges. As we move away from the jet 
exit, the point of maximum outward velocity moves towards the axis. The radial velocity profile 
in the similarity zone (shown in the insert) is obtained by substituting a Gaussian profile for 
U/UCL in the continuity equation [Agrawal & Prasad 2003]. 










This profile reveals that V/UCL=0 at η=0. It reaches an outflow maximum at η=0.54 and declines 
back to zero at η=1.12. Inward flow reaches its maximum at η=2.08 and asymptotes to 0 as η→∞. 
Comparing the profiles of U/UCL and V/UCL, it is clear that U/UCL→0 much faster than V/UCL. 
This implies that the central portion of a jet is dominated by the axial component of velocity and 
the radial component is more important far away from the axis. Agrawal [Agrawal & Prasad 
2003] suggests that it would be advantageous to use the V/UCL profile to determine the spread 
rate A. The location and height of the extrema can be unambiguously determined from a V/UCL 







































Figure 4.1.7. Normalized radial velocity profile for the baseline axisymmetric turbulent jet (same 











4.1.3 Mean Turbulent Quantities 
Mean u, v Fluctuations 
 The rms values of the two components of velocity fluctuations on the centerline of the jet 
are shown in Figure 4.1.8. Both u' and v' varies sharply along x away from the jet. These values 
are normalized using the local centerline velocity. The variation of both u' and v' confirms the 
same trend as observed by many researchers. The variation of u' with x has been observed to 
depend on the initial boundary layer at the jet exit. Hill [Hill 1976] and Bradshaw [Bradshaw 
1966] found that when the initial boundary layers are laminar, u' increases sharply near the exit, 
reaches a maximum, then decreases, and increases again gradually. Krothapalli [Krothapalli 
1979] observes that this type of behavior is present in jets that have a laminar boundary layer at 
the exit plane and which go through a transition before it becomes a turbulent jet. On the other 
hand, when the boundary layers are turbulent, u' varies monotonically with x. In the present case, 
the initial boundary layer is turbulent. As can be expected, the magnitude of v' is smaller than u'. 
v' shows a similar behavior as u'. 
Several investigators have observed that coherent large-scale structures in the jet shear 
layer when the exit boundary layer was laminar. When the exit boundary layer was turbulent, 
such structures that could be observed through simple visualization techniques were not observed. 
This is not to say that there would not be any structures, but that they are poorly correlated 
spatially and temporally. We illustrate this with two PIV images in Figure 4.1.9. The image in the 
left has a laminar initial layer and the one on the right is turbulent. It is very clear from the images 
that the image on the left has large recognizable vortices while the image on the right doesn’t 
have organized structures even though presence of non-coherent structures is evident from the 
variations of the image seeding intensity. 
Figure 4.1.10 and 4.11 show the contours of u' and v' along with extracted profiles at 
downstream X/Dj=3 and 7. The profiles indicate that until 8Dj downstream of the exit, 
geometrical similarity has not been achieved. Closer to the jet exit and near the axis, both u' and 
v' have low turbulence and starts increasing very sharply away from the axis. It reaches a 
maximum before declining. The maximum is approximately near the half-width of the jet. At 
sufficient distance far away from the exit, the axial turbulence level catches up with the 
turbulence level in the shear layers. Considering the profiles at 7Dj, we can conclude that u' is 
much closer to achieving similarity than v'. At 7Dj, v' has a much larger deficit in the jet core than 
u'. In a subsonic turbulent jet, fluctuations in the radial component take a longer distance to reach 
similarity. While the axial component reaches similarity at X/Dj > 40, radial component reaches 
similarity at X/Dj > 70. The radial component is lower than the axial component in all regions of 
the flow field. Turbulence quantities are important parameters in determining the mixing 
characteristics of a jet. Higher turbulence intensities can be directly related to a higher mixing 






 is shown in Figure 4.1.12. The 
steepest increase in turbulence intensity is along the centerline of the jet. This will have a direct 














































































































































































As mentioned earlier, a rapid decay of UCL indicates enhanced mixing. Increased mixing 
should also advance the location where self-similarity is achieved in different quantities. 
Turbulent Shear Stress 
The normalized turbulent shear stress (Reynolds stress) at different downstream locations 
is shown in Figure 4.1.13. The stress values are normalized with respect to the square of the local 
centerline velocity. Extracted profiles at locations 1Dj, 2Dj and 3Dj are shown in the insert. As 
with u' and v', the turbulent shear stress has not reached self-similarity within the measurement 
region. An explicit expression for the shear stress can be obtained by inserting the time-averaged 
profiles for U and V into the streamwise momentum equation.  













This profile is also shown in the insert in Figure 4.1.13. The maximum for Reynolds stress lies at 
η = 0.58. The shear stress near η = 0 is negligible for a jet having a ‘top hat’ shaped profile at the 
exit or a Gaussian profile in the self-similar zone. The velocity gradient in the crosswise direction 
for these profiles, ∂U/∂y = 0 within the potential core region and consequently the Reynolds 
stress is negligible. However, in the vicinity of η=0 and near the exit, we observe a linear 
distribution of the shear stress in the experimental data. This is consistent with the expected linear 
distribution for a pipe flow type profile with finite velocity gradients at the centerline.  
Kinetic Energy 









]/2 are shown in Figure 4.1.14. The mean kinetic energy decreases away 
from the exit while the turbulent kinetic energy increases. The mean kinetic energy possesses a 
maximum along the centerline and drops off away from it whereas, the turbulent kinetic energy 
possesses a maximum away from the center and a minimum at the center for some distance away 
from the exit after which it catches up with the turbulence level in the edges. This also illustrates 
in a single picture the way energy is transferred between different regions of the jet.  
Estimation of Momentum Thickness 
 The boundary layer displacement thickness, δ
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The shape factor H is then defined as H=δ
*
/θ. 
The centerline velocity is used to estimate the local momentum thickness instead of the 
jet exit velocity. Figure 4.1.15 shows the growth of momentum thickness from 2Dj to 8Dj. It 
shows the linear growth of the momentum thickness. It is expected that momentum thickness 
grows linearly right from the exit. Making velocity measurements using PIV at the exit is not 
possible for some configurations like the orifices because of the bevel. The exit momentum 
thickness could be found by fitting a straight through these points. For this case the value of θ/Dj 
at X=2Dj is 0.14. As expected, this value is larger than that of a jet originating from a contoured 
nozzle. A larger initial shear layer thickness results in an increased potential core. As mentioned 
earlier, the initial shear layer instability frequency is inversely proportional to the boundary layer 
thickness.  
Spectral Decay 
 Spectra from velocity components are used to study the presence of temporally coherent 
structures. Since we do not have a large uniformly spaced velocity data set (temporal) that would 
allow us to study its spectra using conventional methods, we rely on the near field acoustic data. 
Figure 4.1.16 shows the spectral decay obtained from a microphone placed at different 
downstream locations equidistant from the jet axis (Y/Dj = 4). Spectra of the first four locations 
(X/Dj = 3, 5, 7 and 9) are also shown separately. The first data point near the exit at 3Dj has a 
maximum at StD = 0.48. This lies within the expected range for the column/preferred mode of a 
jet (0.2-0.5). The important feature is that the preferred mode is present even though the boundary 
layer from the exit may be turbulent at separation and is incapable of undergoing successive 
vortex merging characteristics of the thin shear layer. Further downstream the peak shifts towards 
lower frequencies. This indicates that energy is being transferred to progressively larger scales 
away from the exit. 
4.1.4 Instantaneous Flow Field 
Visualization of vortices 
We now turn our attention towards the instantaneous flow field of the pipe jet. One of the 
important reason for studying instantaneous fields is the realization of the existence and crucial 
role played by large-scale, organized motions in turbulent flow in recent years. But, these 
structures are usually embedded in a seemingly random flow field. Therefore, it is important to 
have methods that could identify and quantify these structures and also allow us to understand the 
way they interact with the rest of the flow field. There are several methods available to educe 
structures out of a flow field. One method may be more desirable than another depending on the 


































































































































































































scale structures to the stresses on large-scale structures or understanding the coherent elements of 
the flow). And, often it might be necessary to use more than one method in tandem to validate the 
results or obtain more complete information. Some of the commonly used methods include: 
a. Vorticity 
b. Reynolds decomposition 
c. Galilean decomposition 
d. Swirling strength 
Other methods used include LES decomposition and critical point analysis, Wavelet analysis / 
Pattern recognition techniques and Proper Orthogonal Decomposition methods. Before further 
discussing the instantaneous flow field of the pipe jet, some of the methods mentioned above are 
illustrated using a sample from this dataset. After much discussions, the fluid dynamics 
community has yet to arrive for a consensus on the definition of a vortex or an eddy. But a widely 
used definition especially in terms of identifying structures is the one offered by Kline and 
Robinson [Kline and Robinson, 1999]. “A vortex exists when instantaneous streamlines mapped 
onto a plane normal to the core exhibit a roughly circular or spiral pattern, when viewed in a 
reference frame moving with the center of the core”. The two key conditions in this definition are 
that the reference frame must be moving with the center of the core and vorticity is concentrated 
in the core. In a turbulent field, many small-scale structures are embedded within large-scale 
structures. Based on the above definition, it would be possible to visualize such a vortex only if 
the velocity at the center of each small vortex is removed. 
Vorticity 
Vorticity is the most common method of studying rotational fields. In simple flows with 
vortices but negligible shear, vorticity directly gives the location and other estimates of the vortex 
(size, strength, etc.). However, in complex flows, such as in jets, shear is a significant part of the 
flow field and more often the vortex structures themselves are located within this shear regions. 
In such cases it is extremely difficult to identify vortices and to assess their contribution to the 
overall flow. Figure 4.1.17 shows a sample image in which eddy structures are present in a region 
of shear. Figure 4.1.17a shows the vorticity map and Figure 4.1.17b shows the corresponding 
velocity vectors. Examining the vorticity map shows that there are regions of very high vorticity 
in the shear layer. This could possibly imply the presence of a vortex core.  But the region has 
comparable values of vorticity throughout the length. By examining the vorticity map and 
velocity vectors alone, one cannot conclude that there are eddies present within the shear layer. 
Reliable statistics about eddies cannot be obtained. 
Galilean Decomposition 
 This is the simplest method of decomposition. A constant independent of space and time 
equal to the convection velocity of the vortices is removed from the vector field. Using the 
correct convection velocity will reveal vortices as described by the definition for vortices. Figure 
4.1.18a-d shows the same vector field decomposed using different convection velocities (0.2, 0.4, 
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Figure 4.1.18. Vortex identification using Galilean transformation. a) 0.2 UCL-avg b) 0.4UCL-avg c) 












all are visible at the same time. In cases where different scales are present different convection 
velocities would reveal different vortices. Even though detection of vortices is not too sensitive to 
the convective velocity selected, the location and size of the vortex are very sensitive as can be 
seen from the figure. It clearly demonstrates this method’s dependence on a correct reference 
frame. However, the advantage in this method is its simplicity and its ability to reveal most of the 
vortex cores if the velocity field is systematically cycled through different convection velocities. 
Swirling strength 
 Vortex identification based on swirling strength is a frame independent method. It does 
not need a correct reference frame to visualize vortices. In three dimensions, the local velocity 
gradient tensor will have one real eigenvalue (λr) and a pair of complex conjugate eigenvalues (λcr 
±λci) when the discriminant of its characteristic equation is positive. For this condition, particle 
trajectories exhibit a spiraling motion about the eigenvector corresponding to λr with a period λci
-
1
. For pure shear flow, the particle trajectory is an infinitely long ellipse and hence the time period 
is infinite corresponding to λci = 0. λci > 0 represents shorter and more circular ellipses, which 
are, eddies. Zhou [Zhou et.al., 1996,1999] show that the strength of any local swirling motion is 
quantified by λci, defined as the swirling strength. In addition to being frame independent, this 
method can also differentiate between pure shear and vortex structures. In a two dimensional 






























In this case, the local velocity gradient tensor can have either two real eigenvalues or a pair of 
complex conjugate eigenvalues. And, vortices could be easily identified by plotting iso-regions of  





















































Figure 4.1.19a shows contours of the swirling strength shown in the relation above. Very strong 
swirling values are present at the expected locations of vortical structures. To check whether we 
can see vortices as per previous definition, we subtract the velocity at the center of these high 
swirling strength regions. Figure 4.1.19b shows vectors corresponding to vortices at each 
location. Figure 4.1.19c shows the iso-lines of swirling strength superimposed on vorticity 
contour. Vorticity identifies some of the vortices clearly (see the lower left eddy) but is not very 
clear regarding the other vortices. Also vorticity identifies local shear layers and does not 
differentiate them from coherent structures. This makes swirling strength method a very useful 
tool to identify eddies and calculating reliable vortex statistics. In this study, swirling strength 


























































decompositions. Though it is possible to calculate detailed vortex statistics using this method, it is 
beyond the scope of this work at this time.  
Reynolds Decomposition 
 This is the classical method of decomposing a turbulent velocity field. The total velocity 
vector 
→
u  can be decomposed into two different portions having different scales of length or time 
given as: 
'→→→
+= uUu  
where, 
→
U  is the mean of the total velocity obtained by ensemble averaging, time averaging or 
spatially averaging in a statistically homogeneous direction, and 
'→
u is the fluctuating field. 
Depending on the averaging method, Reynolds decomposition can be viewed as decomposition 
by scale separating components of infinite time or space scale and components of lesser scales in 
time or space. Vortices frequently move at velocities close to the local mean velocity and by 
removing the mean velocity, vortices of different scales can be visualized. Figure 4.1.20 shows 
the fluctuating component of the Reynolds decomposition obtained by using a spatial average 
(velocity averaging was done in a direction normal to the direction of the component) on Figure 
4.1.17. It shows the three expected vortices. One of the disadvantages of Reynolds decomposition 
is that it removes large-scales features associated with the flow. It can be very useful when 
statistics about the small-scale fluctuations are needed. 
Organizational Modes and Vortical Structures 
In this section, some of the naturally occurring processes that help mixing in a turbulent 
jet are examined. 
Ring and Helical Modes 
 Several studies [Michalke 1977, Batchelor 1962] have predicted the presence of ring and 
helical modes in axisymmetric jets. Batchelor [Batchelor 1962] has shown that only the helical 
mode can produce amplified disturbances. Michalke [Michalke 1977] has shown that both ring 
mode and helical mode are equally unstable. Figure 4.1.21a-f show the presence of ring type 
vortices throughout the measurement region. The velocity fields have been Galilean transformed 
to educe the vortex structures. A constant velocity was removed from all fields rather than using 
different velocities optimal for each vortex. Figure 4.1.21a-b shows region between 0 - 4Dj. 
Figure 4.1.21c-d shows region between 2 - 6Dj. Figure 4.1.21e-f shows region between 4 - 8Dj. 
The locations of the vortices are noted as A-A to K-K. In Figure 4.1.21b, vortex ring C-C is 
visible partially. The sizes of the vortex rings are comparable in size to the local jet width. At 
least three different vortex rings are visible within the potential core. Figure 4.1.22a-f shows the 
presence of helical mode vortices present in the near field measurement regions. The vortices are 
marked A-Q. Figure 4.1.22a-b shows region between 0 - 4Dj. Figure 4.1.22c-d shows region 
between 2-6D. Figure 4.1.22e-f shows region between 4 - 8Dj. In both axisymmetric and helical 





































































































































































































































Figure 4.1.22. Helical mode vortices present in the near field of the baseline jet 
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downstream. In unforced jets, axial and helical modes have equal probability of occurring and a 
thorough examination of the dataset shows that it is much easier to find helical mode than ring 
mode. Also, in some cases, an initially axisymmetric ring tilts in one direction due to its own 
induction or of an adjacent vortex. Other researchers have also described the presence of such 
structures. These type rings would also be counted as helical modes and probably skewed the 
probability of occurrence towards helical modes.  
 The presence of ring or helical modes is important from the viewpoint of mixing or 
momentum transfer. They play an important role in bringing ambient fluid in contact with the jet 
fluid. This is the first step in any type of transfer (mass, momentum or energy). Two possible 
mechanisms of the process or rather the effect of these vortices is described below. Figure 
4.1.23a-b show the first process. Figure 4.1.23a shows the actual velocity field and Figure 4.1.23b 
shows the Galilean transformed field. They show conical or arrowhead shaped structures present 
in the flow field. At the base of each conical structure, Figure 4.1.23a shows a large influx of 
fluid into the jet and this influx increases downstream. Figure 4.1.23b confirms the presence of 
vortex rings at the base of these structures. This indicates that the large influx caused by the 
vortices forces these arrowhead structures or vice versa. Figure 4.1.24a-b show a second process 
called jet meandering. Figure 4.1.24a shows the actual velocity field and Figure 4.1.24b shows 
the Galilean transformed field. Jet meander refers to the movement of the whole jet away from 
the centerline. It is similar to flapping motions in non-circular jets. As can be seen from Figure 
4.1.24a, this process also produces large influxes into the jet much larger than the previous one. 
Figure 4.1.24b shows the Galilean transformed field and the vortices associated with this process. 
From this figure, it seems that the interaction of azimuthal instabilities with an axial instability 
could be responsible for this process.  
Vortex merging 
Several experiments have shown vortex merging as the mechanism that causes the shear 
layer to grow and produce momentum transfer. It has also been shown that vortex merging can 
produce pressure disturbances that will propagate upstream to force the shear layer forming a 









where, Xi is the location of the i
th
 vortex merging from the trailing edge, λDPW, λUPW are the 
downstream and upstream propagating waves given by Uc/fi, a/fi respectively, Uc is the 
convection speed of the vortices, a is the speed of sound, fi is the frequency after the i
th 
merging, 
and N is an integer. At each vortex merging the frequency is halved. Therefore, 
i
oi ff 2/≈  
where, fo is the initial instability frequency. This gives a relation between the i
th











































































Figure 4.1.24. Jet meandering resulting in asymmetric velocity profiles in the near field of the baseline jet. a) actual vector field b) Galilean 




This implies that the vortex merging locations has to be an even number of initial instability 
wavelengths. In an axisymmetric jet, the last vortex merging appear at the end of the potential 
core, which is approximately four to six exit diameters. For a potential core length of 5D, the 
next-to-last merging should take place approximately near 2.5D and the one before that near 
1.25D. Figure 4.1.25a-f shows the shear layer thickness in the measurement regions. Normalized 
vorticity contours (ωD/U = –1 to –0.4) representing one side of the shear layer is shown. Figure 
4.1.25a-b show the first two merging locations. At the vortex merging locations, the thickness of 
the shear layer doubles. Figure 4.1.25c-f show the last merging location at the end of the potential 
core and also the subharmonic evolution introduced by Ho [Ho 1982]. The amplifying 
subharmonic laterally displaces vortices from the initial instability wave. Due to the velocity 
gradient, vortices within the high-speed region travel faster and catch up with the vortices in the 
low speed side. Finally, the two vortices merge into a single coherent structure. A set of carefully 
chosen images is shown in Figure 4.1.26 to demonstrate this process.  
4.1.5 Effect of Initial Conditions 
 A smooth contoured nozzle is the preferred jet exit for most studies. But it involves a 
more difficult manufacturing process. Orifices are used in many studies because of the ease of 
manufacturing as compared to a contoured nozzle especially with noncircular exits. Long pipes 
are also a very common type of exit condition in practical applications. The initial condition of an 
orifice jet would be very different from that of a pipe jet or a contoured nozzle. Different studies 
have arrived at contradictory conclusions about the mixing performance of an orifice jet. Quinn 
[Quinn 1989] compared a smooth nozzle to an orifice and found that the jet from the nozzle 
spread much faster than the orifice jet. He suggested that non-parallel exit flow is the reason for 
this. Vakili and Chang [Vakili 1991] studied the effect of different exit conditions on the 
evolution of a vortex ring and found that a vortex ring from an orifice exit traveled further than a 
ring from a pipe jet. A deeper penetration of a vortex ring indicates less mixing (more suited for 
momentum transfer) with the ambient fluid and provides support to Quinn’s study. Recently Mi 
[Mi 2001] compared a contoured nozzle, an orifice plate and a pipe and found that the orifice jet 
had the highest mixing rate followed by the contoured nozzle and the pipe jet. They also show 
that even though an orifice jet has less coherent structures than the contoured nozzle, the higher 
three dimensionality of the structures in the near field of the orifice jet is responsible for the 
increased mixing. This indicates that the performance of an orifice also depends on geometrical 
parameters other than the exit diameter. This would include the lip thickness, the angle and 
orientation of the bevel and the ratio between the orifice diameter and the diameter of the pipe to 
which it is connected. 
Sample image frames from a pipe jet and orifice jet at very low speeds is shown in Figure 
4.1.27a-b. Figure 4.1.27a is the pipe jet and Figure 4.1.27b is the orifice jet. Both show the same 
physical process of a shear layer rolling up into distinct vortex structures and breaking down after 
some distance. The difference is in the location at which the vortex structure rolls up and the 
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Figure 4.1.27. Comparison between a pipe jet and an orifice jet at low Reynolds number (both 
















whereas in the pipe jet, the first roll up is at some distance downstream. The vortex ring of the 
pipe jet is almost comprised of the jet fluid itself. The vortex ring of an orifice jet shows dark 
regions indicating a large amount of ambient fluid present within the vortex. There are two major 
differences between these two jets. The first difference is the thickness of the shear layer. A pipe 
jet has a much thicker shear layer than an orifice jet. A pipe jet has a thicker boundary layer 
because it has a growing boundary layer for some distance upstream of the exit. In an orifice jet, 
the boundary layer starts at the exit in addition to any effects of the boundary layer of the orifice 
plate walls. A thin shear layer is more unstable as compared to a thick shear layer. The second 
difference is due to the effect of vena contracta in an orifice. There is an increase in the velocity 
gradient that contributes to the out-of-plane vorticity. The initial vorticity available is more than 
what would be available in a pipe jet of similar upstream conditions. Also note the presence of 
arrowhead shaped structures discussed in previous sections in both jets and its sharpness in the 
orifice jet. The study of these images indicates that the orifice jet might have more mixing 
capability than a pipe jet.  
 Jets issuing from a pipe, an orifice, a contoured nozzle and an inverted contoured nozzle 
were studied. It has to be mentioned that the contoured nozzle is not a perfectly smooth nozzle. 
Due to manufacturing limitations, it was not possible to make a perfectly smooth nozzle. The 
nozzle had sudden changes in the slope. Figure 4.1.28a-c show averaged images of the above 
mentioned four configurations at about 275 m/s. Figure 4.1.28e-g show averaged images of the 
pipe, orifice and nozzle exits at about 130 m/s. The orifice jet shows a slightly larger lateral 
spread than the pipe jet. Some imperfection of the contoured nozzle is noticeable in the image 
near the exit. The initial profile does not look like that of a top hat profile expected for a nozzle 
and indicates possible separation. The effect of this was very clearly demonstrated when the 
nozzle was inverted. It generated multiple tones above certain velocities. Figure 4.1.28d,h shows 
this case at different velocities. Figure 4.1.28d is for 275 m/s and Figure 4.1.28h is at about 230 
m/s, the velocity at which the screeching tones had their highest amplitude. In both cases the 
spread of the jet is much larger than any of the other configurations. Velocity contours 
normalized by their exit velocity for conditions corresponding to Figure 4.1.28a-d are shown in 
Figure 4.1.29a-d. The velocity contours have been truncated at 10% of centerline velocity. It 
confirms the same conclusions arrived at using the averaged images. The difference in the spread 
rate in the near field is very small as shown by the 10% and 90% profiles of the centerline 
velocity in Figure 4.1.30. Also note the centerline velocity dropping faster in the case of an 
orifice and even faster in the inverted nozzle. The profound effect of this screeching is shown in 
Figure 4.1.31 corresponding to the conditions of Figure 4.1.29h. The centerline velocity has fallen 
very rapidly and the potential core length has been reduced to less than one jet exit diameter. This 
process deserves further study not possible at this time. Because of this phenomenon, the 
contoured nozzle will not be used for comparison or as a baseline in evaluating the axial jet 
actuators. Between the pipe jet and the orifice jet, it was decided to use the pipe jet as the baseline 
for reasons mentioned in previous paragraphs regarding its sensitivity to geometrical parameters. 
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Figure 4.1.28. Averaged images of the baseline jet issuing from different exit boundaries at two different speeds. a-d) UJ ≈ 275 m/s; e-g) UJ ≈ 
130 m/s and  h) UJ ≈ 230 m/s 
a) b) c) d) 







































Figure 4.1.29. Normalized mean velocity contours of the baseline jet issuing from different exit 
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Figure 4.1.30. Comparison of the profiles of 10% and 90% centerline velocities for jets issuing 
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Figure 4.1.31. Mean velocity contours of a jet issuing from an expanding nozzle (condition 
corresponds to maximum screech – Figure 4.1.28h) 
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4.2 Hole Tone Actuator 
4.2.1 Introduction 
A hole tone is characterized by the instability of an axisymmetric jet forming vortex rings 
and the subsequent interaction of these vortices with a solid boundary in the flow field. A 
common example of this process can be observed in a whistling teapot. Vapor escaping from the 
teapot passes through two concentric circular orifices separated by a small distance. The first 
orifice produces a jet that has to pass through the second orifice. Whenever there is sufficiently 
high flow rate through the orifices, a discrete tone is produced. Another common example is the 
human whistling. 
The first reported study of a hole tone is attributed to Sondhauss [Sondhauss 1854]. He 
found from his experiments that the tone frequency (f) increased with increasing jet velocity (Uj) 





f ∝  
Rayleigh [Rayleigh 1945] studied hole tones as a convenient source to produce sounds of high 




























He observed that the sound emitted was uniform through a wide angle indicating that the 
disturbance of the jet accompanying this emission is symmetrical. He also concluded that viscous 
forces could not play any major role in determining the frequency of the tone. He explained the 
process as follows. “When a symmetrical excrescence reaches the second plate, it is unable to 
pass the hole with freedom, and the disturbance is thrown back possibly with the velocity of 
sound, to the first plate, where it gives rise to a further disturbance, to grow in its turn during the 
progress of the jet”. 
Chanaud and Powell [Chanaud & Powell 1965] conducted a thorough investigation of the hole-
tone mechanism over a range of Lc/Dj of 2 to 8 and upto a Reynolds number of 2500. They noted 
that the operation of a hole tone shows marked similarity to that of an edge tone with one major 
difference regarding the symmetric nature of the disturbances. In an edge tone, the disturbances 
are asymmetric. Figure 4.2.1 shows a schematic of the hole-tone system and Figure 4.2.2 shows 
the physical mechanism as proposed by Chanaud and Powell. Direct feedback is the pressure 
disturbance generated at the exit orifice. Indirect feedback refers to any reflecting mechanism 
present in the system. These feedback paths can be from upstream, downstream or from the radial 
boundaries of the system. Any one of the four feedback paths (1 direct and 3 indirect) can 
dominate and control the oscillations depending on their relative amplitudes. Similar to an edge 





















operate only within the unstable region of an axisymmetric jet. Thus, there is a minimum 
plate distance and a minimum velocity below which, the hole tone will not work. For a given 
plate distance, the frequency increases proportional to increasing velocity. At certain velocities, a 
sudden jump to higher frequencies occurs. And the frequency starts increasing with velocity until 
the next jump occurs. Each of this region of continuous operation is referred to as a stage. They 
also showed a hysterisis effect present in the operation of this system. When the velocity is 
decreased, frequency also decreases and falls back to lower stages at different velocities. But their 
jump to lower stages is not at the same conditions as their jump to higher stages. It is interesting 
to note that the Strouhal number based on the spacing between the nozzle and the plate remains 
approximately constant in each stage. Their investigations also indicated that the sound generated 
at the end plate is mainly of monopole type if the end plate diameter is larger than the acoustic 
wavelength and mainly of dipole type if it is smaller. A monopole type sound source is due to the 
unsteady volume flow through the hole and a dipole type source is due to the unsteady fluid 
forces on the plate. 
 A simple feedback model can be used to predict the possible frequencies. This is done by 
an estimate of the time required for the hydrodynamic disturbance wave to cross the spacing 
between the plates and the time required for the acoustical wave to travel back to the leading edge 








c +=  
where, ‘n’ is the mode number, ‘f’ is the frequency, ‘Lc’ is the spacing between the plates, uc is 
the convection velocity and ‘a’ is the speed of sound. The mode number n is usually an integer. 
But recent investigations have shown that both integer and non-integer numbers are possible. 
Integer mode numbers correspond to cases where vortex rings are shed at every half cycle when 
the pressure perturbations are positive. Values between 0.5Uj and 0.6Uj are typically used for the 
shear layer convection velocity. 
 Most studies of hole tones are motivated by practical applications such as the solid 
propellant rocket motors, automobile intake and exhaust systems, ventilation systems, gas 
distribution systems and musical instruments. And consequently, the range of velocities studied is 
limited to very low subsonic speeds (mostly Re < 10000). In this report, Reynolds number varies 
from 60000 to 230000 and Lc/Dj ratio varies from 1 to 2.25. Results from pressure and acoustic 
measurements are presented followed by a discussion of the velocity measurements and 
numerical simulations. 
4.2.2 Frequency and Amplitude Analysis 
Adaptive control requirements could be of two different types. One could require 
different frequencies at different operating conditions or different frequencies might be required 
for the same flow conditions. Either changing the geometrical parameters or a constant geometry 
providing different frequencies can achieve these requirements. So, a thorough knowledge of the 
effect of different flow conditions for a given geometry and the effect different geometrical 
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parameters have for a given flow condition is necessary. For that reason, variations of frequency 
and amplitude for different flow conditions and geometrical parameters were studied.  
Frequency Characteristics 
Figure 4.2.3a,b shows the spectra obtained from a pressure transducer present in the 
cavity (Lc/Dj = 2.26) at two different Reynolds numbers (41000 and 157000 respectively). At low 
speeds, axisymmetric vortex shedding from the first orifice seems to be the dominant source of 
instability. When the shed vortex interacts with the second plate, strong hole tones are radiated in 
the upstream direction. Figure 4.2.3a shows the presence of a strong discrete tone and its 
harmonics. At higher Reynolds numbers, the same mechanism still produces hole tones. But as 
shown in Figure 4.2.3b, the pressure signal is amplitude modulated by a second sound source 
present in the system. Peaks f0-1 and f0-2 represent the hole tones. Peak fm is the modulating 
frequency produced as a result of the superposition of frequencies f0 and f1-L. The effect of this 
modulation is shown in the presence of the sidebands f1-L and f1-R. Peaks f1-L and f1-R are separated 
by a value of fm. Spectrogram analysis of the pressure signal indicated that the modulation is not a 
frequency modulation. A typical spectrogram is shown in Figure 4.2.4. Analysis regarding the 
source of this peak will be discussed in the following sections.  
Effect of Reynolds Number 
Frequency of the hole tone oscillations produced generally increased with increasing jet 
speed. Figure 4.2.5-7 shows the variation of frequency with Reynolds number for cavity length to 
jet exit diameter ratios 1, 1.375 and 2.26. In these graphs, the thickness of the line varies 
according to the amplitude of the corresponding frequency. So, the thicker regions denote peaks. 
As jet speed is increased, frequency increases and at certain conditions jumps to a higher level 
and continues to rise again. Based on the feedback relation discussed before, as jet speed 
increases, convection velocity also increases and reduces the time period of each oscillation. The 
jump in frequency is due to changes in the number of major vortices accommodated between the 
cavity plates. Under certain conditions due to vortex merging, the number of vortices can be 
reduced and the oscillations fall back to a lower stage.  Figure 4.2.8-10 shows corresponding 
variation in Strouhal number. Strouhal number based on the exit diameter shows a near constant 
or slowly varying Strouhal number operation.  Strouhal number for the hole tone frequencies 
varied between 0.4 and 0.8 for all Lc/Dj ratios.  These plots indicate that the cavity tends to 
oscillate at higher stages for smaller cavity lengths even from low Reynolds number flow 
conditions. This could be explained based on the velocity between end plates. Orifices have their 
highest velocity about one jet diameter away from the exit due to vena contracta and for smaller 
cavity lengths, this means an increased average velocity and hence higher convection velocities 
and frequencies. 
Figure 4.2.11 plots hole tone frequencies for an Lc/Dj ratio 2.26 along with calculated 
frequencies from the feedback relation. The trend of the frequency variation with jet speed is in 
agreement with the feedback relation. For this case, oscillations started in the first mode and then 



































































Figure 4.2.3. Pressure spectra obtained from a pressure transducer in the cavity for a hole-tone device (Lc/Dj = 2.26) at different Reynolds 


















Figure 4.2.4. Spectrogram of the pressure signal from a hole-tone device (Lc/Dj = 2.26, ReD = 


















Figure 4.2.5. Variation of frequency with Reynolds number for a hole-tone device (Lc/Dj = 1.04, 





















Figure 4.2.6. Variation of frequency with Reynolds number for a hole-tone device (Lc/Dj = 1.375, 





















Figure 4.2.7. Variation of frequency with Reynolds number for a hole-tone device (Lc/Dj = 2.26, 



















Figure 4.2.8. Variation of StD with Reynolds number for a hole-tone device (Lc/Dj = 1.04, inlet to 




















Figure 4.2.9. Variation of Frequency with Reynolds number for a hole-tone device (Lc/Dj = 




















Figure 4.2.10. Variation of StD with Reynolds number for a hole-tone device (Lc/Dj = 2.26, inlet 
































n increases from 1
 
Figure 4.2.11.  Comparison of experimental hole tone frequencies with the feedback relation 












Effect of L/D 
Figure 4.2.12 shows the effect of the cavity length to jet diameter ratio on the oscillation 
frequencies at two different jet velocities. Frequency decreases with increasing length to jet 
diameter ratios. When Lc/Dj increases and Uc is assumed to be a constant ratio of mean velocity, 
one can reformat the feedback relation described in the previous section as 



















So an increase in Lc/Dj leads to an increased time period and hence lowers the Strouhal number 
for the oscillations. But it is not very clear whether the ratio of convection velocity to mean 
velocity is a constant. To evaluate, possible dependency on oscillation mode and jet speed, 
calculated convection velocity ratio based on the above relation is shown in Figures 4.2.13a,b 
respectively. Uc/Uj is plotted against Strouhal number in Figure 4.2.13a and it shows that 
convection velocity ratio increases with increasing Strouhal number. Also, this ratio (Uc/Uj) 
increases with increasing Lc/Dj ratio. Figure 4.2.13b shows that this ratio (Uc/Uj) is a generally 
decreasing function of Reynolds number.  
Effect of Inlet to Exit diameter ratio 
The ratio between inlet and exit diameters determines the portion of the jet that can pass 
directly through the exit. When the inlet diameter is much smaller than the exit diameter, the jet 
can pass through the exit without much hindrance. When the inlet diameter is much larger than 
the exit diameter, the exit plate blocks a large portion of the jet. In a system, where the oscillating 
mechanism is due to the interaction of elements in the jet with the trailing edge, this is an 
important parameter to be considered. Inlet to exit diameter ratios of 0.9 and 1.0 were studied. Its 
effect on the frequencies is shown in Figure 4.2.14. It shows that with lesser blockage for the jet, 
oscillations have higher frequencies. A reason for this is that the vortices are not as restricted as in 
the case where a bulk of the jet has to interact with the plate and asymmetric instabilities sets in. 
Asymmetric instabilities usually operate at higher modes. 
Variation of SPL 
Variation of the amplitude of oscillations with inlet to exit diameter (Dj/De) ratio, 
Reynolds number and Strouhal number are shown in Figures 4.2.14,15,16 respectively. SPL 
increases with Reynolds number except during certain flow conditions.  Smaller length to depth 
ratios appears to have higher amplitudes until a particular jet speed and drops of after that most 
possibly due to other processes that reduce the oscillations. All three L/D ratios appear to exhibit 
some correlation between the dropping off amplitude and switching to a different stage. This 
needs to be further studied before a complete explanation can be provided. Higher Strouhal 
number oscillations results in decreased sound pressure level. Maximum amplitudes were 
obtained for StD between 0.4 and 0.6. This range is also very close to the preferred mode of a jet. 
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Figure 4.2.13.Variation of convection velocity to mean velocity ratio (Uc/Uj). a) with Strouhal 
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Figure 4.2.16. Variation of sound pressure level with Strouhal number in a hole-tone device 
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from results obtained before. It was shown before that large inlet to exit diameter ratios (Dj/De) 
allow for oscillations at higher stages and hence higher Strouhal numbers.  
Effect of Inlet Boundary Condition 
Comparison was made between using a constant diameter pipe and an orifice at the 
leading edge of the cavity. It has already been shown in the previous section on baseline turbulent 
jets, a pipe jet produces lesser coherent structures in the near field than an orifice jet. Figure 
4.2.17 shows that a pipe jet produces similar frequency response as an orifice jet. But the 
amplitudes are lower than the orifice jet especially at lower speeds. It should be noted for this 
case, the amplitude of the orifice inlet is higher than the pipe inlet even though the former is 
operating at a higher stage. It has been shown before that at higher stages, the amplitude of 
oscillations is reduced. Figure 4.2.18 shows images obtained for orifice inlets and pipe inlets at 
similar conditions. In the case of orifices, it is much easier to see the rolled up vortices. These 
vortices also make the effective width of the jet impacting on the exit plate much larger than the 
actual jet diameter.  
4.2.3 Velocity Measurements 
2D velocity measurements made on this configuration allowed to visualize the flow field 
inside the cavity.  Instantaneous images from PIV measurements showed the roll up of vortices 
within the cavity. Figure 4.2.19 shows typical images obtained for different conditions. Figure 
4.2.19a corresponds to an Lc/Dj ratio of 1.25 and inlet to exit diameter ratio of 1. Figure 4.2.19b,c 
corresponds to an Lc/Dj ratio of 1.0 and inlet to jet exit diameter ratio (Dj/De) of 0.9. Figure 
4.2.19d corresponds to an Lc/Dj ratio of 2.0 and inlet to jet exit diameter ratio (Dj/De) of 0.9. All 
figures correspond to the same mass flow rate. Both symmetric (Figures 4.2.19a,d) and 
asymmetric (Figures 4.2.19b,c) vortex rings were observed. At lower speeds, only symmetric 
vortex rings were observed. Even very small inclination between the end plates tended to create 
asymmetric vortex rings. This can be expected because the upstream pressure wave traveling 
back from the exit plate will be starting at different times along the circumference of the exit hole. 
It can also be noted that Figures 4.2.19a,d shows a single vortex ring while Figures 4.2.19c,d 
shows at least two rings within the cavity. The number of these vortices indicates the mode at 
which oscillations are taking place. Also there seems to be a correlation between asymmetric 
vortex rings and operation at higher modes.  
Phase locked measurements were made by using total pressure signal from a transducer located at 
the exit plate. The pressure signal was amplified and used to produce a signal to trigger camera 
and laser firings. The pressure signal was good enough to reliably use it as a trigger signal. Figure 
4.2.20 shows few images taken within a particular phase. These figures show good agreement 
between different pictures at the same phase even though a careful analysis would reveal slight 
difference in position between different images. For our purpose of studying the oscillation 
mechanism, it was good enough to capture different stages of an oscillation cycle. In oscillations 
of these type, there will always be some cycle to cycle variations and phase averaged study would 















































Figure 4.2.17. Effect of cavity inlet boundary conditions (Lc/Dj = 2.26 for orifice inlet and 1.6 
















Figure 4.2.18. Effect of cavity inlet boundary conditions (Lc/Dj = 2.26 for orifice inlet and 1.6 
for pipe inlet) 
 
Figure 4.2.19. Roll up of vortices in the cavity. (mass flow rate for all conditions remain the 
same – high subsonic conditions), a) Lc/Dj = 1.25, inlet to exit diameter ratio Dj/De = 1, b) and c) 
Lc/Dj = 1.0, diameter ratio = Dj/De = 0.9, d) Lc/Dj = 2.0 diameter ratio Dj/De = 0.9  
 
 
Figure 4.2.20. Representative instantaneous images within one phase condition. (Lc/Dj = 2.0, 






Figure 4.2.21. Phase averaged images show an oscillation cycle. Images are separated by 90˚ from neighboring images. 








images taken at different phases. These images were taken for an Lc/Dj ratio of 1.75 and exit to 
inlet diameter ratio (Dj/De) of 0.9. Each image is separated by 90˚ from adjacent images and 
corresponds to conditions of 0˚, 90˚, 180˚, 270˚ and 360˚. The first image starts with a vortex ring 
impinging at the trailing edge and the cycle shows the process as this ring passes through the exit 
and another ring originating at the leading edge reaching the exit plate. Figure 4.2.22 shows 
corresponding velocity vectors and Figure 4.2.23 shows corresponding vorticity contours for the 
case in Figure 4.2.20. Figure 4.2.24 and Figure 4.2.25 shows velocity vectors and vorticity fields 
for an Lc/Dj ratio of 2.0 and an inlet to exit diameter ratio (Dj/De) of 0.9.  
Figures 4.2.26,27 show selected typical instantaneous velocity vectors and the 
corresponding vorticity contour for the case in Figure 4.2.22. Figures 4.2.28,29 shows similar 
plots for the case in Figure 4.2.24. As could be expected there was some cycle-to-cycle variation 
in the instantaneous images and it is suspected that the modulating frequency discussed 
previously might also be having some phase modulation effects on the oscillations. 
4.2.4 Numerical Simulations 
2D LES analysis of an axisymmetric model of the hole tone devicewas performed for an 
L/D ratio of 1 and inlet to exit diameter ratio of 1. These simulations provided a much clearer 
picture of the oscillation process. A pressure and velocity monitor was placed inside the cavity 
corresponding to the experimental pressure transducer location. A constant time step of 1µs was 
used. At each time step, it was made sure that the solution converged. A typical reading from the 
pressure monitor is shown in Figure 3.2. The frequency of the oscillations appears to be very 
similar to the experimental frequencies. Since, the data set obtained through CFD has very small 
number of data points and a very high equivalent scan rate, ordinary Fourier analysis won’t have 
the necessary resolution or accuracy. Advanced signal processing techniques are needed to 
evaluate the frequency of the oscillations. The solution was run until the pressure oscillations 
were sustained. Different stages of an oscillation cycle as obtained from the numerical simulation 
are shown in Figure 4.2.30. Vorticity contour is plotted. Vortex rings formed within the cavity 
upon interaction with the exit plate was divided and one part traveled through the exit and another 
part traveled along the inner wall of the exit plate. The vortices traveling along the wall continued 
to grow through subharmonic evolution. For this case, the vortex reached a diameter equivalent to 
the length of the cavity. After reaching this size, it appears to become a stationary vortex. This 
could provide a length scale for the transverse oscillations and could possibly be a source for the 
second peak. PIV measurements showed the traveling vortices along the wall. But the 
measurement region did not include the whole length of the plate. Further measurements have to 
be made to confirm this. Also it remains to be verified whether the location of the stationary 
vortex varies with different jet speeds. Pressure contours showed the upstream traveling wave and 
its reflections between the cavity sidewalls. By nature of the axisymmetric simulations, the vortex 
rings formed were axisymmetric and any type of asymmetric vortex shedding was not observed. 
Therefore 3D simulations with higher order accuracies capable of capturing the vortex structures 
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Figure 4.2.22. Mean velocity vectors at different phase conditions of the pressure signal for Lc/Dj 
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Figure 4.2.23. Mean vorticity contours at different phase conditions of the pressure signal for 
Lc/Dj = 1.0 (images arranged clockwise with each image separated from its 
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Figure 4.2.24. Mean velocity vectors at different phase conditions of the pressure signal for Lc/Dj 
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Figure 4.2.25. Mean vorticity contours at different phase conditions of the pressure signal for 
Lc/Dj = 2.0 (images arranged clockwise with each image separated from its 















































































































































































Figure 4.2.30. Hole-Tone oscillation cycle obtained from numerical calculations (Lc/Dj = 1.0, 
Dj/De = 1.0) 
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4.3 Axial Jet Actuator  
4.3.1 Introduction 
 Axisymmetric cavities of finite depth (with the peripheries closed) were placed at the exit 
of baseline jets. Several geometrical parameters of interest were studied. They include the length 
to depth ratio of the cavity (Lc/Dc), jet to pipe diameter ratio (Dj/Dp) also called the expansion 
ratio and cavity inlet to cavity exit diameter ratio (Dj/De). Different Lc/Dc ratios between 1 and 5 
were tested. Different Dj/Dp ratios between 0.33 and 0.5 were tested. Cavity inlet to cavity exit 
diameter ratio Dj/De varied between 0.67 and 1.5. Reynolds number based on the cavity inlet 
diameter varied between very low subsonic speeds to high subsonic speeds. During each run for a 
particular configuration (Lc/Dc, Dj/Dp and Dj/De being fixed), mass flow rate through the 
geometry was changed slowly from very low flow rates to high flow rates. Data were taken at 
several intermediate flow conditions. Only selected results are presented in this discussion. Cavity 
inlet and exit boundaries were varied from the two geometries available (orifice baffles of 
different sizes and a short pipe of constant diameter extending 4 jet diameters in length). Usage of 
the parameter L/D denotes the cavity length to depth ratio Lc/Dc unless otherwise specified. 
4.3.2 Frequency Analysis 
Effect of Reynolds number 
 Spectral data obtained for an Lc/Dc ratio of 1.75, Dj/Dp ratio of 0.375 and inlet to exit 
diameter ratio (Dj/De) of 0.9 is shown in Figure 4.3.1. Each line represents the complete pressure 
spectra for that particular Reynolds number. Thickness of the line varies according to the power 
spectral density of the corresponding frequency at each point. Color of the line indicates the 
amplitude, varying from blue to red for minimum to maximum. At low speeds (ReD < 50000), the 
frequency characteristic of this configuration is very similar to that of a hole tone device. At low 
speeds, one can hear very distinct tones over the flow noise. Oscillation frequency (thick regions 
of the line) increases with jet speed very similar to that of the hole tone. In the previous section 
regarding hole tones, an axisymmetric cavity with its length scale dominating, produced well-
defined tones. Based on those results, it was suspected that vortex rings formation within the 
cavity and their impingement on the inner surface of the exit wall could be the dominant 
mechanism of oscillation at these flow conditions. Further referring to Figure 4.3.1, at higher 
speeds (ReD > 50000), a completely different response can be observed. Frequency remains 
constant for a wide range of Reynolds numbers (from ReD 75000 – 150000). This is a clear 
indication that some type of resonance mechanism has been set in the system and possibly 
associated with an acoustic mode of the cavity or the pipe. Within the range of Reynolds numbers 
where the frequency remained constant, the amplitude however varied. Strouhal number based on 
cavity inlet diameter (Dj) corresponding to data in Figure 4.3.1 is plotted in Figure 4.3.2. The total 
length of the lines decreases with increasing Reynolds number because the range of StD for a 












Figure 4.3.1. Variation of frequency with Reynolds number for Lc/Dj = 1.75, Dj/Dp = 0.375 and 




















Figure 4.3.2. Variation of Strouhal number, based on cavity inlet diameter, with Reynolds 
number for Lc/Dc = 1.75, Dj/Dp = 0.375 and Dj/De = 0.9 
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As can be expected, StD corresponding to the oscillating frequencies (thicker regions of the lines), 
decreases with increasing Reynolds number. To determine possible modes involved in the 
oscillation, results of Strouhal numbers from the case of Figure 4.3.1 are plotted against 
theoretical values of cavity modes and acoustic modes of the pipe. This is shown in Figure 4.3.3. 
Cavity modes are calculated based on the feedback relation discussed in the section on hole tones. 
It is repeated here for clarity. An estimate of the time required for a hydrodynamic disturbance 
wave to cross the cavity length and the time required for an acoustic wave to travel back to the 








c +=  
where, ‘n’ is the mode number, ‘f’ is the frequency, ‘Lc’ is the spacing between the plates, uc is 
the convection velocity and ‘a’ is the speed of sound. The mode number n is usually an integer. 
But recent investigations have shown that both integer and non-integer numbers are possible. 
Integer mode numbers correspond to cases where vortex rings are shed at every half cycle when 
the pressure perturbations are positive. Values between 0.5Uj and 0.6Uj are typically used for the 
shear layer convection velocity. Acoustic modes were calculated using standing wave solutions 








































where, ω is the resonant frequency determined based on the azimuthal (m), radial (n) and axial 
(qz) modes and j’m,n is the (n+1)
th
 positive zero of the derivative of Bessel function. 
At low speeds, the frequencies agree well with the first shallow cavity mode. This confirms that 
the primary mechanism is the feedback process from the impingement surface (trailing edge). But 
at higher speeds, the frequencies agree with the first acoustic radial mode based on the pipe 
diameter. It should also be pointed that the radial mode was present in the spectra even at low 
speeds. Figure 4.3.4 shows the pressure spectra for the same configuration at low Reynolds 
number flow. Even though the radial mode is present, its amplitude is less than the cavity mode 
by more than 20dB. The trend of the peaks at higher speeds follows the pattern of the theoretical 
value of the acoustic mode. A typical spectrum at high speed for the same configuration is shown 
in Figure 4.3.5.  The major peak f0 corresponds to the first radial acoustic mode of the pipe. 
Harmonics of f0 shows significant energy present in them. This is a typical identifier of a process 
called wave steepening. Oscillations such as in this study have finite amplitudes and wave 
steepening could be expected. The questions of how such a process affects the oscillations by 
forming weak shock waves are not addressed in this study. It would be appropriate and important 
to examine this in future studies. Other peaks of interest are marked fm, f0-fm and f0+fm. An 
animation of the pressure spectra for all the tested Reynolds number was made for this 
configuration. A collage of the frames in the animation is shown in Figure 4.3.6. Each frame 
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Figure 4.3.3. Comparison of frequencies of oscillation from experiments with theoretical cavity 
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Figure 4.3.6. Pressure spectra showing the variation of cavity and acoustic modes
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legend. The cavity modes and its frequency is also plotted. The straight line at about 6000Hz 
represents the acoustic radial mode. The animation clearly showed that both shallow cavity mode 
and the radial acoustic mode are present. But based on the flow condition, they modulate each 
other. At certain instances, the cavity mode was predominant. But in most cases within the range 
of this study, the radial mode was amplitude modulated and dominated the spectrum. The peak fm 
is present in the spectrum due to the superimposition of the peaks f0 and f0+fm or f0-fm. Based on 
this evidence, it is concluded that resonance is setup between the shallow cavity mode and the 
radial acoustic mode. This opens up a lot of opportunities that can be exploited to produce multi-
frequency control mechanisms of a jet using a single passive geometry. The modulating 
frequency, the left and right hand side bands vary with velocity (another indication that it is 
dependent on convective mechanisms rather than just an acoustic mode which depends solely on 
the geometry). This variation is plotted in Figure 4.3.7. Maximum amplitude oscillations were 
observed when the cavity mode was within a small range from the acoustic frequency. Further 
study is necessary to carefully investigate this process and to be able reproduce it in a controlled 
manner so that it can be used to produce custom waveforms. Even though agreement with radial 
tones was obtained, it was evident during experiments that rotation was involved. At certain 
operating conditions, the baffles rotated despite having been fastened in place very tightly. It is 
not clear how axial and radial acoustic modes combine to produce helical or rotational fluid 
motions. Another possibility that needs further evaluation is that the frequency seen in the spectra 
is a composite frequency due to the combination of axial and helical modes. This resonance was 
observed in cavities with Lc/Dc values 1.5 to 2.0. Highest amplitudes were obtained for an Lc/Dc 
ratio of 1.75 and when inlet to exit diameters remained between 0.9 and 1. Sound pressure level 
inside the cavity reached in excess of 180dB for several cases. Highest amplitudes were observed 
when the flow conditions were such that the first cavity mode reached within range of the radial 
acoustic mode. Even though the second mode of the cavity oscillations raised the amplitude of the 
radial acoustic peak when it passed through, the peak amplitude was not as high as it was for the 
first cavity mode. 
Testing at higher flow rates was restricted by a restraint on the transducer. Even though 
the transducer was rated for 50 PSID, at conditions above 25 psi, a phenomenon of very localized 
temperature rise due to the oscillations occurred that were high enough to burn the transducers 
(rated for 250˚C). Further details regarding this phenomenon are presented in Appendix A.  
Effect of Geometric Parameters  
  Figure 4.3.8 shows the frequency of oscillations for different Lc/Dc ratios of the same 
configuration as in Figure 4.3.1. Corresponding Strouhal numbers are plotted in Figure 4.3.9. 
Based on the results in the previous section, the cavity length to depth ratio Lc/Dc should be able 
to produce oscillation in a range close to the radial acoustic mode of the pipe. Figure 4.3.8 and 
Figure 4.3.9 show that the resonant behavior is observed only for certain Lc/Dc ratios and under 
particular flow conditions. A complete analysis for many configurations showed that this resonant 









































































L/D = 2 .3
L/D = 2 .9
L/D = 3 .5
L/D = 4 .0
 



















L/D = 2 .3
L/D = 2 .9
L/D = 3 .5
L/D = 4 .0
 
 
Figure 4.3.9. Variation of Strouhal number with Lc/Dj with different Reynolds numbers
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either present for a very small period of time or the frequencies increases with jet speed. In cases 
where the frequencies continue to increase, the amplitude of the oscillations was not very high. 
Frequencies observed for Lc/Dc ratios of 1.75 and 2.3 are very close but different. This implies 
that even though the radial acoustic mode is excited, the resulting frequency in the pressure 
spectra has been modulated by the cavity mode. This is very clear in the high Reynolds number 
regime. Also note that at high Reynolds numbers, the frequency is lower for the larger Lc/Dc ratio 
of 2.3. Dependency on the length was very clearly shown when a baffle rotated during the 
oscillations. Figure 4.3.10 shows data from two cases. In the first case, the baffle started rotating 
during the oscillations resulting in an increased Lc/Dc ratio. When this rotation was noted, the run 
was repeated with the baffles securely fixed and making sure that the baffles does not move. 
Usually the exit baffle rotates. The inlet baffle rotates only when the exit baffle has been placed 
so tightly that it cannot rotate. Figure 4.3.10 clearly shows the dependence of oscillation 
frequency with length of the cavity even though it is a slowly varying function. For the non-
rotating case, the frequency remained constant between 6500 and 6550 Hz in the Reynolds 
number range of 110000 to 170000. When the baffle was rotating increasing Lc/Dc ratio, the 
frequency starts shifting downwards going from about 6550 to 6250 Hz. Based on these results 
that the cavity length to depth ratio is an important parameter in terms of controlling the 
waveforms of excitation applied to the jet.  
Effect of expansion ratio (Dj/Dp) is shown in Figure 4.3.11 respectively. For lower 
expansion ratios (not shown in figure), the range of mass flow rate during which any oscillations 
were observed was very small. Having larger expansion ratios extended the mass flow rate range 
during which oscillations can be observed. This is because the flow through smaller orifices 
chokes much quicker than the larger orifices. After the flow reaches the choking point, it was 
observed that the pressure spectra became relatively clean of any significant peaks. The 
experiments in this study did not isolate this parameter and any specific conclusions related to its 
effect on the frequency of the oscillations could not be made. Based on the discussions so far, it 
should not have a significant effect on the frequencies directly. However, it can have an effect 
indirectly by controlling the depth of the cavity that can be achieved for a particular 
configuration. 
Effect of the cavity inlet to cavity exit diameter ratio (Dj/De) is shown in Figure 4.3.12. 
The ratio between inlet and exit diameters determines the portion of the jet that can pass directly 
through the exit. When the inlet diameter is much smaller than the exit diameter, the jet can pass 
through the exit without much hindrance. When the inlet diameter is much larger than the exit 
diameter, the exit plate blocks a large portion of the jet. In a system, where the oscillating 
mechanism is due to the interaction of elements in the jet with the trailing edge, this is an 
important parameter to be considered. Dj/De and Dj/Dp are inter-related based on the geometry 
and a more careful study with geometry designed specifically to isolate these parameters have to 
































Figure 4.3.10. Variation of frequency with increasing cavity length (data taken when the exit 



















































0.4-0.6-Lc/Dc 1.0 - Dj/Dp 0.67
0.45-0.5-Lc/Dc 1.1 Dj/Dp 0.9
0.5-0.5-Lc/Dc 1.75 Dj/Dp 1.0
0.6-0.5-Lc/Dc 2.0 - Dj/Dp 1.2
0.6-0.6-Lc/Dc 1.5 - Dj/Dp 1.0
 
Figure 4.3.12. Effect of inlet to exit diameter ratio (Dj/De) 
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4.3.3.  Amplitude Analysis 
Variation of SPL 
Figure 4.3.13 shows variation of the oscillation amplitude with Reynolds number for 
three Lc/Dc ratios, which exhibited the previously discussed resonance. Plotted values correspond 
to the sound pressure level of the major peak in the pressure spectra. Sound pressure level 
generally increases with Reynolds number. At certain regions, the SPL level drops before starting 
to increase again as observed in the hole tone cases. It also shows that Lc/Dc ratios 1.5 and 1.75 
have significantly higher amplitudes than for Lc/Dc ratio of 2.0 even though it also exhibits the 
resonant condition. Cavities with Lc/Dc ratio 1.75 had oscillations in excess of 180 dB within the 
cavity. Peak to peak values were in excess of 100000 Pa (Figure 2.6).  
Figure 4.3.14 shows variation of the oscillation amplitude with Strouhal number for three 
Lc/Dc ratios, which exhibited resonance. Higher amplitudes were observed for oscillations with 
StD values between 0.2 and 0.6.  
4.3.4 Flow Visualization and Velocity Measurements 
Velocity measurements were taken using PIV in the near field of the jet for different 
configurations at selected Reynolds numbers. Instantaneous and Phase averaged measurements 
were taken to study and understand the flow structure in the jet and the growth of the jet. At low 
speeds, symmetric vortex rings were observed in the near field of the jet. This is consistent with 
the pressure measurements, which showed that the cavity mode dominates and the radial acoustic 
mode has much lower amplitude. As the mass flow rate is increased, the symmetric vortex rings 
become asymmetric or irregular. When resonance condition is set, the vortex structures become 
very complex. A selected few images for a configuration with Dj/De = 0.9 and Lc/Dc = 1.75 at jet 
velocity Uj = 300 m/s (ReD = 210000) is shown in Figure 4.3.15. These figures clearly show that 
the vortex structures are no longer symmetric. Also note the significant widening of the jet and 
the asymmetry in the image of the jet.  
Since these oscillations could have some cycle-to-cycle variations, Phase-averaged 
measurements were made so that the major features of the oscillation cycle are revealed. Figure 
4.3.16 shows phase-averaged images for an Lc/Dc ratio 1.75. Images shown are from –90˚ to 90˚ 
from the reference signal. Figure 4.3.17 shows phase-averaged images for a different Reynolds 
number. The averaged images clearly show helical modes dominating the flow structures outside 
the cavity.  
Figure 4.3.18a shows velocity vectors contours for Lc/Dc ratio 1.75 and Dj/De ratio 1.0. 
Figure 4.3.18b shows the corresponding vorticity contours. The degrees specified in the figures 
correspond to the phase difference of that particular phase condition with the reference signal 
from the cavity. Many images show a helical type vortex structure. Azimuthal instabilities have 
been shown to improve mixing characteristics of jets. They increase mixing by assisting in the 
break down of coherent structures. Unlike symmetric rings, they cannot transfer momentum to 
longer distances. It is evident from the figures that vortex merging and jet meandering, 



























































Figure 4.3.16.  Phase-averaged images obtained from PIV. (Lc/Dc = 1.75,Uj = 250 m/s) Each figure separated from its neighbors by a phase 










Figure 4.3.17.  Phase-averaged images obtained from PIV. (Lc/Dc = 1.75,Uj = 300 m/s) Each figure separated from its neighbors by a phase 
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Figure 4.3.18. Phase-averaged flowfield in streamwise direction (Lc/Dc = 1.75,Uj = 300 m/s). a) 
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Figure 4.3.18. Continued. b) vorticity contours  
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To confirm that the jet is rotating or precessing, PIV measurements were taken along the 
cross section of the jet. Figure 4.3.19a show velocity vectors taken along the cross section o fthe 
jet about one jet diameter away from the exit. Figure 4.3.19b shows vorticity contours and two 
components of the velocity in the cross sectional plane. These figures clearly show that the 
vortices are rotating or precessing. It was not able to confirm whether the jet is precessing or 
rotating about the center of the jet. The rotational velocities are significant compared to the axial 
velocity. Both components have velocities about 10% of the axial velocity. Energy in the flow 
has to be used to drive this rotation. This should result in the decline of centerline velocity much 
quicker than if the rotation is not present. 
Many investigators have used a combination of axial and azimuthal forcing to enhance 
mixing. Usually forcing is accomplished using powerful speakers very close to the jet exit. In this 
case, the cavity performs the function of the speaker. The cavity produces very high amplitude 
forcing waveforms that acts on the jet at the exit. As mentioned in the introductory chapter 1, the 
disadvantage in using speakers is that speakers capable of producing high amplitude oscillations 
in practical cases are not feasible at this time. Future goal of this work would be to effectively 
acquire control over the waveform available at the jet exit through a combination of axisymmetric 
cavity and the pipe diameter. 
4.3.5 Effect of Inlet/Exit Boundary Condition  
Different inlet and exit boundaries were used to form the axisymmetric cavities. The 
available geometries were orifices, a 0.5 inch constant diameter short pipe 2 inches long and a 
contoured nozzle. These geometries correspond to those discussed as the baseline configurations. 
The configurations discussed so far in regarding axial jet actuators had orifices for both the inlet 
and exit boundaries. For the first case, the inlet boundary was replaced with the short pipe. 
Pressure spectra showed that the oscillation frequencies were very similar to those of the orifice 
boundaries. Unlike in the hole-tone case, the amplitudes were also similar to that of the orifices. 
Figure 4.3.20 shows representative instantaneous images from this case. The flow structures also 
look very similar to those of the orifices discussed previously with helical mode structures in the 
near field.  
The second variant of the axial jet actuator that was tested had the short pipe as the exit 
boundary. Pressure spectra showed that the oscillation frequencies were similar to that of the 
orifice boundaries. But their amplitude was slightly lower at most Reynolds numbers. But the 
flow structures showed marked differences especially at intermediate Reynolds numbers. Figure 
4.3.21 show phase averaged images from this configuration for Lc/Dc ratio 1.75 at about 150 m/s. 
The flow structures show axisymmetric rings at all phases. As discussed previously, for many 
practical applications, the requirement is a trade off between concentrated momentum and 
distributed momentum. Axisymmetric vortex rings are capable of carrying momentum through 
large distances, which is attractive for applications requiring penetration through a cross-flow. 
Figure 4.3.22a shows velocity contours corresponding to the flow and geometric conditions in 
Figure 4.3.21. Figure 4.3.22b shows corresponding vorticity contours for different phases. The 
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Figure 4.3.19. Phase averaged flowfield in the cross-section of the jet (Lc/Dc = 1.75 and Uj = 250 
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Figure 4.3.20. Representative instantaneous images for an axial jet actuator with a short pipe inlet and an orifice for the inlet exit boundaries 















Figure 4.3.21. Phase-averaged images obtained from PIV. (Lc/Dc = 1.75,Uj = 150 m/s) Each figure separated from its neighbors by a phase 
























Figure 4.3.22. Phase-averaged vorticity and velocity contours for an axial jet actuator with a 






presence of symmetric rings and the puffs of high velocity regions are very clear from the figures. 
At higher Reynolds numbers, the vortex rings were not as large and visible as in the low speed 
conditions. However, when the swirling strength technique was used to find the presence of 
vortices, one could find symmetric vortex rings in the shear layer. Figure 4.3.23 shows this using 
the phase-averaged image of one phase condition. Figure 4.3.23a shows the vorticity contour. The 
rings are not discernible in the vorticity contours. Figure 4.3.23b shows contours of swirling 
strength. The axisymmetric rings present in the shear layer are clearly shown.  
The reason why a constant diameter pipe removes the helical modes could be because 
they the momentum carried by helical structures are distributed much quicker than an 
axisymmetric vortex ring. If the axial jet actuator with orifice boundaries could be analogous to 
an acoustic driver placed very close to the jet exit, an axial jet actuator with a short pipe of 
constant diameter as the exit boundary could be analogous to an acoustic driver placed far away 
from the jet exit (usually at the opposite end of the pipe). The reason why the oscillations are not 
as pronounced at high Reynolds number is not clear. The short pipe jet tested in this study had a 
fixed length of 4 jet diameters. The effect of its length in filtering the helical mode has to be 
further studied if at all there is a dependency. 
Images taken in the cross-section of the jet revealed the rings very clearly as shown in 
Figure 4.3.24. In the case of orifice boundaries, such rings were not visible even though one could 
see helical type vortex structures in the images and velocity field in the streamwise direction.  
4.3.6 Comparison with Baseline 
Comparison with baseline is made using PIV images of the actuated jets. Figure 4.3.25 
shows averaged images from the baseline (short pipe jet) and averaged images from the 
configuration in Figure 4.3.18. These images show that lateral jet spread has increased 
significantly due to these oscillations. Individual images of the baseline and the axial jet actuator 
were taken with similar velocity calibrations. So the images can be compared directly. Figure 
4.3.26 shows the flow structures in the baseline, the axial jet actuator with orifice boundaries and 
the axial jet actuator with the pipe jet exit. These images were not taken with the same 
calibration. The axial jet actuator images are the phase averaged images of one phase condition 
and the baseline image is an ensemble average. The difference in flow structures and the different 
modes of forcing is apparent (no forcing/non-axial forcing/axial forcing). 
Comparison with baseline is made using images taken along the cross-section of the jet at 
similar distances from the exit of the cavity. Figure 4.3.27 shows images from the baseline the 
axial jet actuator with orifice boundaries and the axial jet actuator with the pipe jet exit. All three 
images were taken with similar velocity calibration. So they can be compared directly. It is very 
clear that the size of the axial jet actuator with orifice boundaries has grown very significantly 
compared to the baseline jet. The axisymmetric vortex ring produced by the axial jet actuator is 
also clearly visible. Jet width of the non-axial forcing is much larger than the baseline and the 
axial forcing case. 
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Figure 4.3.25. Comparison of axial jet actuator (geometry of Figure 4.3.1) and baseline ensemble 
averaged images. Exit diameters and mass flow rate same for both cases. (Figure 

























As mentioned in the introduction, centerline velocity decay is a direct result of the jet 
spreading in the lateral direction and hence an increased mixing. Decay of centerline velocity for 
the baseline and the axial jet actuator with orifice boundaries is plotted in Figure 4.3.28. The 
centerline velocity of the axial jet actuator starts to decay from very close to the exit compared to 
the baseline jet. The baseline jet’s potential core extends up to 5Dj whereas for the axial jet 
actuator the potential core length is less than 1D. However, it has to be noted that the decay rate 
after X/De = 2.0 appears to be similar to that of the baseline jet. This implies that the effect of the 
oscillation is most pronounced in the near field.  
When the trailing edge of the cavity was replace by a contraction nozzle with the smallest 
diameter being upstream, at certain conditions, the jet started to precess in addition to the 
oscillations due to the cavity. This could be very suitable in certain applications. Figure 4.3.29 
shows a few instantaneous images from this condition. 
Based on the discussions, it can be concluded that the axial jet actuator with orifice 
boundaries performs the best in terms of jet entrainment. The cavity length to depth ratio that 
performed the best was for Lc/Dc ratio 1.75. Axial jet actuators with the short pipe as the exit 






















Flow of jets passing over axisymmetric cavities was studied and demonstrated as a 
potential jet actuation mechanism. Adaptive control can be achieved by varying cavity length to 
depth ratio and pipe diameter based on the desired forcing frequencies. Effect of geometrical 
length scales and boundary conditions of the cavity on the actuation frequency and amplitude 
were studied. Focus of the investigation was to understand basic physics behind the oscillations 
and their effect on turbulent jets so that results of this study may be used for either enhancing or 
suppressing relevant processes.  
Tests were conducted on a) baseline turbulent, jet b) jet passing through open 
axisymmetric cavity (infinite depth) placed at the jet exit, c) jet passing through an enclosed 
axisymmetric cavity placed at the jet exit. Tests were performed with air over a Reynolds 
number, based on jet exit diameter, range of 40000 to 225000 in low to high subsonic jet flow 
conditions.  
The following conclusions were drawn regarding naturally occurring processes 
(baselines) that help in the growth of turbulent jets: 
1. Vortex rings/structures which are formed in the near field shear layer merge 
(coalesce) with adjacent rings and grow until they breakdown due to 
instabilities.   
2. Both axial and helical instability modes were present, at different conditions and 
times, in the near field of the jet flow. The presence of these modes is important 
because they bring ambient fluid in contact with the jet fluid, a first step in any 
type of mass and momentum transfer.  
3. Unsteady structures that have a large inward flux of ambient fluid at their tip 
regions and asymmetry in the velocity profile play an important role in the large 
scale mixing of jet and ambient fluids.  
4. Orifice jet had the highest growth rate in the near field based on its shortest 
potential core length, centerline velocity decay, lateral spread rate, near field 
turbulent intensity and volumetric flow rate increase in the axial direction. A 
contoured nozzle and a short pipe jet had the second and third highest growth 
rates. The increased mixing in an orifice jet was found to be due to the presence 
of larger structures near the exit and their tendency to be quickly transformed 
into three-dimensional flow fields.   
The following conclusions were drawn regarding an axisymmetric cavity with its 
periphery open (infinite depth cavity, or “hole-tone”). 
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1.       Distinct tones were heard and corresponding peaks were present in pressure 
spectra. The major peak in the pressure spectra was well predicted by a feedback 
relation based upon vortices generated near the leading edge impinging on the 
trailing edge and the length scale being the cavity length. 
2.       PIV measurements (phase averaged and instantaneous) captured both symmetric 
and asymmetric vortex formations within the cavity. Asymmetric shedding 
occurred more consistently with shorter cavity lengths and with the slightest non-
parallelism between the upstream and downstream plates. 
3.       Axisymmetric CFD analysis showed the impinging vortex dividing into two 
sections in greater detail. One section traveled through the orifice and the other 
traveled along the inner side of the downstream plate and continued to grow 
through sub-harmonic evolution. It is conjectured that the stationary vortex 
within the cavity (fed by the vortices traveling along the wall) provides a length 
scale and explain the presence of the amplitude modulating frequency in the 
experimental pressure spectra. 
The following conclusions were drawn regarding the oscillations and the flow field of 
axisymmetric cavities of different Lc/Dc ratios with closed peripheries that were placed at the jet 
exit.  
1. At low Reynolds numbers, shallow cavity tones were clearly present and the flow 
contained vortex ring structures in the near field of the jet, for a wide range of 
Lc/Dc ratios. 
2. At low Reynolds number flows, frequency of the oscillation increases with 
increasing jet speed. 
3. At higher Reynolds number flows, for cavity Lc/Dc ratios between 1.5 and 2.0, a 
resonant condition existed and the major peak in the pressure spectra remained 
constant for a wide range of speeds changing only in amplitude. 
4.  Resonance takes place when the axial shallow cavity mode is close to the radial 
acoustic mode of the axisymmetric cavity. 
5.  Amplitude of the oscillations at resonant condition was very high (in excess of 
180dB within the cavity for Lc/Dc ratio 1.75). 
6. Significant widening of the jet was observed in the near field at resonance. 
7.  Significant reduction in the length of the potential core of the actuated jet was 
observed (less than 1D for an actuated jet versus 5D for a baseline jet at similar 
flow conditions). 
8.  Flow structure in the near field depended on the inlet and exit boundaries of the 
cavity. Cavities with sharp orifice boundaries had complex helical mode 
structures in the jet flow direction. These structures were rotating about the jet 
axis as observed in phase averaged measurements. 
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9. Only symmetric vortex rings were observed when a short pipe was used for the 
exit boundary of the cavity.  
The following recommendations are made to continue this investigation. 
1.  Further studies towards amplitude modulation processes could allow users to 
have multi-frequency control with a single complex geometry. Multi frequency 
control has the possibility to allow for custom waveforms of the oscillations. 
2.  High order of accuracy 3D modeling of the flow in these geometries are needed 
to simulate and study the formation and evolution of complex acoustic and 
vortical wave structures within the cavity and the near field. 
3. Study finite amplitude flow oscillations and its relationship with possible shock 
formation and oscillations in the flow.  
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During the course of this study, it was observed that under certain flow conditions, 
especially when resonant behavior (discussed in chapter 4) is present, a significant increase in 
temperature occurs in certain parts of the flow. This rise in temperature was high enough to be 
felt when the operator stands closer to the jet. However if one exposes their palm towards the jet, 
the heat could not be felt except in the small gap between the fingers. The temperature increase 
was so high that one could not bear for more than a few seconds. This heat appeared to be from 
radiated flow away from the flow. The increase in temperature between the fingers could not be 
felt in all locations but only along certain locations along the jet. However, for a particular axial 
and radial location away from the jet exit where this phenomenon is present, it was observable all 
the way in the circumferential direction. The necessity of a fine mesh was confirmed through 
another observation. When the pressure inside the axisymmetric cavity was increased above 25 
psi, the pressure transducer placed flush with the cavity wall failed. After initial suspicions, that 
the failure might be due to the high amplitude oscillations were ruled out, it was suspected (based 
on the observation earlier regarding the rise in temperature between the finger and through 
clothes) that the failure was because the temperature of the transducer had risen beyond its limit. 
The transducer was rated to operate between -54˚C and +121˚C. The transducer had a mesh 
screen right in front of the diaphragm. A thermocouple was placed in the same location as the 
transducer (without any screen) and no increase in temperature was observed. When a fine screen 
was placed in front of the thermocouple and placed at the same location, temperature rose above 
the limits of the transducer. Based on these observations, it was concluded that two criterions are 
necessary for the phenomenon. 
1. Presence of the oscillations (For the baseline cases, there was no rise in temperature even 
at much higher pressures). 
2. Presence of a fine mesh. 
The following sections try to raise possible processes involved in this phenomenon. Two 
processes that are suspected are: 
1. Ranque-Hilsch effect  
2. Acoustic streaming 
The Ranque-Hilsch tube is a simple device (shown in Figure A.1a), which can produce hot and 
cold air streams simultaneously at its two ends from a source of compressed air and without any 
moving parts. The basic process is as follows. Air is supplied to the main tube tangentially and 
passes towards the hot air exhaust as an outer vortex. Some part of the air turns back and flows 
towards the cold air exit as an inner vortex along the center of the tube. There are a number of 



















random radial migration of fluid lumps. A Ranque-Hilsch tube could also have just one end 
through which both hot and cold air is taken out (Figure A.1b).  
Acoustic streaming describes a steady flow field superimposed upon the oscillatory motion of a 
sound wave propagating in a fluid. It is a non-linear effect, taking place due to the presence of 
boundaries or because of attenuation of the wave. Acoustic streaming velocities are normally 
small compared to the velocity of the oscillatory fluid motion (<10%). There are two basic types 
of acoustic streaming. The first, Rayleigh streaming, is caused by relative oscillatory motion 
between the fluid and a boundary. The steady flow results from the rapid changes in the wave 
amplitude in the acoustic boundary layer. The effects of attenuation on the primary wave, though 
present, are usually considered to be negligible. The second, Eckart streaming or quartz wind, 
results from the attenuation of the wave in the bulk fluid. Any boundary effects are neglected. 
Here momentum transfer from the wave is converted into a steady flow moving away from the 
source. Eckart streaming is often seen with quartz transducer systems such as ultrasonic probes. 
The high amplitude tone generated by the cavity can induce acoustic streaming and thus be part 
of the Ranque-Hilsch effect as described by Kurosaka [Kurosaka 1982]. 
A schematic showing possible Ranque-Hilsch effect taking place in this study is shown in Figure 
A.2. But this doesn’t explain why there is a necessity for a mesh in order for heat to be released. 
It was decided to postpone a detailed investigation of this phenomenon to a future study. Further 
detailed study is needed to provide a complete explanation for this phenomenon. But one could 
find many applications that could be based on this phenomenon. 
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