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The A-hypergeometric System
Associated with a Monomial Curve
Eduardo Cattani, Carlos D’Andrea, and Alicia Dickenstein
Introduction
In this paper we make a detailed analysis of the A-hypergeometric system (or GKZ
system) associated with a monomial curve and integral, hence resonant, exponents. We
describe all rational solutions and show in Theorem 1.10 that they are, in fact, Laurent
polynomials. We also show that for any exponent, there are at most two linearly indepen-
dent Laurent solutions, and that the upper bound is reached if and only if the curve is not
arithmetically Cohen–Macaulay. We then construct, for all integral parameters, a basis of
local solutions in terms of the roots of the generic univariate polynomial (0.5) associated
with A. We also determine in Theorem 3.7 the holonomic rank r(α) for all α ∈ Z2 and
show that d ≤ r(α) ≤ d + 1, where d is the degree of the curve. Moreover, the value
d+ 1 is attained only for those exponents α for which there are two linearly independent
rational solutions and, therefore, r(α) = d for all α if and only if the curve is arithmetically
Cohen-Macaulay.
In order to place these results in their appropriate context, we recall the definition
of the A-hypergeometric systems. These were introduced in a series of papers in the mid
1980’s by the Gel’fand school, particularly Gel’fand, Kapranov, and Zelevinsky (see [7, 9],
and the references therein). Let A = {ν1, . . . , νr} ⊂ Zn+1 be a finite subset which spans
the lattice Zn+1. Suppose, moreover, that there exists a vector λ = (λ0, . . . , λn) ∈ Qn+1
such that 〈λ, νj〉 = 1 for all j = 1, . . . , r, i.e. the set A lies in a rational hyperplane. Let
A also denote the (n+1)× r matrix whose columns are the vectors νj . Let L ⊂ Zr be the
sublattice of elements v ∈ Zr such that A · v = 0. Given α ∈ Cn+1, the A-hypergeometric
system with exponent (or parameter) α is:
Dvϕ = 0 ; v ∈ L (0.1)
r∑
j=1
νji xj
∂ϕ
∂xj
= αi ϕ ; i = 1, . . . , n+ 1 (0.2)
where Dv is the differential operator in Cr:
Dv :=
∏
vj>0
(
∂
∂xj
)vj
−
∏
vk<0
(
∂
∂xk
)−vk
.
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The A-hypergeometric system is holonomic (with regular singularities) and, conse-
quently, the number of linearly independent solutions at a generic point is finite [7]. Let
r(α) denote the holonomic rank of the system, i.e. the dimension of the space of local
solutions at a generic point in Cr. If we drop the assumption that A lies in a hyperplane,
then the regular singularities property is lost but, as Adolphson [2] has shown, the sys-
tem remains holonomic. The singular locus is described by the zeroes of the principal
A-determinant ([11]). We set R := C[ξ1, . . . , ξr]/IA, where IA is the toric ideal
IA :=
〈
ξu − ξv : u, v ∈ Nr ; A · u = A · v 〉 . (0.3)
When n = 1, we can assume without loss of generality that
A =
(
1 1 · · · 1 1
0 k1 · · · km d
)
, (0.4)
where 0 < k1 < · · ·km < d. Note that the condition that the columns of A generate the
lattice Z2 is equivalent to gcd(k1, . . . , km, d) = 1. The homogeneous ideal IA defines a
monomial curve XA ⊂ Pm+1 of degree d whose homogeneous coordinate ring is R. XA
is normal if and only if d = m + 1. Recall that XA is said to be arithmetically Cohen-
Macaulay if and only if the ring R is Cohen-Macaulay.
The system associated with (0.4) admits very interesting solutions. Let
f(x; t) := x0 + xk1 t
k1 + · · ·+ xkm tkm + xd td , (0.5)
denote the generic polynomial with exponents 0, k1, . . . , km, d. It is not hard to see that
the powers ρs(x), s ∈ Z, of the roots of f(x; t), viewed as functions of the coefficients, are
algebraic solutions of the A-hypergeometric system with exponent (0,−s). This fact was
observed by Mayr [17] who constructed series expansions for these functions. These have
more recently been refined by Sturmfels [22]. The total sum
ps(x) := ρ
s
1(x) + · · ·+ ρsd(x) (0.6)
will then be a rational solution with the same exponent. Similarly, one can show that the
local residues
Resρ(x)
(
tb
fa(x; t)
dt
t
)
; a, b ∈ Z, a ≥ 1 (0.7)
give algebraic solutions with exponent (−a,−b) and, again, the total sum of residues will
be a rational solution.
In §1 we describe explicitly all rational solutions of the A-hypergeometric system
associated with a monomial curve. Since for A as in (0.4), the principal A-determinant
factors into powers of x0, xd, and the discriminant ∆(f), we know a priori what the possible
denominators of a rational solution may be. However, we show in Theorem 1.10 that there
are no rational solutions whose denominator involves ∆(f) and therefore, every rational
solution must be a Laurent polynomial. This is a somewhat surprising result which is
peculiar to the case n = 1 (see Example 1.11). One may give explicit formulas for these
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Laurent polynomials in terms of hypergeometric polynomials in fewer variables. When
applied to the sum of powers of roots one recovers the classical Girard formulas. One also
obtains similar expressions for total residues in terms of hypergeometric polynomials.
We show that for any α ∈ Z2 the dimension of the space of rational A-hypergeometric
functions with parameter α is at most 2. Moreover, the value 2 may be reached for only
finitely many values of α and this happens if and only if the ring R is not Cohen-Macaulay.
In §2 we exhibit a family of algebraic A-hypergeometric functions defined in terms of
the roots of the polynomial f(x; t). These are the building blocks for the construction, in
§3, of local bases of solutions and the determination of the holonomic rank for all integral
exponents. It becomes necessary to consider four possibilities for the exponent α. These
cases admit combinatorial descriptions (see (1.9)) and correspond to the existence of a
polynomial solution; a one-dimensional space of rational -non-polynomial- solutions; a
two-dimensional space of rational solutions; or no rational solution for the given exponent.
For u ∈ Nm+2, the derivative Du maps A-hypergeometric functions to A-hypergeometric
functions while changing the exponent from α to α−A·u. A careful analysis of the kernel
and image of this operator together with Corollary 5.20 of [2] leads to the determination
of the holonomic rank for all values of α. We show, in particular, that
d ≤ r(α) ≤ d+ 1 (0.8)
and that r(α) = d+ 1 exactly for those parameters α ∈ Z2 for which the dimension of the
space of rational solutions is 2. Hence, r(α) = d for all α ∈ Z2 if and only if the curve XA
is arithmetically Cohen-Macaulay.
These results allow us to clarify the relationship between the holonomic rank and
vol(P ), the normalized volume of the convex hull P ⊂ Rn+1 of A and the origin (which
equals the degree d in the case of curves). It was originally claimed in [9, Theorem 2]
that r(α) = vol(P ) in all cases, but it was pointed out by Adolphson that, for resonant
exponents, the proof required the assumption that the ringR be Cohen-Macaulay (see [10]).
In [2, Corollary 5.20], Adolphson showed that r(α) = vol(P ), for α a semi-nonresonant
exponent, without any additional assumptions on R. The first explicit example where
the equality fails is given in [23] and described in Example 1.8.i). In the forthcoming
monograph [19], Saito, Sturmfels and Takayama prove (0.8) using Gro¨bner deformation
methods and show that the inequality r(α) ≥ vol(P ) holds without restrictions on n.
Very little seems to be known about the problem of finding rational solutions of differ-
ential equations beyond the case of linear differential operators in one variable. In this case,
Singer [20] has shown that one can determine in a finite number of steps whether a given
equation has a rational solution and find a basis for the space of such solutions. Abramov
and Kvasenko ([1]) have further studied the problem of effectively finding rational solutions
for such operators. In our case one could, in principle, use non-commutative elimination
to obtain linear operators in one variable with coefficients that depend rationally on the
other variables and apply Singer’s decision procedure to characterize the rational solutions.
This can be done in small examples using non-commutative Gro¨bner bases packages such
as kan ([24]) but we have not been able to obtain any general results in this manner.
Gel’fand, Zelevinsky, and Kapranov have constructed series solutions for (0.1)-(0.2),
associated with regular triangulations of the polytope P . When the exponent α is non-
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resonant for the triangulation, it is possible to obtain in this manner vol(P )-many in-
dependent solutions. There are, however, very interesting cases in which the exponents
are integral and, therefore, automatically resonant. For example, it has been observed
by Batyrev in [4] that the period integrals of Calabi-Yau hypersurfaces in toric varieties
satisfy an A-hypergeometric system with exponents α = (−1, 0, . . . , 0). In this case, series
solutions have been obtained by Hosono, Lian, and Yau in [14, 15] (see also [3, 5, 13]).
Very recently, Stienstra [21] has generalized the Γ-series construction of Gel’fand, Zelevin-
sky, and Kapranov to obtain series solutions in the case of resonant exponents under a
maximal-degeneracy assumption. In particular, if α = 0 and P admits a unimodular tri-
angulation –which implies that R is Cohen-Macaulay– all solutions of (0.1)-(0.2) may be
obtained in this manner. This method also yields all solutions of interest in the context of
toric mirror symmetry.
A key result, in the curve case, is Theorem 1.9 which asserts that for m ≥ 1, there are
no rational solutions with integral exponents in the Euler-Jacobi cone. This corresponds
to the classical vanishing theorem for the total sum of residues, a statement which has
a generalization as the Euler-Jacobi theorem (see [16] for the most general form of this
result). It is interesting to note then that Euler-Jacobi vanishing is a consequence of the
fact that residues satisfy the A-hypergeometric system. We also point out that while
the characterization of Laurent solutions follows from formal arguments, the proof of the
Euler-Jacobi vanishing involves transcendental methods.
Acknowledgments: We are grateful to B. Sturmfels for many helpful comments and,
particularly, for the statement and proof of Proposition 1.6. We also thank A. Zelevinsky
for useful suggestions and the two referees for their careful reading of the manuscript
and very thoughtful suggestions for improvement. E. Cattani was supported by NSF
Grant DMS-9406462. C. D’Andrea was supported by a Doctoral Fellowship from FOMEC,
Argentina. A. Dickenstein was supported by UBACYT and CONICET, Argentina.
4
1. Rational solutions
The polynomial solutions of a general A-hypergeometric system admit a very simple
description. Given α ∈ Zr, we define the hypergeometric polynomial
ΦA(α; x) :=
∑
u∈Nr
A·u=α
xu
u !
=
∑
u∈Nr
A·u=α
xu11 x
u2
2 · · ·xurr
u1! u2! · · ·ur! . (1.1)
As usual, we set ΦA(α; x) := 0 if α 6∈ A · Nr. The following result, whose verification is
left to the reader, is Proposition 2.1 in [18]:
Proposition 1.1. ΦA(α; x) is the unique, up to scaling, polynomial solution of the A-
hypergeometric system with exponent α. Moreover, for any u ∈ Nr,
Du
(
ΦA(α; x)
)
= ΦA(α−A · u; x) (1.2)
where Du stands for the partial derivative ∂
|u|/∂xu.
The purpose of this section is to describe the rational solutions of the A-hyper-
geometric system associated with a matrix A as in (0.4). Note that for m = 0 the system
restricts to the homogeneity equations (0.2). Therefore we may assume throughout that
m ≥ 1. To simplify our notation, we will index all (m+ 2)-tuples by 0, k1, . . . , km, d. Let
e0, ek1 , . . . , ed denote the standard basis of Z
m+2. For i = 1, . . . , m we have
ωki := (d− ki) e0 − d eki + ki ed ∈ L . (1.3)
The following observation will be useful in the sequel:
Proposition 1.2. Suppose ϕ is a local holomorphic solution of (0.1)-(0.2), polynomial
with respect to any of the variables x0, xk1 , . . . , xd. Then ϕ is a Laurent polynomial.
Proof: Since ϕ satisfies the equations (0.1), it follows from (1.3) that for all ℓ ∈ N,
Dℓdkiϕ = D
ℓ(d−ki)
0 D
ℓki
d ϕ (1.4)
and, consequently, if ϕ is polynomial in any of the variables, it must be so in all of the
variables xki , i = 1, . . . , m, and we may write:
ϕ(x) =
∑
u
ϕu(x0, xd) xˇ
u ; xˇ = (xk1 , . . . , xkm)
where u varies in a finite subset of Nm and each ϕu(x0, xd) is homogeneous in each variable
with respective degrees β0, βd satisfying dβd ∈ Z, β0 + βd ∈ Z. Thus, ϕu(x0, xd) =
cu x
β0
0 x
βd
d , cu ∈ C. But, because of (1.4), for r, s ∈ N sufficiently large, Dr0Dsdϕ = 0, and
consequently one, and therefore both, of β0, βd must be an integer. Hence ϕ is a Laurent
polynomial. ⋄
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Note that in the one-dimensional case, an A-hypergeometric Laurent polynomial may
not contain a non-zero term of the form cu x
u with uki < 0. This follows from the fact that
the singular locus Σ of the hypergeometric system is given by the zeroes of the principal
A-determinant, i.e.
Σ = {x0 = 0} ∪ {xd = 0} ∪ {∆(f) = 0}
where ∆(f) is the discriminant of the generic polynomial (0.5). Alternatively, if a solution
contains a non-zero term cu x
u with uki < 0, being in the kernel of the differential operator
Ddki−Dd−ki0 Dkid , it must also contain non-trivial terms of the form cv xv with vki = uki−j d
for all positive integers j and this is clearly impossible. A similar argument shows that a
Laurent solution may not contain terms of the form: cu x
u with both u0 < 0 and ud < 0.
Thus, any Laurent solution must be of the form
L0(x) + Ld(x)
where L0(x) has as denominators only powers of x0 and Ld(x) has as denominators only
powers of xd. We note that the study of L0(x) and Ld(x) is completely symmetric. Indeed,
let ℓj = d− km−j+1, j = 1, . . . , m, and
Aˆ =
(
1 1 · · · 1 1
0 ℓ1 · · · ℓm d
)
(1.5)
Then, if R(x) is a Laurent solution of the A-hypergeometric system and exponent α =
(α1, α2) (although α should be viewed as a column vector we will, for simplicity of notation,
always write exponents as row vectors), the function Rˆ(y0, yℓ1 , . . . , yℓm , yd) obtained from
R by substituting:
x0 7→ yd , xkj 7→ yℓj , xd 7→ y0, (1.6)
is a solution of the Aˆ-hypergeometric system and exponents αˆ = (α1, dα1 − α2).
Lemma 1.3. For α ∈ A · Nm+2, the only Laurent solutions of the A-hypergeometric
system are the constant multiples of the hypergeometric polynomial (1.1).
Proof: Suppose there is a Laurent solution L(x) of exponent α containing a term of the
form xu/xrd, with u ∈ Nm+2, ud = 0 and r > 0 (we will always assume that monomials are
written in reduced form). Then A·(u−red) = α. Let v ∈ Nm+2 be such that A·v = α, then
A · u = A · (v + r ed), and the operator Du −DrdDv being in the hypergeometric system,
must vanish on L. This means that L must also contain a term xw whose derivative
DrdDv(x
w) is a non-zero multiple of 1/xrd. Since vd ≥ 0, this is clearly impossible. Arguing
by symmetry, we see that there cannot be a solution containing a term of the form xu/xr0,
with u0 = 0 and r > 0. ⋄
We will denote by B the matrix
B =
(
1 1 · · · 1
0 k1 · · · km
)
6
and x′ the vector consisting of the first m+ 1 variables (x0, xk1 , . . . , xkm). Similarly, let C
be the matrix
C =
(
1 · · · 1 1
k1 · · · km d
)
and x˜ the vector (xk1 , . . . , xkm , xd).
Given α ∈ Z2 we define
ΨAd (α; x) :=
∑
r≥1
(−1)r (r − 1)! Φ
B(α′(r); x′)
xrd
, (1.7)
where α′(r) = α+ r (1, d), and
ΨA0 (α; x) :=
∑
r≥1
(−1)r (r − 1)! Φ
C(α˜(r); x˜)
xr0
, (1.8)
where α˜(r) = α+ r (1, 0).
Note that both sums are finite. This follows from the fact that ΦB(α′(r); x′) = 0 unless
α′(r) ∈ B · Nm+1, but then α2 + dr ≤ km(α1 + r) and, therefore, (d− km)r ≤ kmα1 − α2.
This means that the possible values of r in (1.7) are bounded by (kmα1 − α2)/(d− km).
The statement for (1.8) follows by symmetry. In fact, we should observe that the change
of variables (1.6) transforms ΨAd (α; x) into Ψ
Aˆ
0 (αˆ; x).
The following subsets of Z2 will play an important role in the description of A-hyper-
geometric functions:
I(A) := A · Nm+2 ;
F0(A) := C · Nm+1 −N (1, 0) ; E0(A) := F0(A) \ I(A) ;
Fd(A) := B · Nm+1 −N (1, d) ; Ed(A) := Fd(A) \ I(A) ; (1.9)
E(A) := E0(A) ∩ Ed(A) ; J(A) := Z2 \ (I(A) ∪ F0(A) ∪ Fd(A)).
Note that via the change of variables (1.6), and denoting for α = (α1, α2) ∈ Z2, αˆ =
(α1, dα1 − α2), we have for Aˆ as in (1.5):
I(Aˆ) = Î(A) ; F0(Aˆ) = ̂Fd(A) ; Fd(Aˆ) = ̂F0(A) .
It is clear from the definitions (1.7) and (1.8) that ΨA0 (α; x) 6= 0 if and only if α ∈ F0(A)
and, similarly, ΨAd (α; x) 6= 0 if and only if α ∈ Fd(A). In particular,
ΨAd (α; x) = 0 if dα1 < α2 , (1.10)
and,
ΨA0 (α; x) = 0 if α2 < 0 . (1.11)
On the other hand, the importance of the sets E0(A) and Ed(A) stems from the fact
that according to Lemma 1.3, it is only for α ∈ E0(A) (respectively α ∈ Ed(A)) that
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the Laurent polynomial ΨA0 (α; x) (respectively Ψ
A
d (α; x)) may be -and as the following
result shows is- A-hypergeometric. Note also that there are no A-hypergeometric Laurent
polynomials with exponent α ∈ J(A) and it will be a consequence of Theorem 1.10 that
there are no rational A-hypergeometric functions with exponent α ∈ J(A).
Theorem 1.4. Let A be as in (0.4) and α ∈ Z2 \ I(A). Then:
i) ΨAd (α; x) and Ψ
A
0 (α; x) are solutions (possibly trivial) of the A-hypergeometric system
with parameter α.
ii) For any u ∈ Nm+2,
Du
(
ΨAd (α; x)
)
= ΨAd (α−A · u; x) ; Du
(
ΨA0 (α; x)
)
= ΨA0 (α−A · u; x) (1.12)
iii) The functions ΨAd (α; x) and Ψ
A
0 (α; x) span the space of Laurent solutions of the A-
hypergeometric system with parameter α.
Proof: Clearly, i) is an immediate consequence of ii) and, because of symmetry, it suffices
to show (1.12) for ΨAd (α; x). Suppose u ∈ Nm+2 is such that ud = 0, then
Du
(
ΨAd (α; x)
)
=
∑
r≥1
(−1)r (r − 1)! Du
(
ΦB(α′(r); x′)
)
xrd
=
∑
r≥1
(−1)r (r − 1)! Φ
B(α′(r)− B · u; x′)
xrd
= ΨAd (α−A · u; x) .
Thus, it remains to prove (1.12) for the partial derivative Dd. We have
DdΨ
A
d (α; x) =
∑
r≥1
(−1)r+1 r! Φ
B(α′(r); x′)
xr+1d
=
∑
r≥1
(−1)r+1 r! Φ
B((α−A · ed)′(r + 1); x′)
xr+1d
= ΨAd (α−A · ed; x) .
The last equality follows since α 6∈ A · Nm+2 implies that
ΦB((α−A · ed)′(1); x′) = ΦB(α; x′) = 0 .
Suppose now that L(x) is a Laurent solution with exponent α and write L(x) = Ld(x) +
L0(x). If we decompose further:
Ld(x) =
∑
r≥1
Ar(x
′)
xrd
8
then, the polynomials Ar(x
′) must be solutions of the B-hypergeometric system and ex-
ponent α′(r). Thus, Ar(x
′) = cr Φ
B(α′(r); x′). Assume now that for r, s ≥ 1, r 6= s, we
have α′(r), α′(s) ∈ I(B) and let v, w ∈ Nm+1 be such that B · v = α′(r) and B ·w = α′(s).
Then, since A · (v + sed) = A · (w + red), the operator
∂|v|+s
∂xv xsd
− ∂
|w|+r
∂xw xrd
is in the hypergeometric system and must vanish on L. This means that
(−1)s (r + s− 1)!
(r − 1)! xr+sd
∂|v|(Ar(x
′))
∂xv
=
(−1)r (r + s− 1)!
(s− 1)! xr+sd
∂|w|(As(x
′))
∂xw
which implies that
(−1)s
(r − 1)! cr =
(−1)r
(s− 1)! cs
and, consequently,
cr = c (−1)r (r − 1)! .
A symmetric argument shows that if the component L0(x) is non-trivial then it must be
a constant multiple of ΨA0 (α; x), which proves part iii). ⋄
We state for emphasis:
Corollary 1.5. Let A be as in (0.4) and let L(α) denote the vector space of A-hyper-
geometric Laurent polynomials of exponent α. Then dimL(α) ≤ 2. Moreover, dimL(α) ≥
1 if and only if α ∈ I(A) ∪E0(A) ∪Ed(A), and dimL(α) = 2 if and only if α ∈ E(A).
The following result was brought to our attention by Bernd Sturmfels:
Proposition 1.6. Given A as in (0.4), the ring R = C[ξ0, . . . , ξd]/IA is Cohen-Macaulay
if and only if E(α) = ∅.
Proof: The ring R is a particularly simple example of an affine semigroup ring whose
properties have been extensively studied (see for example [6, Chapter 6], [12], [25]). In
fact, Proposition 1.6 is a special case of Theorem 2.6 in [12] which gives necessary and
sufficient conditions for an affine semigroup ring which, like R does, admits a system of
monomial parameters. Their condition (ii) is easily seen to be equivalent, in our notation,
to E(α) = ∅. ⋄
1.7. Remarks: i) When the curve XA is normal, i.e. d = m + 1, the sets defined in
(1.9) have a very simple description: the image I(A) coincides with the “cone” (properly
speaking semigroup)
C := {α = (α1, α2) ∈ Z2 : 0 ≤ α2 ≤ dα1} ,
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while E0(A) = {α ∈ Z2 : α2 ≥ 0, dα1 < α2}, and Ed(A) = {α ∈ Z2 : α2 < 0, dα1 ≥ α2}.
The complement J(A) of these three sets, i.e. the set of α ∈ Z2 for which there are no
A-hypergeometric Laurent polynomials of exponent α is the Euler-Jacobi cone:
EJ := {(α1, α2) ∈ Z2 : dα1 < α2 < 0} . (1.13)
ii) For arbitrary A as in (0.4) we have I(A) ⊂ C, E(A) ⊂ C, and EJ ⊂ J(A).
iii) The conditions (1.10) and (1.11) are far from being sharp. It is easy to see, for example,
that for α ∈ C, ΨA0 (α; x) 6= 0 and ΨAd (α; x) 6= 0, imply that k1 α1 < α2 < km α1. In
particular, if m = 1, k1 = km and there is no α ∈ C for which both ΨA0 (α; x) and ΨAd (α; x)
are non-trivial. Hence, there is for each α at most one, up to constant multiple, Laurent
solution of exponent α. Note also that the toric ring R is always Cohen-Macaulay but it
is normal if and only if d = 2.
iv) It is not hard to prove (see for example [2, Lemma 3.12]) that there exists v ∈ A·Nm+2
such that v + C ⊂ I(A). Thus, for α ∈ v + C, there is a unique A-hypergeometric Laurent
polynomial and it is given by (1.1). Moreover, when this observation is combined with the
inequalities in iii), it follows that the set E(A) is finite.
1.8. Examples: We exhibit two examples where E(A) 6= ∅ and, consequently, the
associated toric ring R is not Cohen-Macaulay.
i) This is the “running example” in [23]. Let
A =
(
1 1 1 1
0 1 3 4
)
The exponent α = (1, 2) is the unique element in C such that α 6∈ I(A) and α1 < α2 < 3α1.
Both ΨA0 ((1, 2); x) = (−1/2) (x21/x0) and ΨA4 ((1, 2); x) = (−1/2) (x23/x4) are non-trivial.
The element β = (2, 3) ∈ F0(A) ∩ F4(A) and therefore both ΨA0 (β; x) = (−1/6) x31/x0
and ΨA4 (β; x) = (−1/2) x1x23/x4 are non-trivial. However, since β = A · (e0 + e3) ∈ I(A),
it follows from Lemma 1.3 that neither ΨA0 (β; x), nor Ψ
A
d (β; x), is A-hypergeometric and
the only A-hypergeometric Laurent polynomials of exponent β are the multiples of the
polynomial ΦA(β; x) = x0x3.
ii) Consider the system associated with the matrix
A =
(
1 1 1 1 1
0 6 7 13 14
)
and α = (2, 18) 6∈ I(A). We have
ΨA0 ((2, 18); x) = −
1
6
x36
x0
; ΨA14((2, 18); x) = −
1
2
x6x
2
13
x14
+
1
6
x7x
3
13
x214
.
It follows from (1.10) and (1.11) that there are no A-hypergeometric Laurent polyno-
mials whose exponent α is in the Euler-Jacobi cone (1.13). In fact, as the following result
shows, there are no rational solutions with exponent in that region.
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Theorem 1.9. The A-hypergeometric system associated with the matrix (0.4) has no
rational solutions whose exponent α lies in the Euler-Jacobi cone.
Given α ∈ Z2, we will denote by R(α) the vector space of rational A-hypergeometric
functions of exponent α. Before proving Theorem 1.9 we note the following consequence.
Theorem 1.10. The only rational solutions of the A-hypergeometric system associated
with the matrix (0.4) are the Laurent polynomial solutions described by Proposition 1.1
and Theorem 1.4.
Proof: Suppose ϕ ∈ R(α). For ℓ ∈ N sufficiently large, β = α − ℓ (1, k1) lies in the
Euler-Jacobi cone. Then, Dℓk1ϕ is a rational solution in H(β), and thus it is identically
zero by Theorem 1.9. Hence, ϕ is polynomial in xk1 and by Proposition 1.2 it must be a
Laurent polynomial. ⋄
1.11. Example: Theorem 1.10 is not true for n > 1. It fails already in the simplest
two-dimensional situation: Consider the hypergeometric system associated with the matrix
A =

 1 1 1 10 1 0 1
0 0 1 1

 .
The lattice L has rank one; in fact L = Z · (1,−1,−1, 1)T , and the system (0.1)-(0.2) is
equivalent to Gauss’ classical hypergeometric equation. The function 1/(x1x4− x2x3) is a
solution with parameters (−2,−1,−1).
Proof of Theorem 1.9: The proof will be by induction on m. We begin by considering
the case m = 1 and write, for simplicity, k1 = k. Note that in this case the lattice L has
rank 1 and is generated by ω := (d−k)e0−dek+ked. In particular, for appropriate values
of α, we can write the A-hypergeometric functions in terms of classical hypergeometric
functions (see [9, §3.1]).
The discriminant of the generic polynomial x0 + xk t
k + xd t
d is, up to factors which are
powers of x0 and xd,
∆(x) = dd xd−k0 x
k
d + (−1)d−1 kk (d− k)d−k xdk = c xdk (1− λ z)
where c = (−1)d−1 kk (d− k)d−k, z = xω = xd−k0 x−dk xkd, and
λ =
(−1)d dd
kk (d− k)d−k
Suppose now that R(x) = P (x)/Q(x) ∈ R(α) with α ∈ EJ , i.e. dα1 < α2 < 0. Note that
both P and Q are bihomogeneous relative to the Z2-degree defined by A. We can then
write P (x) = xv P1(z), where P1 is a polynomial and P1(0) 6= 0. Thus, up to a constant,
R(x) = xu
P1(z)
(1− λ z)r = x
u
∑
j≥0
cj z
j = xu
∑
j≥0
cj x
jω , (1.14)
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with c0 6= 0, and A · u = α.
Since R is in the kernel of the differential operator
Dω = Dd−k0 Dkd −Ddk , (1.15)
the coefficients in (1.14) satisfy the relation:
cj
d−1∏
ℓ=0
(uk − jd− ℓ) = cj+1
d−k−1∏
ℓ′=0
(u0 + (j +1)(d− k)− ℓ′)
k−1∏
ℓ′′=0
(ud + (j +1)k− ℓ′′) , (1.16)
for all j ∈ Z. Setting j = −1 we get
0 = c0
d−k−1∏
ℓ′=0
(u0 − ℓ′)
k−1∏
ℓ′′=0
(ud − ℓ′′) ,
which implies that either 0 ≤ u0 ≤ d − k − 1, or 0 ≤ ud ≤ k − 1. On the other hand,
kuk + dud = α2 < 0 and du0+ (d− k)uk = dα1−α2 < 0, which means that in either case,
uk < 0. Therefore the left-hand side of (1.16) is never zero and, consequently neither is
the right-hand side. This implies that u0 ≥ 0 and ud ≥ 0 and for all j ≥ 0
cj = c (−1)jd (−uk + jd)!
(u0 + j(d− k))! (ud + jk)! ,
for some constant c.
But a function with such an expansion may not be rational. Indeed, Stirling’s formula
implies that, asymptotically, cj ∼ µ j−α1 λj/
√
j, for some constant µ. On the other hand,
for a rational function R whose denominator is a power of (1− λ z), we would have cj ∼
p(j)λj with p a polynomial. This completes the proof of Theorem 1.9 in the case m = 1.
Assume now that Theorem 1.9, and its consequence Theorem 1.10, are valid for m − 1,
m ≥ 2, and consider the A-hypergeometric system associated with the matrix A in (0.4).
Let R(x) be a rational solution with parameter α in the Euler-Jacobi cone; that is, α =
(α1, α2) with dα1 < α2 < 0. Suppose we can write R(x) = P (x)/(x
r
dQ(x)) ; r > 0 and
assume that xd does not divide P (x) or Q(x). Let again x
′ = (x0, xk1 , . . . , xkm) and write
Q(x) =
∑r
k=0 qk(x
′) xkd with q0(x
′) 6= 0, and set ck(x′) = −qk(x′)/q0(x′). Then
R(x) =
P (x)
xrd · q0(x′)
(
1 +
∞∑
m=1
( r∑
k=1
ck(x
′) xkd
)m)
=
∑
ℓ≥−r
Aℓ(x
′) xℓd . (1.17)
By inductive assumption, since Aℓ(x
′) is a rational B-hypergeometric function, it must be
a Laurent polynomial as described by Theorem 1.4. (Note that even though we may have
ℓ = gcd(k1, . . . , km) > 1 we may easily reduce to the system associated with a matrix
where ki has been replaced by ki/ℓ.) Set xd = 0 and consider the non-trivial rational
function A−r(x
′) = P (x′, 0)/Q(x′, 0) which has B-exponent α′(r) = (α1 + r, α2 + d r). It
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is clear that α′(r) 6∈ E(B) and hence there may be, up to constant, at most one Laurent
solution with exponent α′(r). We distinguish the two possible cases.
i) Suppose A−r(x
′) is a non-zero multiple of ΨBkm(α
′(r), x′). Then it contains a non-zero
term of the form
xˆu
xskm
; s > 0
where xˆu is a monomial with positive exponents involving only the variables x0, xk1 , . . . ,
xkm−1 . Thus a Laurent series expansion of R(x), as a function of xd, has a non-zero term
of the form
xˆu
xskm x
r
d
; r > 0 , s > 0
Successive applications of the fact that R is in the kernel of the operator (1.15), with
km in the place of k, yields that R must also contain a non-zero term whose derivative
D
j(d−km)
0 D
jkm
d is a multiple of
xˆu
xs+djkm x
r
d
; r > 0 , s > 0
for all j ≥ 0 which is impossible as soon as j km ≥ r.
ii) Suppose A−r(x
′) is a non-zero multiple of ΨB0 (α
′(r), x′). Then it contains a non-zero
term of the form
xˇu
xs0
; s > 0
where xˇu is a monomial with positive exponents involving only the variables xk1 , . . . , xkm .
which implies that a Laurent series expansion of R(x), as a function of xd, has a non-zero
term of the form
xˇu
xs0 x
r
d
; r > 0, s > 0
But, since the operator (1.15), with km in the place of k must vanish on R, there must
also be a non-zero term of the form:
xˇu xdkm
xs+d−km0 x
r+km
d
which contradicts the index bound in (1.17).
By symmetry we can then assume that R(x) = P (x)/Q(x) and neither xd nor x0 divide
Q. Thus R(x) is written as in (1.17) with r = 0. For each ℓ ≥ 0, Aℓ(x′) is a solution of the
B-hypergeometric system with exponent (α1 − ℓ, α2− d ℓ). By inductive hypothesis, these
must be Laurent polynomials and it is easy to check that the only possible denominators
are powers of xkm . Thus, only powers of xkm may appear in the denominator of the above
expansion for R, which implies that q0(x
′) must be of the form xdkm and, therefore, Q(x)
has bidegree (d, kmd). On the other hand, a symmetric argument would imply that Q(x)
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must contain a term of the form xek1 and hence Q(x) should have bidegree (e, k1e). Since
m > 1, this implies that Q(x) has degree 0, but then R(x) is a polynomial solution which
is impossible since, being in the Euler-Jacobi cone, α 6∈ A · Nm+2. ⋄
As we have noted before, given s ∈ Z, the sum (0.6) ps(x) = ρs1(x) + · · · + ρsd(x),
of the powers of the roots of the generic polynomial (0.5) is a rational A-hypergeometric
function with exponent (0,−s). By Theorem 1.10 it must be a Laurent polynomial and,
therefore expressible in terms of ΨA0 and Ψ
A
d . In fact,
Corollary 1.12. For s > 0,
ps(x) = s ·ΨAd ((0,−s); x) = s ·
s∑
r=1
(−1)r (r − 1)! Φ
B((r, r d− s); x′)
xrd
, (1.18)
while for s < 0,
ps(x) = s ·ΨA0 ((0,−s); x) = s ·
s∑
r=1
(−1)r (r − 1)! Φ
C((r,−s); x˜)
xr0
. (1.19)
Proof: It suffices to consider the normal case, d = m + 1, and then set the appropriate
variables equal to zero. For s > 0, it follows from (1.11), that ps(x) must be a multiple of
ΨAd ((0,−s); x). It is easy to see that the value of the multiple must be s by specialization
to the case when f(x; t) = td + td−1. The statement for s < 0 follows by symmetry after
observing that with the change of variables (1.6), the polynomial fˆ(y; τ) associated with
the matrix Aˆ in (1.5) is given by fˆ(y; τ) = τd · f(x; τ−1) and, consequently, its roots are
the inverse of those of f . ⋄.
1.13. Remarks: i) Note that each term in the right hand side of (1.18) is of to-
tal degree zero and, therefore, we may express ps(x) as a polynomial in xd−j/xd =
(−1)j σj(ρ1, . . . , ρd), j = 1, . . . , d, where σj is the j-th elementary symmetric polynomial.
This yields the classical Girard formulas.
ii) As we have also noted in the introduction, the total sum of the local residues (0.7) gives a
rationalA-hypergeometric function with exponent (−a,−b) and hence, as in Corollary 1.12,
it must be a multiple of ΨAd ((−a,−b); x) if b > 0 and of ΨA0 ((−a,−b); x) if b ≤ 0. In
particular, for a = 1, b > 0 we have
∑
ρ
Resρ(x)
(
tb
f(x; t)
dt
t
)
=
{
0, if 0 < b < d;
−ΨAd ((−1,−b); x), if b ≥ d.
We end this section with a result that should be seen as a complement to (1.10) and
(1.11) and which will be of use in §2.
Proposition 1.14. Let α = (α1, α2) ∈ Z2 \ I(A) and set s = s(α) := dα1 − α2.
i) If s > 0, then ΨAd (α; x) = 0 if and only if ps(x) = 0.
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ii) If α2 > 0, then Ψ
A
0 (α; x) = 0 if and only if p−α2(x) = 0.
Proof: It suffices to prove the first statement and then deduce ii) by symmetry. Suppose
β ∈ Z2 with β1 = α1 − r, r > 0 and s(β) = s(α) then, if ΨAd (α; x) = 0 we have by (1.12):
ΨAd (β; x) = D
r
dΨ
A
d (α; x) = 0. But, if Ψ
A
d (α; x) 6= 0, then the same argument implies that
ΨAd (β; x) 6= 0 since the dependence of ΨAd (α; x) on xd is not polynomial. Hence, given
α, β ∈ Z2 \A ·Nm+2 such that s(α) = s(β), ΨAd (α; x) = 0 if and only if ΨAd (β; x) = 0. The
result now follows from the fact that ΨAd ((0,−s); x) = s ps(x). ⋄
2. Algebraic solutions
In this section we introduce a family ψρ of local algebraic solutions of the A-hyper-
geometric system associated with a monomial curve. These solutions, which are given in
terms of the roots ρ(x) of the generic polynomial (0.5), will play a central role in §3 when
we compute the holonomic rank and construct a basis of local solutions for all exponents
α ∈ Z2.
Let A be as in (0.4). Given an open set U ⊆ Cm+2, let H(α)(U) denote the space
of solutions, holomorphic on U , of the A-hypergeometric system with exponent α, and
Halg(α)(U) the subspace of algebraic solutions. We will drop the reference to the open set
U whenever we are only interested in the space of local solutions around a generic point.
Let ρ(x) be a root of the polynomial f(x; t) defined by (0.5), holomorphic for x in some
simply-connected open subset U ⊂ Cm+2 \ Σ.
Given α = (α1, α2) ∈ Z2, α1 ≥ 0 we define:
ψρ(α; x) :=
dα1∑
i=0
i 6=α2
ΦA((α1, i); x)
ρi−α2(x)
i− α2 + Φ
A(α; x) log(ρ(x)). (2.1)
Note that the condition i 6= α2 is automatically satisfied when α2 < 0 or α2 > dα1, and
that for α1 = 0, α2 6= 0, ψρ(α) is just ρ−α2/(−α2). (If there is no ambiguity we will drop
any reference to the variable x.)
For α 6∈ I(A), the hypergeometric polynomial ΦA(α; x) vanishes and ψρ(α) is an
algebraic function. This is the case which will be of interest in this section; however, in §3
we will need (2.1) for arbitrary α ∈ Z2 and is, therefore, more economical to work in this
slightly more general setting. We will extend the definition of ψρ(α) to the case α1 < 0 in
(2.6).
Proposition 2.1. Let α, α′ ∈ Z2 and assume that α1, α′1 ≥ 0. Let u, u′ ∈ Nm+2 be such
that α−A · u = α′ −A · u′. Then
Duψρ(α) = Du′ψρ(α
′) . (2.2)
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Proof: In order to prove (2.2) we show, as a first step, that if α = (α1, α2) and α1 > 0,
then
∂
∂xℓ
(
ψρ(α)
)
= ψρ(α−A · eℓ). (2.3)
Since, by (1.2), ∂(ΦA(α))/∂xℓ = Φ
A(α−A · eℓ), we have
∂
∂xℓ
(
ψρ(α)
)
=
dα1∑
i=0
i 6=α2
ΦA((α1 − 1, i− ℓ)) ρ
i−α2
i− α2 + Φ
A(α−A · eℓ) log(ρ)
+
dα1∑
i=0
i 6=α2
ΦA((α1, i)) ρ
i−α2−1
∂ρ
∂xℓ
+ ΦA(α) ρ−1
∂ρ
∂xℓ
(2.4)
Note that the last two terms in the expression above cancel since fα1(x; ρ(x)) = 0 implies
that:
dα1∑
i=0
i 6=α2
ΦA(α1, i)ρ
i = −ΦA(α)ρα2.
On the other hand, setting j = i− ℓ, the right-hand side of (2.4) becomes
d(α1−1)∑
j=0
j 6=α2−ℓ
ΦA((α1 − 1, j)) ρ
j−(α2−ℓ)
j − (α2 − ℓ) + Φ
A(α−A · eℓ) log(ρ) = ψρ(α−A · eℓ)
where we have used that the hypergeometric polynomial ΦA((α1−1, j)) vanishes for j < 0
or j > d(α1 − 1). This proves (2.3).
Applying (2.3) successively we may assume that α1 = α
′
1 = 0. Suppose α = (0,−s), s 6= 0,
so that ΦA(α) = 0 and ψρ(α) = ρ
s/s. Given u ∈ Nm+2 we want to compute Du(ψρ(α)).
Locally on x we can write
Du
(2πi
s
ρs
)
=
∫
Γ
ts
s
Du
(f ′(x; t)
f(x; t)
)
dt
=
∫
Γ
d
dt
( ts
s
Du
(
log f(x; t)
))
dt−
∫
Γ
ts−1Du
(
log f(x; t)
)
dt
= (−1)β1−1(β1 − 1)!
∫
Γ
ts−1
tβ2
fβ1
dt ,
(2.5)
where A · u = (β1, β2) and Γ is a sufficiently small loop in the complex plane. Thus
Du(ψρ(α)) depends only on the pair (β1, β2 + s) = −(α−A · u).
If α = (0, 0), ψρ((0, 0)) = log(ρ) and we can show that Du(log(ρ)) depends only on A · u
arguing as above with log(t) taking the place of ts/s. This completes the proof. ⋄
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Proposition 2.1 now allows us to extend the definition of ψρ(α) to the case α1 < 0.
Indeed, let u ∈ Nm+2 be such that A · u = (β1, β2) with β1 ≥ −α1 and set:
ψρ(α) := Du(ψρ(α+A · u)) (2.6)
Clearly, this definition does not depend on the choice of u and for any α ∈ Z2, u ∈ Nm+2:
Du(ψρ(α)) = ψρ(α−A · u). (2.7)
If α 6∈ I(A) we can choose u so that α+A·u 6∈ I(A) either, and hence ψρ(α) is an algebraic
function.
Theorem 2.2. For α ∈ Z2 \ I(A) the algebraic functions ψρ(α) are A-hypergeometric.
Proof: Given (2.6), it suffices to consider the case α1 ≥ 0. The hypergeometric poly-
nomials ΦA((α1, i); x) are A-bihomogeneous of bidegree (α1, i) while the powers ρi−α2(x)
have bidegree (0, α2 − i). Hence, ψρ(α) satisfies the homogeneity equations (0.2) with
exponent α. On the other hand, it is an immediate consequence of Proposition 2.1 that
ψρ(α) satisfies the higher-order equations (0.1). ⋄
Let now U ⊂ Cm+2 \ Σ be a simply-connected open set and let ρ1(x), . . . , ρd(x) be
distinct roots of the polynomial f(x; t), holomorphic for x ∈ U . Let α ∈ Z2 \ I(A) and set
ψj(α) := ψρj (α) ∈ Halg(α)(U). The function
ΨA(α) := ψ1(α) + · · ·+ ψd(α)
is then a rational solution of the A-hypergeometric system with parameters α. It follows
from (2.7) that, for any u ∈ Nm+2,
Du(Ψ
A(α)) = ΨA(α−A · u) . (2.8)
Proposition 2.3. Let α ∈ Z2 \ I(A). Then,
i) ΨA(α; x) = ΨAd (α; x) + Ψ
A
0 (α; x), defined as in (1.7) and (1.8).
ii) ΨA(α) = 0 if and only if there exist no non-trivial rational A-hypergeometric functions
with parameter α.
iii) If α = (α1, α2) and α1 > 0, then
ΨA0 (α; x) =
dα1∑
i=0
i<α2
ΦA((α1, i); x)Ψ
A
0 ((0, α2 − i); x) , and (2.9)
ΨAd (α; x) =
dα1∑
i=0
i>α2
ΦA((α1, i); x)Ψ
A
d ((0, α2 − i); x) . (2.10)
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Proof: By Theorem 1.4 iii), ΨA(α) is a linear combination λΨAd (α; x)+µΨ
A
0 (α; x). More-
over, if α1 = 0 the result follows from (1.18) and (1.19). Therefore, computing derivatives
with respect to xd, the result follows for s(α) = dα1−α2 > 0, α1 < 0 where ΨA0 (α; x) = 0.
By symmetry i) also holds for α2 > 0, α1 < 0.
If α ∈ Z2 \ I(A) is such that ΨAd (α; x) 6= 0 then,
ΨA((0,−s(α))) = ∂
α1ΨA(α)
∂xα1d
= λ
∂α1ΨAd (α)
∂xα1d
= λΨAd ((0,−s(α)))
which implies λ = 1 since, because of Proposition 1.14, ΨAd ((0,−s(α))) 6= 0. A similar
argument shows that if ΨA0 (α; x) 6= 0 then µ = 1.
The second assertion is an immediate consequence of i) and iii) in Theorem 1.4. The
identities (2.9) and (2.10) follow from part i), together with (1.18) and (1.19). ⋄
We now determine the dimension of the subspace of algebraic hypergeometric functions
over U spanned by ψ1(α), . . . , ψd(α), α 6∈ I(A).
Theorem 2.4. For α ∈ Z2 \ I(A), the A-hypergeometric functions ψ1(α), . . . , ψd(α) span
a linear space of dimension at least d − 1. Moreover, they are linearly dependent if and
only if ΨA(α) = 0 .
Before giving the proof of Theorem 2.4, we first recall the construction by Gel’fand,
Zelevinsky, and Kapranov [9] of Γ-series solutions for the A-hypergeometric system and
the expressions obtained by Sturmfels [22] for the roots of f(x; t) in terms of them. We
will begin by considering the normal case, and eventually we will specialize coefficients to
study the general case. We only need to consider the coarsest triangulation of the polytope
P , the convex hull of A and the origin, i.e. the one consisting of the single simplex P .
As before, we let L stand for the integral kernel of A, that is, the sublattice of elements
v ∈ Zd+1 such that A · v = 0. Given u ∈ Qd+1 we define the formal power series
[
xu00 x
u1
1 · · ·xudd
]
:=
∑
v∈L
d∏
i=0
(
γ(ui, vi) x
ui+vi
i
)
, (2.11)
where, for any rational number u and any integer v, we write
γ(u, v) :=


1 if v = 0,
u(u− 1)(u− 2) · · · (u+ v + 1) if v < 0,
0 if u is a negative integer and u ≥ −v,
1
(u+1)(u+2)···(u+v)
otherwise.
If u has no negative integer coordinates, or is of the form (0, . . . , 0, 1,−1, 0, . . . , 0), the
series
[
xu00 · · ·xudd
]
is a formal solution of the A-hypergeometric system with parameters
A ·u ∈ Q2 (see [9, Lemma 1], [22, Lemma 3.1]). Moreover, if at most two of the exponents
ui are non-integers, the series (2.11) converges in a suitable open subset of C
d+1 \Σ ([9]).
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Let ξ1, . . . , ξd be the d-th roots of −1 and consider the series ρi(x) :=
∑d
a=1 ξ
a
i ·σa(x) ,
where
σ1(x) :=
[
x
1
d
0 x
− 1
d
d
]
; σa(x) :=
1
d
·
[
xa−1 x
a−d
d
0 x
− a
d
d
]
, a = 2, . . . , d .
It follows from [9, Proposition 2] that there exists an open set V ⊂ Cd+1 \ Σ of the form
V := {x ∈ Cd+1 : |x0|d−j |xd|j > M |xj |d ; j 6= 0, d},
for some positive real constant M , where all these series converge, and, according to
[22, Theorem 3.2], locally on V, they define the holomorphic d roots of the generic poly-
nomial
∑d
j=0 xj · tj . Given a positive integer s we consider the powers ρsi (x) and write
ρsi (x) =
d∑
b=1
ξbi · θb(x) where θb(x) =
∑
a1+···+as=b+ℓd
(−1)ℓ
s∏
j=1
σaj (x)
We now consider the A-hypergeometric system associated with the matrix (0.4) and
recall that we are assuming that gcd(k1, . . . , km, d) = 1. Let J denote the complement
of {0, k1, . . . , km, d} in {0, 1, . . . , d}, and VJ the (m + 2)-dimensional subspace of Cd+1
obtained by setting xj = 0, j ∈ J . Note that V ∩ VJ is non-empty.
Lemma 2.5. For b = 1, . . . , d− 1, the restriction of θb(x) to VJ is non-trivial. The same
is true of any of its derivatives Duθb, u ∈ Nm+2, with respect to variables xi, i 6∈ J .
Proof: Note that if ρs = (ρs1, . . . , ρ
s
d)
T and θ = (θ1, . . . , θd)
T , then θ =M−1 ·ρs where M
is the non-singular matrix M = (ξai ), i, a = 1, . . . , d. In particular, θb(x) ∈ H((0,−s))(U).
We now claim that for any set of indices a1, . . . , as such that a1 + · · · + as = b + ℓd, for
some ℓ ∈ N,
θb(x) = λ ·
[
xa1−1 · · ·xas−1 x
b+(ℓ−s)d
d
0 x
− b+ℓd
d
d
]
, (2.12)
for some non-zero constant λ. Indeed, forgetting for the moment the coefficients, suppose
that xw = xw
(1) · · ·xw(s) is a monomial appearing in the product ∏sj=1 σa′j (x) where a′1 +
· · ·+a′s = b+ ℓ′d. Then A ·w = (0,−s)T and therefore, xw must differ from the monomial
inside the bracket (2.12) by a monomial of the form xv with v ∈ L. This means that all
the monomials in the power series of θb(x) appear in the Γ-series of (2.12). But, on the
other hand, since we already know that θb(x) is A-hypergeometric, if a monomial, such as
the one in (2.12), appears in its expansion then the whole Γ-series must appear and with
the appropriate coefficients.
Suppose now that we set the variables xj , j ∈ J , equal to zero. We may assume without
loss of generality that in the bracket in (2.12), a1 − 1, . . . , ar − 1 are the only indices in J .
Since gcd(k1, . . . , km, d) = 1, there exist positive integers p
′
d, p
′′
d , p1, . . . , pm such that
(a1 − 1) + · · ·+ (ar − 1) + p′d d = p1 k1 + · · ·+ pm km + p′′d d
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Setting pd = p
′′
d − p′d, there exists p0 ∈ Z such that
v := p0 e0 + p1 ek1 + · · ·+ pm ekm + pd ed − ea1−1 − · · · − ear−1 ∈ L .
Consequently, multiplication of the monomial in the bracket (2.12) by xv yields a term in
the Γ-series which does not involve any variables from the index set J . On the other hand,
it is easy to check that all coefficients γ(ui, vi) are non-zero and therefore the restriction
of θb(x) is non-trivial.
The statement about the derivatives of θb(x) follows from the fact that for b < d, the
exponents of x0 and xn in the bracket in (2.12) are not integers, while the exponents with
which any of the other variables xki appears in the Γ-series cannot be bounded since for
any ℓ ∈ N, the element
ℓ · (d eki − (d− ki) e0 − ki ed) ∈ L . ⋄
Proof of Theorem 2.4: We consider, first of all, the case α = (0,−s) with s a positive
integer. Then ψj(α) = ρ
s
j/s and, since ρ
s = M · θ with M non singular, ρs1, . . . , ρsd are
linearly independent if and only if θ1(x), . . . , θd(x) are so. But comparing the exponents of
xd in the corresponding Γ-series it is clear that θ1(x), . . . , θd(x) will be linearly independent
unless their restriction to VJ vanishes. On the other hand, Lemma 2.5 asserts that only
θd(x) may be identically zero when restricted to VJ . Hence, the dimension of the linear
span of ρs1(x), . . . , ρ
s
d(x) is at least d− 1 and will be exactly d− 1 if and only if θd(x) = 0.
But,
d∑
i=1
ρsi (x) =
d∑
b=1
( d∑
i=1
ξbi
) · θb(x) = −d θd(x) .
Thus, θd(x) = 0 if and only if ρ
s
1(x) + · · ·+ ρsd(x) = 0.
The assertion for α = (0, s) with s a positive integer follows from symmetry. In view of the
definition (2.6), the statement for α1 < 0 follows from that for α1 = 0 using the assertion
in Lemma 2.5 about the derivatives of the Γ-series θb(x).
It remains to consider the case α1 > 0. Suppose there is a non-trivial linear relation∑d
i=1 λi · ψi(α) = 0; because of (2.7), applying the derivative ∂α1/∂xα10 we obtain
d∑
i=1
λi · ψi((0, α2)) = 0 .
But α 6∈ I(A) implies that (0, α2) 6∈ I(A), and therefore, λ1 = · · · = λd, and the proof is
complete. ⋄
The following result implies that the holonomic rank of the A-hypergeometric system
is at least d+ 1 for all exponents α ∈ E(A).
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Theorem 2.6. For any α ∈ E(A), dim(Halg(α)(U)) ≥ d+ 1.
Proof: For any α ∈ E(A) the A-hypergeometric Laurent polynomials ΨA0 (x) and ΨAd (x)
are both non-trivial. In particular, 0 < α2 < dα1. From i) in Proposition 2.3 we have that
ψ1(α) + · · ·+ ψd(α) 6= 0 ,
and Theorem 2.4 implies that ψ1(α), . . . , ψd(α) are linearly independent. Moreover, we
will show next that so are the functions ψ1(α), . . . , ψd(α),Ψ
A
0 (α). Suppose there is a non-
trivial linear combination ΨA0 (α) =
∑d
i=1 λi · ψi(α), λi ∈ C. By differentiation we obtain
a similar relation
ΨA0 ((0, α2)) =
∂α1ΨA0 (α)
∂xα10
=
d∑
i=1
λi · ∂
α1ψi(α)
∂xα10
=
d∑
i=1
λi · ψi((0, α2)) .
But (1.10) implies that ΨAd ((0, α2)) = 0 and therefore Ψ
A
0 ((0, α2)) =
∑d
i=1 ψi((0, α2)).
Since according to ii) in Proposition 1.14, ΨA0 ((0, α2)) 6= 0, we have that all λi = 1. This
implies that ΨA0 (α) =
∑d
i=1 ψi(α) = Ψ
A
0 (α) + Ψ
A
d (α), i.e. Ψ
A
d (α) = 0, which contradicts
our assumption. ⋄
Corollary 2.7. The toric ring R = C[ξ0, . . . , ξd]/IA is Cohen-Macaulay if and only if, for
every α ∈ C2 the dimension of the space of A-hypergeometric functions of exponent α, at
a generic point, is equal to d.
Proof: The only if direction is Theorem 2 in [9] (see also [10] and [2]). To prove the
converse we note that, because of Proposition 1.6, if R is not Cohen-Macaulay then E(A) 6=
∅, and the result follows from Theorem 2.6.
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3. Bases of solutions and holonomic rank
In this section we will determine the holonomic rank of the A-hypergeometric system
associated with a monomial curve for all integral exponents and exhibit explicit bases of
local solutions constructed in terms of the roots of the generic polynomial (0.5).
Four different scenarios need to be considered:
• The exponent α ∈ I(A): In this case r(α) = d and we construct in Theorem 3.1, d−1
local solutions which, together with the hypergeometric polynomial ΦA(α) define a
basis of solutions.
• α ∈ E(A): We now have r(α) = d+1 and we have constructed d+1 (algebraic) local
solutions in Theorem 2.6.
• α ∈ (E0(A) ∪ Ed(A)) \ E(A): The holonomic rank equals d and we have from Theo-
rem 2.4 a basis of algebraic solutions.
• α ∈ J(A): Then R(α) = {0}, r(α) = d, and we construct a basis of local solutions in
Theorem 3.5.
In Theorem 3.7 we determine the holonomic rank r(α) for all α ∈ Z2. Our starting
point is a result of Adolphson ([2,Corollary 5.20]) which states that even without assuming
that the ring R is Cohen-Macaulay, the equality r(α) = vol(P ) holds for so-called semi-
nonresonant exponents α. In our particular case, this condition is equivalent to α being
in the Euler-Jacobi cone (1.13).
We consider first the case when α ∈ I(A), i.e. when the A-hypergeometric polynomial
ΦA(α; x) 6= 0. By Proposition 2.1, given a root ρ(x), the function ψρ(α; x) satisfies the
higher-order equations (0.1) but, clearly, not the homogeneity equations (0.2). However,
if we fix a choice of a root ρˆ then, for any other root ρ, the function
τρ(α) :=
dα1∑
i=0
i 6=α2
ΦA(α1, i)
ρi−α2 − ρˆi−α2
i− α2 + Φ
A(α) log(ρ/ρˆ). (3.1)
is A-hypergeometric with exponent α. Indeed, it differs from ψρ(α)−ψρˆ(α) by a constant
multiple of ΦA(α).
Theorem 3.1. Given α ∈ I(A) and a choice of a root ρˆ of f(x; t) on U , the functions
ΦA(α) and τρ(α) where ρ runs over all roots of f(x; t) on U different from ρˆ, are linearly
independent A-hypergeometric functions.
Proof: Suppose α = A·u, u ∈ Nm+2, and suppose there is a non-trivial linear combination
λΦA(α) +
∑
ρ6=ρˆ
λρ τρ(α) = 0.
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Applying the operator Du and using (1.2) and (2.7), we may assume that α = (0, 0) and,
consequently, ΦA(α) = 1, τρ(α) = log(ρ/ρˆ), and
λ +
∑
ρ6=ρˆ
λρ log(ρ/ρˆ) = 0. (3.2)
Implicit differentiation of the equation f(x; ρ(x)) = 0 yields ∂ρ/∂xℓ = −ρℓ/f ′(ρ), ℓ ≥ 0
and, consequently,
∂ log ρ
∂xd
=
1
d
∂ρd
∂x0
= ψρ((−1,−d)).
Hence, derivating (3.2), we obtain∑
ρ6=ρˆ
λρ (ψρ((−1,−d))− ψρˆ((−1,−d))) = 0,
which, in view of Theorem 2.4, implies λρ = 0 for all ρ 6= ρˆ. ⋄
Suppose now that α ∈ J(A). In particular, α 6∈ I(A), and, by ii) in Proposition 2.3,
ΨA(α) = 0. Recall also that this case includes all integral exponents lying in the Euler-
Jacobi cone.
As before, we let U denote a simply-connected open set in Cm+2 \Σ and let ρ1, . . . , ρd
denote the roots of f(x; t) for x ∈ U . Given α ∈ Z2 such that α1 ≥ 0, we define
χ(α) :=
d∑
j=1
ψj(α) log(ρj) . (3.3)
Proposition 3.2. Suppose α ∈ J(A) is such that α1 ≥ 0. Then the function χ(α) is
A-hypergeometric with exponent α.
Proof: Since ΨA(α) =
∑d
j=1 ψj(α) = 0 it follows that χ(α) satisfies the equations (0.2)
with exponent α. In order to check that the higher-order equations (0.1) are satisfied as
well we show, first of all, that if α1 > 0, then
∂χ(α)
∂xℓ
= χ(α−A · eℓ). (3.4)
Indeed,
∂χ(α)
∂xℓ
=
d∑
j=1
ψj(α−A · eℓ) log(ρj) +
d∑
j=1
ψj(α) ρ
−1
j
∂ρj
∂xℓ
= χ(α−A · eℓ) +
dα1∑
i=0
ΦA((α1, i))
i− α2

 d∑
j=1
ρi−α2−1j
∂ρj
∂xℓ

 .
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We claim that the second summand is identically zero. In fact,
d∑
j=1
ρi−α2−1j
∂ρj
∂xℓ
=
∂
∂xℓ

 d∑
j=1
ρi−α2j
i− α2

 .
Assume ΦA(α1, i) 6= 0, i.e., there exists w ∈ Nm+2 such that A ·w = (α1, i). If
∑d
j=1 ρ
i−α2
j
does not vanish identically, there exists v ∈ Zm+2 such that vki ≥ 0 for all i = 1, . . . , m,
and either v0 ≥ 0 or vd ≥ 0, verifying A · v = (0, α2 − i). But then A · (v + w) = α, which
contradicts the fact that ΨA(α) = 0. This proves (3.4).
Arguing as in the proof of Proposition 2.1, the proof of Proposition 3.2 now reduces to the
following:
Lemma 3.3. Given s ∈ Z, s 6= 0, and u ∈ Nm+2, let β = A·u and γ = (0,−s)−β. Then,
if ΨA(γ) = 0, the derivative
Du
( d∑
j=1
ρsj
s
log ρj
)
depends only on γ.
Proof: We argue as in (2.5); locally on x,
2πiDu
( d∑
j=1
ρsj
s
log ρj
)
=
d∑
j=1
∫
Γj
ts
s
log t Du
(f ′(x; t)
f(x; t)
)
dt
= −
d∑
j=1
∫
Γj
d
dt
( ts
s
log t
)
Du(log f(x; t)) dt (3.5)
= c ·

 d∑
j=1
∫
Γj
log t
tβ2+s−1
fβ1
dt+
d∑
j=1
∫
Γj
ts−1
s
tβ2
fβ1
dt

 ,
where Γj is a sufficiently small loop in the complex plane enclosing only the root ρj and
c = (−1)β1−1(β1 − 1)!. Now, according to (2.5), the last sum in (3.5), agrees, up to
constant, with
d∑
j=1
Du(ρ
s
j/s) =
d∑
j=1
Du(ψj((0,−s))) =
d∑
j=1
ψj(γ) = Ψ
A(γ) = 0 .
Hence the Lemma, and Proposition 3.2, follow. ⋄
We now extend the definition (3.3) of χ(α) to the case α ∈ Z2, α1 < 0, by setting:
χ(α) =


D−α10 χ((0, α2)), if α2 6= 0
Dk1D
−α1−1
0 χ((0, k1)), if α2 = 0,
(3.6)
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where, we recall
χ((0, s)) =
d∑
j=1
ρ−sj
−s log ρj ; s 6= 0 . (3.7)
Proposition 3.4. Let α ∈ Z2, α1 < 0. Then
i) χ(α)(t ∗ x) = tα2 χ(α)(x)− tα2 log tΨA(α; x), where t ∈ C∗, and
t ∗ x = (x0, tk1xk1 , . . . , tdxd) .
ii) If α ∈ J(A), χ(α) is A-hypergeometric with exponent α.
iii) For M sufficiently large and j = 1, . . . , m,
D
M(d−kj )
0 D
Mkj
d (χ(α)) = D
Md
kj
(χ(α)) .
Proof: In view of (3.7), the first assertion follows from (3.6) together with the fact that
ρj(t ∗ x) = t−1 ρj(x), j = 1, . . . , d.
If α ∈ J(A), ΨA(α; x) = 0 and it follows from i) that χ(α) satisfies the homogeneity
equations (0.2). On the other hand, if α ∈ J(A), the same is true of α − A · u for every
u ∈ Nm+2. Hence it follows from Lemma 3.3 that χ(α) satisfies the equations (0.1).
The last assertion follows again from Lemma 3.3 for M so that α− (M d,M dkj) ∈ EJ ⊂
J(A). ⋄
Theorem 3.5. Let α ∈ J(A). Let U , ρ1, . . . , ρd, be as above. Then the functions
ψ1(α), . . . , ψd−1(α), χ(α) ∈ H(α)(U) are linearly independent.
Proof: In view of Theorem 2.4, it will be enough to show that χ(α) is not an algebraic
function. In fact, we will show that its orbit under the monodromy action of π1(C
m+2 \Σ)
is infinite.
For generic values ak1 , . . . , ad the polynomial f((0, ak1, . . . , ad); t) will have a a root of
multiplicity k1 at the origin and d − k1 simple, non-zero roots. Thus, for |a0| small,
relative to |ak1 |, . . . , |ad|, the polynomial f(a; t) will have simple roots and k1 of them, say
ρ1, . . . , ρk1 , will be very close to the k1-th roots of −a0/ak1 . This means that analytic
continuation of the roots along the loop
γ(θ) := (exp(2πik1θ)a0, ak1 , . . . , ad) ; θ ∈ [0, 1]
returns the roots to their original values, but, for any choice of logarithm for all roots of f
near a:
γ∗(log(ρj)) =
{
log(ρj) + 2πi, if j = 1, . . . , k1;
log(ρj), otherwise.
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Since α 6∈ I(A), it follows from (2.1) and (2.6) that γ∗(ψj(α)) = ψj(α) for any j = 1, . . . , d.
Therefore, for α1 ≥ 0,
γ∗(χ(α)) = γ∗

 d∑
j=1
ψj(α) log(ρj)

 = χ(α) + 2πi k1∑
j=1
ψj .
Since 0 < k1 < d, by Theorem 2.4 ψ1 + . . . + ψk1 6= 0 , and therefore the orbit of χ(α)
under successive powers of γ is infinite.
Suppose now that α1 < 0. Then,
χ(α) =
∂−α1
∂x−α10

 d∑
j=1
ψj((0, α2)) log ρj

 = d∑
j=1
ψj(α) log ρj +R(α).
It is straightforward to check that R(α) is algebraic and invariant under the monodromy
action, i.e. R(α) is a rational function. Since we have just shown that the function∑d
j=1 ψj(α) log ρj is not algebraic, the proof is complete. ⋄
3.6. Remark: Note that since the function χ(α) is not algebraic, any rational A-hyper-
geometric function R with exponent α in the Euler–Jacobi cone must be a linear combi-
nation of ψ1(α), . . . , ψd(α). On the other hand, with similar arguments as in the proof of
Theorem 3.5, it is possible to show the existence of a loop γ whose action on the roots
is a cyclic permutation. It is then easy to see that R must be a constant multiple of∑d
j=1 ψj(α), and therefore it must vanish. This gives an alternative proof of Theorem 1.9.
Theorem 3.7. For every α ∈ Z2,
d ≤ r(α) ≤ d+ 1 .
Moreover, r(α) = d+ 1 if and only if α ∈ E(A).
Proof: Note, first of all, that the lower bound follows from Theorem 2.4 (for α ∈ E0(A)∪
Ed(A)), Theorem 3.1 (for α ∈ I(A)), and Theorem 3.5 (for α ∈ J(A)).
Suppose now that α is in the Euler-Jacobi cone EJ . Then, as we observed before, α is
semi-nonresonant in the sense of Adolphson and it follows from [2, Corollary 5.20] that
r(α) = d. For any α ∈ Z2, there exist u ∈ Nm+2 such that α−A.u lies in EJ , and, because
of Theorem 1.9, for any such u the kernel of the linear map
Du : H(α)→H(α−A.u),
contains R(α). We will determine the dimension of H(α) by computing the kernel and the
image of Du for suitable u.
Suppose first that α ∈ J(A). For u = ℓ ek1 , ℓ >> 0, we have α − A.u ∈ EJ and, it
follows from Proposition 1.2 and Corollary 1.5 that ker(Du) = R(α) = {0}. Therefore, Du
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is a monomorphism, which implies that dimH(α) ≤ d. Since it is at least d, we deduce
dimH(α) = d.
Suppose now that α 6∈ J(A), then dim(R(α)) = 1 or 2. We can again choose u = ℓ ek1 ,
ℓ >> 0, so that β := α−A.u ∈ EJ . As the kernel of Du is precisely R(α) it will be enough
to show that, for some ℓ sufficiently large, the dimension of the image of Du is d− 1.
From (2.6) and Theorem 3.5, we deduce that the functions ψj(β) generate a subspace of
the image of dimension at least d − 1. The proof will be completed by showing that the
function χ(β) defined in (3.6) is not in the image Du(H(α)).
Consider first the case α ∈ E0(A). Choosing ℓ = s d, we factor Du = Dsdk1 = Dk1sd D
(d−k1)s
0 .
Set α′ := α − ((d − k1)s, 0). It is enough to show that χ(β) 6∈ Dk1sd (H(α′)). Note that
α′ ∈ E0(A) as well and, therefore, we may assume without loss of generality that α1 < 0
and β = α− ℓed ∈ EJ for some sufficiently big ℓ.
Let χ(α) be as in (3.6). Since β ∈ EJ , it follows from Lemma 3.3 that Dℓd(χ(α)) = χ(β).
Therefore, if φ ∈ H(α) is such that Dℓd(φ) = χ(β) we must have
φ = χ(α) + F
where F depends polynomially on xd. On the other hand, because of iii) in Proposition 3.4
and the fact that φ is hypergeometric, we have
DMdkj (F ) = D
M(d−kj )
0 D
Mkj
d (F )
for all M large enough. This implies that F is polynomial on xk1 , . . . , xkm as well.
But, it follows from i) in Proposition 3.4 that
F (t ∗ x) = tα2 F (x) + tα2 log tΨ(α)(x)
which is impossible since the fact that the action of t does not affect x0 implies that F (t∗x)
is polynomial in t.
By symmetry, the result also holds for α ∈ Ed(A). Thus, it remains to consider the case
α ∈ I(A). For ℓ large enough, so that α′1 = α1 − ℓ(d− k1) < 0, we have α′ = (α′1, α2) ∈
E0(A) and an argument similar to the one above yields the result. ⋄
3.8. Remark: In [19, Theorem 12.2], M. Saito, B. Sturmfels and N. Takayama prove
Theorem 3.7 by the method of Gro¨bner deformations. They also show ([19, Theorem 11.1])
that the lower bound vol(P ) ≤ r(α) holds for arbitrary A.
Given α ∈ Z2, define Hˆ(α) := H(α)/R(α) if R(α) 6= {0} and Hˆ(α) := H(α)/C · χ(α)
if R(α) = {0}.
Corollary 3.9. For every α ∈ Z2,
i) dim(Hˆ(α)) = d− 1.
ii) For every u ∈ Nm+2 the operator
Du : Hˆ(α)→ Hˆ(α−A · u)
is an isomorphism. ⋄
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