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Abstract—In this paper, we intend to reduce the operational
cost of cloud data centers with the help of fog devices, which can
avoid the revenue loss due to wide-area network propagation
delay and save network bandwidth cost by serving nearby
cloud users. Since fog devices may not be owned by a cloud
service provider, they should be compensated for serving the
requests of cloud users. When taking economical compensation
into consideration, the optimal number of requests processed
locally by each fog device should be decided. As a result, existing
load balancing schemes developed for cloud data centers can not
be applied directly and it is very necessary to redesign a cost-ware
load balancing algorithm for the fog-cloud system. To achieve
the above aim, we first formulate a fog-assisted operational cost
minimization problem for the cloud service provider. Then, we
design a parallel and distributed load balancing algorithm with
low computational complexity based on Proximal Jacobian Al-
ternating Direction Method of Multipliers (PJ-ADMM). Finally,
extensive simulation results show the effectiveness of the proposed
algorithm.
Index Terms—Cloud computing, fog computing, operational
cost, load balancing, parallel and distributed algorithm, Proximal
Jacobian ADMM.
I. INTRODUCTION
Cloud computing is envisioned as an effective means of
providing worldwide consumers with on-demand computing
resources (e.g., networks, servers, storage, applications, and
services) in a convenient way. Due to the advantages of high
resource utilization, strong computing ability, high reliability,
and rapid elasticity of cloud computing, many Internet work-
loads are processed in cloud data centers. According to a report
in Cisco Global Cloud Index (2015-2020), 92 percent of all
data center workloads are expected to be processed in cloud
data centers by 2020 [1]. Since the operational cost of a cloud
data center is very high (e.g., as a significant fraction of the
operational cost, the annual energy cost related to many cloud
service providers was larger than millions of dollars [2]), it is
of great importance to reduce the operational cost for a cloud
service provider.
There have been lots of schemes on reducing the opera-
tional cost/energy cost of cloud data centers [3]–[12], such
as dynamic server provisioning, spatial/temporal load balanc-
ing, energy storage, incorporating renewable energies, partial
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execution, and participating in demand response programs of
smart grids. In [6], Rao et al. proposed a geographical load
balancing (GLB) scheme to minimize the energy cost of data
centers in deregulated electricity markets. In [7], Ren et al.
presented a water-constrained GLB scheme to minimize the
operational cost of data centers. In [8], Guo et al. proposed
an energy cost saving strategy for data centers using energy
storage. In [9], Xu et al. investigated the problem of reducing
the peak power demand and energy cost of data centers using
partial execution. In [10] [11], Yu et al. studied the problem of
reducing the energy/operational cost for geo-distributed data
centers in smart microgrids with the consideration of electric-
ity selling/buying, energy storage, load balancing, renewable
energies, and dynamic server provisioning or partial execution.
In addition, the operational cost of cloud data centers could
be offset partially by economical compensation obtained from
the participation of demand response programs [12].
Different from existing schemes, we intend to reduce the
operational cost of cloud data centers with the help of fog
devices [13], [14], which are capable of offering certain
advantages by serving nearby cloud users, e.g., avoiding wide-
area network (WAN) propagation delay and reducing network
bandwidth cost. Since fog devices may not be owned by a
cloud service provider [13], the cloud service provider should
compensate them for their efforts in serving user requests.
When taking economical compensation into consideration, the
optimal number of requests processed locally by each fog
device should be decided. As a result, existing load balancing
schemes developed for cloud data centers can not be applied
directly and it is necessary to redesign a cost-ware load
balancing algorithm for the fog-cloud system. To achieve the
above aim, we first formulate a fog-assisted operational cost
minimization problem for the cloud service provider, which
is a large-scale mixed integer linear programming (MILP).
To solve the formulated problem efficiently, we propose a
parallel and distributed load balancing algorithm with low
computational complexity based on Proximal Jacobian Al-
ternating Direction Method of Multipliers (PJ-ADMM) [15].
Though ADMM-based algorithm has been developed in [9] for
the operational cost reduction of cloud data centers, it could
not be directly used in our problem since standard ADMM
is applicable to the convex optimization problem with two-
block variables, while there are four-block variables in our
optimization problem.
The contributions of this paper could be summarized below:
• We formulate a fog-assisted operational cost minimiza-
tion problem for a cloud service provider, where the
cost consists of four parts, namely the energy cost of
2cloud data centers, network bandwidth cost, revenue loss
due to the WAN propagation delay, and the economic
compensation paid to fog devices.
• We propose a parallel and distributed algorithm for the
formulated problem based on PJ-ADMM. Note that the
proposed algorithm has low computational complexity
since all decisions could be made based on close-form
expressions or binary search.
• Extensive simulations show that the proposed algorithm
could help the cloud to save operational cost effectively
in the presence of fog devices.
The rest of this paper is organized as follows. Section II
introduces the system model and the problem formulation.
Section III proposes a distributed algorithm based on PJ-
ADMM. Then, we conduct extensive simulations in Section
IV. Finally, conclusions are made in Section V.
II. MODEL AND FORMULATION
The system model studied in this paper is shown in Fig. 1,
where the cloud provides service to its cloud users. To improve
the user experience and reduce network bandwidth cost, fog
devices (e.g., routers, servers, laptops) in the vicinity of
cloud users could be selected as helpers of the cloud. In
return, fog devices would receive economical compensation
for their efforts. Suppose there are N available fog devices
and K geographically distributed cloud data centers in the
considered fog-cloud system. To serve J types of requests
(this paper mainly focuses on delay-sensitive requests) from
nearby cloud users, each fog device i (1 ≤ i ≤ N ) should
decide the type and quantity of application requests to be
processed. Then, the remaining requests are dispatched to
cloud data centers. In the following parts, we would provide
the models related to workload allocation, power consumption,
operational cost. Then, we formulate a fog-assisted operational
cost minimization problem, which is solved periodically at the
beginning of each time slot, e.g., every 1 hour.
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Fog-1 Fog-2
Fog-N
Cloud user-1 Cloud user-2
Fog-i
Cloud user-M
Data
center-1
Data
Center-K
 
Fig. 1. System model
A. Workload Allocation Model
When the fog device i receives the application requests from
cloud users, it will process part of them locally and dispatch
the remaining requests to the remote cloud. Let αi,j be the
request rate of application j allocated to the fog device i (in
requests/second) and vi,j be the service rate of application j
supported by fog device i (in Mbps), we have [16]
1
vi,j/sj − αi,j
≤ tmaxj , ∀ i, j, (1)
αi,j ≥ 0, ∀ i, k, (2)
where sj is the request size of application j (in Mb/request)
and tmaxj (in seconds) is the maximum tolerant delay of
application j.
Let λi,j (1 ≤ j ≤ J) and βi,j,k (1 ≤ k ≤ K) denote the
request rate of application j arriving at fog device i and the
request rate of application j allocated from fog device i to data
center k (both in requests/second), respectively. According to
workload balance, we obtain
αi,j +
∑
k
βi,j,k = λi,j , ∀ i, j. (3)
Since the ISP link capacities of cloud data centers are
limited, we have the following constraints,
∑
i
∑
j
βi,j,ksj ≤ A
max
k , ∀ k, (4)
βi,j,k ≥ 0, ∀ i, j. (5)
where Amaxk is the link capacity of data center k (in Mbps).
In cloud data centers, the number of active servers could
be dynamically configured to ensure that the requests of
application j could be finished within the maximum tolerant
delay tmaxj . Then, we have [10]
1
cj,kµj,k −
∑
i βi,j,k
+
1
µj,k
≤ tmaxj , ∀ k, (6)
0 ≤ cj,k ≤ Cj,k, ∀ j,m, (7)
cj,k ∈ N
+, (8)
where µj,k denotes the service rate of servers for application
j in data center k (in requests/second); cj,k and Cj,k are the
number of active servers and the total number of servers for
application j in data center k, respectively.
B. Power Consumption Models Associated with Cloud Data
Centers and Fog Devices
Let PUEk denote the power usage effectiveness of the data
center k. In addition, denote the idle power and peak power of
the servers for application j in data center k by pidlej,k and p
peak
j,k
(both in Watts), respectively. Then, the power consumption of
data center k could be estimated by [2]
P cloudk =
∑
j
(
cj,kaj,k + bj,k
∑
i βi,j,k
µj,k
)
, (9)
where aj,k = p
idle
j,k + (PUEk − 1)p
peak
j,k ; bj,k = p
peak
j,k − p
idle
j,k .
3For fog devices, their power consumptions (P fogi ) could be
calculated according to a linear energy consumption model as
in [17]1,
P fogi =
(
qidlei + (q
peak
i − q
idle
i )
∑
j αi,jsj
vi
)
, ∀ i, (10)
where vi =
∑
j vi,j ; q
idle
i and q
peak
i are the idle power and
peak power of fog device i, respectively.
C. Operational Cost Model
In this work, we focus on minimizing the operational cost
of a cloud service provider in a given time slot with duration T
without sacrificing the interests of fog devices, where the cost
consists of four parts, i.e., the energy cost of data centers,
network bandwidth cost, revenue loss associated with WAN
propagation delay, and the economic compensation paid to
the fog devices.
Let νk denote the electricity price associated with electric
region that data center k is located. Then, the energy cost of
all data centers is given by
Γ1 =
∑
j
∑
k
νk
(
cj,kaj,k + bj,k
∑
i βi,j,k
µj,k
)
T. (11)
When receiving a user request, cloud data centers should
process it and give a response packet to the user. In reality, both
request transmitting and response packet could generate the
traffic. Since the traffic volume of user requests is usually far
smaller than that of responses, we mainly focus on the traffic
generated by response and assume that the traffic volume
generated by response for a request of application j is τj .
Let Bk be the bandwidth price of the ISP link connected to
data center k (in $/Mbps/month). Then, the network bandwidth
cost is given by [18]
Γ2 =
∑
i
∑
j
∑
k
βi,j,kτjBk. (12)
For delay-sensitive requests, a moderate increase in user-
perceived latency would result in substantial revenue loss for
the cloud service provider [3]. Compared with the case that all
incoming requests are processed at fog devices, transmitting
requests from fog devices to data centers would result in extra
WAN propagation latency. Denote the propagation latency of
the requests associated with fog device i and data center k
by Li,k (in ms), which could be measured through empirical
approaches [18]. Then, the revenue loss due to the WAN
propagation latency is obtained by [11],
Γ3 =
∑
i
∑
j
∑
k
ωjLi,kβi,j,kT, (13)
where ωj denotes the latency conversion parameter that
translates network propagation latency into revenue loss of
application j (in $/ms/req).
Since fog devices could help the cloud to reduce WAN
propagation latency and bandwidth cost, the cloud service
provider should make a compensation to fog devices for their
1Note that different energy consumption models of fog devices would
not affect the nature of the investigated problem. Moreover, the proposed
algorithm is applicable on the condition that the energy consumption models
are convex, e.g., quadratic power consumption function in [16].
energy costs incurred by serving requests. We assume that
compensations obtained by fog devices are proportional to the
served requests. The reason behind this assumption is that
fog devices are willing to serve the requests for the cloud
service provider on the condition that their interests would
not be damaged. According to the above assumption, the
compensation paid to the fog devices is given by
Γ4 =
∑
i
Sihiqi
∑
j αi,jsj
vi
T, (14)
where hi ≥ 1 is the compensation factor associated with fog
device i and Si is the electricity price associated with electric
region that fog device i is located; qi = q
peak
i − q
idle
i . Note that
we implicitly neglects the economical compensation for the
fixed energy consumption of fog devices since serving cloud
users are not necessarily their sole purpose. In practice, the
cloud can just interact with active fog devices.
D. Operational Cost Minimization Problem
With above-mentioned models, a fog-assisted operational
cost minimization problem is formulated as follows,
(P1) min Γ1 + Γ2 + Γ3 + Γ4 (15a)
s.t. αi,j ≤
1
sj
(vi,j − sj/t
max
j ), (15b)
∑
i
βi,j,k ≤ cj,kµj,k − ej,k, (15c)
(2)− (5), (7)− (8), (15d)
where ej,k =
1
tmaxj −
1
µj,k
; (15b) and (15c) are obtained by
adjusting the forms of (1) and (6); the decision variables of
P1 are αi,j , βi,j,k, and cj,k.
III. ALGORITHM DESIGN
The objective function and constraints of P1 are linear.
Moreover, cj,k (∀j, k) are integer variables. Thus, P1 is a
mixed integer linear programming (MILP). In addition, the
number of constraints and variables is NJK +2NJ + JK +
2J + K and NJK + JK + NJ , respectively. Since the
number of fog devices could be very large, P1 is a large-
scale mixed integer linear programming (MILP), e.g., when
N = 1000, J = 10, K = 20, the number of constraints and
variables would be larger than 200000. When solving such a
large-scale MILP in a centralized manner, the corresponding
computation time would increase dramatically if the problem
size becomes large [19]. Therefore, we are motivated to
propose a scalable and distributed algorithm for P1 based on
PJ-ADMM, which could solve large-scale convex optimization
problems efficiently. To solve P1 using PJ-ADMM, some
transformations are needed. Firstly, we should transform P1
into a convex optimization problem by relaxing the constraints
related to integer variables. Then, some constraints should be
decoupled so that the framework of PJ-ADMM could be used.
The transformation detail is given as follows.
4A. Problem Transformation
According to [20], (15c) could be transformed into
cj,k ≥
1
µj,k
(∑
i βi,j,k + ej,k
)
. Since cj,k ∈ N
+, cj,k =
⌈ 1µj,k
(∑
i
βi,j,k+ej,k
)
⌉. Thus, cj,k ≤
1
µj,k
(∑
i
βi,j,k+ej,k
)
+1.
Taking constraints (6) and (7) into consideration, we have∑
i βi,j,k + ej,k ≤ µj,kCj,k. As a result, P1 is transformed
into P2 by discarding some constant items in the objective
function,
(P2) min Γ (16a)
s.t. (15b), (2)− (5) (16b)∑
i
βi,j,k ≤ µj,kCj,k − ej,k, (16c)
cj,k = ⌈
1
µj,k
(∑
i
βi,j,k + ej,k
)
⌉, (16d)
where Γ =
∑
i
∑
j
hiSiqiαi,jsjT
vi
+
∑
i
∑
j
∑
k
(τjBk + ωjLi,kT +
νkT
µj,k
(aj,k + bj,k))βi,j,k; the decision variables are αi,j and
βi,j,k. We can first solve P2 without considering the last
constraint. After obtaining the optimal βi,j,k, the number of
active servers for application j in data center k could be
derived based on (16d).
To solve P2, a typical way is to use dual decomposition
since the objective function is separable over decision vari-
ables. However, the objective function in P1 is not strictly
convex and dual decomposition could not be used. Otherwise,
the Lagrangian would be unbounded below [11]. In this paper,
we intend to solve P3 based on the PJ-ADMM [15], which
could be used to generate a distributed and parallel algorithm.
When directly applying PJ-ADMM to P3, a centralized
algorithm would be incurred since there are couplings among
βi,j,k. Therefore, we continue to transform P2. To avoid the
couplings, we adopt a set of auxiliary variables βi,j,k = γi,j,k,
and βi,j,k = li,j,k. Consequently, P2 could be transformed into
P3 equivalently,
(P3) min Γ (17a)
s.t. (15b), (16d), (2), (4), (5), (17b)
αi,j +
∑
k
γi,j,k = λi,j , ∀ i, j, (17c)
γi,j,k = βi,j,k, ∀i, j, k, (17d)
βi,j,k = li,j,k, ∀i, j, k, (17e)∑
i
li,j,k ≤ µj,kCj,k − ej,k, ∀ j, k, (17f)
γi,j,k ≥ 0, ∀i, j, k (17g)
li,j,k ≥ 0, ∀i, j, k (17h)
where the decision variables are αi,k, γi,j,k, βi,j,k, and li,j,k.
B. The Proposed Distributed Algorithm
Define X as the collection of variables αi,k, γi,j,k, βi,j,k,
and li,j,k for all i, j, k. Denote the augmented Lagrangian of
P3 by Lρ(X;φi,j , ϕi,j,k, χi,j,k), which is given in (18), where
ρ is the penalty parameter. φi,j and ϕi,j,k are dual variables
associated with (17c)-(17e), respectively.
Following the framework of PJ-ADMM, we design a dis-
tributed algorithm for P3 as follows,
1. Initialization: Let all decision variables be zero. For each
iteration w = 0, 1, 2, · · · , the following steps are repeated in
parallel until convergence.
2.1 αi,j-minimization: Each fog device i solves the follow-
ing optimization problem to obtain αw+1i,j in parallel.
(P4) min
αi,j
Υ1(αi,j , α
w
i,j , γ
w
i,j,k, φ
w
i,j) (19a)
s.t. 0 ≤ αi,j ≤
1
sj
(vi,j − sj/t
max
j ), (19b)
where Υ1 =
ρ
2 (αi,j +
∑
k
γwi,j,k − λi,j)
2 +
θi,j
2 (αi,j − α
w
i,j)
2 +
(φwi,j+
hiSiqisjT
vi
)αi,j , where θi,j > 0 (∀ i, j) are the elements
of the diagonal matrix used in the proximal term associated
with αi,j ; the solution to P4 could be found in Appendix A.
2.2 γi,j,k-minimization: Each fog device i solves the fol-
lowing optimization problem to obtain γw+1i,j,k in parallel.
(P5) min
γi,j,k
Υ2(γi,j,k, γ
w
i,j,k, α
w
i,j , β
w
i,j,k, φ
w
i,j , ϕ
w
i,j,k) (20a)
s.t. γi,j,k ≥ 0, (20b)
where Υ2 =
ρ
2 (α
w
i,j +
∑
k
γi,j,k − λi,j)
2 +
∑
k
((φwi,j +
ϕwi,j,k)γi,j,k+
ρ
2 (γi,j,k−β
w
i,j,k)
2+
σi,j,k
2 (γi,j,k−γ
w
i,j,k)
2), where
σi,j,k > 0 (∀ i, j, k) are the elements of the diagonal matrix
used in the proximal term associated with γi,j,k; the solution
to P5 could be found in Appendix B.
2.3 βi,j,k-minimization: Each data center k solves the
following optimization problem to obtain βw+1i,j,k in parallel.
(P6) min
βi,j,k
Υ3(βi,j,k, β
w
i,j,k, γ
w
i,j,k, ϕ
w
i,j,k)
s.t.
∑
i
∑
j
βi,j,ksj ≤ A
max
k , (21a)
βi,j,k ≥ 0, (21b)
where Υ3 =
∑
i
∑
j
(
(τjBk + ωjLi,kT +
νkT
µj,k
(aj,k + bj,k) −
ϕwi,j,k+χ
w
i,j,k)βi,j,k+
ρ
2 (βi,j,k− l
w
i,j,k)
2+ ρ2 (βi,j,k−γ
w
i,j,k)
2+
ηi,j,k
2 (βi,j,k − β
w
i,j,k)
2
)
, where ηi,j,k > 0 (∀ i, j, k) are the
elements of the diagonal matrix used in the proximal term
associated with βi,j,k; the solution to P6 could be found in
Appendix C.
2.4 li,j,k-minimization: Each data center k solves the fol-
lowing optimization problem to obtain lw+1i,j,k in parallel.
(P7) min
li,j,k
Υ4(li,j,k, l
w
i,j,k, β
w
i,j,k, χ
w
i,j,k)
s.t. li,j,k ≥ 0, (22a)∑
i
li,j,k ≤ µj,kCj,k − ej,k, (22b)
where Υ4 =
∑
i
∑
j
(
− χwi,j,kli,j,k +
ρ
2 (li,j,k − β
w
i,j,k)
2 +
κi,j,k
2 (li,j,k − l
w
i,j,k)
2
)
, where κi,j,k > 0 (∀ i, j, k) are the
elements of the diagonal matrix used in the proximal term
5Lρ(X;φi,j , ϕi,j,k, χi,j,k) =Γ +
∑
i
∑
j
(
φi,j(αi,j +
∑
k
γi,j,k − λi,j) +
ρ
2
(αi,j +
∑
k
γi,j,k − λi,j)
2
)
+
∑
i
∑
j
∑
k
(
ϕi,j,k(γi,j,k − βi,j,k) +
ρ
2
(γi,j,k − βi,j,k)
2
)
+
∑
i
∑
j
∑
k
(
χi,j,k(βi,j,k − li,j,k) +
ρ
2
(βi,j,k − li,j,k)
2
)
(18)
associated with li,j,k; the solution to P7 could be found in
Appendix D.
2.5 Dual update: Dual variables are updated in the follow-
ing way, i.e., φw+1i,j = φ
w
i,j + δρ(α
w+1
i,j +
∑
k γ
w+1
i,j,k − λi,j)
(where δ is a positive damping parameter); ϕw+1i,j,k = ϕ
w
i,j,k +
δρ(γw+1i,j,k − β
w+1
i,j,k ); χ
w+1
i,j,k = χ
w
i,j,k + δρ(β
w+1
i,j,k − l
w+1
i,j,k ).
3. Termination: If the change of the objective func-
tion in two consecutive iterations is lower than the cho-
sen threshold ̟ and feasibility violation metric (̟ =∑N
i=1
∑J
j=1
∣∣∣αw+1i,j +
∑K
k=1 β
w+1
i,j,k − λi,j
∣∣∣) is smaller than ζ,
the proposed algorithm would terminate.
Theorem 1 If the optimal solution set of P3 is non-empty,
the algorithm developed based on PJ-ADMM would converge
to an optimal solution of P3 when θi,j > ς , σi,j,k > (K+1)ς ,
ηi,j,k > 2ς , κi,j,k > ς , where ς = ρ(
4
2−δ −1), ρ > 0, 0 < δ <
2.
Proof: In P3, it can be observed that the objective function
is separable and continuous over all variables. Moreover, the
minimum values of all separable functions are zero and the ef-
fective domains of such functions are nonempty/closed. Thus,
all separable functions are closed proper convex (i.e., the first
assumption for the optimality of PJ-ADMM is satisfied). For
the convex optimization problem P4, all inequality constraints
are affine. Therefore, the strong duality holds when the optimal
solution set is non-empty. Continually, the unaugmented La-
grangian of P3 has a saddle point (i.e., the second assumption
for the optimality of PJ-ADMM is satisfied). Since the square
of spectral norm of the relation matrix associated with each
block of variables (there are totally 4 blocks) is 1, K + 1, 2,
and 1, respectively, we can complete the proof according to
Lemma 2.2 and Theorem 2.3 in [15].
C. Algorithmic Complexity
In the proposed distributed algorithm, all decisions could
be made based on close-form expressions or binary search
(see Appendixes A-D). Moreover, all decisions in P4-P7
could be made by each entity (e.g., a fog device or a data
center) in parallel. Therefore, we analyze the computation time
complexity associated with each entity as follows. LetNiter and
Nb be the total number of iterations of the proposed distributed
algorithm and the maximum iteration number of binary search
(used in solving P6 and P7), respectively. Typically, several
tens of iterations are needed for binary search [23], i.e.,
Nb = O(10). The computational time complexity associated
each fog device and each data center is given by O(NiterJK)
and O(NiterNJNb), respectively. Considering the truth that
N ≫ K , the algorithmic computation time mainly depends
on the computation time of data centers.
D. Algorithmic Implementation
Data center kFog device i
①
②
③
1 1 1
, , , ,, ,
w w w
i j i j k i ja g f
+ + +
1
, ,
w
i j kg
+ ①
④
1
, ,
w
i j kj
+
, ,
1 1
, ,,i j k
w w
i j kb j
+ +
1 1 1
, , , , , ,, ,
w w w
i j k i j k i j klb c
+ + +
 
Fig. 2. An information flow of the proposed distributed algorithm
The information flow of the proposed distributed algorithm
for solving P3 could be illustrated by Fig. 2. Firstly, each fog
device and each data center make their respective decisions
in parallel. Then, fog devices broadcast γw+1i,j,k to data centers.
After receiving γw+1i,j,k , data centers obtain ϕ
w+1
i,j,k and broadcast
βw+1i,j,k and ϕ
w+1
i,j,k to fog devices. In summary, a two-way in-
formation broadcast is needed in one iteration. Note that there
are communication overheads incurred by transmitting γw+1i,j,k ,
βw+1i,j,k and ϕ
w+1
i,j,k in above-mentioned iteration processes. An
alternative way of reducing communication overheads is to
implement the proposed distributed algorithm in the cloud,
which has powerful computation resources. After obtaining the
final results, decision information would be sent back to fog
devices. Under this situation, one two-way message interaction
is needed.
IV. PERFORMANCE EVALUATION
A. Simulation Setup
TABLE I
PARAMETERS RELATED TO DATA CENTERS AND APPLICATIONS
k j Cj,k p
idle
j,k
p
peak
j,k
µj,k t
max
j
k = 1
j = 1 2000 110 220 3 0.5
j = 2 1600 100 200 2.625 0.6
k = 2
j = 1 2000 95 190 2.7 0.5
j = 2 1600 90 180 2.4 0.6
k = 3
j = 1 2000 120 240 2.85 0.5
j = 2 1600 100 200 2.25 0.6
In this section, simulations are conducted to show the
performance of the proposed algorithm. For performance
comparison, a baseline is adopted, which intends to minimize
6the operational cost (e.g., energy cost, bandwidth cost and
revenue loss) of a cloud service provider without considering
the help of fog devices, i.e., αi,j = 0. The main system
parameters are given as follows, T = 1 hour, N = 1000,
J = 2, K = 3, s1 = 0.25 Mb, s2 = 0.5 Mb, A
max
1 = 10
5
Mbps, Amax2 = 0.9 × 10
5 Mbps, Amax3 = 0.8 × 10
5 Mbps,
B1 = 0.005 $/Mbps/hour [3], PUE1 = 1.13, PUE2 = 1.14,
PUE3 = 1.15 [21], τj = 1 Mb, ν1 = 30, ν2 = 35,
ν3 = 40 (in $/MWh). Other parameters related to data centers
and applications are provided in Table I [6]. Suppose that
vi,j follows a uniform distribution with parameters 2.25 and
3 (in requests/second), i.e., vi,j ∼ U(2.25, 3). Since fog
devices would consume higher power compared with cloud
servers given the same service capability as in [16], we set
qpeaki ∼ U(440, 500) (in Watts). In addition, we assume that
Si ∼ U(30, 60), λi,j ∼ U(
1
2N
∑
k Cj,kµj,k,
1
N
∑
k Cj,kµj,k)
(in requests/second), Li,k ∼ U(10, 40) (in ms). We set
qidlei = 0.5q
peak
i [22], δ = 1.
B. Simulation Results
1) Convergence results of the proposed algorithm: Since
P2 is a relaxed problem of P1, there may be a performance
gap between the optimal total cost generated by the pro-
posed algorithm and the optimal solution of P1. To obtain
the optimal solution of P1, GAMS commercial solver2 is
adopted. In Fig. 3, it can be observed that the above-mentioned
performance gap is negligible, e.g., the relative optimality gap
is 0.0094% in this scenario. Although several thousands of
iterations are needed to find the optimal solution of P2, it
does not mean that the proposed PJ-ADMM-based algorithm
is inefficient. In fact, the proposed algorithm could find a
suboptimal solution with very low optimality loss in several
hundreds of iterations. For example, running on a single Intel
Core i5-2410M 2.3GHz server with 4G RAM, the relative
optimality loss achieved by the proposed algorithm at iteration
600 is smaller than 0.00006% and the time consumed is
42 seconds, which would become 14 seconds if a parallel
implementation is considered (note that there are at least
K=3 parallel optimization subproblems in each step of the
distributed algorithm).
2) The impacts of hi, Bk and ωj: Since hi represents
the economical compensation factor for fog devices, changing
the value of hi would affect the extent of their participation.
Specifically, fog devices would process less workloads with
the increase of hi as shown in Fig. 4. According to workload
balance, the total workload finished by the cloud would
increase with the increase of hi. Under the current simulation
scenario, a win-win situation for fog devices and the cloud
can be achieved given 1 < hi < 20 when Bk = 0.005. In
addition, given the same hi, the number of requests processed
by the cloud is increasing with the decrease of Bk, which
is obvious since Bk could be regarded as the “weight” of
βi,j,k in the objective function of P1. In the future, Bk will
continue to decrease, which does not mean that fog computing
is unattractive in IoT era. The reason is that some time-
critical IoT applications have to be processed locally, e.g.,
2http://www.gams.com/
health monitoring. Therefore, more and more requests would
be processed by fog devices with the increase of ωj as shown
in Fig. 5(b).
3) Cost components under different algorithms: In Fig. 6,
we provide cost components under the proposed algorithm
and the baseline. It can be observed that fog devices can
help the cloud to reduce the operational cost by processing
nearby user requests, resulting in lower energy cost, bandwidth
cost and revenue loss, e.g., relative cost reduction (RCR)
achieved by the proposed algorithm is 54.22% and 18.08%
when hi = 1 and hi = 8, respectively. Though different
parameter configurations would affect the value of RCR as
shown in next subsection, the performance of the proposed
algorithm is not worse than the baseline. The reason is that
the proposed algorithm would be equivalent to the baseline if
hi required by each fog device is too high.
4) The impact of workloads: We modify the workload λi,j
by enlarging Ci,j several times (e.g., 1,2,3,4), considering that
λi,j ∼ U(
1
2N
∑
k Cj,kµj,k,
1
N
∑
k Cj,kµj,k). Since the total
processing capacity of fog devices is limited, more workloads
would be dispatched to the cloud for processing with the
increase of incoming workloads at fog devices. As a result, the
ratio of fog workload to the total workload and RCR would
be reduced simultaneously as shown in Fig. 7. In the future,
more and more fog devices will be deployed to support some
emerging time-critical IoT applications, resulting in larger
processing capacity of fog devices and increasing RCR.
V. CONCLUSIONS
In this paper, we investigated the problem of reducing the
operational cost of geo-distributed cloud data centers with the
help of fog devices. To be specific, we first formulated a fog-
assisted operational cost minimization problem for a cloud
service provider with the consideration of economical compen-
sation paid to fog devices. Then, we proposed a parallel and
distributed load balancing algorithm to solve the formulated
problem based on PJ-ADMM. Note that the proposed algo-
rithm has low computational complexity since all decisions
could be obtained based on close-form expressions or binary
search. Extensive simulation results showed the effectiveness
of the proposed algorithm.
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have γ∗i,j,k =
ρ
∑
k yi,j,k
(K+1)ρ+σ¯
−yi,j,k
(ρ+σ¯) , where yi,j,k = ρ(α
w
i,j−β
w
i,j,k−
λi,j) + (φ
w
i,j +ϕ
w
i,j,k − γ
w
i,j,kσ¯). Note that γi,j,k ≥ 0, we have
γw+1i,j,k = max{0, γ
∗
i,j,k}.
APPENDIX C
THE SOLUTION TO P6
Proof: Let the first derivative of Υ3 with respect to βi,j,k
be zero, we have
β∗i,j,k =
gi,j,k
(ηi,j,k + 2ρ)
, (23)
where gi,j,k = ρ(γ
w
i,j,k + l
w
i,j,k) + ηi,j,kβ
w
i,j,k − (τjBk +
ωjLi,kT +
νkT
µj,k
(aj,k + bj,k) + χ
w
i,j,k − ϕ
w
i,j,k). Denote the set
{(i, j)|gi,j,k < 0} by Ik. If (i, j) ∈ Ik, then, β
w+1
i,j,k = 0.
If
∑
(i,j)/∈Ik
β∗i,j,ksj ≤ A
max
k , then, β
w+1
i,j,k = β
∗
i,j,k for all
(i, j) /∈ Ik. Otherwise, for all (i, j) /∈ Ik, using KKT
optimality conditions, we have
β∗i,j,k =
gi,j,k − ̺kτj
(ηi,j,k + 2ρ)
, (24)
where ̺k(∀k) are non-negative dual variables related to
(21a); the optimal ̺k(∀k) are decided by the equation∑
(i,j)/∈Ik
βi,j,kτj = A
max
k . Since β
∗
i,j,k is gradually reduced
to be zero with the increase of ̺k according to (24), we can
find the optimal ̺k based on binary search [24].
APPENDIX D
THE SOLUTION TO P7
Proof: Let κi,j,k = κ¯ for all i, j, k. Since the first
derivative of Υ4 with respect to li,j,k should be zero, we have
l∗i,j,k =
zi,j,k
(ρ+ κ¯)
, (25)
where zi,j,k = κ¯l
w
i,j,k + ρβ
w
i,j,k + χ
w
i,j,k. Denote the set
{i|zi,j,k < 0} by Kj,k (∀ j, k). If i ∈ Kj,k, then, l
w+1
i,j,k = 0.
If
∑
i/∈Kj,k
li,j,k ≤ µj,kCj,k − ej,k, then, l
w+1
i,j,k = l
∗
i,j,k for all
i /∈ Kj,k. Otherwise, for all i /∈ Kk, using KKT optimality
conditions, we have
l∗i,j,k =
zi,j,k − ξj,k
(ρ+ κ¯)
, (26)
where ξj,k(∀ j, k) are non-negative dual variables re-
lated to (22b); the optimal ξj,k is decided by the equation∑
i/∈Kj,k
li,j,k = µj,kCj,k − ej,k. Since l
∗
i,j,k is gradually
reduced with the increase of ξj,k according to (26), we can
find the optimal ξj,k based on binary search.
