Abstract. Beetle Antennae Search (BAS) is an intelligent algorithm that mimics the beetle preying process. In BAS, there is a beetle which has a left and a right antennae sensing the intensity of the odor emitted by the food. The beetle learns the different sense of two antennas to determine the flight and finally finds the food. The BAS algorithm has been proved to have good optimizing speed and precision when it is applied for low-dimensional optimization problems. However, when solving high-dimensional problems, the algorithm is easily trapped into local optimum. In order to improve the optimization ability of BAS, we have combined particle swarm optimization (PSO) algorithm and proposed a new hybrid BAS and PSO algorithm (BAS-PSO). In BAS-PSO, firstly, the standard PSO is used for particle velocity and position updating. Particles learn ontology information and group optimal information for evolution. Then each particle in the swarm is taken as a beetle independently applying a local search with BAS algorithm. To verify the performance of BAS-PSO, four benchmark functions have been selected in our simulation experiments. The results show that the performance of BAS-PSO is better than BAS and PSO.
Introduction
BAS is a new intelligent algorithm proposed by the Shuai Li etc [1] in 2017 for multiobjective function optimization. In BAS, the beetle position is defined as the solution to the optimization problem, and the food represents the optimal solution. When the beetle preys, two antennas of the beetle can sense the intensity of the odor emitted by the food. According to the different information of antennas, the beetle updates the flight direction and eventually finds the food. The basic BAS only defines one individual beetle. It updates flight directions by learning its own local information. Therefore, this algorithm has the characteristics of small amount of calculation, fast optimization speed and good local optimization performance. The algorithm is mainly applied to the optimization of single-objective problems, and has been successfully applied to BP neural network optimization and realized the storm surge disaster loss prediction [2] . In order to expand the application range of BAS, Shuai Li etc [3] improved the standard BAS algorithm and successfully applied it to multiobjective optimization problems. However, when it met multidimensional and multimodal problems, the algorithm is very easy to stagnate and falls into a local optimum. PSO [4] is an intelligent optimization algorithm proposed by J. Kennedy and R.C. Eberhart in 1995. In PSO, there is a group of particles with the same properties, which can be used to solve the optimization problem. Each particle in the swarm determines the speed and direction of evolution by learning its own experience and group experience. The basic PSO has the advantages of simple optimization process and fast convergence property, so that it has been widely used. As a fast intelligent algorithm, PSO is also easy to fall into the local optimum due to the loss of the particle diversity. In order to further improve the optimization performance of PSO, a lot of improve methods have been proposed.
It is an effective way to improve the performance of basic PSO by combining the advantages of other algorithms. In the reference [5] , a hybrid optimization method called SFLA-PSO is proposed, which introduced PSO to SFLA by combining the fast search strategy of PSO. To enhance the search ability, Simulated Annealing algorithm is incorporated to PSO in [6] . In order to improve the global search ability of the dynamic multi-swarm PSO algorithm, the cuckoo search (CS) algorithm was introduced into DMS-PSO algorithm, the algorithm named DMS-PSO-CS [7] was proposed and verified with good computation efficiency. Hybrid PSO with adaptive starting strategy of local search based on Quasi-Entropy was presented in [8] and proved with enhanced performance.
Based on the study mentioned above, basic BAS will be mixed with PSO at the population level, and a new intelligent optimization method called BAS-PSO will be proposed in this paper. In BAS-PSO, a particle swarm is defined as solutions to the optimization problem. Then, basic PSO is used to update the speed and position of each particle. Next, each particle is viewed as an independent beetle, and basic BAS is applied. Basic BAS and PSO alternate until the searching process ends. The performance of the proposed BAS-PSO method will be tested on the optimization of the four benchmark functions.
Basic BAS and PSO

Basic BAS
Beetle Antennae Search (BAS) algorithm is a newly proposed intelligent algorithm based on the beetle predation principle. The biological principle of BAS can be described as follows. There is a beetle defined in BAS. When the beetle preys, it wobbles each antennae in one side of the body to receive the odour of the food. When the antennae in one side detects a higher concentration of odour, the beetle would turn to the direction towards the same side, otherwise, it would turn to the other side. According to this simple principle, beetles can effectively find food. Similar to many other intelligent algorithms, such as Genetic Algorithm, PSO, etc, BAS can automatically realize the optimization process without knowing the specific form and the gradient information of the problem. At the same time, there is only one beetle individual in BAS and the calculation cost is small. The process of standard BAS can be described as below.
The directions of the beetle antennas are random vectors, which is normalized by the following formula.
where rands() is a random function and k is the dimension of the optimization problem. The positions of beetle's left and right antennae are calculated as follows. 
where  is the step size of searching and sign() is the sign function. The step size  is used to control the convergence speed. In the initial phrase, the  value should be set large enough to avoid falling into a local optimal. Then the value should be shrinked as the 397 iteration goes. To ensure the searching precision a linear decrement method is used to determine the  value as follows.
where k is the iteration of the evolution process,
is the attenuation coefficient.
Basic PSO
PSO algorithm is a heuristic algorithm based on swarm intelligence. The algorithm simulates bird predation in the natural world. During the bird predation, each bird individual learns its own experience and other individual experiences during the flight, updates and adjusts its position, and finally finds the food. The steps of basic PSO algorithm applied for optimization problems can be described as follows. Firstly, randomly generate N particles as a population in the D-dimensional space. Each particle has a velocity and position information. The position information represents the solution to the problem, marked as ) ,...... , ( 
where k is the iteration of the evolution process,  is the inertia weight, c 1 and c 2 are learning factors, and r 1 and r 2 are random numbers in the range [0,1]. In the basic PSO algorithm, the parameter affects the searching ability for the optimum. When the initial inertia weight is large, it enhances global search ability. When the inertia weight is small in late-stage, it improves the local search ability. In the reference [12] , to balance the global and local exploration, a method with non-linear degressive change of inertia weight from 0.9 to 0.4 was proposed. The inertia weight can be calculated by the following formula.
where k is the iteration number and max T represents the maximum iteration of the optimization process.
A Hybrid Optimization Method (BAS-PSO)
Basic BAS algorithm defines only one beetle for the optimization. This beetle learns the information by using the left and right antennas, and then evolves toward the optimal solution. When BAS algorithm is used to optimize high-dimensional problems, it will easily fall into the local optimum, and the search accuracy cannot be guaranteed. Basic PSO defines a group of particles. In the optimization process, those particles not only learn their own optimal experience, but also learn the experience of the optimal individual in the population. Due to the evolutionary schematic basic PSO, the particles usually move toward the optimal solution quickly, and the immaturity is easily caused by the lack of population diversity.
The learning modes of basic BAS and PSO are different. Basic BAS focuses on local exploration, and PSO emphasizes on global searching. In this paper, combining the advantages of those two basic algorithms a new hybrid evolutionary method called BAS-PSO is proposed. Firstly, ensuring each particle in the swarm learning its own and global optimal experience, basic PSO algorithm is applied to update the position and velocity information of the particle. Secondly, treat the particles in the swarm as independent beetles. Finally, apply basic BAS algorithm to ensure that beetle individuals learn their own surrounding information independently for local search. By this learning mode, the population move toward the optimal solution to the problem. The proposed algorithm flow chart is shown in Figure 1 . 
Experiments and Analysis
In order to test the performance of BAS-PSO, four benchmark functions are selected in the simulation studies. They are Sphere Function, Rosenbrock Function, Rastrigin Function, and Griewank Function with the function names, function expression and searching space shown as in reference [5] . To evaluate the performance of the developed method BAS-PSO, optimization of the four benchmark functions mentioned above by three different algorithms (basic BAS, basic PSO, BAS-PSO) has been simulated. In the experimental simulation, the algorithm parameters of the three intelligent algorithms are set as follows: the population size is set as N=40, the maximum iteration algebra T max =3000, and the dimension is set as D=40. Parameters in the PSO algorithm: inertia weight  is calculated according to the formula (7) Table 1 shows the optimization results of the four benchmark functions by basic BAS, basic PSO and BAS-PSO. Figures 2-5 show the average convergence process of the four benchmark functions, respectively. From Table 1 , it can be seen that the best value, the mean best value and the standard deviation obtained by the proposed BAS-PSO algorithm are all better than the other two basic algorithms. The results by basic PSO algorithm are better than by basic BAS algorithm. Figures 2-5 show the changing process of the average best value of the three algorithm optimization. It can be seen that it is easy to fall into local minima in the optimization process by basic BAS for all four benchmark functions. The reason is that only one beetle is defined and it evolved only by its ontology information in basic BAS. The results of basic PSO show that it converges very fast in the initial stage of the optimization process for all four benchmark functions and tends to get into a local optimum. Comparing with the results of basic BAS and PSO, our proposed BAS-PSO algorithm has a good convergence speed in the initial stage of optimization process, escapes from local optima during the optimization process and finally reaches a more precise solution.
Summary
BAS is a newly proposed intelligent algorithm with simple principle, which has the advantages of low computational cost and fast convergence speed. But it is easy to fall into local optima and the searching accuracy can't be guaranteed. In order to improve the performance of basic BAS, we have proposed a novel hybrid intelligent algorithm named BAS-PSO by combining the advantages of basic PSO. In BAS-PSO, the individual in the swarm learns not only the information from themselves and optimal individual by cooperation, but also explore local optimum independently. The proposed algorithm's global search ability and local search ability have been enhanced. Experimental simulations on four benchmark functions have shown that the proposed algorithm outperforms basic BAS and basic PSO.
