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Concise Introduction 
1 
Naturally occurring crystals have fascinated mineralogists since long. In 1669 Steno dis-
covered that the faces on different crystals, with the same composition, always have fixed 
angles with respect to each other. Haiiy proposed later that this regularity could be un-
derstood if crystals were composed of a stacking of identical building blocks (molécules 
intégrantes) with the same orientation. In other words, he proposed that the building 
block is a unit cell of a lattice in 3-dimensional space. It was then understood that crystal 
faces obey the law of rational indices. In 1848 Bravais established that crystal faces are 
perpendicular to vectors of the so-called reciprocal lattice. The combination of symmetry 
elements, such as mirrors and η-fold rotation axes (n = 2,3,4,6) with lattice translational 
periodicity led to the classification of the 3-dimensional space groups by Schoenflies and 
Von Fedorov in 1891. These symmetry groups are relevant for the shape of crystals, i.e. 
their morphology. This is worked out later on in the introduction to the morphology of 
crystals. Finally, in 1913, the connection with the microscopic structure was made by 
von Laue, Friedrich and Knipping using X-ray diffraction. The concept of 3-dimensional 
lattice translational symmetry is not only important for the understanding of crystal mor­
phology. It has proven to be a basic concept for the understanding of many other physical 
properties of crystals. 
More recently, however, incommensurately modulated phases were discovered in, for 
example, NaN02 (Tanisaki, 1961), Thiourea (Futama et al., 1967), Na2C03 (de Wolff, 
1972) and I^SeO« (Iizumi et al., 1977). The latter compound is a member of a large 
family of A2BX4 crystals with a /?—K2SO4 structure at high temperature and an incom­
mensurately modulated phase at lower temperatures (see for a review Cummins, 1990). 
In this thesis several members of this family are studied. Modulated crystals arise from 
a periodic distortion (the modulation) of the lattice periodicity, which still applies to 
the averaged structure. When the period length of the modulation has a fixed rational 
ratio with the period length of this lattice, the deformed crystal forms a superstructure. 
Otherwise, the ratio can be considerd to be irrational and one has an incommensurately 
modulated crystal. In this case the lattice translational symmetry is broken, therefore, in 
at least one direction. It is then no longer possible to define a finite unit cell and to apply 
the normal crystallographic laws. 
An example of another type of incommensurate crystals is the low temperature phase 
of Hg3_iAsF6 (Heilmann et al., 1979). This crystal consists of three different subsys­
tems. Two of the subsystems are formed by chains of Hg atoms in mutually orthogonal 
directions. The third subsystem is the AsF
e
 host structure. The crystal is incommen­
surate, because the distance between the Hg atoms is irrational with respect to the 
lattice constant of the (tetragonal) host structure. This is an example of the so-called 
incommensurate composite crystals. 
A discovery that drew much more attention was that of an icosahedral phase in Al 
alloys with 10-14% Mn, Fe or Cr by Shechtman et al. (1984). A 5-fold symmetry axis 
was observed in the electron diffraction pattern of this interesting alloy. It was known 
2 
since long, however, that such a rotational symmetry is incompatible with 3-dimensional 
lattice translations! symmetry. Therefore, one adopted the name quasi-crystal for this 
kind of structures. 
The just mentioned classes of incommensurate crystals (i.e. incommensurately mod­
ulated, incommensurate composite and quasi-crystals) have in common that they all are 
quasi-periodic. This means that the Fourier transform of the density function p(r) can 
be written as 
p(r) = Σ P(k) e xP (ik ' r ) ι 
fceM-
where M* is the Fourier module of all vectors fc that are of the form 
η 
1=1 
for a finite set of η rationally independent basis vectors a j , . . . a*. The rank of the Fourier 
module is then n. Its dimension, on the other hand, is that of the space spanned by the 
basis vectors and is usually three. Incommensurate crystals are characterised by the 
fact that the rank of M* is larger than the dimension. The incommensurately modulated 
crystals discussed above have a rank 4 (one modulation wave) or higher (more modulation 
waves). The icosahedral quasi-crystal has a rank 6 Fourier module. 
Important developments for the structural description of incommensurate crystals 
started around 1980 (de Wolff (1974), Janner and Janssen (1977), de Wolff et al. (1981), 
Janner et al. (1983)). The basic idea is that a quasi-periodic structure can be considered 
to be the restriction to the physical 3-dimensional space of a lattice periodic structure 
in η dimensions which takes into account the η fundamental periodicities of the Fourier 
module. One can speak, therefore, of the embedding of an incommensurate crystal in 
an η-dimensional superspace. The embedded structure then has an η-dimensional space 
group symmetry, called superspace group. The known quasi-crytals also show scaling 
symmetries, which in the superspace give rise to non-Euclidean crystallographic symme­
tries. The simultaneous presence of Euclidean and non-Euclidean symmetries has led to 
the use of so-called multi-metrical groups by Janner (1991a) (see also Janner, 1991b). 
More details on the superspace approach and the properties of incommensurate crys­
tals in terms of phenomenological theory or microscopic origin of the stability of such 
phases can be found in the review paper by Janssen and Janner (1987) and references 
therein. 
The incommensurateness has definite consequences for the morphology. In part II of 
this thesis this aspect is studied from a theoretical point of view for both incommen­
surately modulated crystals and for quasi-crystals (though less extensively). It will be 
clear, however, that the absence of 3-dimensional lattice translations! symmetry can have 
important consequences for other physical properties as well For example, much smaller 
wave vectors can be found for the structures of incommensurate crystals than for clas­
sical, commensurate crystals. Therefore, it is interesting to investigate the response to 
Concise Introduction 3 
fields that have comparable wave vectors. In part I of this thesis the optical properties of 
incommensurately modulated crystals are studied, in this respect, from an experimental 
point of view. In the introduction to crystal optics it is explained which optical effects 
may be influenced by the presence of the incommensurate modulation. 
The work presented in this thesis is intended to contribute to the research that may 
lead, in the end, to a better understanding and description of the physical properties of 
incommensurate crystals. 
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Part I 
Optical Aspects of Incommensurate Crystals 

Chapter 1 
Introduction to (incommensurate) crystal optics 
Introduction to (incommensurate) crystal optics 
M. Kremers 
1.1 Introduction 
Crystal optics is concerned with the propagation of electromagnetic radiation, in the form 
of light, in crystals. First, we give a restricted survey of the optical effects that can occur 
in classical crystals, concerning the transmission of light. This is done by means of a 
macroscopic, phenomenological treatment. The microscopic origins for the optical effects 
are not discussed. Moreover, the influence of externally applied electric or magnetic fields 
or elastic deformations is not described. Afterwards, we review the descriptions that have 
been developed for the optics of incommensurate crystals. It is explained why the optical 
properties of incommensurately modulated crystals are of interest. 
1.2 Classical crystal optics 
1.2.1 The constitutive equations 
The macroscopic Maxwell equations can be obtained from the fundamental microscopic 
Maxwell equations by means of an appropriate way of averaging (see for example Mazur 
and Nijboer, 1953). The macroscopic electromagnetic field in a crystal must then, of 
course, satisfy these macroscopic Maxwell's equations: 
ldD j 
V χ E = — 




V Г> = ρ 
V B = 0, (1.1) 
Ε is the electric field 
D is the electric induction or displacement field 
Η is the magnetic field 
В is the magnetic induction 
j is the current density 
ρ is the charge density 
с is the velocity of light in vacuum. 
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The propagation of light in a crystal is further determined by the so-called constitutive 
equations. In order to find these, we assume that the frequency of the light is much larger 
than the frequencies of magnetic resonances in the crystal. The magnetisation of the 
crystal can, in that case, not follow the rapid oscillations of the magnetic component of 
the light. The magnetic permeability tensor μ in the constitutive equation Β = μΗ can 
be taken equal to the second rank unit tensor 1. 
The electric field E of the light can induce a current density j according to the 
constitutive equation: 
j = σΕ, (1.2) 
where σ is the specific conductivity tensor. It is well known (Born, 1985), however, 
that the conductivity of a medium can be taken into account by defining a complex 
dielectric permeability tensor and renormalising the displacement field D' = D + | j 
(Ramachandran and Ramaseshan, 1961). The macroscopic Maxwell equations can then 
be used with j = 0, ρ = 0 and substituting D' for D. 
In addition, the crystal is taken to be a linear, time independent and unbounded 
medium. It can, however, be spatially inhomogeneous. Thus, the constitutive equations 
can be written: 
B,(r) = ВД (1.3) 
Д(г) = f e
v
{r,r')E,{r')dr'. (1.4) 
In this introduction we use the Einstein summation convention. The Fourier transform of 
equation (1.4), for a crystal with a reciprocal lattice Л* can be written (see Agranovich 
and Ginzburg, 1984): 
A(fc) =!„(*, 0 ) В Д + Σ êl3(k,h)E,(k-h). (1.5) 
The wavevectors к of visible light are, however, very small compared to any h φ 0. This 
means that only the first term on the right hand side of equation (1.5) has to be retained, 
because the coupling between the long wavelength field D(k) and the short wavelength 
fields E(k — h) « E(—h) can be neglected (see also, Agranovich and Ginzburg, 1984). 
In classical crystal optics, one therefore assumes that 
д(*)«е„(*)ед. (1.6) 
The fact that ε is a function of к is called spatial dispersion. In the optical region, 
however, the spatial dispersion will be weak. The reason for this is, again, that к is always 
small with respect to any non-zero reciprocal lattice vector h € Л*: 
|fc| α 
- — - RS — \h\ ~ λ ' 
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where α is the typical dimension of the unit cell of the lattice Λ and λ is the wavelength 
of the light. The finiteness of the wavelength of the light can, therefore, be taken into 
account by expanding έ up to first order terms in fc: 
ê(fc) » έ(0) + гу(0)к. (1.7) 
Thus, one finds 
A(fc) « (ε4(0) + i%k(0)kk) E,(k). (1.8) 
Finally, the Fourier transform of this equation gives the following constitutive equation, 
that is to be used in classical crystal optics: 
D(r) = (£ +
 7 V r ) £ ( r ) , (1.9) 
where ε and 7 are space-averaged, macroscopic tensors. It is now clear that weak spatial 
dispersion can be taken into account by including such a non-local response of the dis­
placement field D on the electric field E. The optical effects caused by this additional 
term can be expected to have a typical magnitude ο/λ. 
The constitutive equations for classical crystal optics can thus be written: 
А(г) = е
г}Е}(г) + Ък*^> = ё Е,(т) 
В,(т) = Я,(г). (1.10) 
1.2.2 Restrictions on the material tensors 
The so-called material tensors e and 7 in equation (1.10) determine the optical properties 
of the crystal. In general, all components of these tensors can be different and complex. 
In many cases, however, restrictions can be imposed on these tensors, for example by a 
requirement of losslessness or by the 'Onsager principle'. 
The electric loss of the electromagnetic field of light in a crystal is given by an integral 
over the volume ƒ E · Ц£-<І (Landau and Lifshitz, 1984). In a non-absorbing crystal 
there is no electric loss. This requirement gives the following restrictions for the material 
tensors: 
ъ* = -i:,k. (LU) 
This means that in a non-absorbing crystal, the tensor e can only have a real symmetric 
part and an imaginary antisymmetric part: 
e = e" + ie"a. (1.12) 
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Furthermore, the tensor 7 can only have a real antisymmetric (in the first two indices) 
part and an imaginary symmetric part: 
7 = y + ¿ y . (1.13) 
Moreover, from the study of energy change of the electromagnetic field in the crystal it 
can be derived that the absorption of light is determined by the imaginary part of the 
tensor ε. By means of thermodynamic arguments (increase of entropy) one derives that 
the imaginary part of ε is positive. There is no physical restriction for the sign of the real 
part of this tensor (Landau and Lifshitz, 1984). For a detailed thermodynamic treatment 
of the electomagnetic field in crystals with spatial dispersion, we refer to Agranovich and 
Ginzburg (1984). 
The tensors ε"α and У are odd functions of the frequency ω of the light (Post, 1962). 
They can, therefore, not contain a constant part. This implies that the optical effects 
that are associated with these tensors are essentially frequency dispersive. The tensors 
ε" and 7"", on the other hand, are even functions of the frequency. The optical effects 
related to these tensors are, therefore, not necessarily frequency dispersive. They can be 
constant, independent of the frequency ω. 
In case that the crystal is symmetric under time reversal, one can apply the 'Onsager 
principle'. This is also known as 'the generalised principle of the kinetic coefficients'. 
Time reversal symmetry can be broken in magnetic crystals (see, O'Dell, 1970). For (ab­
sorbing) non-magnetic crystals, however, the Onsager principle' gives (see again Landau 
and Lifshitz, 1984): 
7ϋ* = ~Ъік- (1.14) 
This means that in a crystal that is non-magnetic, the tensor e can only have a real 
symmetric part and an imaginary symmetric part: 
ε = ε'·+ίε'". (1.15) 
In addition, the tensor 7 can only have a real antisymmetric part and an imaginary 
antisymmetric part: 
7 = 7 ' " + ¿7"°. (1.16) 
If a crystal is neither lossless nor non-magnetic, the tensor ε can also have a real 
antisymmetric part, e'°, and the tensor 7 can have a real symmetric part, 7'*. In this 
way, one can distinguish eight different tensors. It is explained below that each of these 
tensors corresponds to a certain optical effect.' 
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1.2.3 Proper Waves 
In general, the optical properties of a medium are characterised by the proper waves, 
i.e. the electromagnetic waves that can propagate without change of their polarisation. 
Usually, one searches for plane wave solutions that satisfy both the Maxwell equations 
and the constitutive equations. Plane waves are of the form: 
E,H,D,B = E0,H0,D0,B0 exp (-гш [t-r- a-]\, (1.17) 
where ω is the circular frequency of the light, η is the (complex) refractive index and a is 
a unit vector in the direction of the wave normal. 
The wave vector к is then: 
k = ^a. (1.18) 
с 
At this point we want to point out that specific cases exist, in absorbing crystals, where 
the use of plane waves does not give satisfactory results (see, for example Khapalyuk, 
1963). Nevertheless, in most cases plane waves solutions can be obtained. 
For the plane waves of equation (1.17), the first two of the macroscopic Maxwell 
equations (1.1) become: 
nH χ a = D 
-nE χ a = B. (1.19) 
Using the second of the constitutive equations (1.10), the vector Η can be eliminated. 
Thus, one finds: 
D = n2{E-{E-a)a]. (1.20) 
It is found that the proper waves must satisfy simultaneously equation (1.20) and the first 
of the constitutive equations (1.10). The combination of (1.20) and (1.10) leads to the so-
called Presnel equations. Solving these, one finds the polarisations E0 and the refractive 
indices η of four waves with wave vector к. Two proper waves correspond to propagation 
in the direction +e and the other two correspond to propagation in the direction —β. The 
light propagation is said to be non-reciprocal if the solutions for +a and —a are different. 
Otherwise, it is reciprocal. 
In the following subsections, we consider the proper waves defined by each of the 
eight different material tensors. Moreover, the influence of the symmetry of the crystal is 
discussed. 
1.2.3.1 The tensor ε": linear birefringence 
The two proper waves defined by e" for a propagation direction a are linearly polarised 
and mutually orthogonal. The corresponding refractive indices are real and invariant 
under reversal of the direction of the light propagation. The tensor e" is non-zero for all 
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crystals. However, the (non-magnetic) point group, K, of the crystal imposes symmetry 
restrictions on e" (see for example Born, 1985). Under an orthogonal transformation 
Ä € К the tensor transforms according to: 
(£;»)' = Д ^ , г Й . (1.21) 
Since the tensor ε " is real and symmetric, it can be diagonalised. If, then, the diagonal 
elements are ει, e¡ and ез, one can define the so-called indicatrix (see for example Nye, 
1985) in the following way: 
Xl + 4 + 4 = 1- (1-22) 
Щ n\ n | 
where n\ = y/i{, Пг = y/εΐ and 713 = y/εϊ are the principal refractive indices. By means 
of a geometrical construction one can use the indicatrix to find the refractive indices for 
the proper waves propagating in any direction. Essentially three different cases can be 
distinguished; isotropic, uniaxial and biaxial crystals. In isotropic crystals, the value of the 
refractive index is independent of both the propagation direction β and of the polarisation 
of the light. The indicatrix of an isotropic crystal is a sphere. In uniaxial crystals, there is 
only one direction, the optic axis, for which the refractive indices of the two proper waves 
are equal. In all other directions the phenomenon of double refraction can be observed. 
This optical effect was discovered in 1669 by Erasmus Bartholinus in crystals of calcite 
(Lowry, 1935). The indicatrix of a uniaxial crystal is necessarily an ellipsoid of revolution 
about the optic axis. The fact that, in general, the two linearly polarised proper waves for 
a certain propagation direction have different refractive indices (and, therefore, different 
wave normal velocities) is usually referred to as linear birefringence. In biaxial crystals 
there are two optic axes and the indicatrix is a triaxial ellipsoid. The linear birefringence 
is again zero for light propagation along the two optic axes in this case. 
1.2.3.2 The tensor ε"*: linear dichroism 
The optical effect associated with the tensor ε"* is called linear dichroism. It was first 
observed by Biot (1815) in crystals of tourmaline. Linear dichroism can not exist in 
lossless crystals. The proper waves derived from the Fresnel equations with ε"* are again 
mutually orthogonal and linearly polarised. The corresponding refractive indices are 
imaginary, corresponding to the fact that these waves are absorbed in the crystal. Linear 
dichroism is a reciprocal effect. Again, the (non-magnetic) point group imposes symmetry 
restrictions, in the same way as for linear birefringence. It must be noted, however, that 
the principal axes of the tensors ε" and ε'" can lie along different directions in the case 
of biaxial crystals. Moreover, analogous to optic axes in linear biréfringent crystals, there 
exist axes in linear dichroic crystals where the linear dichroism is zero. In case of biaxial 
crystals that are both linearly biréfringent and dichroic, the directions of these axes do 
not necessarily coincide with the directions of the optic axes. 
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1.2.3.3 The tensor e"": the Faraday effect 
The imaginary antisymmetric part of e gives rise to a non-reciprocal optical effect, which 
is known as the Faraday effect. It was discovered by Faraday (1846) in lead-glass by 
applying a static magnetic field in the direction of the wave vector of the light. The time 
reversal symmetry is broken in this way, so that the tensor e"a is non-zero. The Faraday 
effect, however, can also occur in magnetic crystals without an external static magnetic 
field (see Pisarev, 1970). The proper waves that follow from the Fresnel equations are a 
left- and right-circularly polarised wave, having different propagation velocities (different 
real refractive indices). Therefore, linearly polarised light that is incident on a crystal can 
be thought to be resolved in these two proper waves. After passage through the crystal, 
the light is again linearly polarised, but rotated with respect to the incident polarisation. 
If the direction of the applied magnetic field or, alternatively, the magnetisation of the 
crystal is reversed, also the sense of rotation of the polarisation of the light is reversed. 
1.2.3.4 The tensor e'a: magnetic circular dichroism 
Magnetic or non-reciprocal circular dichroism can only exist in absorbing media. In 
1932 it was observed in solutions of cobalt salts and of thiobenzophenone by Cotton 
and Scherer (source: Lowry, 1935) using a powerful electromagnet. The proper waves 
are circularly polarised in the same way as they are in case of the Faraday effect. The 
refractive indices, however, are imaginary. The proper waves are, therefore, absorbed 
in the crystal. For the existence of magnetic circular dichroism it is necessary that time 
reversal symmetry is broken. Recently, there has been a lot of interest to detect this effect 
in hÌgh-Tc superconductors (Krichevtsov et al., 1991), because this would give evidence of 
broken time reversal symmetry in these systems. The breaking of both time reversal and 
spatial inversion symmetry is predicted by the so-called anyon model of superconductivity 
(Laughlin, 1988). 
1.2.3.5 The tensor f'a: circular birefringence 
Circular birefringence is related to the antisymmetric real part of the tensor 7. The 
existence of this effect was first observed by Arago (1811) in quartz crystals. It is also 
well-known under the name natural optical activity. The proper waves are left- and 
right-circularly polarised and the refractive indices are real, so that an incident linear 
polarisation can be rotated after passage through the crystal (Fresnel, 1866). The sense 
of rotation, however, remains invariant under reversal of the propagation direction of the 
light. One can express this by saying that there is a fixed screw sense in the crystal. 
For reasons that become apparent later on, the investigation of circular birefringence in 
incommensurately modulated crystals is one of the main subjects of this thesis. There-
fore, we want to elaborate at this point the equations that are commonly used for the 
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description of circular birefringence (Sommerfeld, 1959). 
For plane waves (1.17) the first of the constitutive equations (1.10) can be written: 
A = («„ + ™Wh)Ey ( ! · 2 3) 
In case that 7 is a real third rank tensor, antisymmetric in the first two indices, one can 
introduce a second rank antisymmetric tensor 7: 
7V = —ItjkSk- (1-24) 
Instead of equation (1.23) one then has 
Dt = (ev+i-rv)Ej. (1.25) 
Subsequently, the gyration vector 7 is usually introduced: 
7. = 2C4*7jfc. (1-26) 
where e,,k = \{i — j){j — k)(k — i) is the antisymmetrical unit tensor. It follows that 
D = eE-ifV.E. (1.27) 
On the other hand, it is also possible to define a real, second rank, pseudo gyration tensor 
g due to the antisymmetry of the third rank tensor 7: 
9* = ~2 — е,3кЪы- (1-28) 
In terms of this pseudo tensor g the constitutive equation becomes: 
D = eE + ig{a χ E). (1.29) 
Using the second Maxwell equation (1.19) for plane waves and В = H, one obtains 




It is now clear, that a crystal is circularly biréfringent if it generates an electric dipole 
moment when subjected to a change of the magnetic field. This can be understood to be 
one of the effects caused by a non-local dependence of the displacement vector D on the 
electric field E. 
To a good approximation, the amount of gyration, G, for light propagating in a di-
rection β not too close to an optic axis of the linear birefringence, is given by (see for 
example Born, 1985): 
G = g4alaJ = - 7 · *· (1.30) 
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From G, the so-called rotatory power ρ can be calculated (Nye, 1985): 
' - £ • <"» 
where λο is the wavelength of the light in vacuum and ñ can be taken as the average of 
the three principal refractive indices related to the linear birefringence (see Born, 1985). 
Although the pseudo tensor g is not necessarily symmetric, equation (1.30) shows that 
the antisymmetric part of g does not contribute to the amount of gyration. Therefore, g 
is usually taken symmetric to describe the natural optical activity. 
Also for this circular birefringence, the (non-magnetic) point group of the crystal 
imposes symmetry restrictions on the tensor g. However, since g is a pseudo tensor, it 
transforms as: 
gl, = det(Ä)Ä*Äi gu (1-32) 
under an orthogonal element R of the point group. In case of the presence of an inversion 
center, Ï, one has 
R{\) = 
and 
9Із = -Я*,· 
The gyration tensor is, therefore, necessarily zero if the crystal is invariant under spatial 
inversion. 
1.2.3.6 The tensor -γ"°: circular dichroism 
Circular dichroism is related to circular birefringence as linear dichroism is to linear bire­
fringence. The proper waves in a purely circularly dichroic crystal are right- and left-
circularly polarised. The corresponding (different) refractive indices are imaginary, so 
that the waves are absorbed in the crystal. The existence of circular dichroism was first 
observed by Haidinger (1847) in amethyst quartz. Lossless crystals, or crystals that are 
centrosymmetric can not exhibit circular dichroism. 
1.2.3.7 The tensor 7"*: gyrotropic birefringence 
The name gyrotropic birefringence indicates, on the one hand, that it is an effect related 
to the third rank tensor 7 and, on the other hand, that the optical effect is a special 
kind of linear birefringence. An alternative name for this effect is non-reciprocal linear 
birefringence, indicating that it is a non-reciprocal effect. The possible existence of gy­
rotropic birefringence was first suggested by Brown et al. (1963). Both spatial inversion 
and time reversal symmetry have to be broken for the occurrence of this effect. However, 
if the product of the two, I', is a symmetry, gyrotropic birefringence is allowed (Fuchs 
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(1965), Birse ала Shrubsall (1967)). It can, therefore, occur in magneto-electric crystals, 
in which an applied static magnetic field induces a static electric polarisation and vice 
versa (O'Dell, 1970). In fact, gyrotropic birefringence can be seen as the induction of an 
electric polarisation by the magnetic field of the light itself and vice versa. The proper 
waves, typical for the tensor 7"* are linearly polarised. However, due to the magnetic 
point group, the directions of polarisation can differ from those determined by the in-
dicatrix that is defined by the tensor e". This is even the case if the principal axes of 
this indicatrix have a fixed direction that is determined by the non-magnetic point group. 
An estimation made by Hornreich and Shtrikman (1968) shows that the change in the 
direction of polarisation caused by the gyrotropic birefringence is in the order of 10~e rad. 
Pisarev et al. (1991) have performed experiments that show that the effect may be larger 
in the case of Cr 2 0 3 . 
1.2.3.8 The tensor 7": gyrotropic dichroism 
In absorbing crystals another non-reciprocal effect can exist, related to gyrotropic bire­
fringence, that could be called gyrotropic dichroism (Graham and Raab, 1983). The 
symmetry properties under space inversion and time reversal are the same as for gy­
rotropic birefringence. The corresponding two proper waves are linearly polarised and 
their refractive indices are imaginary. Therefore, the proper waves are absorbed. As far 
as we know, no experimental observations of gyrotropic dichroism have been made up to 
now. 
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1.2.3.9 Summary of optical effects in classical crystals without external fields 
The optical properties of classical crystals that have been discussed above are summarised 

































































Table 1.1 Properties of the real or imaginary and symmetric or antisymmetric parts of 
the material tensors ε and 7 in equation (1.10). The properties under space inversion I, 
time reversal 1' or their product Ϊ' are indicated. The symbols + indicates that the tensor 
is invariant under the operation whereas the symbol - indicates that the tensor changes 
sign under the operation. Note the difference between the last two columns of this table. 
Although losslessness is not a symmetry operator, the symbol — in the corresponding column 
means that the tensor is necessarily zero. On the other hand, the symbol + means that the 
corresponding optical effect can exist. 
1.2.3.10 Combined optical effects 
Although, in the previous subsections, the proper waves have been treated that correspond 
to specific parts of the material tensors e and 7, in general, a combination of these 
tensors determines the optical properties of the crystal. The proper waves are then more 
involved and the Fresnel equations are most difficult to solve. However, neglecting for the 
moment the gyrotropic birefringence and gyrotropic dichroism, the following classification 
of proper waves can be given (Ramachandran and Ramaseshan (1961), Grechushnikov and 
Konstantinova (1988)). 
In transparent (i.e. non-absorbing), non-gyrotropic crystals two linearly polarised 
waves can propagate that are orthogonal to each other. 
Two elliptical proper waves exist in crystals that are non-absorbing and optically 
active. The ellipses are similar and orthogonal. Their major axes coincide with the 
directions of oscillations in the same, but non-gyrotropic, crystal. The procession, in 
time, of the electric field vectors over the two ellipses is opposite. 
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In absorbing, non-gyrotropic crystals also two elliptical proper waves exist. Again, the 
ellipses are similar and orthogonal, but the procession of the electric field vector over the 
ellipses is for both waves in the same direction. The major axes of the ellipses, however, 
again coincide with the directions of oscillations in the same, but non-absorbing, crystal. 
If the crystal is both absorbing and gyrotropic, the proper waves are no longer or­
thogonal. Moreover, the ellipticities of the proper waves are different. Nevertheless, in 
a direction where there is considerable birefringence, not too close to an optic axis, the 
ellipticities χι and x¡ of the proper waves can be well approximated by (Grechushnikov 
and Konstantinova, 1988): 
χι = k, - k
a 
X2 = k, + k
a
, 
where k, would be the ellipticity if the crystal were non-gyrotropic and k
a
 would be the 
ellipticity if there were no absorption. These approximations are a demonstration of the 
fact that in many cases the so-called method of superposition can be used in crystal optics. 
In this introduction to crystal optics the method of superposition is not worked out, but 
we give references to the relevant literature. The principle ideas of this method have been 
explained very nicely by Pancharatnam (1958). The method finds its application in the 
Poincaré sphere representation of the polarisation of light (see for example Ramachandran 
and Ramaseshan, 1961) and in the well-known Jones matrix calculus for light propagation 
through optical systems (Jones (1948), Azzam and Bashara (1989)). 
1.2.4 Alternative set of constitutive equations 
In the case of magnetic crystals, it may seem more appropriate to use, instead of the 
equations (1.10), the following constitutive equations: 
D, = е
ч
Е} + at3H, 
B, = β,}Ε3+μνΗ3, (1.33) 
so that the impermeability tensor μ is explicitly taken into account. It has been shown 
by Hornreich and Shtrikman (1968) that, in this case, the demand of losslessness gives 
the following restrictions: 
*ч = «я 
("-)., - («-•);, 
The same authors showed that it is possible to renormalise these equations, so that tensors 
are obtained that are analogous to those that describe the optical effects treated in the 
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previous section for lossless crystals. Unfortunately, however, these tensors are involved 
combinations of the tensors e, μ and a. Therefore, unless there are indications that the 
tensor μ can really differ from the unit tensor, it is more convenient to use the constitutive 
equations (1.10). 
1.3 Incommensurate crystal optics 
One of the basic ingredients in the description of the optical properties of classical crystals 
is the fact that the wavelength of the light is much larger than the periodicities present in 
the crystal, λ » α. In incommensurate crystals, however, the situation can be different. 
Consider an incommensurately modulated crystal with a one-dimensional modulation. 
The wave vectors of the Fourier transform of the charge density are of the form: 
4 
h = ^2h,a', h, integers. (1-34) 
The first three vectors, a\, a*2 and a\ can be considered to span the reciprocal lattice of the 
structure that would be obtained by averaging the effect of the modulation. The vector 
a\ is the modulation wave vector, that is also often denoted with q. The wave vectors 
h span а Ж-module, M*, of rank 4 and dimension 3, which implies that there can be no 
3-dimensional lattice translational symmetry. There is no integral linear combination of 
the four vectors a* that equals zero, because the modulation wave vector has the form: 
9 = < = ¿ 9 . < (1-35) 
t = l 
and at least one of the three numbers qt is irrational. Consequently, periodicities are 
present in the crystal that are much longer than the lattice constants of the non-modulated 
crystal. For example, if q\ = q¡ = 0 and q3 = (£ — δ), where h and m are integers and δ 
is a small irrational number, there is a vector 
h = /laj — ma\ = τηδα\. 
For each irrational number <ft, integer values for h and m can be chosen such that δ be­
comes arbitrarily small. Thus, in principle, arbitrarily small wave vectors h can be found, 
implying that long wavelength periodicities are present in the crystal. It is well known, 
however, that the structural information, carried by a wave vector, becomes less as the 
indices ht of equation (1.34) become larger. Nevertheless, it is clear that in an incom­
mensurately modulated crystal it is no longer valid to take a as the typical periodicity of 
the crystal. As a consequence, the spatial dispersion of the material tensors is no longer 
weak and the approximations made for the optical properties of classical crystals must be 
reconsidered. 
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1.3.1 Constitutive equations 
The starting point for the optical properties of incommensurately modulated crystals that 
has been chosen by Meekes and Janner (1988) and Dijkstra et al. (1992) is the constitutive 
equation: 
A ( * ) = Σ е"у(*.Ь)Я,(*-Ь) (1-36) 
This very much resembles equation (1.5), but the vectors h are here taken to run through 
the ^-module M*. This is fully justified, because these vectors precisely represent the 
periodicities that are present in the crystal. It has been explained above, that not only 
the h = 0 component is expected to be important now. Therefore, one expands all tensors 
ê(k,h) up to first order in k: 
è(k,h) = ë{h) + î(h)k. (1.37) 
Note, that for h = 0 this reduces to equation (1.7) used in classical crystal optics. 
Thus, the following equation is obtained: 
A(*)= Σ ê4(h)E,(k-h)+ Σ %k(h)kkE3(k-h). (1.38) 
h e w hew 
Subsequently, the symmetry restrictions on the tensors ë(h) and γ(/ι) are worked out and 
the Presnel equations are solved by taking a limited number of important wave vectors h 
into account. These procedures are shortly summarised in the following subsections, but 
for the details we refer to the original papers of Meekes and Janner
 v
1988) and Dijkstra 
et al. (1992). 
In order to understand equation (1.38) better, we give the corresponding equation in 
real space: 
ВД = ( « ( г ) + 7 ( г ) Р ) В Д . (1.39) 
The tensors ε and 7, that are constant in classical crystal optica, now have a spatial 
dependence. The nonlocal response, however, is taken into account in the бате way as 
for the classical case, by including the dependence of the displacement field on the gradient 
of the electric field. 
At this point we would like to refer to the worke of Golovko and Levanyuk (1979) 
and Fousek and Kroupa (1986). These authors have studied the light propagation in 
incommensurately modulated crystals for specific examples. They considered a space 
dependent dielectric tensor that depends on the order parameter as obtained from a 
Landau-like approach. For a comparison of their results with the approach described 
above, we refer to Meekes and Janner (1988). 
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1.3.2 Space dependent dielectric tensor 
An incommensurately modulated crystal has no 3-dimensional lattice translational pe­
riodicity. Moreover, a normal space group description is not possible. The crystal can, 
however, be embedded in a so-called superspace (Janner and Janssen, 1977), in which the 
lattice translational periodicity is restored. Consequently, the symmetry of the crystal can 
be described by means of a superspace group G,. In case of a crystal with a 1-dimensional 
modulation, the superspace is 3 + 1-dimensional. It has a 3-dimensional subspace, called 
external space, which is in fact the physical space. Perpendicular to this external space is 
the 1-dimensional, so-called, internal space. A general element g, of the superspace group 
G, can be written as g, = {Д,| t,} = {R, R¡\ i ,} , where R is an orthogonal transforma-
tion in external space and R¡ is the part in internal space. The vector t, = (t, t¡) is a 
translation in superspace. 
It has been shown by Janner and van Beest (1983) that the superspace group G, of an 
incommensurately modulated crystal can be used to describe the invariance of the Fourier 
components of the material tensors. In case of the dielectric tensor, this invariance is given 
by: 
e4(h) = e*v(h) = RlJRJ¡ek¡{Rh)exp (i (R.h.) • t.), (1.40) 
where the vectors h have been embedded as vectors h, in reciprocal superspace. Note, 
that the case of classical optics can be obtained by substituting h = 0 and, therefore, 
Λ.. = 0. 
Meekes and Janner (1988) give the form of the Fourier components of e for the su­
perspace group G, = Pcmn(007)(ssï) and Dijkstra et al. (1992) for the superspace group 
G, = Pcmn(007)(lsï). These forms are shown to depend on the parity (even/odd) of Λ3 
and /ц. However, for each tensor-element е
г] a combination of parities can be found that 
allows the element to be non-zero, even though the averaged structure is orthorhombic. 
Thus, it is found that the superspace group allows for a local symmetry breaking with 
respect to the average orthorhombic structure. The dielectric tensor can be considered to 
wiggle on a mesoscopic scale (see Dijkstra, 1991). In case that the Fresnel equations are 
solved using a limited number of Fourier components e(h), it is found that the solutions 
are no longer proper waves, because the polarisations of the waves that can propagate 
are space dependent. Moreover, due to the presence of the modulation, the propagation 
velocities are changed. For the details we refer to the literature mentioned above. Here, 
however, we want to point out that there may be consequences of a wiggling dielectric 
tensor that can be observed experimentally. 
For example, in a classical orthorhombic crystal the orientation of the indicatrix is 
fixed. The question is now raised, whether in the incommensurate crystal the wiggling 
of the dielectric tensor can give rise to the observation of a change in the orientation 
of the indicatrix. The concept of a wiggling dielectric tensor has been worked out by 
Dijkstra (1991) and Dijkstra et al. (1992) for the centrosymmetric superspace group 
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G, =Pcmn(007)(lsï) and later by Kushnir and Vlokh (1993). Also it was shown that the 
wiggling of the dielectric tensor can cause a sample of the incommensurate crystal to be 
optically active, although this effect depends on the position of the boundaries. Neverthe-
less, it shows that in an incommensurately modulated crystal that has a centrosymmetric 
average structure optical activity may be caused by a space dependent dielectric tensor 
e(r). In classical crystal optics, optical activity can not occur in centrosymmetric crystals 
and in non-centrosymmetric crystals it is described with the gyration tensor 7 instead of 
the dielectric tensor ε. 
Both a rotation of the indicatrix and the presence of optical activity may thus be 
caused by an incommensurate modulation of an orthorhombic and centrosymmetric basic 
crystal structure. The magnitude of such effects can not be derived, of course, from a 
phenomenological theory. 
1.3.3 Long wavelength Fourier components of the gyration tensor 
Thus far, the Fourier components of the tensor 7 have not been discussed. The invariance 
of this tensor can also be described by means of the superspace group G
s
: 
14k(h) = -rl]k(h) = lURjnRkplnuviR^exp (i (R,h.) • t . ) . (1.41) 
Also here, the case of classical crystal optics is represented by substituting h = 0 and 
h. = 0. 
In the introduction to classical crystal optics, it has been explained how the third rank 
tensor 7 can be contracted to a vector 7. The forms of vectors f(h) that are obtained 
in this way have been determined by Meekes and Janner (1988) for the superspace group 
G, = Pcmn(007)(ssï). Again, the forms depend on the parities of Λ3 and /14. No solu­
tions were derived for the Fresnel equations in which these tensors f(h) were included. 
Nevertheless, a rotation of the polarisation around the wave normal к can be expected, 
whenever к · у(т) φ 0 (see equation 1.27). 
Therefore, it can be expected that also the spatial dependence of the tensor 7, caused 
by the presence of the incommensurate modulation, gives rise to possible optical activity 
in a modulated crystal that is centrosymmetric on the average. Also in this case, the 
phenomenological analysis does not predict the magnitude of such effects. Nevertheless, 
the conclusions of the presented treatment are enough reason in itself to try to observe 
experimentally the influence of the incommensurate modulation on the optical effects. 
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1.4 Earlier experiments; starting point of the present investi-
gations 
The first report on the observation of optical activity in an incommensurately modulated 
crystal was made by Kobayashi et al. (1981). These authors measured a non-zero element 
<7i3 (in case of the crystallographic settings of this thesis) in the incommensurate phase 
of (NH4)2BeF4. They used a new polarimetrie technique, that was later introduced by 
Kobayashi and Uesu (1983) as the High Accuracy Universal Polarimeter (HAUP). The 
HAUP technique allows for the simultaneous measurement of small optical activity as 
well as (considerably larger) linear birefringence. This is, of course, one of the problems 
that have to be overcome when different gyration tensor elements gX] are to measured in 
non-isotropic crystals. 
The crystal (NH^BeFi is a member of a whole family of A2BX* compounds that 
exhibit a phase transition from a centrosymmetric paraelectric phase, with a ß—K2SO4 
structure, into an incommensurately modulated phase (Cummins, 1990). For some of 
these crystals, but not all, the superspace group symmetry has been determined and 
has been shown to be centrosymmetric (Hogervorst, 1986). Kobayashi and co-workers 
applied the HAUP method to many members of this family. Several different gyra-
tion tensor elements gl} were measured, but in all cases P13 was found to be non-zero, 
whereas the other elements gtJ were generally zero. Surprisingly, however, for the crystal 
of (СзН7Т*Шз)2МпСІ4 a non-zero #33 was found (Saito and Kobayashi, 1991). Unfortu­
nately, no other gyration tensor elements were measured for this compound. The reason 
for this is, probably, that it is very difficult to prepare samples for other directions of 
measurement. Besides this result, we want to mention two other interesting effects that 
have been reported by workers of the group of Prof. Kobayashi. 
In the incommensurate phase of ((СНз^ІЧ^СиСЦ the indicatrix was seen to rotate 
(Uesu and Kobayashi, 1985). Note that the paraelectric phase is orthorhombic, so that the 
orientation of the indicatrix is fixed in that phase. In addition, however, a large global 
hysteresis was observed in the incommensurate phase for both the linear birefringence 
and the optical activity. We want to point out that one should be careful then, because 
such hysteresis may indicate that the modulation wave vector is locked at commensurate 
values in the incommensurate phase. This locking can, for example, be attributed to the 
presence of defects (compare the results of Bziouet et al. (1987) and Kapustianik et al. 
(1992)). 
The second interesting observation was reported by Saito et al. (1985). About 1.5 °C 
below the phase transition from the paraelectric to the incommensurate phase a huge 
electro-optic effect was measured with HAUP in crystals of ((CHa^N^ZnCU. The derived 
electro-optical constants were found to be 10s times as large as those for normally available 
electro-optic materials. In Nijmegen, it was tried to reproduce these experiments (Gelinck, 
1992). No influence of an externally applied electric field could be observed, however. 
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After Kobayashi, the group of Prof. Günter in Zürich also built a HAUP. Sanctuary 
(1985) measured the gyration tensor element <j13 in crystals of Rb2ZnCU with this set-
up. It was found to be non-zero, but a large temperature hysteresis was observed. With 
respect to this observation, we would like to refer to the work of Hedoux et al. (1989). 
These authors showed that the behaviour of the modulation wave vector in the incom-
mensurate phase of Rb^ZnCU depends very sensitively on the method of crystal growth. 
A coexistence of phases with different modulation wave vector is even possible. In order to 
obtain decisive results concerning the behaviour of optical activity in (centrosymmetric) 
incommensurately modulated crystals it is, therefore, very important to use high quality 
crystals with low defect concentrations. 
Using the same HAUP apparatus in Zürich, Meekes and Janner (1988) investigated 
the tensor elements gn, дц and gi3 in crystals of Rt^ZnB^. In one sample it was found 
that зіз was non-zero. Unfortunately, a closer look at this sample with a polarisation mi­
croscope has recently revealed that it consists of several parts that are slightly misoriented 
with respect to each other. In a second sample no gyration gw could be observed in the 
paraelectric and incommensurate phase. Also д-ц and gn were found to be zero. It must 
be mentioned that also in the incommensurate phase of Rb2ZnBr4 the modulation wave 
vector is often locked at a commensurate value (see Hogervorst, 1986). It is important to 
realise, that the space group of this commensurate phase is believed to be Pc2in, which 
is a non-centrosymmetric space group that allows for a non-zero element 313. 
The following important developments were reported by Ortega et al. (1992). With a 
HAUP system built in their laboratory, these authors measured the element gi3 in crystals 
of Rb2ZnBr4 and the дзз element in crystals of ((CH3)4N)2CuCl4. In both cases, however, 
they could not observe detectable values of the gyration. The same group (Folcia et al., 
1993) performed measurements of the 333 element in ((CH3)4N)2ZnCl4. Also in this case, 
the results indicated that there was no optical activity. 
The results of the Spanish group of workers disagreed, in turn, with the observations 
made by Dijkstra, Kremers and Meekes (1992). With the HAUP instrument built in 
Nijmegen (Dijkstra, 1991) it had been observed that even five elements of the gyration 
tensor were non-zero in the case of ((CHe^N^ZnCU. Moreover, already in the paraelectric 
phase non-zero values of the gyration were detected. The latter effect was also reported by 
Kushnir et al. (1993) in the case of the element 533 for ((ΟΗ3)4Ν)2ΖηΟΐ4 crystals. These 
authors, however, did not use the HAUP technique. 
For the case of ((CH3)4N)2ZnCl4 , new measurements have been published by 
Kobayashi et al. (1993). All tensor elements g^ were measured with HAUP. Contrary 
to the just described results of other authors, it was found that there was gyration P13, 
but only in the incommensurate phase. In the paraelectric phase it was found to be 
clearly zero. Furthermore, all other tensor elements were zero in both the paraelectric 
and incommensurate phase. 
The just summarised developments were the starting point for the work reported in 
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the first part of this thesis. In view of all the controversial results, it is obvious that several 
problems were still present, at the time, concerning the measurement of optical activity 
in incommensurately modulated crystal phases. The HAUP method for the measurement 
of optical activity in the presence of linear birefringence is, therefore, critically reviewed 
in chapter 2 of the present thesis. It is shown, that several improvements to both the 
HAUP set-up and the interpretation of the data were indeed necessary. In chapter 3 
it is subsequently explained, how the HAUP method can be extended for the measure-
ment of the different optical effects that can be present in absorbing, gyratory and even 
magnetic crystals. Then, new measurements are reported in chapter 4 for the crystal of 
((CH3)4N)2ZnCLt that have been obtained by means of the improved HAUP method. The 
results of measurements on incommensurate ((CH^N^CiiCU are presented in chapter 
5. Crystals of ((CHa^N^CuCU are dichroic, which makes the use of the extended HAUP 
method necessary. Finally, in chapter 6, the results are presented of HAUP measure-
ments on crystals of ((CHs^N^ZnCU-xBr*. The symmetry is intrinsically broken by 
the replacement of CI for Br. These crystals are, therefore, optically active already in 
the paraelectric phase. We study the influence of the incommensurate modulation on the 
optical activity in the incommensurate phase. 
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The interpretation of HAUP measurements: 
a study of the systematic errors 
M. Kremers and H. Meekes 
Abstract 
The HAUP method for determining the linear optical properties of crystals is critically 
reconsidered. The expressions that describe the method are rederived rigorously and the 
fitting procedures that are used by several authors are reviewed. The systematic errors, 
being crucial in HAUP measurements, are investigated by means of experiments on test 
samples. The understanding of both the origin and the behaviour of these errors leads 
to an improvement of the fitting procedures and of the interpretation of the data. In 
this way, the reliability and the sensitivity of the HAUP method have been increased, 
which should provide a mean to reconsider contradictory results of previous experiments, 
excluding systematic errors as a source of the dispute. 
2.1 Introduction 
The merits of the High Accuracy Universal Polarimeter (HAUP), introduced by Kobayashi 
and Uesu (1983), lie in the possibility of measuring simultaneously optical activity and 
birefringence of crystals very accurately. In addition, the rotation of the optical indica-
trix is detected with a high sensitivity. The measurements require optically transparent, 
biréfringent platelets of single crystals, with flat (polished) plane-parallel faces. It is very 
important to perform the measurements as a function of some external parameter in order 
to separate systematic errors from the optical properties. In the experiments described in 
this paper, the wavelength λ of the light is the external parameter. Additional parameters 
can be temperature, electric fields (electro-optics) or magnetic fields (magneto-optics). 
The presence and nature of structural phase transitions can often be revealed by the 
birefringence (Ivanov (1991), Gehring (1977)). The point symmetry of a specific phase 
can be studied by measuring the optical activity in several directions in a crystal, since 
optical activity is a tensorial property, sensitive to the symmetry (Nye, 1985). HAUP is, 
therefore, a powerful instrument in crystal optics. 
A very interesting problem in this field is encountered for incommensurately modu­
lated crystals, with a centrosymmetric paraelectric phase (Cummins, 1990). Often, the 
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incommensurate phase is a (small) periodic deformation of the centrosymmetric para-
electric phase. The wavelength of the periodic deformation is incommensurate with the 
lattice of the average structure. Therefore, the lattice translational symmetry is broken 
in at least one direction. Of course, the question arises whether this phase can be op-
tically active, because optical activity is forbidden in a centrosymmetric crystal (Nye, 
1985). However, optical activity can be allowed if in such a phase the spatial inversion 
symmetry is broken by the modulation. Nevertheless, such an effect might be quite small. 
The HAUP method has been applied extensively to several incommensurately modulated 
structures. Unfortunately, the results obtained so far by different groups contradict each 
other, in the sense that in some cases a small, but clearly non-zero optical activity has 
been found (Meekes and Janner (1988), Kobayashi et al. (1988a), Dijkstra et al. (1992)), 
while, for the same structures, measurements by others indicate no detectable optical 
activity (Folcia et al. (1993), Ortega et al. (1994)). 
In order to exclude the possibility that these differences are caused by the way of mea-
suring or the way of interpreting the measurements, we feel it necessary to reconsider very 
precisely the working principles of the HAUP method. In this paper, we rederive rigor-
ously the HAUP intensity formula (section 2.2). Experiments have been performed both 
on a centrosymmetric crystal with zero optical activity and on the non-centrosymmetric 
room-temperature phase of quartz, having a large optical activity (section 2.3). In sec-
tion 2.4 the obtained results are used to reconsider critically the fitting procedures with 
which the optical properties are extracted from the measurements. Moreover, in section 
2.5, the behaviour and origin of the systematic errors will be studied thoroughly. The 
quality and sensitivity of HAUP measurements is addressed in section 2.6. For all aspects 
of the HAUP method, we discuss and take into account the experience gained by other 
authors that work with HAUP (for example, the papers of Moxon and Renshaw, 1990) 
(and Dijkstra et al., 1991). Only the case of non-absorbing crystals is treated. Absorption 
will be dealt with in a forthcoming paper. 
Although we will not be able to explain the contradictory results of the experiments 
performed by different researchers up to now, we present an interpretation of HAUP data 
that should provide a mean to reconsider these data, excluding systematic errors as a 
cause of the dispute. 
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2.2 The working principle of HAUP and 
the derivation of the (general) HAUP intensity formula 
The measurement of optical activity in presence of birefringence is accomplished in HAUP 
by virtue of the fact that one can derive an expression for the intensity-change of light 
traversing the optical system of the Polarimeter. This expression is called the HAUP 
intensity formula. It can be derived by using Jones calculus (Jones, 1948). We use the 
exact notation as given by Jones (1948), because the work of this author is well-known 
among researchers working in optics. (A list of symbols with explanations has been added 
at the end of this paper.) The optical system, which is kept very simple, is represented 
in figure 2.1. It consists only of a polariser (Jones vector P), the sample (Jones matrix 
Polariser Sample Analyser 
Figure 2.1 The optical system of HAUP, consisting only of a polariser, the sample and 




) and the angles (θ, Л) are referred to in the text. 
S) and an analyser (Jones vector A), which is a second polariser. The intensity change 
Г/Го of the light traversing this system is then given by (Dijkstra et al., 1991): 
2 
Г/Го = A^SP = {A¡SP){AÍSP)W, (2.1) 
where Го is the intensity of the monochromatic, circularly polarised or unpolarised light 
beam incident on the polariser and Г is the intensity of the light emerging from the 
analyser. 





 can propagate in the sample, each with a different velocity, determined 
by the corresponding refractive index n 2 , respectively n\ (Born (1985), Ramachandran and 
Ramaseshan (1961)). The angle θ defines the orientation of the polariser with respect to 
the major axis n, of one of the eigenpolarisations and the angle Λ defines the orientation 
of the analyser with respect to the major axis n , of the other one. 
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If the polarisers were ideal, their representing Jones vectors would be: 
P= ( COSt)^d A = ( C O s ; i í л! ) = f "8ІПлЛ V (M) 
У s i n o ) \sm{\+h)) \^  cosA J v ' 
However, even if very high quality polarisers are used, the light transmitted by the po­
larisers is not ideally linearly polarised. It has a very small ellipticity. The ratio between 
the lengths of the major and minor axes of the elliptic polarisation is in the order of 1 0 - 4 
(Dijkstra et al., 1991). The ellipticities, denoted ρ and о for the polariser and analyser 
respectively, are systematic errors characteristic for HAUP. They must be included in the 
derivation of the HAUP intensity formula, because one aims to measure optical effects 
that are of even smaller magnitude. In order to avoid too many of such systematic errors, 
the number of optical components, present in HAUP, is limited. The Jones vectors of the 
non-ideal polarisers become (Dijkstra et al., 1991): 
cos Θ cos ρ — i sin Θ sin ρ \ 
sin θ cos ρ + i cos θ sin ρ / , 
. \ (2-3) 
— sin Λ cos α — i cos Λ sin α \ 
cos Λ cos α — t sin Λ sin ο J ' 
One of the basic principles of HAUP is that the rotation angles θ and A are restricted 
to very small values (maximally being about I O - 2 rad). However, it must still be possible 
to set the polarisers with high accuracy at different positions within these ranges. This, 
then, allows for an expansion of Ρ and A for small θ , Λ, ρ and a. Our aim is, however, 
to calculate the HAUP intensity formula. Therefore, we first write 
At S P = РгАХаи + Р3А\ап + Л ^ ' и +
 P
^'2s22 (2.4) 
and expand the terms PiAj (the s,j are the matrix elements of S). In the literate it is 
usually assumed that it is sufficient to expand up to second or third order, but in appendix 
A the result of an expansion up to fourth order is given. In this way we can estimate, for 
the rotation angles used, the contribution of the normally neglected higher order terms 
to the intensity Г. 
Once the sample matrix S is specified, one can calculate the HAUP intensity formula 
from equation (2.1). The advantage of this procedure is, that for a different sample matrix 
(for example for absorbing crystals, not treated here) one can again start directly from 
the results in appendix A. 
In the notation of Jones (1948), the linear birefringence (ni — n 2 ) = Δ η is represented 
by g0 = f An. Here, n2 is the refractive index belonging to the eigenpolarisation that has 
its major axis along the polarisation of the light emerging from the polariser when 0 = 0. 
This means that Δ η and g0 are positive when this polarisation is the fast (smaller index) 
axis. 
' - ( 5 ) - ( 
- U M 
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Optical activity is included in the description via the circular birefringence nr — n¡, 
in which nr and щ are the refractive indices for respectively right and left circularly 
polarised light. If one defines ω = \{n
r
 — n¡), laevorotatory crystals have a positive ω 
and dextrorotatory crystals have a negative ω. This definition is consistent with the one 
used by Glazer and Stadnicka (1986). It should be noted that optical activity is not the 
only effect that can give rise to circular birefringence (see, for example, Dijk91b, Dijkstra 
et al. (1992b)). 
For a totally transparent, biréfringent and optically active crystal, the sample matrix 
S becomes (Jones, 1948): 
/ cosh(QNz) + ft 
{ ^ s i n h ( Q N 2 ) 
sinh(<2jvz) - ^ s i n h ( Q N z ) 
cosh(QNz) - ft sinh(QNz) (2.5) 
where ζ is the thickness of the crystal platelet and 
Q% = (igo)2-u2 = -(920+"2)-
The circular birefringence is, apart from the case of light propagating close to an 
optic axis of the crystal, generally much smaller than the linear birefringence (— is in 
the order of 1 0 - 3 or smaller). The matrix elements st] can, therefore, be expanded for 
small ω. An expansion up to third order in ω is sufficient for the derivation of the HAUP 
intensity formula up to fourth order terms in ω, ρ, α, Θ and Λ. The corresponding Taylor 
expansions are: 
cosh 
ig0 sinh | ( - g l -ω2)* ζ 
( " S o 2 - " 2 ) * 
, . 1 , f ζ sin (I o,, I z)1 .,, 
Idol 2 { | 5 „ r g; 
sin (|íf01 z) sin(|ffo| ζ) ζ cos (g, щ + 0(4) 
ω sinh {-gl-^Ύ 
(-gl-νψ 
sin (Iff«. I z) 
Ы 
+ Ï 





and with these approximations the sample matrix elements s¡j are found to be: 
su = 1 + 
Г
( 5 о 2 ) ( Ю [cos (g0z) + ¿sin (g0z)} "Ha sin (g0z) 




 - 2 ( 5 o 2 ) U J COS(5o2)" Ï - 2 U J sin {g0z) 
S22 = 1 - g* (Λ*) Ê)' [cos (g0z) - ¿sin {gaz)\ + Ha s i n ( f l o î 
Within the approximations made, the circular birefringence never appears in the argu-
ments of the sine and cosine functions. It is for this reason, that the HAUP method 
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allows for a true separation of linear and circular birefringence. In previous descrip­
tions (Kobayashi and Uesu (1983), Dijkstra et al. (1991)) half of the total retardation, 
y = zJgl+ω2, was put in the arguments instead of g0z. This, however, is incorrect 
considering the expansions given above. 
The HAUP intensity formula can now be calculated, but usually one first changes to 
another reading system for the analyser (Kobayashi and Uesu, 1983). Instead of Λ, one 
uses Y, which is read with respect to the polariser position Θ in such a way, that for 
V = 0 the polarisers are crossed. This can be achieved by substituting Θ + Y for Λ. 
Furthermore, Kobayashi et al. (1986) have shown that it is essential to include another 
systematic error, denoted 6Y, in the description of the HAUP method. It describes a 
(small) deviation of the analyser position from its supposed position. The origin of this 
systematic error is one of the subjects of this paper and is dealt with in detail further on. 
One takes this so-called ¿У-еггог into account by substituting Y + δΥ for Y. 
The HAUP intensity formula has been derived in this way, by expanding up to fourth 
order in ρ, ο, θ , Υ, δΥ and can be written in the following manner (Moxon and Renshaw, 
1990): 
Г/Го = ( 1 Y Y2 Y3 Y* ) c\* X5) 






V 4 / 
(2.6) 
The matrix elements of СУ£
ХЪ
·, are given in appendix B. The superscript e.p. means 
eigenpolarisation, referring to the fact that this expression has been derived with one of the 
eigenpolarisations of the sample as the origin for the reading of . However, in an actual 
experiment it is impossible to find that position with any accuracy. Fortunately, another 
origin for θ can be chosen, using the following procedure. Both polarisers are rotated 
simultaneously (or the sample instead), while keeping them exactly crossed (V = 0). In 
this way one searches for a so-called extinction direction, which is a position of minimal 
intensity for crossed polarisers. The corresponding polariser position is denoted Θο. It is 
this position that is subsequently used as origin for the reading of . When the polarisers 
are rotated over 2π, four extinction directions are encountered. It follows, that in a HAUP 
intensity formula, Θ 0 is the value of Θ for which: 
¿Γ 
δθ 
= 0. (2.7) 
Therefore, in order to interpret the measurements one must substitute θ + θ 0 for , 
using the correct expression for θο that is obtained by equation (2.7). Unfortunately, it 
is impossible to solve equation (2.7) analytically, using the HAUP intensity formula (2.6) 
that has been expanded up to fourth order in θ and Y. However, after omitting all fourth 
order terms in appendix B, equation (B.l), we find: 
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©О = 2 (Ρ + α ) COt(flo2) - - δ Υ + ¿©indicatri*. (2.8) 
The Í0¡nd¡catrix term has been added in order to take a possible rotation of the optical 
indicatrix into account. 
According to several authors (Moxon and Renshaw (1990), Kushnir and Vlokh (1993)), 
even totally transparent crystals can show a small linear dichroism «i — «2 = Δκ. For 
example, the polishing of the samples might cause a small anisotropic surface scattering 
due to a preferential abrasion direction in the crystal structure. Linear dichroism is 
represented by p 0 = f Δ κ in the Jones formalism. If we include small linear dichroism 
in the way described by Dijkstra et al. (1991), the following HAUP intensity formula is 
found: 
/L \ 




V 3 / 
(2.9) 
where 
Cfr = (δΥ cos(g0z) - Up - a) + - j sin(p o 2) j 
-2p0z{p + а)Нр-а)+—\+ 2ΡοζδΥ(ρ + α) cot( 5 o 2) 
Cf2" = 0 
Cfi = 4sin2(So2) 
Cff = 2SY cos2{g0z) - ( (p - a) + — J sin(2g0z) + 2Poz(p + a) cot(g0z) (2.10) 
C?2° = Asm\g0z) + Ap0z 
C?3° = 0 





C,t° = 0; ¿ = 1,2,3,4 
Cf/ = 0; j - 1 , 2 , 3 , 4 . 
The superscript θο indicates, that an extinction direction has been used as the origin of 
the θ reading. Putting p0 = 0 in equation (2.10), gives exactly the result for the case 
where linear dichroism is not taken into account. 
In a HAUP experiment, intensities are measured at a series of ( θ , Y) combinations. 
These intensities are fitted to a polynomial equation in the angles θ and Y. The sample 
properties ω, g0 and p 0 , as well as the systematic errors p, a and SY, are then contained in 
C°° = 0 
C£ = 0 
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the fitting-parameters. They can be extracted by a comparison of the fitting-parameters 
with the matrix elements CtJ" of the HAUP intensity formula. Furthermore, the wave­
length dependence of the fitting-parameters must be studied. Namely, the systematic 
errors are supposed to be independent of the wavelength of the light, contrary to the 
sample properties. 
2.3 Experiments 
2.3.1 Improvements to the H A U P set-up and the sample treatment 
The basic set-up of the HAUP apparatus built in our laboratory has been described 
elsewhere (Dijkstra et al., 1991). Here, we report on changes and improvements that have 
been made in this apparatus. 
At present, it is possible to perform measurements as a function of the wavelength 
λ of the light, for λ between 650 nm and 350 nm. A small monochromator with a 
resolution of 2.22 nm is placed behind a 150 W Xenon light source. In order to correct for 
intensity variations, a beam splitter is put between the monochromator and the polariser. 
With a second photomultiplier tube the intensity of the reference beam, that is created 
in this way, is measured and subsequently used to correct for intensity changes. The 
photomultiplier signals are fed to a two-channel photon counting system. Previously, 
a photon counter was used that displayed the intensities with only three digits and an 
exponent. Especially in cases where the linear birefringence becomes small this proved to 
be inadequate. Presently, the intensities are measured with eight digits by a new photon 
counter for both photomultiplier tubes. 
Besides changing the wavelength of the light, also the temperature of the sample can 
be changed using a cold finger technique (Dijkstra et al., 1991). Some improvements have 
been made to the temperature regulation system. Therefore, the temperature can now 
be stabilised within ±0.01 К if it can be kept at a constant value. If the temperature 
must be changed continuously during a HAUP measurement, the stability will become 
less, ±0.025 K. 
Next to improvements to the apparatus, also the polishing of the samples has been 
improved. The technique of polishing has been adjusted, such that the two polished 
faces of the sample are better plane-parallel than before and the edges of the faces are 
less rounded. Except for these rounded edges, the change in sample thickness over the 
total sample surface is less than 5μπι. This means that within the spot of the light 
beam on the sample, we can estimate the change in thickness to be less than 3μπι. The 
relevant quantity in HAUP measurements is the variation of g0z/n over the spot, which 
thus depends on the magnitude of the birefringence. A larger birefringence requires more 
careful polishing. 
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2.3.2 The measurement procedure 
Before any measurement is started, the polarisers are put in crossed position. Then, the 
sample is prepared and it is placed in the HALT between the polarisers. The incident 
light beam is directed through a diafragm onto the sample. The orientation of the sample 
is adjusted until the reflected light from its surface passes through the same diafragm, in 
order to get the front face perpendicular to the light beam. 
The measurement procedure is started by a search for an extinction direction, thus 
determining Θο· Then, intensities are measured at 15 x 15 combinations of polariser and 
analyser positions located around the extinction direction. These combinations can be 
represented as Θ = (i + j)Acf> and Y = —j&<j> => Λ = Υ + θ = іАф where г and j 
take all integer values + 7 , 6 , . . . , —6, —7. Instead of performing measurements situated 
around an extinction direction other authors (Moxon and Renshaw (1990), Ortega et al. 
(1992)) perform their measurements around those positions for the polariser and analyser 
at which the intensity is absolutely minimal. In general, this will not be the crossed 
polarisers position and the disadvantage is that one has to set up a scheme for finding 
the absolute intensity minimum. It can be expected, however, that the fitting procedures 
described in section 2.4 can give somewhat more accurate results for such a measurement. 
Nevertheless, it is shown later that the results obtained with our way of data-taking are 
already highly accurate. 
Doth polarisers are mounted on rotation stages that are driven by stepping motors. 
The smallest rotation in our apparatus is 2 · Ю - 3 и 3.49 · I O - 5 rad corresponding to one 
step. The reproducibility is ± 1 « ±4.8 · I O - 6 rad. This is of the same order of magnitude 
as the reproducibility (or accuracy) given by other authors for their HAUP (table 2.1) 
except for the one given by Kobayashi and Uesu (1983). The latter authors claim an 
extremely high accuracy. Unfortunately, however, they give no information about the 
way in which this can be accomplished. 
Kobayashi and Uesu (1983) 
Moxon et al. (1991) 
Dijkstra et al. (1991) 
Ortega et al. (1992) 
4.8 • IO" 7 
3.5 · IO" 6 
4.8 · IO" 6 
8.1 • IO" 6 
Table 2.1 The reproducibility /accuracy of polariser positions used by different authors 
In all measurements performed so far Αφ was 40 steps « 1.39 · I O - 3 rad. This implies 
that the polariser rotates maximally 1.95 • I O - 2 rad away from the extinction position 
and the analyser maximally 9.77 · I O - 3 rad. The 225 measured intensities of this (first) 
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extinction direction and the value of θο are stored in a computer that controls the HAUP. 
At this point, the first extinction direction has been measured. 
Next, both polarisers are rotated over | π and the just described process is repeated, 
including the determination of о. This is the measurement of the second extinction 
direction. Also the third and fourth extinction direction are usually measured, although 
the measurement of one extinction direction can be enough to determine the linear optical 
properties of the sample. Measuring four extinction directions, however, is a nice way of 
studying the behaviour of the systematic errors as a function of polariser positions (section 
2.5). Moreover, since the sample properties are independent of the specific extinction 
direction being measured, one can get an idea of the accuracy with which these properties 
have been found by comparing their values for the four extinction directions. 
In the Jones description of the HAUP system, presented in the previous section, two 
succeeding eigenpolarisations only differ in the sign of their linear birefringence. Therefore, 
the same HAUP intensity formula can be used for all extinction directions. Labeling the 
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This would be correct in case of an ideal HAUP, but the experiments in this paper and the 
findings of other authors have shown that in practice the situation is more complicated 
than suggested by equation (2.11). 
After the measurement of all four extinction directions, another wavelength is set and 
again all extinction directions are measured. Repeating this for at least, say, twenty 
wavelengths one obtains a set of measurements from which the sample properties and the 
systematic errors can be extracted, for each extinction direction. 
2.3.3 Samples 
We have selected two samples for the investigations. The first is tetramethylammonium 
tetrachloro-zincate 
( ( C H e ^ N ^ Z n C ^ which has a high-temperature paraelectric phase in which optical activ­
ity is forbidden by symmetry. The second is quartz which shows a relatively large natural 
optical activity. 
2.3.3.1 The paraelectric phase of ( ( C H 3 ) 4 N ) 2 Z n C l 4 
At temperatures above 297.6 К the structure of ( (CHa^N^ZnCU is orthorhombic and 
centrosymmetric (Wiesner et al., 1967). The space group is Pcmn. Totally transparent 
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crystals of about 1 cm 3 with large natural faces were grown by a thermal convection 
method (Arend et al., 1986). They contained no observable inclusions. One of the crystals 
was oriented with an optical goniometer and a platelet with face-normal along the a-axis 
of the crystal was cut with a wire saw. Both sides of the platelet were polished on felt, 
with diamond paste down to 1 μπι size. The final thickness was 1.50 mm. As described 
before, the total thickness variation within the spot of the light beam is estimated to be 
less than 3μπι. In the case of this crystal this means that the variation in g0/n was less 
than 5- 10 - 4 . 
The HAUP measurement has been performed in the paraelectric phase as a function 
of the wavelength of the light at constant temperature Τ = 320 К. There is a larger 
change of the linear birefringence with wavelength than with temperature in this phase. 
It even becomes zero for approximately λ = 400 nm at the chosen temperature. This is 
an interesting wavelength, because the expansions made in deriving the HAUP intensity 
formula expect the circular birefringence to be small with respect to s'm(g0z), which 
becomes zero if the linear birefringence is zero. Therefore, the expansions considered 
above are not valid anymore at such wavelength. 
The circular birefringence, (n
r
 — n¡), is related to the gyration G in the following way: 
G=ñ{nr-n,) (2.12) 
where ñ is the average of all main refractive indices. The gyration G being probed, is: 
G = gijSiSj (2.13) 
where the g¡j are elements of the gyration tensor g (see, Nye, 1985) and the s; are the 
components of the unit wave vector s of the light. In this experiment s = (1,0,0), so that 
the gyration tensor element gn is measured. The detected birefringence is correspondingly 
denoted Апц. As the crystal is centrosymmetric all gyration tensor elements gtJ must be 
zero. From the measured noise around zero we get an idea of how small values of circular 
birefringence can be distinguished from zero with HAUP. 
The fitting procedures are simplified due to the fact that there is no circular birefrin­
gence. Therefore, this sample is ideal for the study of the systematic errors as a function 
of polariser position. Consequently, all four extinction directions have been measured. 
2.3.3.2 Optically Active Quartz 
Quartz is known to have a large natural optical activity and a wavelength dispersion 
of the linear birefringence. The sample that we have used was obtained by etching the 
gold layers of a commercially available transducer. The flat and plane-parallel faces were 
unaffected by the etching. In this way, an x-platelet of thickness ζ = 0.28 mm was 
obtained that allows for the measurement of дц and А п ц with HAUP. The measurements 
were performed at constant temperature Τ = 303.75 К as a function of the wavelength 
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of the light. The value of g0z becomes equal to an integer multiple of π several times 
in this wavelength interval for this sample, due to the wavelength dispersion. This is 
interesting, since at all of these points sm(<?0z) is zero and again the expansions made in 
deriving the HAUP intensity formula are no longer valid. The HAUP measurements of 
this sample will show how well one can indeed separate linear birefringence from circular 
birefringence. As there is circular birefringence, this sample is less suited for the study 
of the systematic errors, because the fitting procedures become more involved. Therefore 
only one extinction direction has been measured. The results are compared to earlier 
HAUP measurements of quartz (Kobayashi et al. (1988b), Moxon et al. (1991)). 
2.4 Fitt ing procedures 
In order to obtain the optical properties of the sample one must interpret the measured 
intensities by making use of the HAUP intensity formula. This is done in two steps*. 
2.4.1 The first s tep in the fitting procedure 
First, the total set of intensities (225 in our case) belonging to one particular extinction 
direction and fixed wavelength is fitted with a linear least squares method (Deming and 
Morgan, 1979) to a polynomial equation of the form (Moxon and Renshaw, 1990): 





In the fit, one can choose the value of η and one can constrain matrix elements C,j to 
zero. The obtained fitting-parameters C,j can then directly be assigned to the expressions 
as they occur in the corresponding HAUP intensity formula that one has chosen to use 
(in our case, equation (2.9)). This is subsequently repeated for all wavelengths and all 
extinction directions. 
A nice way of inspecting the results, has been suggested by Moxon and Renshaw 
(1990). It consists of drawing intensity contour diagrams in the Θ,Υ plane, using the 
measured intensities or the obtained fitting-parameters. From the contour diagrams one 
gets a rough idea of the magnitude of some of the relevant parameters (see, for a more 
detailed explanation, Moxon and Renshaw, 1990). 
In this section, we show the fitting-parameter C21 obtained from fits, using equation 
(2.14), for one of the extinction directions of the ((CH3)4N)2ZnCl4 sample, because this 
is the element from which the value of the circular birefringence is extracted in the second 
*The C-sources of the used computer programs used can be obtained from M. Kremera, e-mail address: 
mkremers@sci.kun.nl or bugom@sci.kun.nl 
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step of the fitting procedure. The extraction of the other sample properties is relatively 
easy (see section 2.4.2.1 and 2.4.2.2). 
In order to be able to compare the results with the HAUP intensity formula, eqn. (2.9), 
a fit has been performed using expression (2.14) with η = 3 and six fitting-parameters 
(Сц, Ci2, Сіз, C21, C22, and C31). The parameter C\i is included in order to be able to 
take account of an additional error in Θο as described in section 2.4.1.1. The result for 
Ci\ as a function of wavelength is given in figure 2.2. 
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Wavelength (nm) 
Figure 2.2 Fitting-parameter C 2 1 (sec equation 2.14) for the ((CH3)4N)2ZnCl4 sample 
as a function of the wavelength No corrections have been made during the fitting 
Although it is possible to use these data in the second step of the fitting procedure, it 
is possible and sensible to perform first several corrections, that are expected to increase 
the reliability of the obtained fitting-parameters. 
In the following subsections, each time an extra correction is added and the obtained 
C21 values are shown. 
2.4.1.1 The Δθ-correct ion 
Before the measurement of the 225 intensities the extinction direction, θο, is determined. 
It is also possible, however, to derive the value of θο from the obtained fitting-parameters 
C,j that follow from the total set of intensities measured (Moxon and Renshaw, 1990). 
Since, then, more intensities are used this value is more accurate. In general, it differs by 
some amount Δ Θ from the value obtained by searching the extinction direction. 
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One can determine Δ Θ in the following way from the CXJ. The IIAUP intensity formula 
(eqn. (2.9)) can be written as: 
1 (.*>",) _
 nea . Л 0 Q 2 , /"г о ν- ι л 0 V Q ι /-τθο v 2 
Го 
= Сц° + Cf3° θ
2
 + C J 7 Y + Cg 1 Г + C 37 Г
2
. (2.15) 
Now, suppose that the polariser angles θ have been read with respect to θο + Δ Θ instead 
of with respect to θ 0 . In fact, they are then θ + Δ Θ = θ ' . It follows, that θ = θ ' - Δ Θ . 
If we substitute θ — Δ Θ for θ in equation (2.15), the HAUP intensity formula is obtained 




 + C-θο+ΔΘ Q* + ¿Λο+Δβ γ + ρθο+Δβ γ&' (2.16) 
+ ( 7Θ„+ΔΘ у2 + С 0+А Q ' 
= С?° + Cf3° (ΔΘ) 2 + с?з° θ " + (С^ + Cf2°Ae) Y + C?2° У θ ' 
+С33!0 V2 + 2Cf3
0
 (ΔΘ) θ ' . (2.17) 
The fitting-parameters, in this case denoted C ( J , obtained from a fit as presented above 
(eqn. (2.14)), must now be compared with the С ® 0 + д instead of with the C®°. These 
fitting-parameters Ct, can be used to calculate the value of Δ Θ and the values of the 
fitting-parameters Ct] that would have been obtained if θο would have been the origin of 
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The Δθ-correction, obtained in this way for the ((CH 3) 4N) 2ZnCl4 sample was on 
the average 25 steps Ä 8.7 • IO - 4 rad. This is quite large, but in these measurements 
the extinction direction has been determined only roughly, using relatively large rota-
tion angles for the polarisers. When more attention is paid to the determination of the 
extinction direction it is easily possible to obtain corrections Δ Θ in the order of 1 step 
« 3.49 • I O - 5 rad, except, when the value of g0z becomes close to an integer times π. 
Then, the corrections become much larger. 
As can be seen from equation (2.18) the value of C2\ is also affected by the Δ θ -
correction. In figure 2.3, the thus obtained corrected values of C 2 1 are shown for the same 
measurement as in figure 2.2. A clear change in the results can be observed. 
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Figure 2.3 Fitting-parameter C 2 1 for the ((CH 3) 4N) 2ZnCl 4 sample as a function of the 
wavelength. With respect to ligure 2.2 the Δθ-correction has now been performed. 
In figures 2.4 and 2.5, the θ 0 values for this measurement are given before and after 
the Δθ-correction. There is a clear cotangent behaviour in both cases, but there appears 
to be some extra structure at about λ = 475 nm in the uncorrected data. This struc­
ture has disappeared after the correction,. The expression for
 0 is given by equation 
(2.8). The systematic errors (p, a and SY) are expected to be constants for a particular 
extinction direction. Since the paraelectric phase of ( ( C l b ^ N ^ Z n C U is orthorhombic, 
indicatrix rotation is forbidden by symmetry (Nye, 1985). Furthermore, g0 decreases 
monotonically with wavelength as we present later (figure 2.10). Therefore, one expects 
о to behave nicely as a cotangent function. Hence, the corrected results for θο have 
definitely improved. 
Remarkably, a clear difference between figures 2.2 and 2.3 is again the disappearance 
of the structure at 475 nm after the Δθ-correction. 
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Figure 2.4 The extinction direction θ 0 (— | π ) (see equation (2.8)) corresponding to fig­
ure 2.2, as a function of the wavelength. No corrections have been made. Sample: 
((CH 3) 4N) 2ZnCl 4 . 
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Figure 2.5 The extinction direction θ 0 (— | π ) as a function of the wavelength. The ΔΘ-
correction has been performed. Sample: ((CH 3 ) 4 N) 2 ZnCl 4 . 
The interpretation of HAU Ρ measurements 45 
2.4.1.2 T h e Л У - c o r r e c t i o n 
Before searching an extinction direction for a certain sample, one must make sure, that 
the polariser and analyser are crossed. This can be done by rotating the analyser at a 
fixed polariser position and searching the position of minimal intensity with no sample in 
between. In our apparatus, it appeared that the analyser was not always at a minimal 
intensity position if the polariser and analyser next both were rotated over the same angle. 
This is shown in figure 2.6, where the full circles give the correction AY to the analyser 
position, at each polariser position, necessary to have the polarisers crossed. Also shown 
is a fit to this behaviour with a sixth order polynomial. With this (arbitrary) polynomial 
it has been tried to find a reasonable description of the behaviour with a limited number 
of parameters. For some reason, apparently, the positions as determined by the stepping 
motor controller can deviate in the order of I O - 3 rad from their actual positions. This 
may be due to eccentricities of the rotation stages on which the polarisers are mounted 
(Dijkstra et al. (1991), Moxon and Renshaw (1990)), or other mechanical inaccuracies. 
As we show later, these AY values are the main cause for the necessity of including the 
systematic error SY in the HAUP intensity formula. 
© : 6YBI 
2 3 4 
Θ (rad) 
Figure 2.6 Correction AY (full circles ·) to the analyser position, necessary to have the 
analyser exactly crossed with respect to the polariser, as a function of polariser posilion. 
No sample is present. The solid line is the result of a sixth order polynomial fit to these 
data. Also indicated are the positions θ 0 ' ' ' of the four extinction directions measured for 
the ((CH3)4N)2ZnCl4 sample. In addition, the values of -SYmcoTT (©) and -SYCOTr ( ) 
at each extinction direction have been depicted. These parameters are explained in section 
2.5.2 
The sixth order polynomial fitted to the data in figure 2.6, was used to correct the 
values of Y in the linear least squares fit of the HAUP measurement with equation (2.14), 
46 Chapter 2 
in the following manner. For each of the 225 (Θ, Y) pairs, the Y value was changed 
with the value of the polynomial at the value of Θ. This, of course, changes all fitting-
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Figure 2.7 Fitting-parameter C2 1 (see equation 2.14) for the ((CH3)4N)2ZnCl4 sample 
as a function of the wavelength. With respect to figure 2.2, in this case the Δθ-correction 
(see section 2.4.1.1) and AV-correction have been performed. 
2.4.1.3 Fitt ing to fourth order in θ and Y 
The maximum rotation of the polariser was 1.95 · I O - 2 rad and the maximum rotation of 
the analyser was 9.77 · I O - 3 rad in our measurements. These angles may be too large for 
a correct description of the intensities with the HAUP intensity formula (2.9). However, 
one should still be able to obtain a value of C21 that can be compared with C2i° °f the 
HAUP intensity formula, in case the measurements are fitted to expression (2.14) with 
more parameters, for example, up to fourth order in the angles θ and Υ (η = 5). This 
has been done and the result is given in figure 2.8. In order to compare the result with 
figure 2.7, also the Δθ-correction and the ΔΚ-correction were performed in this case. A 
change in the behaviour with respect to the values of figure 2.7 can be observed, but, 
most importantly, the noise has increased. 
In figure 2.9, the fitting-parameter C41 (for the V 3 term) has been plotted as obtained 
from a similar fit (n = 5) for the ((CHs^N^ZnCl« sample. No further corrections have 
been performed, because the Δθ-correction has only been worked out for second order 
terms in the angles θ and Y. By performing this fit we wanted to check whether there 
still is some information in this term, despite the small rotation angles used. 
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Figure 2.8 Fitting-parameter C 2 1 (see equation 2.14) for the ((CH 3) 4N) 2ZnCl 4 sample 
as a function of the wavelength. The Δθ-correction and the ДУ-соггеЫіоп have been 
performed. Furthermore, the data have been fitted up to fourth order in θ and Υ, using 
η = 5 in equation (2.14). 
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Figure 2.9 Fitting-parameter C 4 1 for the Y
3
 term as a result of a fit up to fourth order in 
θ and Y, using η = 5 in equation (2.14), for the ((CH 3 ) 4 N) 2 ZnCl 4 sample. No corrections 
have been performed. 
Although we have no explicit expression for C41°, something can still be learned by 
comparing the obtained results with СЩ', given in appendix B. This Clf' behaves like 
—j<$K + sin(2g0z) §(—) + \p\· The data in figure 2.9, however, just scatter around zero. 
Therefore, they contain only noise and no information. This means that the used rotation 
angles for the polarisers are so small, that one can only find reliable information in the 
fitting-parameters belonging to terms of second order in the angles Θ and Y. In case of 
a similar fit for the quartz sample, we found values for the fitting-parameter Сц of the 
same order of magnitude, also scattering around zero. 
If we assume that the systematic errors ρ, α and SY are of the order of I O - 3 rad and 
the values of Θ and Y are maximally I O - 2 rad we find, making use of the IIAUP intensity 
formula of appendix B, that the zeroth order terms in θ and Y contribute maximally 
10 - 6 , the first order terms 1 0 - 5 , the second order terms 10 - 4 , the third order terms 10~9 
and the fourth order terms 1 0 - 8 to Γ/Γ0. This suggests that neglecting the third order 
and fourth order terms in Θ and Y, erroneous contributions of maximally 1 0 - 8 can be 
put in the fitting-parameters. Therefore, one can roughly expect errors in C21 (first order 
in Y) of 0.1 percent. 
We conclude, that using expression (2.14) with η — 3, is adequate enough for the 
rotation angles used. 
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2.4.2 The second step in the fitting procedure 
The second step in the interpretation consists of separating the sample properties 
(g0, p0 and ω) from the systematic errors (p, a and δΥ), for each extinction direction. 
This is done by studying the variation of the fitting-parameters C¡j with wavelength and 
assuming that the systematic errors are independent of the wavelength. The sample 
properties, on the contrary, are expected to show a wavelength dependence. In all cases 
presented in this section the values of the fitting-parameters Cy have been obtained from 
the first step of the fitting procedure, using both the ΔΘ- and ΔΚ-corrections. Although 
not necessary, also fitting up to fourth order, using equation (2.14) with η = 5, has been 
used, except in some cases where it is explicitly mentioned. 
2.4.2.1 The linear birefringence 
Comparing the fitting-parameters CV, of equation (2.14) with the C, ° of equation (2.10), 
one can determine the value 
4s in 2 ( 5 o z) = i (Cu + Сгг - 2(C3i - LO)). 
This, in fact, is an average over two values of 4sin2(<702), correctly taking into account 
the possible presence of small linear dichroism. By taking this average it is hoped that 
the result becomes more accurate. 
In addition, the value of the total retardation Δ = 2zJg\ + ω2 is usually determined 
separately for one wavelength of the light. This can be done, for example, with a com­
pensation method and a polarising microscope. This value will not differ substantially 
from the value of 2g0z, since the circular birefringence is usually much smaller than the 
linear birefringence. Therefore, with the help of this value Δ, the wavelength dependence 
of 2g0z can be resolved from the 4sin
2(g 0z) values, if there is a continuous change with 
wavelength and the sign of the slope of the change is known. In order to elucidate the 
behaviour of g0 with wavelength it can sometimes be very useful to perform a second 
HAUP measurement on a similar sample that has, however, another thickness. 
The linear birefringence An can be calculated from 2g0z, the sample thickness ζ and 
the wavelength of the light A: 
Δ η = -—2g0z. (2.19) 
2lTZ 
In figure 2.10 the linear birefringence Дпц is plotted for ((CHa^N^ZnCL, and in figure 
2.11 for quartz. The discontinuities in both figures correspond to wavelengths where 2g0z 
is an integer multiple of 2π. The positions of these discontinuities depend on the thickness 
of the sample. This is a demonstration of the fact that the HAUP intensity formula, as 
it is used, is not valid for these cases. 
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Figure 2.10 The linear birefringence Δ π
η
 of ((CH3)4N)2ZnCl4 as a function of the 
wavelength. The discontinuity at λ = 400 nm is a result of the fact that the HAUP intensity 
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Figure 2.11 The linear birefringence Δ η
η
 of quartz as a function of the wavelength. The 
discontinuities occur at wavelengths where the value of 2g0z equals an integer times 2тг. In 
such cases, the HAUP intensity formula expansion is not valid. 
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2.4.2.2 The linear dichroism 
In order to check whether some anisotropic surface scattering was present, the linear 
dichroism Δκ has been taken into account. It can be extracted from the fitting-parameters 
in the following way. 
First one calculates 
2ра*=\[С31-1Л+\{Сгг-С13)] 
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Figure 2.12 The linear dichroism Δκ
η
 of ((CH 3 ) 4 N) 2 ZnCl 4 as a function of the wave­
length. 
Δκχι for the ((CH3)4N)2ZnCl4 sample (the notation is the same as used for the linear 
birefringence). No clear linear dichroism can be observed. In case of the quartz sample, 
the absolute value of the linear dichroism | /c
u
 | was smaller than 6-10 - 6 for all wavelengths. 
Therefore, it was also negligible. 
2.4.2.3 The circular birefringence and the systematic errors 
Unfortunately it is not possible to calculate simply at each wavelength the value of w, 
representing the circular birefringence, since the matrix elements C
n
° and C2° (eqn. (2.9)) 
containing ω also contain the systematic errors p, a and SY. This means, that first the 
values of these systematic errors have to be found. This can be done by considering the 
wavelength dependence of the fitting-parameters. Here, we outline the methods used by 
most authors and we also propose a new method. 
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Сзі/зтЛ ver sus cot ( ^ ) 
If there is no circular birefringence 2g0z equals Δ . Then, both the values of SY and 
7 = (p — a) can be found by plotting С и / э т Д against cot(y) (Kobayashi et al., 1988b). 
The slope of the obtained straight line is SY and the intercept of the ordinate-axis is —7. 
Namely, without circular birefringence and neglecting the linear dichroism: 
Cfïl sin Δ = - 7 + SY co t ( f ). 
The result of this procedure for the fourth extinction direction of the ( ( C H s ^ N ^ Z n C ^ 
sample has been plotted in figure 2.13. The values C21 of figure 2.8 have been used. 
-6.0 
-15 -10 -5 0 5 10 15 20 25 
COt(à/2) 
Figure 2.13 A plot of C21/sinA versus cot (φ) fot the ((CII3)4N)2ZnCl4 sample. The 
straight line is a least squares fit. 
The straight line is the result of a least squares fit. In this way, we obtain the values 
SY — —2.02 · 1 0 - 4 and 7 = —3.89 · 10 - 4 . Using for this procedure the values of C21 from 
figure 2.2, obtained without any corrections in the first step of the fitting procedure, yields 
a figure in which no straight line can be recognised. This again shows the usefulness of 
performing the Δθ-correction. 
E v a l u a t i o n of C
a l in t h e case t h a t s i n ( a g 0 z ) = 0 
In case that the circular birefringence is non-zero, the procedure just described can not be 
applied. The value of SY can, nevertheless, still be obtained if there are some wavelengths 
(one is in principle enough) for which s\n2g0z = 0. For such wavelengths C21° equals 
The interpretation of HAUP measurements 53 
2SY. The linear birefringence Δ η
η
 for the ((0Η 3 ) 4 Ν) 2 Ζη0ΐ4 sample becomes zero at 
approximately λ = 400 nm as can be observed in figure 2.10. The value of C21 in figure 
2.8 at that wavelength is -4.15 · 10~4. From this we calculate SY = -2.08 · Ю - 4 which 
indeed is very close to the value —2.02· 1 0 - 4 obtained from the C2i/sinA against cot(y) 
plot. 
Θο ver sus cot( g0z) 
If there is no rotation of the optical indicatrix (oO¡ndicatrix = 0), the value of ρ + a can be 
found by plotting θο against cot (g0z) (Kobayashi et al., 1988b) as has been done in figure 
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Figure 2.14 A plot of θ 0 versus cot (gaz) for the ((CH3)4N)2ZnCl4 sample. From θ 0 , 
І7Г has been subtracted. The straight line is a least squares fit to the data. 
then θο = | ( p + a)cot {g
a
z) — \SY. In this case, the intercept with the ordinate-axis gives 
no information, since the values of θο are measured with respect to an arbitrary origin 
(θο itself is used as origin for the measurement of θ values). The value for ρ + a that is 
obtained from a least squares fit to the data in figure 2.14 is —1.43 • 10 - 3 . This procedure 
can of course also be performed if circular birefringence is present, because the expression 
for θο is independent of ω. 
From the values of (p + a) and 7 = (p — a) obtained from the Сц/ sin Δ versus cot( y ) 
fit one can calculate the ellipticities ρ and a. 
In case that there is no region where the circular birefringence is zero 7 = (ρ — a) can 
not be obtained. However, if one assumes ρ to be an apparatus constant, denoted p, it 
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could be measured using an optically inactive (ω = 0) reference crystal, as has been done 
by Kobayashi et al. (1988b). Then, from ρ and p + a, one can get a and thus 7 = (ρ — a). 
It is stated by Kobayashi et al. (1988b) that a is not an apparatus constant, because it 
depends on the exact way the light beam traverses the analyser. We show later that also ρ 
can not be considered to be an apparatus constant and that the use of a reference crystal 
method is dangerous, therefore. 
A new method: A total fit to C a i 
Here, we propose a new method for obtaining 7, SY and (p + a). Consider the expression 
for С2і° when there is no circular birefringence: 
Cfj0 (ω = 0) = 2δΥ cos2(g0z) -(ρ-a) sin(2g0z) + (p + a)2p0z cot(g0z). 
Since, at this stage of the interpretation, both g0 and p0 are known we can perform a 
linear least squares fit (Deming and Morgan, 1979) to the data. The fitting-parameters 
are 25 Y, — (p — a) and (p + a). The value of (p + a) is of course only reliable if the linear 
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Figure 2.15 Total fit to the C21(u = 0) values of figure 2.7 for the ((CH3)4N)2ZnCl4 
sample. The full circles (·) are the data of figure 2.7 and the open circles (o) the fitted 
values. A line has been drawn through the latter to guide the eye. 
In figure 2.15 we show the result of such a fit to the C21 data of figure 2.7. As explained 
in section 2.4.1.3, a fit with η = 3 using expression (2.14) in the first step of the fitting 
procedures is adequate for the followed measurement procedure. Therefore we took the 
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• ' к 
data of figure 2.7 (fit up to second order in θ and Y) rather than those of figure 2.8 (fit 
up to fourth order in θ and У), because the noise is less in figure 2.7 and we want to 
demonstrate the optimal performance of our HAUP. As one can see in figure 2.15, an 
almost perfect fit is possible. The largest deviation between the fit and the data is about 
6-10-5. We obtain SY = -2 .31 ·1(Γ\ -y = {p-a) = -5.09-ΚΓ 4 and (p+a) = -1 .07-КГ 3 . 
From a similar fit to the data of figure 2.8 (obtained by fitting up to fourth order in Θ 
and Y in the first step of the fitting procedure), we obtain the values: SY = —1.77 • 10 - 4 , 
7 = (p - a) = -4.08 • 10" 4 and (p + a) = -7.13 · 10 - 4 . In case of SY and 7 these results 
agree reasonably with those obtained from the Сгі/з іпД versus cot(y) plot 
(SY = -2.02 · 10 - 4 and 7 = -3.89 · 10~4). The value of (p+a) is indeed clearly wrong 
as expected, since there is no linear dichroism. If there is circular birefringence, like in 
*10~3 
* 
' • ' • ' • 
300 400 500 600 700 
Wavelength (rvm) 
Figure 2.16 Total fit to the C 2 1 data of the quartz sample. The full circles (·) are the 
C 2 1 data from the measurement and the open circles (o) are the result of the total fit to 
these data. A line to guide the eye has been drawn connecting the open circles. The open 
triangles (Δ) are the values of the term 26Y сов2 {g0z) obtained from the total fit. 
quartz, a fit as proposed here will give the wrong values for the parameters SY', p — a and 
p + a, because the influence of ш/д
а
 is not included. However, when the fit is performed 
anyway one will observe considerable differences between the fit and the data. This is, 
therefore, an elegant method to inspect whether there is circular birefringence or not, 
in samples where it is unclear. Quartz is optically active and this can immediately be 
seen in figure 2.16 where the obtained data for C21 and the fit to these data are shown. 
The fit matches the data at about λ = 475 nm, but at smaller and larger wavelengths a 
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the term 2SY cos2(g0z) as it is found from the fit. The maxima, of this term correspond 
to wavelengths where g0z is an integer multiple of π. As explained before, in the case 
that there is circular birefringence one can still find the value of SY by evaluating the 
Сгі curve at precisely those points. Remarkably, in figure 2.16, the C21 curve intersects 
the 2SY cos2(g0z) curve exactly at its maxima and minima, meaning that the obtained 
value SY = 1.73 • 1 0 - 4 from the total fit to C21 is correct. Nevertheless, the value for 
7 is wrong, because if SY is correct the 7 obtained from the fit is in fact the average of 
((p — a) + u)/g0) over all wavelengths. 
A total fit t o С ц 
In the same way as just described for C211 also a total fit to С ц can be performed in case 
that there is no circular birefringence. The fitting-parameters should give the values of 
{SY)2, (p - a ) 2 , -SY(p - a), - ( p - a)(p + a) and SY(p + a) (see eqn. (2.9)). We have 
performed such fits, but a good fit to the data was not possible. This is probably due 
to the fact that one should include in Сц 0 an extra term AQ. According to Kobayashi 
and Uesu (1983) AQ represents the overall effect of incoherent scattering and of multiple 
reflections of the light beam at the sample surfaces. It is very likely that this term AQ is 
not constant, but varies in an unpredictable way with wavelength. Then, a total fit to 
Сц is not useful. 
The calculation of the circular birefringence 
After the determination of all systematic errors, in one of the ways described above, one 
can calculate 
ш/2д0 = к 
from the C21 values. A; is a measure for the ellipticity of an eigenpolarisation of the 
light in the sample. Figure 2.17 depicts the values thus obtained from figure 2.7. At 
wavelengths larger than λ = 525 nm the results for \k\ are smaller than 2 • 1 0 - 5 . At 
λ = 400 nm a divergence can be observed. This is expected, since g0 goes through zero 
at that wavelength. 
Subsequently the circular birefringence is calculated as follows: 
n
r
 - m = Δ η u/g0 = 2Ank. (2.20) 
In this way, one achieves the results given in figure 2.18. As one can see, the absolute 
value of the circular birefringence is smaller than 6 • 1 0 - 9 for almost all points. 
The circular birefringence of the quartz sample was calculated using the ÍK value 
1.73 • 10 - 4 as obtained from the total fit to the C21 data, described above. There was 
no need to know the value of ρ + α, as there turned out to be no linear dichroism. In 
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comparison with the results of Moxon et al. (1991) for the values of k, a best match was 
obtained by taking 7 very small (i.e. 7 = 0). The resulting circular birefringence is plotted 
in figure 2.19. It also agrees very well with the value found by Kobayashi et al. (1988b) for 
A = 632.8 nm. Note that, strictly speaking, the value of 7 has not been determined in our 
HAUP measurement. It has been obtained by comparing the data with measurements of 
others (Kobayashi et al. (1988b), Moxon et al. (1991)). Unfortunately, we will question 
their methods of determining 7 later on. However, as already stated by Moxon et al. 
(1991), one at least knows, that for quartz the value of 7 is small compared with the 
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Figure 2.17 The ellipticity к = (ы/2д
а
) as a function of the wavelength for the 
((CH3)4N)2ZnCl4 sample. 
The wavelengths at which 2g0z equals an integer times 2π can clearly be observed 
as discontinuities in figure 2.19. The most singular points have been omitted from the 
figure. This measurement shows that the HAUP method is indeed capable of separating 
linear from circular birefringence, but that very good care must be taken for the cases 
that sin(<7oz) becomes small. Moreover, the determination of 7 is problematic in the case 
that there is circular birefringence. This problem is addressed in the next section. 
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Figure 2.18 The circular birefringence (Gn/ñ) = (η
Γ
 — n , )
u
 of ((CH 3 ) 4 N) 2 ZnCI 4 as ¡ 
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Figure 2.19 The circular birefringence (Gn/ñ) = (nr — n , ) u of quartz as a function of 
the wavelength The points corresponding to the discontinuities in figure 2 11 have been 
omitted, since the HAUP intensity formula is not valid there 
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2.5 Behaviour of the systematic errors 
All four extinction directions have been measured for the ((CHe^N^ZnCU sample. Be-
cause the paraelectric phase is centrosymmetric, it has no circular birefringence. There-
fore, it is ideally suited for examining the behaviour of the systematic errors. There are, 
namely, no problems, of the kind discussed in section 2.4, in determining their values. 
Systematic Error 
and Fit Method 
SY from 
-ßVrr versus cot(^) 
βιη(Δ) v 2 > 
SY from 
total fit to C 2 1 
7 from 
•-Ϊ4Δ) v e r s u s c o t ( t ) 
7 from 
total fit to C21 
ρ + a from 
Θο versus cot(<70z) 
First exl. 
direction 
-8.70 • IO" 5 
-1 .03 · ю - · 
-4.77 · IO" 4 




-2.23 • IO" 4 
-1.96 -IO" 4 
-4.18 ·10- 4 
-4.30 · Ю - 4 
-1.53 · 1 0 " 3 
Third ext. 
direction 
6.88 · IO" 5 
3.32 · IO" 5 
-4.16 · 1 0 " 4 
-4.23 · IO" 4 
1.08 · IO" 3 
Fourth ext. 
direction 
-2.02 · IO" 4 
-1 .77-IO" 4 
-3.89 · IO" 4 
-4.08 · IO" 4 
-1.43 · IO" 3 
Table 2.2 The values of the systematic errors SY, 7 = ρ — a and ρ + a as obtained 
from the different ways of fitting, described in the text, for alt extinction directions of the 
((CII3)4N)2ZnCl4 sample. 
In table 2.2, the results for the systematic errors are given for all four extinction 
directions. In the first step of the fitting procedure all corrections as described in section 
2.4.1.1, 2.4.1.2 and 2.4.1.3 have been performed. 
From the comparison of the first row with the second and the third row with the fourth, 
we may conclude that the total fit to C21 has given approximately the same results as the 
C2i/sin(A) versus cot(y) fit and therefore works very well, as expected. 
2.5.1 The ell ipticities ρ and a 
In table 2.3 the ellipticities ρ and a are given as they were calculated from 7 (third row 
of table 2.2) and ρ + a (fifth row of table 2.2). 
From this table we must conclude that neither ρ nor a can be considered to be an 
apparatus constant. Remarkably, however, the values for the first and third extinction 
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direction almost coincide and the same holds for the values of the second and fourth 
extinction direction. We always observe this behaviour in our measurements. It shows that 
the ellipticity of the light emerging from a polariser depends strongly on the orientation of 
the polariser. The ellipticity even changes sign upon a rotation of π/2 in this measurement. 
Rotating the polarisers over π however, results in an equal ellipticity. 
At present, we are not able to explain this behaviour. Ortega et al. (1992) remark, 
that there is an effect of spurious birefringence of the cryostat windows giving parasitic 
ellipticities. However, in their case this results from windows between the polarisers and 
the sample. Therefore, it can not explain the behaviour that we have found, because in 
our set-up the total polariser-sample-analyser system is in the vacuum cryostat between 
the windows. 
It is important to realise that our experiments have, nevertheless, shown that the 
ellipticities can be taken constant for a certain extinction direction, if the value of Θο does 
not vary too much. Problems can be expected if there is a large indicatrix rotation. If 
the polarisers have to be rotated over an appreciable angle for a new HAUP measurement 








2.74 • 10~4 
-9.72 · Ю-4 
3.33 · ю - 4 
-9.11 • IO" 4 
а 
7.51 · Ю - 4 
-5.54 · Ю - 4 
7.49 · К Г 4 
-5.23 · Ю - 4 
Table 2.3 The ellipticities ρ and α as calculated from the third and fifth row of table 2.2. 
This means that the method of assuming ρ to be an apparatus constant ρ and deter­
mining it with a reference crystal, as done by Kobayashi et al. (1988b), is only possible if 
the reference crystal and the sample have exactly the same positions of their extinction 
directions. 
Furthermore, an alternative method that has been proposed by Moxon and Renshaw 
(1990) and has been used by Dijkstra et al. (1992) will be wrong in general, too. In 
this method, 7 is determined by comparing the C21 values of two succeeding extinction 
directions. They have assumed that upon changing the extinction direction, ρ and α 
remain the same and that ш/д„ changes sign. The latter is true, but the values of ρ 
and a change (unpredictably) when the polarisers are rotated over \π. In case of the 
measurements on the ((CHa^N^ZnCU sample we have tried this method, but the values 
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of 7, thus obtained, were always clearly wrong. However, in the set-up used by Moxon 
and Renshaw (1990) the polarisers remain at their position and the sample is rotated 
over ^π when the extinction direction is changed. In that way, their method may indeed 
work, although one still expects that the value of α changes upon rotating the crystal, 
because the exact way in which the beam traverses the analyser, changes, as the findings 
of Kobayashi et al. (1988b) have shown. 
2.5.2 The behaviour of SY 
In this section the behaviour of the systematic error SY and its cause are investigated. 
In table 2.4, the SY values obtained from a C 2 i/ sin Δ against cot f y j fit are given for 
all extinction directions of the ((CH3)4N)2ZnCl4 sample. For the first column, iVuncorT., 
the data of figure 2.3 were used and for the second column, SY
corT, the data of figure 2.7. 
The difference between them is thus the correction of the analyser position using a sixth 
order polynomial, as described in section 2.4.1.2. Also given in table 2.4 are the values 









-6.27 · IO"4 
5.07 • IO"4 
2.41 · IO"4 
SYcoTT 
-6.96 · IO" 5 
-2.45 • Ю - 4 
7.09 • IO" 5 
-2.45 • Ю - 4 
AVfit 
1.1 IO" 4 
3.8-Ю- 4 
-4.2 • Ю - 4 
-4 .3 · Ю-4 
¿Kncorr-í-AY-flt) 
- 7 . 5 - I O " 5 
-2.47 · IO"4 
8.7 · IO"5 
-1.89 ·10" 4 
SYcorr{U) 
3.92 · IO"7 
2.47 · IO"6 
6.83 • IO"7 
5.80 · IO-7 
Table 2.4 The behaviour of the systematic error SY after fitting with or without correc-
tions, as described in the text. 
The values of — <Я^
п<:огг and — ¿V^orr are also depicted in figure 2.6 at the four θο 
values of the extinction directions. Clearly, all four values — SY
unc0n are very close to 
the measured AY curve. Furthermore, the SY
con
 values are almost precisely equal to 
SYuncorr — {—A^fit)· This means that indeed the deviation AY of the analyser from its 
supposed position Y is the main source for the appearance of the systematic error SY 
instead of a misorientation of the sample as suggested by Kobayashi et al. (1988b). 
A very precise knowledge of the analyser position is, therefore, essential for the reduc­
tion of ¿У-errors in HAUP measurements. Such knowledge might be provided by the use 
of angle encoders as is done by Moxon et al. (1991) and Ortega et al. (1992). 
Here, we propose another way in which one can reduce the ¿У-еггог, without the use of 
encoders. Consider the variation in the values of AY for all analyser positions belonging to 
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the measurement of a single extinction direction. Since the total rotation of the analyser is 
only 9.77· I O - 3 rad in such a measurement the variation in the AY values will be extremely 
small and we think that it is justified to correct all analyser positions with the same value 
AY in the first step of the fitting procedure. Doing so, using AY = — δΥ
αηα>Ττ from table 
2.4, the values <5 ^ 0 Г Г (ІІ) given in table 2.4 were obtained from a C2i/ sin Δ against cot ( y j 
fit in the second step of the fitting procedure. The values ÍViorr(H) are so small, that 
their influence is negligible. In this way, without the use of encoders, we have obtained 
a method of (almost) completely eliminating the systematic error SY. Using encoders 
(Moxon et al., 1991) the magnitude of the remaining contribution is comparable. 
We have also tested the contribution to δΥ of a misorientation of the sample 
(Kobayashi et al. (1988b), Moxon and Renshaw (1990)) by deliberately placing the front 
sample surface clearly non-perpendicular to the light beam. This indeed increases the SY-
error. However, we think that in practice the sample can be positioned so well that the 
contribution to SY from its misorientation is much smaller than the Δ Κ part described 
above. 
A third contribution to SY can be caused by drift in the motor drivers or rotation 
stages as observed by Ortega et al. (1992). These authors found a drift of the order of 
2-10- 4 rad from the initial crossed-polariser position after the time of a typical experiment. 
In our apparatus, comparable drifts of about 1 · I O - 4 rad can sometimes be observed. 
Still other causes for SY have been discussed by Moxon and Renshaw (1990) and 
Moxon et al. (1991). 
2.5.3 The H A U P intensity formula for different extinction directions 
The study of the behaviour of the systematic errors has shown that for all extinction 
directions the same HAUP intensity formula can be used if the following relations are 













































The relations (2.11) are thus inadequate and should be replaced by the relations (2.21). 
As a result of a HAUP measurement, the magnitude and sign of u>/g0 are found. Un­





Usually, however, it is possible to determine the orientation of the fast and slow axes in 
a separate experiment (e.g. polarising microscope). If, in the HAUP measurement the 
fast axis was along the polarisation of the light emerging from the polariser for a certain 
extinction direction, g0 should be taken positive. In case that it is the slow axis, g0 is 
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negative. With that knowledge then, the sign of ω is found. A negative ω corresponds to 
a dextrorotatory crystal. 
2.6 The quality and sensitivity of HAUP measurements 
At this point we would like to point out that there are several possibilities for determining 
the quality of a HAUP measurement during the fitting procedures. 
For example, if in the first step of the fitting procedures the correction Δ Θ as de­
scribed in section 2.4.1.1 is small, the HAUP measurement has indeed been performed in 
the close neighbourhood of an extinction direction, as is desired. Then one can expect 
that the goodness-of-fit value that can be calculated for the linear least squares fit to the 
intensities (Ortega et al., 1992) is optimal. 
Furthermore, during the second step of the fitting procedures, the systematic errors ob­
tained from a total fit to C21 and those obtained from the Сгі/віпД against cot ( jj and 
θο against cot (g
a
z) plots will be comparable for a good measurement. 
A possible test for the quality of the sample preparation is the following. In case that 
the sample is non-absorbing for the wavelength of the light used, the linear dichroism is 
expected to be negligible. If, nevertheless, a large linear dichroism is found, one should 
look carefully at the quality of the sample. It is advisable to examine always the sample 
under the polarising microscope before performing a HAUP measurement. A clear extinc­
tion between crossed polarisers must be observed. Also, it must be very well possible, of 
course, to compensate the total retardation Δ caused by the sample, with a compensator. 
Furthermore, if the birefringence is not too small, the polarising microscope can be used 
to check the plane-parallelism of the sample. 
A final test for the quality of a HAUP measurement is that the results for the sample 
properties should agree nicely between the measurement of different extinction directions. 
Regarding all these checks, the measurements described in this paper turned out to be 
very good. 
Of course, after having established the possibility of performing high quality mea­
surements, one would like to know how sensitive these measurements are for the various 
optical properties. In order to get an idea, it is instructive to consider the resolution with 
which polariser positions can be set. 
For example, during the determination of θο, which is used to find a rotation of the 
optical indicatrix, intensities are measured for a set of polariser positions keeping the 
analyser crossed. The minimum rotation angle for the polarisers is 3.49 · I O - 5 rad in our 
instrument. The position of minimal intensity is then determined by fitting a parabola 
through the measured points. Ideally, one should be able to find this angle with a higher 
precision than the minimal rotation angle. In practice, the spread in the found minimum 
is in the order of 1 · I O - 5 rad. This means that the sensitivity for detecting rotations of 
the optical indicatrix is in the order of 1 • I O - 5 rad. If a Δθ-correction is performed, as 
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described in section 2.4.1.1, the sensitivity may be increased. 
The circular birefringence is, in a way, found by determining the position of the ab­
solute intensity minimum in the close neighbourhood of an extinction direction, with 
respect to the position θ = Y = 0. This interpretation is explained by Moxon and Ren-
shaw (1990). Therefore, also for the parameter u/gB = 2fc one can expect a sensitivity 
roughly in the order of 1 · 1 0 - 5 . Indeed, in figure 2.17 a value for | к |< 2 • 10~5 is observed, 
for not too small values of g0. This has resulted in values for the circular birefringence 
| n
r
 — 7i/1< 6 • 1 0 - 9 , but of course the sensitivity for the circular birefringence depends on 
the magnitude of the linear birefringence. 
It is more difficult to get an idea of the sensitivity with which the linear birefringence 
can be determined. Nevertheless, the HAUP method provides a separation between linear 
and circular birefringence. In many other methods the linear birefringence is measured 
as if it were the only optical effect present. The HAUP method takes the presence of 
circular birefringence correctly into account. In practice, a rough estimate can be made 
for the sensitivity if several extinction directions are measured. One compares the results 
for 4 sin2 (g0z) of one extinction direction with those of another, for all wavelengths. In 
case of the ((CHe^N^ZnCU sample, the differences between these values were on the 
average 0.02. The corresponding differences in the linear birefringence Δ η were smaller 
than 1 · 10 - 6 . Probably the accuracy can be increased by averaging first the 4sin 2 (g0z) 
values of all extinction directions and calculating then the linear birefringence from this 
average. In case that only one extinction direction has been measured, one can compare 
the obtained values of Сіз and C22 (see equation (2.9)). 
2.7 Conclusions 
In this paper, we have conscientiously reexamined the working principle of HAUP. We 
have described some improvements to the experimental set-up and treatment of the sam­
ples, that have been carried out. In addition, the HAUP intensity formula has been 
derived in a general and rigorous way and the approximations made in this derivation 
have been discussed. Furthermore, the behaviour of systematic errors and their causes 
have been studied and discussed. Using this knowledge, the fitting procedures used in 
the interpretation of HAUP measurements were carefully reviewed and mistakes in the 
interpretation and experimental set-up used for earlier measurements have been revealed. 
Moreover, estimates of the sensitivities with which the various optical properties can be 
determined have been made. 
We think that this analysis has led to a better understanding of the way HAUP mea­
surements must be performed. It should provide a mean to investigate the controversies 
in experimental results. In the very near future we plan to publish measurements of opti­
cal activity in incommensurately modulated crystal phases, that have a centrosymmetric 
average structure, using this improved technique. 
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Appendix A 
The expansions of the terms P\A* up to fourth order 
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Description 
ellipticity of light polarised by analyser 
Jones vector describing the analyser 
matrix defining the HAUP intensity formula, derived 
with respect to an eigenpolarisation as origin for the 
polariser reading and up to fourth order terms in the 
parameters θ , Υ, δΥ,ρ, a and ω 
matrix defining the HAUP intensity formula, derived 
with respect to an extinction direction as origin for 
the polariser reading and up to third order terms in 
the parameters θ , Υ, δΥ,ρ, a and ω 
matrix containing the fitting-parameters for a fit up 




correction to polariser position reading 
rotation of the optical indicatrix 
correction to analyser position reading 
systematic error, describing a small deviation of the 
analyser from its supposed position 
the gyration tensor 
the gyration in a certain direction в 
representation for linear birefringence in Jones 
calculus 
List of symbols 73 
intensity of light incident on the polariser 
intensity of light emerging from the analyser 
a measure for the ellipticity of the eigenpolarisations 
absorption coefficient for the first (linear) 
eigenpolarisation 
absorption coefficient for the second (linear) 
eigenpolarisation 
wavelength of the light 
angle defining analyser position 
refractive index belonging to one (linear) 
eigenpolarisation 
refractive index belonging to the other (linear) 
eigenpolarisation 
average of all main refractive indices 
refractive index belonging to a right circular 
eigenpolarisation 
refractive index belonging to a left circular 
eigenpolarisation 
circular birefringence 
n¡) representation for circular birefringence in Jones 
calculus 
ellipticity of light polarised by polariser 
ellipticity ρ considered to be an apparatus constant 
representation for linear dichroism in Jones calculus 
Jones vector describing the polariser 
Jones matrix describing the sample 
unit wave vector of the light 
angle defining polariser position 
position of polariser defining an extinction direction 
alternative reading system for the analyser 
thickness of the crystal platelet 
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Application of the High Accuracy Universal 
Polarimeter to magnetic and absorbing crystals 
Application of the High Accuracy Universal Polarimeter 
to magnetic and absorbing crystals 
M. Kremers and H. Meekes 
Abstract 
In this paper we show that the High Accuracy Universal Polarimeter can be used to investi-
gate the optical properties of (almost) any crystal through which light can be transmitted. 
The only extra condition is that the reciprocal linear birefringence (or the reciprocal linear 
dichroism) of the sample is large with respect to the other optical effects that are present. 
The sample is allowed to exhibit reciprocal linear birefringence and reciprocal circular 
birefringence. This is the situation for which the High Accuracy Universal Polarimeter 
was originally intended. We show, however, that also reciprocal linear dichroism and 
reciprocal circular dichroism may be present. The method can, therefore, be applied to 
(weakly) absorbing crystals. Furthermore, optical effects are taken into account that are 
related to the breaking of time-reversal symmetry. These are the non-reciprocal circular 
birefringence, non-reciprocal circular dichroism, non-reciprocal linear birefringence and 
non-reciprocal linear dichroism. This means that, under some conditions, each (weakly) 
absorbing, magnetic crystal can be investigated with the High Accuracy Universal Po-
larimeter. We derive a unified formula for the intensity change of the light that propagates 
through the Polarimeter. This expression can be used to determine the (complex) eigen-
polarisations of an arbitrary sample. Moreover, it is shown how this unified formula can be 
translated to a formula in terms of the different biréfringent and dichroic optical effects. 
The relevant formula for a specific case can, therefore, directly be given. The method 
is demonstrated by means of measurements on samples of N1SO4 · 6H2O. This mate-
rial shows reciprocal linear birefringence, reciprocal linear dichroism, reciprocal circular 
birefringence and reciprocal circular dichroism, simultaneously. 
3.1 Introduction 
The study of optical properties of single crystals has a long tradition. Nowadays, it is still 
very important. The main reason for this lies in the fact that optical effects in crystals are 
symmetry-dependent, tensorial properties. Whenever new crystalline phases are discov-
ered that have interesting physical properties, optical studies are often performed in order 
to study the symmetry. In addition, the occurrence of a phase transition into such a phase 
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can be detected by means of optical measurements, because optical properties depend on 
the order parameter. Also fluctuations of the order parameter may be detected (Ferré 
and Gehring, 1984). Furthermore, optical properties can be related to the bandstructure 
of a material, especially in the case of absorbing crystals. 
The (new) crystalline phases that are currently of interest often have involved struc-
tures. In advance, the symmetry of these phases is not always clear. Consider, for ex-
ample, the high-Tc superconductors that are subject of many investigations. It has been 
proposed that so-called anyons, being excitations that obey fractional statistics, exist 
in these materials (Kalmeyer and Laughlin (1987), Laughlin (1988a), Laughlin (1988b)). 
The anyons are supposed to break both the spatial inversion and the time reversal symme-
try (Wen and Zee (1989), Halperin et al. (1989), Kitazawa (1990), Dzyaloshinskii (1991)). 
Many optical experiments have been performed (Fabre and Boceara, 1992 and references 
therein) with the aim of detecting this symmetry breaking. The relevant optical effects 
that were (supposedly) observed were very small. Therefore, a lot of dispute remained 
and, to our knowledge, the situation has not yet been clarified. 
A second example of crystals with an involved structure is formed by the magneto-
electric crystals. In these crystals an electric polarisation can be induced by an applied 
magnetic field and a magnetisation can result from the action of an applied electric field 
(O'Dell, 1970). It has been predicted (Brown et al., 1963) that a new optical effect can 
exist in these magneto-electric crystals, even when no external field is applied. It is a 
result of the coupling between the electric and magnetic field of the light itself. The effect 
is called gyrotropic- or non-reciprocal- or Jones-birefringence (Hornreich and Shtrikman 
(1968), Graham and Raab (1992)). Throughout this paper we use the name non-reciprocal 
linear birefringence. It can give rise to a shift of the principal axes of linear birefringence 
and a change in the propagation velocity of plane electromagnetic waves. Hornreich and 
Shtrikman (1968) have estimated that the shift of the principal axes is in the order of 
IO - 6 rad, which is extremely small. As far as we know, the only experimental indication 
for the existence of non-reciprocal linear birefringence has been reported by Pisarev et al. 
(1991). 
As a last example, we want to discuss the case of incommensurately modulated crys-
tals (de Wolff (1974), Janner and Janssen (1977), de Wolff et al. (1981), Janner et al. 
(1983)). In these crystals an extra periodicity, the modulation, is present which is incom-
mensurate with the basic 3-dimensional translation lattice. Therefore, the corresponding 
3-dimensional lattice translational symmetry is broken. It has been suggested that, for 
example, spatial inversion symmetry can be broken due to the presence of the modulation 
(Uesu and Kobayashi (1985), Kobayashi et al. (1986), Meekes and Janner (1988)). This 
has been tested by measuring the optical activity (i.e. reciprocal circular birefringence) 
of these crystals (see, for the most recent results Kobayashi et al., 1994 and references 
therein). Optical activity can not exist in a centrosymmetric medium. In a number of 
cases, it has been claimed that a very small, but non-zero optical activity was measured 
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in these incommensurately modulated crystals that are, on the average, centrosymmetric. 
However, also for these measurements, there remains a lot of dispute (Ortega et al. (1994), 
Krerners and Meekes (1994a), Kremers et al. (1994b)). 
There are clear resemblances between the just described examples. In all cases, one 
searches for very subtle optical effects. Their measurement is usually complicated con-
siderably by the presence of other, much larger optical effects. The crystals are mostly 
optically anisotropic and in many cases also absorbing. Therefore, the subtle effects have 
to be separated from biréfringent as well as dichroic properties in an appropriate way. 
Unfortunately, many experiments are still performed in which the contribution of these 
optical effects is conveniently neglected or wrongly taken into account. In this paper, we 
investigate how the High Accuracy Universal Polarimeter can be put to use for the correct 
measurement of subtle optical effects in crystals that are both biréfringent and dichroic. 
The High Accuracy Universal Polarimeter (HAUP) has been introduced by Kobayashi 
and Uesu (1983) for the measurement of small reciprocal circular birefringence in the 
presence of considerably larger reciprocal linear birefringence. One of the important prin-
ciples of this polarimetrie method is that the optical system is kept very simple. In fact, 
it only consists of a polariser, the sample and a second polariser, called analyser. In this 
way, the number of systematic errors that have to be taken into account is kept minimal. 
Furthermore, the rotation angles of both polarisers are restricted to a small range. This 
allows for the derivation of the so-called HAUP intensity formula, which expresses the 
intensity of the light, propagated through the optical system, as a function of the rotation 
angles of the polarisers, the properties of the sample and the intrinsic systematic errors. 
By fitting the intensities, measured at different combinations of polariser angles, to the 
HAUP intensity formula one is able to detect values of reciprocal circular birefringence 
that are smaller than the magnitudes of the systematic errors. Simultaneously, the re-
ciprocal linear birefringence is found. Moreover, the rotation of the principal axes of this 
birefringence can also be obtained. It has been shown by Moxon and Renshaw (1990) that 
the HAUP method can also be applied to detect small reciprocal linear and reciprocal 
circular dichroism in the presence of considerably larger reciprocal linear birefringence 
(see also, Moxon et al., 1991). 
With this paper, we extend the HAUP method, so that it can be applied to absorbing 
crystals of all (magnetic) symmetry classes. First, it is explained how the optical prop-
erties of such a crystal can be described both in terms of material tensors and in terms 
of parameters that were given by Jones (1948). It is shown that the latter description is 
more convenient. Therefore, we want to derive the HAUP intensity formula in terms of 
the Jones parameters. It is realised, however, that there are many cases in which either 
the reciprocal linear birefringence or the reciprocal linear dichroism is large with respect 
to the additional optical effects. The most important goal of this paper is to show that 
these cases can be unified in one HAUP intensity formula. This formula is expressed in 
terms of the eigenpolarisations of a general sample. Subsequently, specific examples are 
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discussed. The crystal is taken to be linearly biréfringent and dichroic for all examples. 
The principal axes of both effects are assumed to be the same. The use of HAUP is dis-
cussed for the case that, in addition, small reciprocal circular birefringence and reciprocal 
circular dichroism are present. This case is demonstrated by means of measurements 
on N1SO4 • 6 H 2 0 . Furthermore, the case is studied in which the principal axes of re-
ciprocal linear dichroism and reciprocal linear birefringence do not coincide. Finally, it 
is shown, that it should be possible to detect the non-reciprocal linear birefringence in 
magneto-electric crystals. 
3.2 The description of linear optical properties of crystals 
The study of the linear optical properties of crystals usually starts with the investigation 
of the so-called proper waves. These are plane waves that can propagate in the crystal 
without a change of their polarisation. The proper waves are found by solving the Fresnel 
equations; the combination of the Maxwell equations and the constitutive equations for 
plane waves (see for example Ramachandran and Ramaseshan, 1961). The linear opti-
cal properties of a crystal depend, therefore, on the material tensors in the constitutive 
equations. In case that the frequency of the light is far from natural magnetic resonance 
frequencies, the magnetic permeability tensor μ can be approximated very well with the 
unit tensor. The constitutive equations then become: 
A(r) = е,]Е](т) + ЪзкЩ^ (3.1) 
Bt(r) = Я,(г). 
This is the case that we treat in this paper. The tensor ε specifies the local response and 
the tensor 7 specifies the nonlocal response of the medium. The wavelength A of the light 
is long with respect to typical lattice constants a of crystals. The effects originating from 
the non-local response, therefore, have a magnitude in the order of α/λ with respect to 
the effects caused by the local response (Agranovich and Ginzburg, 1984). 
A classification of optical effects can be given by separating the tensors e and 7 in 
real, imaginary, symmetric and antisymmetric parts: 
e = e ' + e" = e" + ε'α + i (ε'" + ε"") 
7 =γ + γ = у
 + у» + і(у + у»), 
where a single prime denotes the real part and a double prime the imaginary part. The 
symbols s and a denote that the tensor is, respectively, symmetric or antisymmetric in 
its first two indices. 
In table 3.1 the possible optical effects are associated with the different parts of the 
tensors ε and 7. Each of the optical effects can be described by two proper waves that 
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Table 3.1 Descriptions of optical effects that can occur in transmission optical measure­
ments; R. — Reciprocal, N.R. = Non-Reciprocal. Both the description in terms of specific 
parts of material tensors and in terms of Jones parameters is given. Furthermore, the oc­
currence (+) or absence (—) of the effects is indicated for non-absorbing crystals and for 
non-magnetic crystals. 
have different polarisations and that propagate with different velocities, for each direction 
in the crystal. The polarisations of the proper waves are orthogonal in case that the 
crystal is non-absorbing. Moreover, the propagation velocities are real in that case. They 
become complex, however, if the crystal does absorb light, in which case the polarisations 
of the proper waves are no longer necessarily orthogonal. 
In magnetic crystals the effects associated with ε" or with f' are allowed, contrary to 
non-magnetic crystals. These effects are non-reciprocal; the (complex) velocities of the 
proper waves change if the light path is reversed. However, without changing the prop­
agation direction of the light with respect to the sample, it is still possible to separate 
non-reciprocal linear birefringence from reciprocal linear birefringence and non-reciprocal 
linear dichroism from reciprocal linear dichroism. On the other hand, the non-reciprocal 
circular birefringence can not be distinguished from reciprocal circular birefringence and 
non-reciprocal circular dichroism can not be distinguished from reciprocal circular dichro­
ism in this way. 
The tensor ε has, in principle, 9 different complex elements, whereas the tensor 7 can 
have 27 different complex elements. This means, that the optical properties of a general 
absorbing and magnetic crystal are determined by 2 ж 36 different numbers. It is obvious, 
therefore, that a description which uses the full tensors e and 7 is not convenient for the 
interpretation of optical experiments. In an experiment, usually one sample is present 
which is traversed by the light in a specific direction. For this orientation, one wants to 
measure the values of each of the eight possible optical effects in table 3.1. A description 
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that is very well suited for such an approach is the Jones matrix calculus (Jones, 1948). It 
must be emphasised that this calculus was derived by Jones using a superposition method. 
In most cases this gives the same solutions as those that follow from solving the Fresnel 
equations. Sometimes, however, the Jones calculus gives different results. An example 
is the case of light propagating in the neighbourhood of an optic axis (direction of zero 
reciprocal linear birefringence) in an optically active, biaxial crystal (Ramachandran and 
Ramaseshan, 1961). In this paper we use the Jones matrix calculus, but we consider only 
those cases for which either the reciprocal linear birefringence or the reciprocal linear 
dichroism is relatively large, so that the superposition method is valid (Ramachandran 
and Ramaseshan, 1961). 
The parameters that were introduced by Jones (1948) for the various optical effects 
have also been given in table 3.1. They can all be expressed in terms of a difference of two 
indices. At the end of this paper a list of symbols has been added in which the meaning 
of all these indices is explained. Both the symbol ω and the symbol 8 appear twice in the 
table. This indicates that in case of the circular optical effects it is not possible to separate 
reciprocal effects from non-reciprocal effects if only one direction of light propagation is 
used. 
In case of a general sample and light entering at normal incidence, the electric field 
E(z) at distance ζ from the entrance surface is determined by the Jones matrix S ac­
cording to E(z) — SE(0). The Jones matrix S can be written in terms of the Jones 
parameters (Jones, 1948): 
S = exp (TNz) χ (3.2) 
cosh(QNz) + (p„ + ig0) sinh(QNz)/QN ((p„5 + ig45) - (ω + iS)) sinh(QNz)/QN \ 
((P45 + ¿545) + (ω + iS)) sinh(QNz)IQN cosh(QNz) - (p 0 + ig0) sinh(QNz)/QN J 
where 
TN = ——(/t + m), 
«1 +ТІ2 
Κχ + K2 
and 
QN = (Po + І9о)2 + (P45 + ід*ь)2 - (ω + iS)2. 
The proper waves of a sample can be represented by the eigenvectors of the corresponding 
Jones matrix S. If the crystal is non-absorbing p 0 , δ and p4s equal zero. The Jones matrix 
is then unitary. Consequently, the eigenvectors are orthogonal (Jones, 1942). In case that 
the crystal is absorbing, the eigenvectors can be non-orthogonal. 
Before using, however, the Jones matrix of equation (3.2) for several specific cases 
we construct another Jones matrix S in terms of the parameters that define two general 
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eigenpolarisations (i.e. proper waves), according to the procedure given by Jones (1942). 
The advantage of this approach is that the HAUP intensity formula that is derived from 
the latter Jones matrix unifies many of the specific cases that can be described with the 
matrix (3.2), as is derived. 
3.3 The derivation of the H A U P intensity formula 
The HAUP method is a polarimetrie method. Normally incident, monochromatic, circu­
larly polarised light propagates successively through a polariser, the sample and a second 
polariser that is called analyser. The intensity of the emerging light is measured for dif­
ferent settings of the polarisers. The measured intensities are subsequently fitted to the 
HAUP intensity formula that describes the intensity change Г/Го °f the light traversing 
the optical system. In order to make the method as sensitive as possible, the systematic 
errors that are known to be present are included in the description. The values of the 
systematic errors are, therefore, simultaneously determined during the fitting procedure. 
The basic HAUP set-up that is used in our laboratory has been described by Dijkstra 
et al. (1991). Several changes were made in this set-up, which have been reported by 
Kremers and Meekes (1994a). In the latter reference the HAUP intensity formula was 
rederived for the case of small reciprocal circular birefringence in the presence of consid­
erably larger reciprocal linear birefringence. Here, the HAUP intensity formula is derived 
in a similar way. 
Polariser Sample Analyser 
Figure 3.1 The optical system of HAUP, consisting only of a polariser, the sample and 




) and the angles (θ, Л) are referred to in the text. 
In figure 3.1 the basic optical system of HAUP is presented. The vectors tii and n 2 
indicate the principal axes of the linear birefringence. If the crystal is non-absorbing, 
these coincide with the main axes of the (elliptic) polarisations of the proper waves. The 
polariser is represented by a Jones vector P. The polarisation direction of the light emerg-
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ing from the polariser is represented by the angle Θ. This angle is measured with respect 
to one of the directions n¿=i i 2 . The angle Λ denotes, in a similar way, the polarisation 
direction of the analyser with respect to the other direction TI¿=2 ,I. Consequently, the 
polarisers are crossed when = Λ. A HAUP measurement with the origin for θ close 
to n i is called the measurement of the first extinction direction. If the sample is rotated 
over | π rad, θ is measured with respect to n 2 as in figure 3.1. The second extinction 
direction can then be measured. 
Even very high quality polarisers do not perfectly polarise light. The polarisation of 
the light emerging from them is still slightly elliptical. The corresponding ellipticities, 
denoted ρ and a respectively, have a magnitude in the order of 10~4. These are two of the 
systematic errors that are taken into account in the HAUP method. The Jones vectors 
of these non-ideal polarisers are (Dijkstra et al., 1991): 
cos cos ρ — i sin sin ρ λ 
sin cos ρ + i cos sin ρ J 
) 1 0.0 ί 
The intensity change Г/Го can be calculated if the Jones matrix S is specified: 
Г / Г 0 = | А ^ Р | 2 . (3.4) 
In some cases (see Dijkstra et al., 1991) it is possible to derive an explicit expression 
Г/Го( ,Л) for arbitrary positions of both polariser and analyser. Nevertheless, that 
expression can not be used as such in order to extract the desired information by fitting 
the measured intensities. 
It was realised by Kobayashi and Uesu (1983), however, that it is nowadays possible 
to set polarisers at positions with an accuracy of about 5 · I O - 6 rad. Therefore, the angles 
and Л can be restricted to values within a range that is comparable with the magnitude 
of the systematic errors (O(10 - 4 )) that are present. Consequently, it is possible to expand 
the HAUP intensity formula (3.4) up to low order terms in the angles θ and A, in the 
systematic errors and in any optical parameter in the Jones matrix S that is expected to 
be small. The thus obtained HAUP intensity formula can then be used to fit intensities 
that have been measured for a set of different polariser angles within the above mentioned 
small range. 
In the next section, we first derive a HAUP intensity formula in terms of the param­
eters that describe two general complex eigenpolarisations. The result can be considered 
to be the unified HAUP intensity formula. It can be used to determine, for any sample, 
the complex ellipticities of the eigenpolarisations simultaneously with the (complex) bire­
fringence. Usually, however, one is interested in measuring the values of specific optical 
effects as they have been given in table 3.1. Therefore, the HAUP intensity formula is 
' - ( S M 
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subsequently derived by using the Jones matrix (3.2). It is shown that the result is anal­
ogous to the unified HAUP intensity formula. Therefore, it is possible to give expressions 
for the complex ellipticity angles of the eigenpolarisations in terms of the Jones parame­
ters. The shapes of the eigenpolarisations that one finds in this way for specific examples, 
agree with those that can be derived from the corresponding material tensors e and 7 by 
means of the Fresnel equations. 
3.3.1 The unified H A U P intensity formula 
A general polarisation state of light is represented by figure 3.2. It is characterised by the 
azimuth angle φ £ [0, π) and the ellipticity angle χ € [—π/4, π/4]. The azimuth angle φ 
is the angle between the major axis of the ellipse of vibration and the positive direction 
of the x-axis of the reference coordinate system. The ellipticity angle χ is the arctangent 
of the ellipticity e. This ellipticity is defined as the ratio of the minor axis length and the 
major axis length. Its sign is positive for right-handed polarised light and negative for 
left-handed polarised light. The polarisation state in figure 3.2 can be represented by a 
two-dimensional complex vector J in the Jones matrix calculus: 
j _ ( cos φ cos χ — ism φ sin χ 
\ sin φ cos χ + i cos φ sin χ 
Figure 3.2 The polarisation state of light. The propagation direction is towards the 
reader. A counter-clockwise rotation in time is called a left-handed polarisation state. A 
clockwise rotation in time is called a right-handed polarisation state. The parameters are 
addressed in the text. 
(3.5) 
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In principle, two independent eigenpolarisations exist for light propagating in a cer­
tain direction in a crystal, but for all cases that we consider the major axes of the two 
corresponding ellipses of vibration are orthogonal to each other. We do take, however, 
arbitrary ellipticities for both eigenpolarisations: 
X! = k„ - k
a 
Хг = k, + k
a
. 
The first eigenpolarisation {ri\ in figure 3.1) is given azimuth angle φ = 0. The second 
eigenpolarisation (n-¡ in figure 3.1) has, therefore, azimuth angle φ = π/2. Thus, on a 
Cartesian basis, the Jones vectors of the eigenpolarisations are: 
/ cos(k,-k
a
) \ , / ¿s in(-fc s - fc a ) \ , , , . 
J l
 = [ i sin(fcs - *.) ) and Ji = { « . ( - * . - K) ) • <3·6) 
From the eigenpolarisations we construct the coordinate transformation matrix R: 
- 0 cos(fc, - ka) Jsin(-fcs - ka) sm(k, — ka) cos(-k, - ka) (3.7) 
W{ 
where 
The propagation velocities of the eigenpolarisations are taken to be c/ni and с/тіг, where 
Πι and n 2 are the (complex) refractive indices and с is the light velocity in vacuum. The 
response of the sample on its eigenvector basis { J χ, J г) is then 
= ( Τ Λ- ) · <3·8) 









and ζ is the thickness of the sample platelet. The Jones matrix S of the sample on the 
Cartesian basis is calculated in the following way: 
S = RWoRT1 







)sin(A/2) cos(A/2)- i s in(A/2) ) ' (ЛшШ} 
In the actual calculation we have included terms up to third order in the ellipticity angles, 
which were assumed to be small. This assumption is valid for light propagating not too 
close to an optic axis. In the final result, however, only first order terms in the ellipticity 
angles remained. In this paper, therefore, we have omitted quadratic or higher order terms 
in these angles. It is shown later, that the ellipticity angles can be expressed in terms of 
the Jones parameters. The relevant parameters can, in turn, be related to the tensor 7 
of equation (3.1). The corresponding ellipticity angles are, therefore, small (0( f ) ) with 
respect to Δ , provided that Δ is not too small. 
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Using the Jones matrix S of equation (3.10) we now demonstrate how one calculates 
the HAUP intensity formula (3.4). For this, it is necessary to calculate A'SP. This has 
been done in the following way: 
A*SP = cos(A/2) {Р
Х






 зіп(Д/2) (Ρ,A" - P2A[) 
+ -2к.ат(А/2)(Р1А; + Р2Аш1). (3.11) 
In appendix С the expansions for the terms P\A\ + P2A2, PiA\ — P2A2, P\A2 — P2A\ and 
P\A\ + P2A\ are given up to third order in Θ, Λ, ρ and a. It has been shown by Kremers 
and Meekes (1994a) that this is sufficient for the angles Λ and θ that are used in the 
experiments. 
Note, that all parameters Δ, k
a
 and k3 are complex numbers in absorbing crystals. 
Therefore, we substitute 
Δ - iE for Δ, 
k'a+ik'¿ for К 
and k', + ik'l for к,. (3.12) 
Before calculating A'SP it must be noted that the angle Л is usually not used in 
HAUP experiments. Instead, the position of the analyser is read with respect to the situ­
ation in which both polarisers are crossed (Kobayashi and Uesu, 1983). In this alternative 
reading system the position of the analyser is indicated with the angle K, in such a way 
that for Y — 0 the polarisers are crossed. Furthermore, it is necessary to discuss another 
systematic error, SY, that is encountered in HAUP measurements. This systematic error 
describes a small deviation of the actual analyser position from its supposed position. The 
origin of this error can, for a large part, be found in mechanical inaccuracies in the system 
that is used to rotate the polarisers (Kremers and Meekes (1994a) and reference therein). 
One can change to the new reading system for the analyser by substituting θ + Y + SY 
for Λ in all terms in appendix C. Indeed, in this way one has that Λ — Θ = Y + SY. The 
systematic error SY is small (C(10 - 3 )) and is therefore treated in the same way as the 
other small parameters. 
The HAUP intensity formula, derived up to third order terms in SY, Υ, Θ, ρ and a, 
can then be written in the following form (Moxon and Renshaw, 1990): 
г/Го = ( ι Y Y2) c;3px3) l e i . (3.13) 
The matrix elements of Cl^^ are given in appendix D. The superscript e.p. means 
eigenpolarisation, referring to the fact that the angles θ in this expression are supposed 
to be read with respect to a major axis of an eigenpolarisation. 
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Experimentally, the exact position of such an eigenpolarisation is difficult to find. 
Therefore, it is better to use a reference for the angle Θ that can be found more accurately. 
An extinction direction is chosen for this reference. It corresponds to that orientation of 
the sample between crossed polarisers for which the transmitted intensity is minimal. In 
our set-up the extinction direction is found by rotating both polarisers simultaneously, 
while keeping them crossed, until the intensity is minimal. The position of the polariser 
at an extinction direction is denoted Θο· This position can be calculated from equation 
(3.13). It is the value of Θ for which: 
¿Γ 
<5 
= 0. (3.14) 
This gives the following expression for Θο: 
Note, that θο differs from the position of the eigenpolarisation ( θ = 0). This difference is 
not only caused by the optical properties of the sample, but also, for a large part, by the 
systematic errors, ρ, a, and SY. This shows the importance of taking these systematic 
errors appropriately into account. The value of 0 O is measured with respect to an arbitrary 
origin in a HAUP experiment. Nevertheless, if the behaviour of θο can be recorded as 
a function of Δ or E it is still possible to use θο for the determination of changes in 
[К-Ю-
It will be clear that the position θο can be found very accurately. Therefore, it is used 
as origin for the reading of polariser angles. The corresponding HAUP intensity formula 
for this reading system is obtained by substituting θ + θο for θ and expression (3.15) for 
θ 0 in equation (3.13). 
Finally, the unified IIAUP intensity formula is obtained: 
Γ/Γ0 = ( 1 Y Г 2 ) Cf3°x 3 ) θ , (3.16) 
where 
<& = (2 к - к) - (ρ -
 α )) .„(Δ)+(*+;) gif :$psin(A) 
Cf2° = 2eE-2cos(A) 
CS" = e E (3-17) 
Cfi = 2(cosh(£)-cos(A)) 
C%° = 0. 
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All other elements of C,3°x3·, are zero, except for Cl°. This term has not explicitly been 
worked out, because it is not used to extract optical parameters from a measurement. The 
superscript Θο indicates that, for this HAUP intensity formula, an extinction direction 
has to be used as origin for the reading of the angles . Note, that we have found a 
different sign for E in the expression for C22° as Dijkstra et ai. (1991). More important, 
though, is the fact that we have not used the assumption that E is small with respect to 
Δ, as opposed to Moxon and Renshaw (1990) and Dijkstra et al. (1991). 
The unified formula (3.16) corresponds to the measurement of the first extinction 
direction. The polarisation of the light emerging from the polariser has a direction close 
to n i . The same formula can, nevertheless, be used when the second extinction direction is 
measured. The polarisation direction of the polariser is then close to n 2 . In the derivation 
of the HAUP intensity formula one only has to interchange the ellipticily angles χ ι and 
Χ2· This comes down to changing the signs of k'
a
 and k". The same formula (3.16) can, 
therefore, be used for the second extinction direction if the signs of k'
a
, к", Δ and E are 
reversed. It is important, however, to determine the values of the systematic errors for 
each extinction direction separately (see Kremers and Meekes, 1994a), because they can 
behave in an unpredictable way. 
Considering the form of the HAUP intensity formula (3.17), we fit the intensities, that 
are measured in a HAUP experiment, against a polynomial equation of the form: 
Γ = ( 1 Y Y') C ( 3 X 3) θ 2 · ( 3 · 1 8 ) 
Note, that Го is included in the fitting-parameters C t J . The fitting procedure that we 
use is a linear least squares method (Deming and Morgan, 1979). Not all elements of 
С(зхз), which are the actual fitting-parameters, need to be free in the fit. We only 
allow for С ц , C21, C12, C22, Cai and C13 to be non-zero. Ci 2 is allowed to be non-zero, 
because this fitting-parameter indicates how well the position of the extinction direction 
has been determined. It can even be used to improve the results by means of the so-
called Δθ-correction (see for a detailed analysis Kremers and Meekes, 1994a). The thus 
obtained fitting-parameters Ct] give the values of the expressions for the corresponding 
matrix elements C t J° of equation (3.17). It is clear that both E and cos(A) can simply 
be calculated from C 2 2 and C31. 




, к" and 
к". These have to be extracted from the fitting-parameter C21 and the measured value 
for the extinction direction θο· The measurement of a single extinction direction is not 
sufficient to do this. Two extinction directions have to be measured to separate k
a
 from 
k3. The procedure of extracting these ellipticity angles is treated explicitly for the case 
of measurements on N1SO4 · 6H2O in section 3.4. Here, we proceed with the derivation 
of the HAUP intensity formula, using the Jones matrix of equation (3.2). In fact, the 
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, k" and k" can be expressed in terms of Jones 
parameters. 
3.3.2 H A U P intensity formulae in terms of optical effects 
With this paper we want to show that HAUP can have a much wider application in 
crystal optics than the simultaneous measurement of small reciprocal circular birefringence 
and large reciprocal linear birefringence. We consider those cases in which the Jones 
parameters 545, р4в, w and δ can be considered small with respect to g0 and p0. 
We expand the matrix elements of (3.2) up to first order in the small parameters 345, 
P45, ω and δ. The small optical effects only appear up to first order in the final expressions, 
even if one derives the HAUP intensity formula up to third order in all small parameters. 
This has been checked explicitly for all cases. Therefore, the following expansions can be 
used: 
cosh{QNz) = cosh [(p0 + ig0)z] + 0(2) = cos [{g0 - iPo)z] + 0(2) (3.19) 
sinh(Qjyg) sinh [(ρ» + ig0)z] g0 + ipa . • ч , , „íos 
ñ = и • .·„ ч + ° ( 2 ) = ¿t.„i am (fe - φ , ) * + 0(2)· 
QN (PO + tgo) РІ + 9І 
With these expansions the Jones matrix (3.2) becomes: 
S « exp {-{k + m ) ^ ) χ 
cos[(g0-ip0)z]+is'm[(g0-ip0)z] { {даРлі - Ро9\ъ - ΐ»ω + pj) 
+¿(g0545 + Ρ0Ρ45 - д06 - раш) } χ 
sin [(д0 - ¿pp)г] 
Po+flo 
{ (SoP45 - P0P45 + 5oW - p0S) 
+i(9o945 + P0P45 + gJ + ρ0ω) } χ 
sin[{g0-iPo)z] c o s [ ( 5 o _ ) г ] _ . s ¡ n [{ga _ )g] 
\ Po+9o I 
(3.20) 
The only Jones parameters that do not change their sign upon a change of the extinc-
tion direction are δ and u>. Therefore, it follows that, given the substitutions of equation 
(3.12), the matrix (3.20) has the same form as the matrix (3.10) except for the factor 
exp Ι— (к + m)2jpl. The relation between the parameters is given in table 3.2. The 
HAUP intensity formula for this case is, consequently, given by: 
Γ/Γ« = exp ( - 2 * ^ ) ( 1 Y Y2 ) С * , , f θ ì , (3.21) 
where the matrix elements C®° are obtained by substitutions in equation (3.17) according 
to the scheme given in table 3.2. 
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1 9 J + Рош 
2
 РІ + ίί 
К 
1 0O045 + P0P45 
2
 Po+*o 
Table 3.2 The relation between the description of the IIAUP method in terms of eigen-
polarisations and in terms of Jones parameters 
In most experiments not all optical effects of table 3.1 have to be taken into account. 
Several specific cases will now be addressed that can be expected to be of interest. 
3.3.2.1 Uniaxial or orthorhombic biaxial crystals that are absorbing and non­
magnetic 
First, we study the case in which non-reciprocal linear birefringence and non-reciprocal 
linear dichroism are absent; g4i = p 4 5 = 0. Furthermore, we suppose that the crystal is 
uniaxial or orthorhombic biaxial, so that the reciprocal linear birefringence and reciprocal 
linear dichroism have mutual principal axes. This is accounted for by means of the 
parameters g0 and p„. There are many non-magnetic, coloured crystals that belong to 
this case. 
The optical effects of such a sample can be found by fitting the measured intensities in 
the HAUP experiment to the polynomial equation (3.18). The obtained fitting-parameters 
Cij give the values of the corresponding elements Ctj". It is seen that the determination 
of both the reciprocal linear dichroism, Δκ = j^E, and the value of cos(A) is indepen­
dent of the presence of small reciprocal circular birefringence or small reciprocal circular 
dichroism. From cos (Δ) the value of Δ can usually be constructed if the reciprocal linear 
birefringence is known for a certain temperature and wavelength λ (Kremers and Meekes, 
1994a). An alternative method for the simultaneous measurement of reciprocal linear 
birefringence and reciprocal linear dichroism has been reported by Rivera (1992) for mea­
surements with a polarising microscope. Sometimes one is certain that for a part of the 
measurements k'
a
 is zero. The value of (p — a) can then be determined from the values of 
the fitting-parameter C21 by means of a linear least squares fit for this part, because Δ 
and E are known. Subsequently, k'
a
 can be calculated from C21 for the other part. 
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Suppose that one has been able, in this or another way, to extract the value of 2k'
a 
from the fitting-parameter C21 and the value of 2k" from the measured Θο· The circular 
birefringence and the circular dichroism can then be calculated using: 
n
r







In many practical cases the reciprocal linear dichroism is also small. Then, one has: 
n
r
- n , = (Ak'
a
)— (3.24) 
Kr-K, = ( Δ Α £ ) — , (3.25) 
TTZ 
if second order terms in the small parameters can be neglected. 
3.3.2.2 Linear Birefringence and Linear Dichroism with different principal 
axes, biaxial crystals, no circular effects 
The principal axes for reciprocal linear birefringence and reciprocal linear dichroism were 
taken to have the same directions in the previous subsection . Here, we want to demon­
strate that these effects can also be measured simultaneously in non-orthorhombic biaxial 
crystals. Their principal axes do not necessarily coincide then. For the time being, we do 
not consider any circular optical effects: δ = 0 and ω = 0. 
We assume that the principal axes of the reciprocal linear dichroism make a small 
angle, apä, with the principal axes of the reciprocal linear birefringence. The latter are 
taken to be the coordinate axes. The reciprocal linear birefringence is, therefore, described 
by the parameter g0. To account for the fact that the reciprocal linear dichroism has 
different principal axes one must include both p0 and p4 5 . The parameter p4s is small 
with respect to p0 and g0 because we have assumed that the angle apg is small. This angle 
can be calculated from p0 and р\ъ (Jones, 1948): 
tan(2o
r o
) = ^ . (3.26) 
Po 
From table 3.2 it can be seen that, in this case, the (small) angle tan(2a P 3 ) gives rise 
to eigenpolarisations that have equal ellipticity. This means that they have the same 
handedness. Therefore, the eigenpolarisations are non-orthogonal, contrary to the case 
presented in section 3.3.2.1. By measuring two successive extinction directions in a HAL'P 
experiment it is, therefore, possible to discriminate between that case and the present one. 
In case that also circular birefringence and circular dichroism are present it is still 
possible to extract all optical effects from the HAUP measurement. Again, this is done 
by measuring two extinction directions. From the polynomial fits of both measurements 
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one calculates the symmetric and antisymmetric parts kt and fc„. After that, all optical 
parameters can be obtained by a comparison with the expressions in table 3.2. Of course, it 
is necessary to know the value of p — a. This value is usually determined by measurements 




 are known to be zero. 
The HAU Ρ method can also be used in cases where the angle apg is large. For this, 
however, it is necessary that also p 0 is small with respect to ga. For many coloured biaxial 
crystals this is still a valid approximation. The angle apg can take any value if p0 and 
р4Б have the same order of magnitude. Moreover, because p0 is small the equations (3.17) 
can correspondingly be expanded. 
3.3.2.3 The measurement of non-reciprocal effects: non-reciprocal linear 
birefringence and non-reciprocal linear dichroism 
In this section we demonstrate the way in which HAUP can be used to measure the non-
reciprocal linear birefringence or the non-reciprocal linear dichroism. Again, a crystal is 
considered that is both linearly biréfringent and linearly dichroic. In addition, we include 
non-reciprocal linear birefringence by means of the Jones parameter (745 and we take p4s 
equal to zero. Later, we discuss the case where non-reciprocal linear dichroism is present. 
The rotation agg of the principal axes of the linear birefringence is given by (Jones, 1948): 
tan(2aM ) = 9—. (3.27) 
So 
As explained before, it is expected that the non-reciprocal linear birefringence is very 
small (O(10 -6 rad), see Hornreich and Shtrikman, 1968). 
The HAUP intensity formula that is obtained in this way, is very analogous to the one 
found in section 3.3.2.2 for dichroic, biaxial crystals. It will not be surprising, that the 
latter also represents the case of non-reciprocal linear dichroism. Suppose that in a crystal 
the principal axes of reciprocal linear dichroism and reciprocal linear birefringence would 
be symmetry restricted to the same directions if the magnetic ordering were neglected. 
It is possible that the actual symmetry of the magnetically ordered crystal allows for 
non-reciprocal linear dichroism. This, in turn, causes the existence of a (small) angle 
between the principal axes of linear dichroism and linear birefringence, which is exactly 
the situation treated in section 3.3.2.2. The difference between the two situations is, 
however, that in case of non-reciprocal linear dichroism the Jones matrix would change 
if the direction of light propagation through the crystal were reversed. In non-magnetic 
crystals, on the other hand, the Jones matrix is always invariant under a reversal of the 
light path. 
The experiment that we suggest for the measurement of non-reciprocal linear birefrin-
gence or non-reciprocal linear dichroism is, therefore, a temperature dependent HAUP 
measurement of a uniaxial or biaxial orthorhombic crystal that undergoes at some tem-
perature a phase transition into a magnetically ordered state. The symmetry of this 
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state must, of course, allow for non-reciprocal linear birefringence or non-reciprocal linear 
dichroism. Unfortunately, both spatial inversion symmetry and time reversal symmetry 
must then be broken (Brown et al., 1963). This implies that the crystal can also be cir-
cularly biréfringent and circularly dichroic. Therefore, one has to take these effects into 
account, but they can be separated if two extinction directions are measured. Another 
possibility to detect non-reciprocal effects is to perform an additional HAUP measurement 
in which the orientation of the sample with respect to the direction of light propagation 
is reversed. 
3.4 Experimental results 
3.4.1 The example of N i S 0 4 · 6 H 2 0 
In order to demonstrate how one can separate the parameters that represent small opti-
cal effects from a HAUP intensity formula we have chosen the example of the greenishly 
coloured N1SO4 · 6H2O. This crystal is interesting for several reasons. It is a uniax-
ial crystal, space group P4i2i2 that exhibits reciprocal linear birefringence (Stadnicka 
et al., 1987), reciprocal linear dichroism (Moxon et al., 1991), reciprocal circular birefrin-
gence (Underwood et al., 1938) and reciprocal circular dichroism (Grinter et al., 1970). 
AU of these optical effects, except the linear birefringence, show a clear variation with 
wavelength. In case of the cited references, the circular birefringence and the circular 
dichroism were determined by means of measurements along the optic axis. Both the 
linear birefringence and the linear dichroism are then zero. The advantage of HAUP is 
that circular birefringence and circular dichroism can also be measured in directions where 
linear birefringence and linear dichroism are non-zero. 
Crystals of N1SO4 · 6H2O are further interesting, because at low temperatures they 
are paramagneto-electric (Hou and Bloembergen, 1965). This means that the crystal can 
be considered to be magneto-electric if it is placed in an external magnetic field. In this 
sense it can be described as a quasi-moving dielectric crystal (O'Dell, 1970). We are 
planning to build a HAUP set-up that can operate in high magnetic fields. With this 
set-up it is then possible to study the optical properties of magneto-electric crystals using 
paramagneto-electric NÌSO4 · 6H 2 0 . 
Previous HAUP experiments by Moxon et al. (1991) have shown that for NÌSCV6H2O 
it is possible to measure linear and circular dichroism, using the assumption that the 
linear dichroism is small. They were unable, however, to detect the circular birefringence. 
Moreover, the behaviour of the circular dichroism as a function of wavelength was shown, 
but only in arbitrary units. Unfortunately, they did not specify the orientation of the 
sample that was used in their experiment. 
Here, we present the results of HAUP measurements on NÌSO4 · 6H2O for two different 
sample orientations. In the first sample, thickness ζ = 0.70 mm, the light propagates 
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in a direction that makes an angle of 15°40' with the optic axis. In the second sample, 
thickness ζ = 0.10 mm, the light propagates in a direction perpendicular to the optic axis. 
For both samples we have determined the values of linear birefringence, linear dichroism, 
circular birefringence and circular dichroism as a function of wavelength. In each case, 
two extinction directions were measured. 
3.4.2 The H A U P intensity formula for N i S 0 4 • 6 H 2 0 
In case of N1SO4 · 6H2O it is safe to assume, for visible light, that the linear dichroism 
is small with respect to the linear birefringence (Moxon el al., 1991). Therefore, we 
conveniently expand the expressions for C21° and Θο for small linear dichroism. The other 
expressions are used in their original form. Thus, we get the following HAUP intensity 
formula: 
Г/Го = exp ( - 2 * ^ ) ( l Y Y2) Cf3°x3) Ι Θ J , (3.28) 
where the matrix elements Cff are given by equation (3.17) if we substitute: 
, πζ n
r
 - ni 
»
И
 Α Δ 
and 
k' = 0. 
The expanded expression for Θο is: 
Θο « -\δΥ + i ( p + a) cot(A/2) - " ^ - ^ - . (3.29) 
3.4.3 Determinat ion of the optical properties of N1SO4 • 6H2O 
The intensities measured in the HAUP experiments have been fitted to the polynomial 
equation (3.18). During this fitting procedure the so-called ΔΘ-correction (see Kremers 
and Meekes, 1994a) has been performed. From the fitting-parameters C¿¿ one has to 
determine the optical properties. 
First the factor Гоехр (— 2 « ^ ) is determined: 
Г0ехр ( - 2 « Ç ) = JC3l(Cl3-(C22-C31)) (3.30) 
and all fitting-parameters are divided by this factor. Then, the linear birefringence Δ η = 
2 ^ Δ is constructed from cos2(A/2): 
cos
2(A/2) =hl+ C M ) - \c
n
. (3.31) 
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At λ = 500 nm the linear birefringence is n0 — ne = 1.517—1.493 = 0.024 (Stadnickaet al., 
1987). Using this information, the linear birefringence as a function of wavelength can be 
derived from the cos2(A/2) values. In figure 3.3 the result is shown for both samples. 
0.0 
300 400 500 600 700 
Wavelength (nm) 
Figure 3.3 The linear birefringence Δη = n1 — n2 of NiS04 · 6H20 for light propagating 
at two different angles φ with respect to the optic axis; о (lower curve) corresponds to φ = 
15°40', О (upper curve) corresponds to φ = 90°. 
The linear dichroismA« = ^E is calculated from: 
£ = 1п(б7зі). (3.32) 
The results have been plotted in figure 3.4. It is clear that at right angles to the optic axis 
both the linear birefringence and the linear dichroism are largest. This is as expected, 
because for light propagating along the optic axis both optical effects are necessarily zero 
for a uniaxial crystal. The results show that the linear dichroism can, indeed, be taken 
small with respect to the linear birefringence. Therefore, we can use the expansions made 
above (section 3.4.2). The linear dichroism shows a peak at λ = 400 nm. The onset of 
another peak is observed at λ = 625 nm. This agrees with the results of Moxon et al. 
(1991). 
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Figure 3.4 The linear dichroism Δκ = /Cj — κ 2 of NiS0 4 • 6H 2 0 for light propagating 
at two different angles φ with respect to the optic axis; о corresponds to φ = 15°40', Ρ 
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Figure 3.5 The fitting-parameter С 2 1 as a function of the wavelength for the sample in 
which the light propagates at an angle φ — 15°40/ with respect to the optic axis. 
The obtained fitting-parameters C21, as a function of the wavelength of the light, are 
given in the figures 3.5 and 3.6. There is a much larger variation in the maxima (and 
minima) in figure 3.5 than in figure 3.6. This indicates that the wavelength variation of 
к'
л
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Figure 3.6 The fitting-parameter C21 as a function of the wavelength for the sample in 
which the light propagates at an angle φ = 90° with respect to the optic axis. 
Consider, now, the expression for this fitting-parameter C21. The value of 2SY can 
be found if there is a wavelength at which sin(A) = 0 and E « 0. Thus, we find 
2SY{X = 611nm) = -1 .1 • 10" 5 from figure 3.5 and 2ÍV(A = 530nm) = - 2 . 2 · 1ГГ4 from 
figure 3.6. The value of ρ + α is obtained by plotting the measured values of Θ 0 against 
соЦД/2) in a region where the circular dichroism can be neglected. In this case, this is 
the same region as where the linear dichroism is small (Moxon et al., 1991). The plot is 
then a straight line, because: 
о » Up + a) cot(A/2) - UY. (3.33) 
The slope of this line equals | ( p + a). The intercept of the line with the 0
o
-axis can not 
be used to determine SY, because the values of θα are measured with respect to some 
arbitrary origin. Thus, we have found ρ + a = —2.3 • 10 - 4 for the sample in which the 
light propagates at an angle φ = 15°40' to the optic axis. For the other sample we have 
found ρ + a = 2.8 • 1 0 - 3 . 
At this point of the interpretation the linear birefringence, the linear dichroism, the 
value of SY and the value of ρ + a are all known. Therefore, it is possible to calculate 
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2k'
a
 — (ρ — a) from the fitting-parameter C^x- It is known that the optical activity changes 
sign at λ = 503 nm for light propagating along the optic axis. Therefore, we have taken 
values of ρ — a such, that 2k'
a
 + (p — a) « 0 at this wavelength. In the figures 3.7 and 3.8 
we show the values of k'
a
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 as a function of the wavelength for the sample in which the light propagates 
at an angle φ = 15°40' with respect to the optic axis. 
The discontinuities in the figures arise at those wavelengths where sin(A/2) = 0. 
The first reason for this is that the assumptions made in deriving the HAUP intensity 
formula are not valid when Δ equals an integer times 2π (Kremers and Meekes, 1994a). 
Secondly, it is very difficult to subtract exactly the correct contributions 2δΥ cos(A/2) 
and E(p + a) cot(A/2) from the fitting-parameter Cai- Therefore, terms can remain in k'
a 
that behave as (sin(A/2)) _ 1 and (sin(A/2))~2. These terms are singular whenever Δ/2 
is equal to an integer times π. The observed discontinuities are, therefore, no sample 
properties. We have to conclude that the results of the HAUP method must be evaluated 
very carefully in regions where sin(A/2) is close to zero. 
From k'
a
 the circular birefringence n
r
 — щ is calculated in the following way: 
nT — щ 
-ΔΚ. (3.34) 
The circular birefringence of the sample with an orientation of φ = 15°40' to the optic 
axis is given in figure 3.9. In the same way this could have been done, for the other sam­
ple. The obtained circular birefringence is then, approximately, of the same magnitude. 
Nevertheless, the determination of the circular birefringence in directions perpendicular 
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-2.5 




 as a function of the wavelength for the sample in which the light propagates 
at an angle φ = 90° with respect to the optic axis. 
*10' 
-1.0 
300 400 500 600 700 
Wav e leng th (nra) 
Figure 3.9 The circular birefringence n
r
 — n, as a function of the wavelength for the 
sample in which the light propagates at an angle φ = 15°40' with respect to the optic axis. 
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to the optic axis is more difficult, because the linear birefringence is very large there. As 
a result, k'
a
 becomes very small for this direction, so that it is difficult to measure it. 
Moreover, it is not easy to make the sample so thin that the number of times that Δ/2 
becomes equal to an integer times π is limited. In this case, the thickness was only 0.10 
mm, but, still, six discontinuities are observed in the measured wavelength interval (see 
figure 3.8). The circular birefringence of figure 3.9 has, except for the discontinuities, a 
wavelength dependence as can be expected from the measurements along the optic axis 
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Figure 3.10 The circular dichroiam к
г
 — к, as a function of the wavelength for the sample 
in which the light propagates at an angle φ = 15°40' with respect to the optic axis. 
The only optical property that still has to be determined is the circular dichroism. It is 
calculated by comparing the values of θο of the first and the second extinction direction. 
For the first extinction direction there is a contribution — ™ " г~" 1 to θο and for the second 
extinction direction there is a contribution Ί - у ' ' д 1 1 1 . The values of θο are measured 
with respect to some arbitrary origin. Nevertheless, one knows that the two extinction 
directions differ by an angle π/2, except for the contributions | ((p + a)cot(A/2) — SY). 
The values of the latter terms are already known. Therefore, these are subtracted from θο. 
Furthermore, π/2 is subtracted from the values of θο of the second extinction direction. 
^ + se. The difference that is left between the two extinction directions is then -
At this point we take the additional systematic error ¿Θ into account. This error exists 
for the same reason as the SY-етгот. The actual orientation of the polariser can differ 
from its supposed position due to, for example, mechanical inaccuracies in the driver 
system. The systematic error ¿Θ can be determined if there is some region, where the 
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circular dichroism is zero. After having removed the ¿ -еггог one calculates the circular 
dichroism к
г
 — K¡. For the sample with an orientation of φ — 15°40' to the optic axis we 
have plotted the circular dichroism in figure 3.10. In this case, we have neglected δθ so 
that the circular dichroism approaches zero at λ = 545 nm. 
A peak in the circular dichroism is observed at λ = 400 nm. The structure within 
this peak is probably caused by the fact that there is a wavelength there for which Δ/2 
equals ηπ. A measurement with another sample thickness could be used to check this. 
The onset of a second circular dichroism peak is observed at λ = 625 nm. The circular 
dichroism for the sample with the other orientation gave a more or less horizontal line, 
without structure. One can expect the circular dichroism to be extremely small for that 
orientation, because it will be even smaller than the circular birefringence. We have seen 
above that the latter is already very difficult to measure. 
3.5 Discussion and Conclusions 
In this paper we have shown that the HAUP method can be applied to a wide variety 
of crystals of any symmetry. The method allows for a precise separation of small optical 
effects (even non-reciprocal ones) from relatively large reciprocal linear birefringence and 
reciprocal linear dichroism, but also from systematic errors. The latter must always be 
taken into account for accurate measurements. The small optical effects have been shown 
to be responsible for the (complex) ellipticities of the eigenpolarisations that can propagate 
in the crystal. The HAUP intensity formula can be given in a unified form in terms of these 
eigenpolarisations. It can then be used to measure the complex ellipticities of an arbitrary 
sample. On the other hand, it is possible to translate the unified HAUP intensity formula 
directly into the corresponding expression in terms of the Jones parameters. Then, one 
can measure the magnitude of the optical effects that are expected to be present in the 
sample. 
The presence or absence of optical effects can give information about the breaking 
of spatial-inversion symmetry (e.g. in incommensuralely modulated crystals), of time-
reversal symmetry (e.g. in high-T
c
 superconductors), or of both (e.g. in magneto-
electrics). In all cases, there is a large interest for this information, but the optical 
effects that might occur are expected to be very small. Therefore, it is important to have 
an idea of the sensitivity of HAUP for such effects. It has been explained by Kremers 
and Meekes (1994a) that this sensitivity is, approximately, equal to the accuracy with 
which polarisers can be set at a certain position. It is, therefore, reasonable to assume 
a sensitivity of 1 · I O - 5 rad for the measurement of the ellipticity angles k'3, k'a, k" and 
k". It must be noted, though, that the sensitivity can be reduced to a large extent if the 
reciprocal linear birefringence and the sample thickness are such that the value of Δ/2 is 
in the neighbourhood of an integer times π. 
Often, an interesting optical effect is found from the ellipticity angles by multiplying 
Application of the High Accuracy Universal Polarimeter 101 
with the magnitude of the reciprocal linear birefringence, see equations (3.24) and (3.25). 
In case of NiS04 • 6H2O , for example, the linear birefringence is in the order of IO - 2 rad. 
The (maximum) sensitivity for the small optical effects will, therefore, be IO - 7 rad. This 
agrees with the estimated sensitivity for the circular dichroism that was plotted in figure 
3.10. 
We believe that with this sensitivity IIAUP must be regarded as a powerful instrument 
in crystal optics and can be applied to investigate many interesting problems. 
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Appendix С 
The expansions of t h e t e r m s P\A? ± P^A* u p t o t h i r d 
order in Θ, Λ, ρ and a 
PlA\ + P2A2 = {¿(p + a)-^(p+a) 3} 
+ (Λ-Θ){-1 + ^(ρ-α)2} 
+ Λθ{ί(ρ+α)}-(Λ2 + θ 2){^(ρ + α)} 
+ (л 2 - Л2){і} + (Л 3- 3){^} + 0(4) 
PlA\-P2A2 = | - ¿ ( p -a )+ i i (p -a ) 3 } 
+ (Л + ){-1+І(р + а)2} 
+ ΛΘ{ί(ρ-α)}+(Λ2 + θ 2 ){^(ρ-α)} 
+ (ΛΘ2 + ΘΛ2){1} + (Λ3 + θ 3 ){ ί } + σ(4) 
PlA2-P2A-1= {l-I(p-a)2} 
+ (Λ-Θ){«(ρ+α)} 
+ ΛΘ{1}+(Λ2+θ2){-ί} + σ(4) 
Ρ,Α', + Ρ,Α'^ | i _ I ( p
 + a)2j 
+ (Л + ){-і(р-а)} 
+ ΛΘ{-1}+(Λ2 + θ 2 ){-ί}+0(4) 
105 
106 Appendix С 
Appendix D 
The unified HAUP intensity formula for θ read 
with respect to an eigenpolarisation 




+ cos(A) {2pa + 2 (*; - k'
a
) (p-a)- 28Y (A? - %)} 






 + (k';-k:)SY + (SY)2} 
+ e-E{p>} 
c¡r = cos(A){-2(k':-k:)} 
+
 Sm(A){2(k's-k'a)-2p} 
+ eE{2(k':-K) + 2SY} 
C\l = cos(A){-Hk';-k':)-2SY} 





· = 2(cosh(£)-cos(A)) + 2smh(£) 
Λ«·Ρ· _ „E 
o 3 1 — e 
C¡1 = 2(cosh(£)-cos(A)). 
All other elements of Cfj^i axe zero. 
List of symbols 
Symbol Defining Description 
relation 
a ellipticity of light polarised by analyser 
A Jones vector describing the analyser 
ctpg the angle between the principle axes of linear dichro-
ism and linear birefringence 
ctgg the rotation of the principle axes of linear birefrin­
gence due to non-reciprocal linear birefringence 
C?3x * matrix defining the HAUP intensity formula, derived 
with respect to an eigenpolarisation as origin for the 
polariser reading and up to third order terms in the 
parameters θ , Υ,δΥ,ρ and a 
Ci°\ matrix defining the HAUP intensity formula, derived 
with respect to an extinction direction as origin for 
the polariser reading and up to third order terms in 
the parameters , Υ, δΥ,ρ and α 
C( 3x 3) matrix containing the fitting-parameters for a fit up 
to third order terms in the angles and Y 
χ arctangent of the ellipticity of a polarisation state of 
light 
ellipticity angle of the lirst eigenpolarisation 
ellipticity angle of the second eigenpolarisation 
representation for circular dichroism in Jones calculus 
reciprocal linear dichroism 
reciprocal linear birefringence 
systematic error, describing a small deviation of the 
polariser from its supposed position 
correction to polariser position reading 
systematic error, describing a small deviation of the 









= х(«г - Kl) 
= ψ(η1-η2) 
= K\ — Κι 
= щ —n2 
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Δ Y correction to analyser position reading 
Γ intensity of light emerging from the analyser 
Го intensity of light incident on the polariser 
g0 — ^ Δ η representation for reciprocal linear birefringence in 
Jones calculus 
345 = | ( n _ 4 5 — П45) representat ion for non-reciprocal birefringence in 
Jones calculus 
J Jones vector of an eigenpolarisation 
k, symmetric part of the ellipticity angles χ ι and X2 
k
a
 antisymmetric part of the ellipticity angles χι and X2 
«i extinction coefficient for the first (linear) 
eigenpolarisation 




 extinction coefficient belonging to a right circular 
eigenpolarisation 









 average ext inct ion coefficient 
K_45 ext inct ion coefficient for a l inear polarisat ion bisect­
ing t h e positive x- and negat ive y-axis 
K45 ext inct ion coefficient for a l inear polarisat ion bisect­
ing t h e positive x- and positive y-axis 
λ wavelength of t h e light 
Λ angle defining analyser posit ion 
average index of refraction 
Πι refractive index belonging to t h e first 
eigenpolarisation 




List of symbols 109 
n
r
 refractive index belonging to a right circular 
eigenpolarisation 




 — n¡ circular birefringence 
7i_45 refractive index for a linear polarisation bisecting the 
positive x- and negative y-axis 
TI4S refractive index for a linear polarisation bisecting the 
positive x- and positive y-axis 
ω = j(n
r
 — n¡) representation for circular birefringence in Jones 
calculus 
ρ ellipticity of light polarised by polariser 
p0 = | Δ κ representation for reciprocal linear dichroism in Jones 
calculus 
P45 = J(p-45 — P45) representation for non-reciprocal linear dichroism in, 
Jones calculus 
φ azimuth angle of a polarisation state of light 
Ρ Jones vector describing the polariser 
S Jones matrix describing the sample 
θ angle defining polariser position 
θο position of polariser defining an extinction direction 
Y = A — alternative reading system for the analyser 
г thickness of the crystal platelet 
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Optical Activity in the Incommensurate Phase of 
((CH3)4N)2ZnCl4 : a Controversy 
M. Kremers, E. Dijkstra and H. Meekes 
Abstract 
This paper reports on measurements with a high accuracy universal Polarimeter of the 
optical activity of tetramethylammonium tetrachloro-zincate. This compound has an 
incommensurately modulated phase that is centrosymmetric if one averages the effect of 
the modulation. Therefore, the question arises whether this phase is optically active or 
not. For the three components of the gyration tensor (t/ц, gi3 and 533) that have been 
measured with a thoroughly tested set-up, we present results which were always zero. On 
the contrary, results reported by others are clearly non-zero. The possible reasons for this 
controversy are discussed. 
4.1 Introduction 
In the displacively modulated phase of tetramethylammonium tetrachloro-zincate 
((CH3)4N)2ZnCl4, the lattice translational symmetry is broken, due to the incommensu­
rate nature of the modulation. The occurrence of such an incommensurately modulated 
phase is a common feature of different members of the family of A 2BX 4 type crystals, 
having a /?—K2SO4 structure (Cummins , and references therein, 1990). Despite the fact 
that the lattice translational symmetry is broken, the symmetry of the incommensurately 
modulated phase can still be described, using a (3+d) dimensional, (centrosymmetric) su-
perspace group, where d is the dimension of the modulation (Janssen and Janner, 1987). In 
case of ((Cbb^N^ZnCLj d = 1 and the superspace group is Pcmn(007)(lsT). The actual 
crystal can be viewed as a particular three-dimensional section of a (3 + l)-dimensional, 
lattice translationally invariant, centrosymmetric structure embedded in superspace. The 
fact that the three-dimensional section has no lattice translational symmetry implies that, 
along the incommensurate direction, there can be at most one inversion center belonging 
to the embedded structure. Thus, strictly speaking, the ideal incommensurately modu­
lated phase will not be centrosymmetrical. Moreover, a normal space group description 
is not possible. On the other hand, the so-called average structure of the incommensu­
rate phase of ((CH3)4N)2ZnCl4, obtained by averaging the effect of the modulation, has 
the same centrosymmetric space group symmetry, Pcmn, as the non-modulated, high-
temperature, paraelectric phase. Consequently, it is very interesting to investigate to 
112 Chapter 4 
what extent the symmetry of the incommensurate phase differs from the symmetry of the 
average structure. 
A very sensitive test for the symmetry of the incommensurate phase can be provided by 
the measurement of optical activity (i.e. optical gyration), which is a third-rank-tensorial 
property of crystals. In essence, it is caused by spatial dispersion due to the finiteness of 
the wavelength of the light in the optical region. In other words, optical activity arises 
from a non-local dependence of the displacement field D on the electric field vector E. 
Since it is a tensorial property, optical activity can be used to test for the presence of 
symmetry elements in the crystal. Moreover, this test is sensitive for symmetries on the 
scale of the wavelength of the light. This can be considered to be a semi-macroscopical 
scale, because the wavelength of the light, λ, is large with respect to usual lattice constants 
о (in non-modulated crystals), but small with respect to the dimensions of macroscopic 
samples. The magnitude of the optical activity can be estimated to be in the order 
of α/λ. In incommensurately modulated crystals, structural periodicities are present, 
however, that are much larger than a. Therefore, one expects that optical activity in 
(non-centrosymmetric) incommensurately modulated crystals can even be larger than in 
non-modulated crystals. 
In the classical approach for non-modulated crystals one only considers a constant 
Fourier component (fe = 0) for the tensors that describe the optical properties. This is 
a purely macroscopic description for which it is sufficient to use space averaged tensors. 
Furthermore, in that case it is the point group of the crystal that imposes symmetry re­
strictions on the macroscopic physical properties. Due to the presence of large structural 
periodicities in incommensurately modulated crystals, this approach can no longer be 
considered as adequate. One has to allow for spatial dependent optical tensors. This has 
been worked out by Meekes and Janner (1988). These authors have demonstrated how 
to find symmetry restrictions from the superspace group on (long-wavelength) Fourier 
components of both dielectric and gyration tensors. They concluded that even for a 
centrosymmetric superspace group, the presence of such long-wavelength Fourier compo­
nents, that are absent in non-modulated crystals, may lead to non-vanishing elements of 
the gyration tensor. A description of the optical properties using the point group of the 
average structure and even using the point group of the superspace group, on the other 
hand, leads to a constant gyration tensor with all elements zero, caused by the presence 
of the inversion center (Nye (1985), Meekes and Janner (1988)). 
It will be clear that an accurate measurement of gyration tensor elements in incom­
mensurately modulated phases with a centrosymmetric superspace group, would provide 
useful information for the selection of the proper symmetry description. Unfortunately 
this is very difficult due to the, often simultaneously present, linear birefringence. As opti­
cal activity (i.e. the gyration) is usually considerably smaller than the linear birefringence, 
the measurement of optical activity was, in the past, mostly restricted to crystal sections 
with zero linear birefringence. If optical activity is allowed in incommensurately modu-
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lated crystals with a centrosymmetric superspace group, it may be even smaller than it is 
in classical, gyrotropic crystals, because the deviation with respect to the centrosymmetric 
average structure can be rather small. 
Fortunately, the invention of the High Accuracy Universal Polarimeter (IIAUP) by 
Kobayashi and Uesu (1983) opened the way to measuring very small values of optical 
activity in the presence of linear birefringence. An improvement to the HAUP method 
was reported by Kobayashi et al. (1986), that showed the importance of properly taking 
into account the relevant systematic errors for this method. Other descriptions of the 
HAUP method and the separation of systematic errors from the optical properties of 
the sample, have been given by Moxon and Renshaw (1990) and Dijkstra et al. (1991). 
Recently, Kremers and Meekes (1994) have critically reconsidered the working principles 
of the HAUP method and revealed several mistakes in the commonly used interpretation 
of HAUP measurements. 
The incommensurate phase of ( ( C H s ^ N ^ Z n C ^ has already been subject of several 
investigations using the HAUP method. First, Saito et al. (1985) measured the #13 compo­
nent (according to the crystallographic setting used in the present paper) of the gyration 
tensor. The maximum value in the incommensurate phase was approximately 1.7 · 10 - 7 . 
The authors checked the value of gi3 with an ordinary Polarimeter for the temperature at 
which they had detected a zero linear birefringence with HAUP. They claimed that this 
value agreed with the gi3 values obtained with the HAUP method. 
The second report on optical activity in ((CHa^N^ZnCU was made by Kobayashi 
et al. (1986). In this HAUP measurement an important additional systematic error (the 
so-called JV-еггог) was taken into account for the first time. The 513 component of 
the gyration tensor was found to become as large as 3 · 10~7 in the incommensurate 
phase. However, the temperature at which a zero linear birefringence was found, differed 
considerably from the earlier reported value (Saito et al., 1985) and also the behaviour 
of <713 with temperature was clearly different. The origin of these differences might be 
attributed to the neglect of the ¿У-еггог by Saito et al. (1985). 
The present authors measured all six components of the gyration tensor with HAUP 
(Dijkstra et al., 1992). It appeared that all of them, except «7221 w e r e non-zero in the 
incommensurate phase, but also in the (non-modulated) paraelectric phase. However, 
recently Kremers and Meekes (1994) have reconsidered both the interpretation and the 
experimental set-up that were used in these experiments. It appeared that several im­
provements were necessary to both the set-up and the interpretation in order to get reliable 
results. 
The next observation of optical activity in ((CHe^N^ZnCU was made by Kushnir 
et al. (1993), using a different polarimetrie method. These authors focussed their attention 
on the component g33 and found a non-zero result with a maximum value of 5· 10
- 7
. Also, 
already in the paraelectric phase, optical activity was observed. 
Folcia et al. (1993) also measured 533, using the HAUP method, but concluded that 
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there Weis no detectable optical activity |#зз |< 1.5· I O - 7 . They argued that the symmetry 
restrictions in the incommensurate phase are the same as in a normal centrosymmetric 
phase and that therefore optical activity is forbidden. 
In view of the contradicting results, Kobayashi et al. (1993) performed new HAUP 
measurements on ((CH 3) 4N) 2ZnCl4. All components g¡j of the gyration tensor were found 
to be zero, except for gl3, becoming maximally 2 · 10_ r in the incommensurate phase. 
Recently, however, the interpretation of HAUP data, used by Kobayashi et al., has 
been questioned by Ortega et al. (1994). The latter authors report on діз measurements of 
lU^ZnCU, an incommensuralely modulated crystal expected to have the same superspace 
group symmetry as ( (CHs^N^ZnCU. An essentially zero gi3 component, |g i 3 1< 5 · 10 - 6 , 
has been obtained by these authors, everywhere in the incommensurate phase. They have 
also re-processed previously reported measurements of Kobayashi et al. (1988), again 
obtaining a negligible 513. Surprisingly, the original interpretation of Kobayashi et al. 
(1988), using the same data, gave a five times larger gl3 than the values obtained from 
the re-processing. 
In view of all these controversial results, we have decided to perform new measurements 
of the elements дц, g33 and gi3 of the gyration tensor of ((CHe^N^ZnCU with HAUP, 
in the incommensurate phase as well as in the paraelectric phase. In our opinion the 
obtained results are very reliable, since both an improved experimental set-up and an 
improved, correct, interpretation of the data have been used, according to our recently 
presented reconsideration of the HAUP method (Kremers and Meekes, 1994). 
This paper is organised in the following manner. First a description is given of the 
crystal structure of ((CH3)4N)2ZnCl4, in order to make clear which gyration tensor ele­
ments may be important in the different phases. Then, after describing the samples that 
have been used (section 4.3) and how the measurements have been performed (section 
4.4) we will clarify in section 4.5 our way of interpreting the measurements. Subsequently, 
the results are presented in section 4.6 and 4.7. We have added a special section about the 
possible influence of the crystal growth method (section 4.8). After that, our results are 
compared with those of other authors in the discussion, section 4.9, and the conclusions 
are given in section 4.10. 
4.2 The crystal s t ructure of ((CH3)4N)2ZnCl4 as a function of 
t e m p e r a t u r e 
In the tables 4.1 and 4.2, the phase transitions occurring in ((CH3)4N)2ZnCl4 are presented 
and the different phases are characterised. The corresponding gyration tensors are also 
shown. The incommensurate phase (II) has not been specified in table 4.1, but is described 
in table 4.2. In the present section the contents of both tables (4.1 and 4.2) will be clarified. 
At temperatures higher than T¿ — 297.6 К (see table 4.1), the space group symmetry 
of ((CH 3)4N) 2ZnCl 4 is Pcmn (| о | = 15.525Â, | 6 |= 8.946Â and the pseudo-hexagonal 
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axis I с | = 12.268Â). This is a centrosymmetric space group and therefore, all elements 
of the gyration tensor are zero (Nye, 1985). There exists, however, a disorder of the 
[ZnCU]2- tetrahedra in this phase, actually breaking the mirror symmetry parallel to the 
(010) plane (Wiesner et al., 1967). Such a disorder appears to be a common feature of 
the β—K2SO4 type paraelectric phase of A 2BX 4 crystals with an incommensurate phase 
(see, for example, Kazuyuki Itoh et al., 1983). 
Upon decreasing the temperature below T,- = 297.6 К the paraelectric phase of 
((CHa^N^ZnCU undergoes a phase transition to an incommcnsurately modulated struc­
ture, in which an extra periodicity with wave vector q = 7c* develops (Cummins , and 
references therein, 1990). This periodicity is incommensurate with the lattice of the 
paraelectric phase. In the incommensurate phase, the value of 7 changes continuously 
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Table 4.1 Crystal phases and gyration tensors of ((CH 3) 4N) 2ZnCl 4 . Phase II is the 
incommensurate phase, which is described in table 4.2. 
It has been observed by several authors (Bziouet et al. (1987), Sveleba et al. (1993), 
Vogels et al. (1994)) that, in the incommensurate phase, in a small temperature interval 
(290.8 < Τ < 292.8 Κ), η is locked at a rational value of ^ and it is believed that this 
locking is intrinsic. In the investigations of Vogels et al. (1994), ((CHs^N^ZnCU crystals 
have been used that were grown with the same equipment and comparable conditions, as 
the crystals that were used for the measurements presented here. We therefore have to take 
into account that such a locking of the modulation wave vector can occur in the samples 
used for the present investigations. The symmetries of the commensurate structures that 
can result from a rational value of 7 have been derived by, for example, Janssen (1986) for 
the superspace group Pcmn(007)(lsl). In case of 7 = ^ the three possible space group 
symmetries are P12i/cl, P2icn and P i c i . Which of these three is realised, depends on 
the exact phase of the modulation wave. This phase can be determined very locally in a 
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Table 4.2 Specification of the incommensurate phase of ((CH3)4N)2ZnCl4 and the pos-
sible gyration tensors that correspond to the commensurate value f = ^ . 
crystal, due to the pinning to all kind of defects. As one can see in table 4.2, none of the 
three possible space groups allows for a non-zero 5 ц , <?із or д3з. These, however, are the 
three gyration tensor elements that 'we study in this paper. A non-zero result can thus 
not be caused by the locking of 7 to j j . 
At a temperature of T
c
 = 280 К (see table 4.1), a lock-in transition to a ferroelec­
tric phase occurs. There, 7 takes the rational value 2/5 and the crystal has a five-fold 
superstructure. The only non-zero component of the gyration tensor is gi3. A further 
decrease of temperature results in three more commensurate phases. The measurements 
presented in this paper, however, were only performed in the paraelectric phase and in 
the incomrnensurately modulated phase. 
4.3 The Samples 
Totally transparent ((CHe^N^ZnCLi crystals of about 1 cm 3, containing no observable 
inclusions, have been grown by a thermal convection method (Arend et al., 1986). The 
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G - g^ij 
G
n
 = 9n 
G33 = J33 
G 1 3 = 0 . 3 9 S u + 0.62^33 + 0 · 9 7 ί ΐ 3 
Table 4.3 The three samples of ((CH3)4N)2ZnCl4 used in the present experiments and 
the optically relevant parameters detected by a HAUP measurement. n
a
, nb and nc are the 
main refractive indices, g is the gyration tensor and в is the unit wave vector of the incident 
light with respect to the crystallographic axes. 
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platelets, parallel to the natural (100), (101) and (001) crystallographic faces, were cut 
with a wire saw. Both sides of the platelets have been polished on felt, with diamond 
paste down to 1 /im size. Special care was taken to keep the two polished faces of each 
sample as plane-parallel as possible. In table 4.3, the optical parameters that determine 
the propagation of light in a HAU Ρ measurement (linear birefringence and gyration) are 
presented for each sample. 
4.4 Measurements 
All measurements have been performed with the HAUP apparatus built in our laboratory 
as described by Dijkstra et al. (1991). This original version of the apparatus appeared to 
be inadequate to perform reliable measurements and therefore, some essential improve­
ments were carried out (Kremers and Meekes, 1994). 
Since the centrosymmetry of the paraelectric phase may be broken by a disorder of 
the [ZnCLj]2- tetrahedra and because of the suggested possible gyration effect in this 
phase by several authors (Dijkstra et al. (1992), Kushiiir et al. (1993)) each of the three 
samples was subjected to a HAUP measurement as a function of the wavelength λ of the 
light at constant temperature Τ = 320 К. The measurement procedure is described by 
Kremers and Meekes (1994). The sensitivity of the set-up can be derived from the results 
in case we find that the paraelectric phase is indeed non-gyratory. Thus, we can then 
decide whether measurements in the incommensurate phase should reveal the magnitude 
of the gyration previously reported by others (Saito et al. (1985), Kobayashi et al. (1986), 
Kushnir et al. (1993), Kobayashi et al. (1993)). 
Subsequently, the three samples have been subjected to a HAUP measurement as 
a function of temperature, at constant wavelength λ, in the paraelectric phase and the 
incommensurately modulated phase. In these measurements four extinction directions 
were measured (see, Kremers and Meekes, 1994). The measurement of one extinction 
direction takes about a quarter of an hour. Thus, before the measurement of the fourth 
extinction direction, the temperature had been stable for three quarters of an hour and 
before the measurement of the third extinction direction two quarters of an hour, etc. 
By measuring four extinction directions, we can therefore study the effect of temperature 
stabilisation. This is important, because, from measurements of the dielectric properties, 
it is well known (Le Van Hong , and references therein, 1990) that several relaxation 
processes occur in A2BX4 type incommensurately modulated crystals. These processes 
may be associated with, for example, the motion of discommensurations or the motion of 
domain walls, possibly related to the coexistence of incommensurate and commensurate 
regions in the crystal and pinning due to defects. As an example, we would like to refer to 
measurements by Hiroyuki Mashiyama and Hirohumi Kasatani (1987) and Hideaki Sakata 
et al. (1990). These authors report on a time evolution of the dielectric constant, in the 
incommensurate phase of K 2 ZnCU, changing over more than 10 hours, at a constant 
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temperature. This time evolution was associated with the nucleation and annihilation 
of discommensurations near the phase transition from the incommensurate phase to a 
lock-in phase. 
4.5 Extraction of the systematic errors 
The fitting procedures used for the measurements presented in this paper have been 
described extensively by Kremers and Meekes (1994). In all cases, the possible presence 
of small linear dichroism, caused by anisotropic surface scattering, has been taken into 
account. The absolute values of the linear dichroism | Δκ | were never larger than 5 • 1 0 - 7 . 
Also the so-called ΔΘ-correction, described by these authors, has been performed for all 
measurements. 
Here, we want to give a brief outline of the way the typical systematic errors of 
HAUP measurements have been extracted, using the measurement on the (101) sample, 
as a function of the temperature, as an- example. From a fit (up to second order in the 
polariser angles) of the measured intensities to the HAUP intensity formula one obtains 
the parameter: 
4sin2(7T* Δη/λ) (4.1) 
from which the linear birefringence Δ η must be calculated (z is the thickness of the 
sample) 
and the parameter: 
2ζ7Γ Δκ 
C2i = 2 J F α>8
2(πζ Δη/λ) - ((ρ - α) + 2k) sm[2irz Δη/λ) + {ρ + α) cot(nz Δη/λ) 
(4-2) 
with к = G/(2ñAn) in which ή is the average refractive index and G is the gyration, 
in which we are interested, ρ and a represent the small parasitic ellipticities of light 
polarised by the polariser and analyser respectively. The systematic error SY describes a 
small uncertainty in the reading of the analyser position. 
Furthermore, one obtains the extinction direction from the fit: 
θ ο = - ( p + a) COt(lT Ζ Δ η / λ ) - -SY + ¿Öindicatrix (4.3) 
where <J0¡nd¡Catrix is the possible rotation of the optical indicatrix. 
From 4sin2(7T ζ Δ η / λ ) , C21 and θο, one has to extract the systematic errors p, a, and 
SY in order to be able to obtain the gyration G. 
4.5.1 A t o t a l fit t o C 3 1 
For all measurements, it has been checked whether a total fit to the C21 (eqn. (4.2)), 
inserting Δ η from (4.1), as a function of temperature or wavelength, was possible. An 
example is given in figure 4.1 for the (101) sample as a function of the temperature in the 
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paraelectric phase and the incommensurate phase. An almost perfect fit can be observed, 
implying that the parameter к = G/(2ñAn) is practically a constant independent of 
temperature. For all the samples that have been measured, this procedure of fitting C21 
showed к to be constant in all cases. 
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Figure 4.1 A lotal fit to C 2 1 (eqn. (4.2)) for the (101) sample as a function of the 
temperature in the paraelectric phase and the incommensurate phase. The full circles are 
the С21 data and the open circles represent the fit to these data. 
4.5.2 Elimination of the ¿У-еггог 
As shown by Kremers and Meekes (1994), the origin of the ¿У-еггог mainly lies in the 
fact that there is a deviation AY of the analyser from its supposed position, due to 
the eccentricities of the rotation stages on which the polarisers are mounted or due to 
other mechanical inaccuracies. These authors, however, proposed a method to eliminate 
this contribution to the ¿K-error almost completely. During the first step of the fitting 
procedures, in which the measured intensities are fitted to the HAUP intensity formula, 
one corrects the analyser positions with the value of AY. Subsequently one can obtain 
the remaining contribution of SY by plotting C21/ s'm(2nz Δπ/λ) against cot(7T2 Δη/λ) , 
in case that A; is a constant. The slope of a straight line fitted through these points, equals 
SY. 
In figure 4.2 this has been done for the (101) sample and the measurement as a function 
of temperature. The results are shown both with and without the Δν-correction. Without 
the Δν-correction a value SY = —9.26 • 1 0 - 4 was obtained. The remaining contribution 
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Figure 4.2 A plot of C2 1/ βίη(2πζ Δη/λ) versus cot(nz Δη/λ) for the measurement of 
the (101) sample as a function of temperature. The full circles represent the data obtained 
without the AY-correction and the open circles represent the data obtained with AY-
correction. The straight lines arc least squares fits to these data. 
For all measurements, the ΔΚ-correction resulted in a similar large reduction of the 
SY-еттот, but there was practically no change in the values of the other systematic errors 
ρ and o, nor in the values of the optical parameters Δ η and G. This shows that the 
ΔΚ-correction worked perfectly well. 
4.5.3 The systematic errors ρ and α 
After the determination of SY, the value of ρ + a was obtained by plotting θ 0 against 
cot(?rz Δη/Α). The result for the (101) sample is given in figure 4.3. It is clear that 
there is a perfect straight line behaviour, implying that — ^SY + <$0¡ndicatrix is a constant, 
independent of temperature. The orientation of the indicatrix is fixed in the paraelectric 
phase, due to the orthorhombic symmetry. Therefore, we conclude, that there is no 
indicatrix rotation in the incommensurate phase. Also, in the (100) and (001) samples, 
no indicatrix rotation could be observed. 
It follows from equation (4.3), that the slope of the straight line fitted through the 
data in figure 4.3, equals i (p + a). Thus, we found (p + a) = 1.01 · 10 - 3 . 
As discussed earlier, for all measurements it was concluded that the value of к — 
G/(2ñAn) was practically constant, independent of temperature or wavelength. The 
paraelectric phase of ((CHa^N^ZnCU is centrosymmetric and not modulated. From 
Optical Activity in the Incommensurate Phase of ((CHa^N^ZnCU 121 
the measurements as a function of wavelength in the paxaelectric phase, we thus have 
concluded that there к = 0. The value of 7 Ξ (ρ — о) can therefore be obtained as the 
intercept at the ordinate axis of a fitted straight line in а Сц/ sm(2nz Δη/λ) against 
cot(7TZ Δ η / λ ) plot, see equation (4.2). 
Also, in case of the measurements as a function of temperature, only the results in 
the paraelectric phase were used to find the value of 7 = (p — a). In other words, 7 was 
obtained by averaging over the paraelectric phase, in order to use the same method as 
Kobayashi et al. (1993). 
After the determination of both (p + a) and 7 = (p — a), one can calculate ρ and 
a separately. For all measurements as a function of the temperature, four extinction 
directions have been measured. As noted before, by Kremers and Meekes (1994), the 
obtained ρ and a errors only agreed between the first and the third extinction direction 
and between the second and the fourth extinction direction. It has thus again been shown, 
that neither ρ nor α can be taken as an apparatus constant. Both systematic errors ρ and 







-20 -10 0 10 20 
cot(T\zàn/\) 
Figure 4.3 A plot of θ 0 versus col(irz Δη/λ) for the measurement, as a function of 
temperature, of the (101) sample. The straight line represents the result of a least squares 
fit. 
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4.6 Wavelength dependence in the paraelectric phase 
All three samples (see table 4.3), have been measured at constant temperature Τ = 320 
К as a function of the wavelength λ of the light. The obtained values of the linear 
birefringence Δ η are plotted in figure 4.4. Indeed, from the three data sets it follows that 
Дпіз « 0.62Дпзз + 0.38Δηιι. Vlokh et al. (1987) also have reported on measurements 
of the linear birefringence as a function of wavelength for ((CHa^N^ZnCU crystals. 
Although these authors do not give the crystallographic setting they used, we conclude 
from comparison that it must be Pmcn and that they have reversed the sign of Arij 
(setting Pmcn). 
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Figure 4.4 The linear birefringences Δ η ^ (full circles), Δη 1 3 (full triangles) and Δ η η 
(full squares)in the paraelectric phase of ((CH3)4N)2ZnCl4 as a function of the wavelength 
A, at a temperature Τ = 320 К 
The average refractive index ñ does not follow from a HAUP measurement. It may 
change with wavelength and with temperature. In order to avoid extensive additional 
measurements, we prefer to give the circular birefringence (n r — n¡) instead of the gyration 
G. In figures 4.5, 4.6 and 4.7 the obtained circular birefringences (τι
Γ
 — n¡),: = G,3/ñ have 
been plotted. 
Though the noise in озз/ñ of figure 4.7 is somewhat larger than the noise in G n / ñ of 
figure 4.5 and in G\z/ñ of figure 4.6, it is clear that for all three samples a zero gyration 
has been found. We can safely conclude that, in the case of ( (Crb^N^ZnCU, our HAUP 
equipment can discriminate circular birefringence values G/ñ of 3 · 10~8 from zero. The 
most recent report on optical activity in the incommensurate phase of ((CHa^N^ZnCU 
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has been made by Kobayashi et al. (1993). These authors claim to have measured a 
maximum value of 2 · 10 - 7 for gi3. As the average refractive index of ( (CHe^N^ZnC^ 
crystals is about 1.527 (Dijkstra et al., 1992), this corresponds to a circular birefringence 
of 1.3 · 10 - 7 . If such an effect is present, it can certainly be detected with our HAUP. 
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Figure 4.5 The circular birefringence Gn/ñ of ((CH3)4N)2ZnCl4 in the paraelectric phase 
at a temperature of Τ = 320 К. 
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Figure 4.6 The circular birefringence G13/ñ of ( (0ΙΙ 3 ) 4 Ν) 2 Ζη01 4 in the paraelectric phase 
at a temperature of Τ = 320 К. 
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Figure 4.7 The circular birefringence G ^ / ñ of ((CH3)4N)2ZnCl4 in the paraelectric phase 
at a temperature of Τ = 320 К. 
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4.7 Temperature dependence 
In figure 4.8 the linear birefringence An13 has been plotted for the first and the fourth 
extinction direction at a constant wavelength λ = 600 nm. The first extinction direction 
has been measured each time directly after the change of temperature, but the temper­
ature had been stable for about three quarters of an hour when the fourth extinction 
direction was measured. Nevertheless, the absolute values of both curves agree very well 
at all temperatures. No effect of temperature stabilisation can thus be detected in the 
linear birefringence. In the figures 4.9 and 4.10 the linear birefringences Апц(Х — 632.8 
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Figure 4.8 The lineai birefringence Δη 1 3 of ((CH3)4N)2ZnCl4 in the paraelectric and in­
commensurate phase. The wavelength of the light is λ = 600 nm. Full circles (·) correspond 
to the first extinction direction and open triangles (Δ) to the fourth extinction direction. 
The circular birefringence Сіз/й resulting from the measurements of the fourth ex­
tinction direction of the (101) sample is presented in figure 4.11. The absolute value of the 
circular birefringence is every where smaller than 1·10~8 as opposed to thegi3/ñ ss 1.3-10-7 
found by Kobayashi et al. (1993). We conclude from figure 4.11 that the gyration д\з is 
zero, or too small to be measured with HAUP, in the paraelectric and incommensurate 
phase of ( ( C r b ^ N ^ Z n C U . Unfortunately, Kobayashi et al. (1993) do not specify the time 
that the temperature was stabilised in their measurements. Therefore, we have plotted in 
figure 4.12 the circular birefringence Gis/ñ, obtained from the measurement of the first 
extinction direction (no temperature stabilisation) of the (101) sample. In this case one 
can see a very small, possibly non-zero circular birefringence, having some temperature 
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dependence. Already in the paraelectric phase there is a deviation from zero. However, 
the maximum value of the circular birefringence is (?із/п = 3 · I O - 8 at T
c
, which is still 
considerably smaller than the різ/ñ « 1.3-10-7 found by Kobayashi et al. (1993). Further-
more, we have concluded in section 4.6, that a circular birefringence for ( (CHa^N^ZnC^ 
should be larger than 3 • 10 - 8 in order to be safely discriminated from zero. It is therefore 
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Figure 4.9 The linear birefringence Δ η
π
 of ((CH3)4N)2ZnCl4 in the paraelectric and 
incommensurate phase. The wavelength of the light is λ = 632.8 nm. 
The circular birefringences Gn/ñ and Gsi/ñ (fourth extinction direction) are shown 
in figures 4.13 and 4.14. In both figures, the noise around zero in the circular birefringence 
is maximally 3 · 10 - 8 . So both Gn/ñ and (Ззз/ñ are zero in the incommensurate (and 
paraelectric) phase, or too small to be detected. The results for G33 are consistent with 
those obtained by Folcia et al. (1993), but disagree with the report of Kushnir et al. 
(1993), who found a value of 533/ñ = 3.3· IO - 7 . Since the latter authors used a polarimetrie 
technique, different from HAUP, we are not in the position to discuss the possible influence 
of wrongly taking into account systematic errors in their measurements. Nevertheless, one 
can expect that systematic errors also play an important role in their case and that one 
should treat them with great care. 
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Figure 4.10 The linear birefringence Δ η 3 3 of ((CH 3) 4N) 2ZnCl 4 in the paraelectric and 
incommensurate phase. The wavelength of the light is λ = 600 nm. 
-4.0 
270 280 290 300 
Temperature (K) 
310 
Figure 4.11 The circular birefringence G1 3 /ñ of ((CH3)4N)2ZnCl4 in the paraelectric and 
incommensurate phase, obtained from the measurement of the fourth extinction direction. 
The temperature has each time been stabilised for about three quarters of an hour. The 
wavelength of the light was Λ = 600 nm. 
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Figure 4.12 The circular birefringence G1 3 /ñ of ((CH3)4N)2ZnCl4 in the paraelcctric and 
incommensurate phase, obtained from the measurement of the first extinction direction. The 
temperature was not stabilised. The wavelength of the light was λ = 600 um. 
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Figure 4.13 The circular birefringence G n / ñ of ((CH3)4N)2ZnCl4 in the paraelcctric and 
incommensurate phase, obtained from the measurement of the fourth extinction direction. 
The temperature has each time been stabilised for about three quarters of an hour. The 
wavelength of the light was Л = 632.8 nm. 
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Figure 4.14 The circular birefringence G3 3 /ñ of ((CH3)4N)2ZnCl4 in the paraelectric and 
incommensurate phase, obtained from the measurement of the fourth extinction direction. 
The temperature has each time been stabilised for about three quarters of an hour. The 
wavelength of the light was λ = 600 nm. 
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Figure 4.15 The circular birefringence G1 3 /ñ of ((CH3)4N)2ZnCl4 in the paraelectric and 
incommensurate phase, obtained from the measurement of the fourth extinction direction. 
The crystal from which the sample was cut, has been grown by a slow cooling method. 
During the measurement, the temperature has each time been stabilised for about three 
quarters of an hour. The wavelength of the light was Λ = 550 nm. 
4.8 The influence of the crystal growth method 
It is well known that the quality of crystals (for example represented by the number and 
kind of defects) can depend on the crystal growth method. Furthermore, the proper­
ties of A2BX4 type incommensurately modulated crystals can be influenced strongly by 
the crystal quality (Katsumi Hamano et al. (1980), Kapustianik et al. (1992), Iliroyuki 
Mashiyama and Hirohumi Kasatani (1987), Unruh (1984), Bziouet et al. (1987), Kush-
nir et al. (1993b)). It has even been suggested by Kushnir et al. (1993c) that defects 
are precisely the cause for the observation of a non-zero circular birefringence in these 
crystals. 
Therefore, we will present here some additional results of HAUP measurements on 
( ( C r b ^ N ^ Z n C U crystals that have been obtained from different growth methods than 
the thermal convection method, that was used for the samples of table 4.3. It should 
be clear, however, that we realise that these measurements are by no means a thorough 
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Figure 4.16 The circular birefringence G^/ñ of ((CH3)4N)2ZnCl4 in the paraelectric and 
incommensurate phase. The crystal from which the sample was cut, has been grown by slow 
evaporation of a solution of ((CH3)4N)2ZnCl4 in a water-methanol mixture. The noise is 
large, because of the fact that a photon counting system was used with a limited resolution. 
The wavelength of the light was Л = 595 nm. 
The crystals in which Kobayashi et al. (1993) detected a non-zero gyration gi3 were 
grown at the university of Halle by means of a slow cooling method. In figure 4.15 we 
show the circular birefringence Gia/ñ of a (101) sample cut from a crystal that also was 
grown by a slow cooling method. The absolute value of the circular birefringence Gia/ñ 
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is smaller than 3 · I O - 8 . Thus, again we have been unable to detect a non-zero gyration, 
in contrast with Kobayashi et al. (1993). The possible reasons for this controversy will be 
addressed in the discussion, section 4.9. 
The non-zero 533 (maximally 5 · 10 - 7 ) , reported by Kushnir et al. (1993) was found 
in crystals grown by slow evaporation of an aqueous solution (see, Kushnir et al., 1993b). 
We have grown a ((CHe^N^ZnCU crystal by slowly evaporating a saturated solution 
of ((CHs^N^ZnCU in a water-methanol mixture at a temperature Τ « 292.5 К in the 
incommensurate phase. The obtained circular birefringence G ^ / ñ from a HAUP measure-
ment on a (001) sample is shown in figure 4.16. This particular experiment was performed 
with the old set-up, in which the photon counting system had a limited resolution, causing 
the noise to be rather large (Kremers and Meekes, 1994). Nevertheless it is clear that, 
excluding the temperature region in the neigbourhood of zero linear birefringence, the 
circular birefringence does even not exceed a value of ± 5 · 10 - 8 . This result thus disagrees 
with the findings of Kushnir et al. (1993). 
4.9 Discussion 
The HAUP measurements presented in this paper were intended to study the symmetry of 
the incommensurate phase of ( (ClU^N^ZnCU by means of the gyration tensor elements 
5n j S13 and 333. These measurements have been performed with a thoroughly tested 
apparatus. Moreover, the optical parameters of the sample have been extracted from the 
HAUP data with a method that has resulted from a very critical reconsideration of the 
interpretation of HAUP measurements. We have found that all three elementsgu, gl3 and 
дзз must have values that are smaller than the resolution of our apparatus. Therefore, it is 
our opinion, that the (possibly non-zero) elements of Fourier components of the gyration 
tensor must be considered to be very small in the case of ( (CHs^N^ZnCU. Of course, 
these results do not exclude the possibility that detectable gyration effects can be found 
in other incommensurately modulated crystals that have a centrosymmetric superspace 
group. At present, careful measurements on such members of the A 2BX 4 family are in 
progress in our laboratory. 
There is a group of workers in Spain, that also have performed HAUP measurements on 
several incommensurate crystals of the A2BX4 family (Ortega et al. (1992), Folcia et al. 
(1993), Ortega et al. (1994)). These authors report that they could not detect a non­
zero gyration effect in any of these crystals, within the resolution of their apparatus. As a 
consequence, they conclude that it is the point group of the average structure that imposes 
symmetry restrictions on the optical properties. In our view, such a conclusion may be 
premature. The non-zero gyration tensor elements that can be expected to result from the 
presence of an incommensurate modulation, may be very small for the cases that have been 
investigated, but they need not be necessarily zero. Moreover, it is possible that detectable 
gyration effects are present in other crystals that have not yet been studied. It would be 
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very useful, of course, to have a microscopic model with which the magnitude of optical 
effects could be estimated for incommensurately modulated crystals. Unfortunately, such 
a model still has to be developed. 
On the other hand, the HAUP experiments themselves deserve careful attention, be­
cause of the controversy that exists between the results presented in this paper and those 
reported on by Kobayashi et al. (1993). These authors claim to measure a clearly non­
zero 013 for ( (Crb^N^ZnCLj, whereas the present investigations show that gi3 must be, 
at least, ten times smaller. We can think of only few reasons that would explain this 
controversy. 
For example, though we have been unable to detect a non-zero gyration in a crystal 
grown by slow cooling, such a growth method, as used by Kobayashi et al. (1993) might 
produce crystals of specific (high or low) quality, that are gyratory. In ( ( С Н з ) 4 М ^ п С І 4 
crystals with a large defect concentration the modulation wave vector q = 7c* can be 
locked at several rational values of 7 (Bziouet et al., 1987). As shown by Janssen (1986), 
one could obtain in this way local structures with a point group symmetry that allows for 
optical activity. However, in view of our own results from different growth methods, this 
explanation does not seem very likely. 
Another reason for the controversy may be found in a different thermal treatment of 
the samples, during or before a HAUP measurement. In our measurements, a stabilisation 
at each temperature of about three quarters of an hour seems to have no influence on the 
linear birefringence. It does, however, have a small influence on the circular birefringence. 
Nevertheless, the values obtained without stabilisation are still much smaller than the 
ones reported by Kobayashi et al. (1993). Also, the temperature at which the crystals are 
grown and/or stored after growth may be important, since it is well known that memory 
effects can play a role in incommensurately modulated crystals (see for example Folcia 
et al. (1986) and Folcia et al. (1989)). 
Finally, the controversy between our results and those of Kobayashi et al. (1993), can 
perhaps be explained by a different way of interpreting the data obtained from a HAUP 
experiment. Ortega et al. (1994) expressed some doubts regarding the interpretation of 
Kobayashi et al. (1988) for the case of Itt^ZnCU . It can however be considered as strange, 
that an incorrect interpretation would only lead to one non-zero gyration tensor element, 
as there is in principle no difference in interpretation for different sample orientations. 
Of course, the non-zero 533 ss 5 • I O - 7 reported by Kushnir et al. (1993) also disagrees 
with the result of our measurements. However, all other HAUP experiments (except 
Dijkstra et al., 1992) on ((CHg^NbZnCI, (Folcia et al. (1993), Kobayashi et al. (1993)) 
give an essentially zero «733, consistent with our results. The result of Dijkstra et al. (1992) 
was incorrect. As the HAUP method is studied more extensively than the polarimetrie 
method used by Kushnir et al. (1993), we are confident that 533 indeed is zero, or too 
small to be experimentally accessible. 
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4.10 Conclusions 
From IIAUP measurements in the paraelectric and incommensurately modulated phase 
of ((CHa^N^ZnCU we conclude that the gyration tensor elements дц, gi3 and g33 are 
too small to be detected, in both phases. Crystals grown by using different methods show 
the same results. A very small circular birefringence may have been found, however, in 
the case that the temperature was not stabilised before the measurement. 
Previous HAUP measurements on the same compound, presented by Dijkstra et al. 
(1992) revealed non-zero gyration tensor elements, but were incorrect due to an inadequate 
set-up and mistakes in the interpretation, leading to detectable non-zero values for almost 
al gyration tensor components. 
Nevertheless, measurements of other authors result in clearly non-zero gyration tensor 
elements, sometimes even in the paraelectric phase. The controversy concerning the exis­
tence of gyration in the incommensurate phase of ((CH3)4N)2ZnCl4, therefore, remains. 
We feel that it should be solved by a cooperation of the workers in this field. Therefore, 
we would like to suggest that a set of samples of ( ( С Н 3 ) 4 М ^ п С І 4 is selected that is 
measured with the techniques of several groups. In this way, one can check whether these 
measurements all give the same results. Subsequently, the influence of sample quality and 
sample treatment can be studied. 
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Influence of the incommensurate modulation 
on the optical properties of ((СНз^г ^СиОЦ 
M. Kremers and H. Meekes 
Abstract 
This paper reports on the measurement of the optical properties of incommensurately 
modulated ((СНз^Г^гСиСЦ by using the High Accuracy Universal Polarimeter. With 
this technique it is possible to measure, simultaneously, linear birefringence, linear dichro-
ism, circular birefringence, circular dichroism and the rotation of the optical indicatrix. 
Two different samples are used. The orientation of the first sample allows for the mea­
surement of the gyration tensor element 533. In the other sample g13 can be measured. 
The optical effects are studied as a function of temperature, both in a region of zero linear 
dichroism and in a region of finite linear dichroism. The measurements reveal that the 
crystals have a low defect concentration. The presence of the incommensurate modulation 
is clearly revealed by the linear birefringence. The linear dichroism, on the other hand 
appears to be unaffected by the modulation. It is interesting that if one averages the effect 
of the incommensurate modulation a crystal structure is obtained that is believed to be 
orthorhombic and centrosymmetric. Two effects are observed that are forbidden by the 
symmetry of this average structure. One of them is the rotation of the optical indicatrix, 
which contradicts an orthorhombic symmetry. The other is the onset of non-zero optical 
activity, approximately halfway the incommensurate phase. In centrosymmetric media 
this effect is not allowed to occur. The observed temperature dependence of the optical 
activity 313 differs from the behaviour measured by other authors. It is discussed whether 
the observed effects can be attributed to a symmetry breaking by the incommensurate 
modulation. 
5.1 Introduction 
Tetramelhylammonium tetrachloro-cuprale ((CHs^N^CuCU (Morosin and Lingafelter 
(1961), Clay et al. (1975)) is a member of the family of A2BX4 type crystals that show a 
phase transition from a /3—K2SO4 structure into an incommensurately modulated phase. 
The modulation wave vector of ((СНз) 4К) 2СиСІ4, q = (2 + J)c*/3 with δ « 0.02, is 
approximately constant in the incommensurate phase (Gesi and Iizumi, 1980). Due to the 
incommensuraleness of the modulation wave vector the 3-dimensional lattice translational 
symmetry is broken in the incommensurate phase. This phase is often considered to 
be an intermediate phase between the β — K 2 S 0 4 type phase and a so-called lock-in 
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phase. In the latter, the modulation becomes commensurate with the lattice. Therefore 
a superstructure is formed. The resulting structure has, again, 3-dimensional lattice 
translational symmetry and is usually ferroelectric. In the case of ( ( C H a ^ N ^ C u C ^ , 
however, the lock-in phase is ferroelastic (Sawada et al., 1980). Another lock-in phase 
exists at lower temperatures (Sugiyama et al., 1980). 
Due to the broken lattice translational symmetry it is not possible to use a normal 
space group description for the incommensurate phase. The crystal can, however, be 
embedded in a so-called superspace, where the lattice translational symmetry is restored. 
The symmetry can, consequently, be described by means of a so-called superspace group 
(de Wolff (1974), Janner and Janssen (1977), de Wolff et al. (1981), Janner et al. (1983)). 
Often, it is even possible to use the same superspace group for the embedding of the 
other (commensurate) phases (Janssen, 1986). To our knowledge, the superspace group 
symmetry of the incommensurate phase of ((СНз^Гч^СиСЦ has not been determined 
experimentally. Nevertheless, it is believed that the only superspace group that allows 
for the, known, normal space group symmetries of the other phases is Pcmn(007)(lsl) 
(Hogervorst (1986), Ortega et al. (1992)). Note that this superspace group is equivalent 
to Pcmn(007)(ssl) with the modulation wave vector c" — q instead of q. If, in the incom­
mensurate phase, the effect of the modulation is averaged one has an orthorhombic and 
centrosymmetric structure. For the related compound ( ( C r b ^ N ^ C u B ^ the superspace 
group is known to be Pcmn(a00)(ls l) (Madariaga et al., 1990). The average structure 
of this crystal is also orthorhombic and centrosymmetric. It is the aim of this paper 
to investigate whether optical effects can be observed in the incommensurate phase of 
((СНз)4^*)2СиСІ4 that are not allowed by the symmetry of the average structure. These 
effects then have to be caused by the presence of the incommensurate modulation. 
Recently, we have investigated the optical properties of another member of the A2BX4 
family, ((CHs^N^ZnCLi (Kremers et al., 1994a), which also has the superspace group 
symmetry Pcmn(0Û7)(lsT). We searched for the presence of optical activity in the in-
commensurate phase, because this effect is a sensitive test for the symmetry. Due to the 
finiteness of the wavelength of the light in the optical region, (weak) spatial dispersion 
contributes to the propagation of light in crystals. It is understood that this causes optical 
activity. It is a third-rank-tensorial property that can be used to test for the presence 
of symmetry elements on the scale of the wavelength of the light. This wavelength, λ, is 
large with respect to usual lattice constants, a, of non-modulated crystals. The optical 
activity is estimated to have a magnitude in the order of α/λ. The structural periodici­
ties that are present in incommensurately modulated crystals, however, are much larger 
than a. The spatial dispersion is, therefore, not necessarily weak. Thus, a relatively 
large optical activity might result, under the condition that it is allowed by symmetry. 
It was shown by Meekes and Janner (1988) that one can take the large structural peri­
odicities into account by considering also fe φ 0 Fourier components of both dielectric 
and gyration tensors. Moreover, the symmetry restrictions imposed by the superspace 
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group were evaluated by these authors. It was found that the gyration tensor can have 
non-vanishing elements for a centrosymmetric superspace group, whereas the point group 
of the average structure, but also the point group of the superspace group do not allow 
for non-zero gyration tensor elements (Nye (1985), Meekes and Janner (1988)). In the 
case of ( (CHa^N^ZnCU we could not detect any non-zero gyration, or any other effect 
caused by a symmetry breaking due to the modulation (Kremers et al., 1994a). In this 
paper, we pursue the search for the influence of the incommensurate modulation on op­
tical properties for the case of ((СНз^М^СиСЦ. This material is interesting for several 
reasons. 
The crystals of ((CHg^N^CuCU have an orange colour due to the absorption edge at 
A « 500 nm. The position of this edge depends (weakly) on the temperature and shows 
characteristic behaviour at the phase transitions (Vlokh et al., 1988). By means of band 
structure calculations (Blokh et al., 1990) it was found that the [CuCl 4 ] 2 - tetrahedra 
play the dominant role in the formation of the absorption band. It is well known that the 
modulation influences the orientations of these tetrahedra in ((CHa^NJjMCU (M = Zn, 
Fe, Co, Ni, and Mn) crystals. We want to point out that there is an important Jahn-Teller 
distortion (Clay et al., 1975) in the M = Cu compound. It is interesting, therefore, to 
investigate the influence of the modulation on the dichroic optical properties. We report 
on measurements of both the linear and the circular dichroism of ((CHa^N^CuCU. The 
latter effect is forbidden by symmetry in centrosymmetric media, in the same way as 
optical activity is. Furthermore, it is well known that refractive indices η can increase 
considerably at an absorption edge (Agranovich and Ginzburg, 1984). The wavelength of 
the light in the crystal, λ = λ 0 /η, is then considerably reduced (λ 0 is the wavelength of 
the light in vacuum). This leads to an increase of the optical activity, because the size 
of the effect behaves as α/λ. It is interesting, therefore, to measure optical activity in 
incommensurately modulated crystals, with an average centrosymmetric structure, using 
wavelengths near an absorption edge. In this paper we report on such measurements. 
The compound ((Clb^N^CuCL» is further interesting because it has a monoclinic and 
centrosymmetric lock-in phase. The optical activity is, therefore, necessarily zero in this 
phase. On the other hand, the optical indicatrix can rotate around the unique axis of 
the monoclinic structure. Therefore, it is interesting to search for an indicatrix rotation 
already in the incommensurate phase. Such a rotation is forbidden if the incommensurate 
phase has the orthorhombic symmetry of the average structure. 
The simultaneous measurement of linear birefringence, linear dichroism, circular bire­
fringence (i.e. optical activity), circular dichroism and indicatrix rotation is by no means 
straightforward. It can be accomplished with the High Accuracy Universal Polarimeter 
(HAUP). This instrument was introduced by Kobayashi and Uesu (1983) for the simul­
taneous measurement of linear birefringence, optical activity and indicatrix rotation. Re­
cently, we have shown (Kremers and Meekes, 1994c) how HAUP can be used for absorbing 
and magnetic crystals, so that dichroic effects can also be measured. 
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The HAUP technique has already been used to investigate ( ( С Н з ^ Г ^ С и С Ц . In 
these investigations the wavelength λ = 632.8 nm was used, which is above the absorp­
tion edge. The dichroic effects are then negligible. The first HAUP measurements on 
((CH 3 ) 4 N) 2 CuCl 4 were reported by Uesu and Kobayashi (1985). At the phase transition 
from the incommensurate to the lock-in phase a large thermal hysteresis (about 7 K) was 
observed in the results for the gyration tensor element 513 (for the settings used in this 
paper). The measured gyration was clearly non-zero only in the incommensurate phase. 
The thermal hysteresis was also detected in the linear birefringence of the sample. Sawada 
et al. (1980) observed a thermal hysteresis of about 10 К at the same phase transition 
in measurements of the dielectric constant. The cause of such a hysteresis is often found 
in the role played by defects (see for example riamano et al., 1980). The width of the 
hysteresis can therefore be used as an indication of the quality of ( (СНз^К^СиСЦ crys­
tals. It is clear that HAUP measurements on a ((CH 3)4N) 2CuCl 4 sample with a smaller 
thermal hysteresis are desirable. In this paper we report on such measurements. 
The HAUP measurements of Uesu and Kobayashi (1985) showed, in addition, a ro­
tation of the optical indicatrix in the incommensurate phase around the axis that is the 
unique axis in the first commensurate lock-in phase. Both the observation of a non-zero 
gyration and the rotation of the indicatrix imply that the point group symmetry of the 
incommensurate phase can not be mmm. The measurement of 513 was later repeated 
by Saito et al. (1990) and again a clearly non-zero result was obtained in the incom­
mensurate phase. In this paper we also report on measurements of the gyration 313 of 
((CH3)4N)2CuCl4 for the same wavelength λ = 632.8 nm as used by Uesu and Kobayashi 
(1985). We wanted to repeat these measurements, because, contrary to the group of 
Kobayashi, we found that optical activity was too small to be detected in the case of 
((ΟΗ3)4Ν)2ΖηΟΐ4 (see Kremers et al., 1994a). For that case a controversy still exists. 
Ortega et al. (1992) also performed HAUP measurements on ((СНз)4М)2СиСІ4 crys­
tals. These authors measured the gyration tensor element (733. The direction of light 
propagation is then parallel to the modulation wave vector. The gyration in the incom­
mensurate phase was found to be smaller than the experimental error. The rotation of the 
optical indicatrix was not studied by these authors. Their measurements were performed 
at the wavelength λ = 632.8 nm, where dichroic effects can be neglected. We report on 
HAUP measurements of the gyration tensor element «733 both for that wavelength and for 
a wavelength near the absorption edge. Moreover, the rotation of the optical indicatrix 
and dichroic effects are studied. 
This paper is organised in the following way. First, we describe the crystal structure 
for the successive phases of ((CHa^N^CuCU in order to clarify the optical effects that can 
be expected. Then, the sample preparation is treated and the most important details of 
the measuring method are given. Subsequently, the interpretation of the measurements is 
discussed, because this is an essential part of the HAUP technique. After this, we present 
the obtained results, which are then discussed. 
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5.2 The crystal s t ructure of ((СНз)4М)2СиСІ4 as a function of 
t e m p e r a t u r e 
The four successive phases that occur in ( (СІІз^К^СиСЦ upon changing the temperature 
are characterised in table 5.1. The temperatures T¡ and Tc are those that we observe in 
our measurements. The value T,· = 299 К agrees with that of Ortega et al. (1992), 
though it is often claimed that T¡ = 297 К. The high-temperature paraelastic phase (I) 
is centrosymmetric and orthorhombic (| α | = 15.155 A, | b | = 9.039 Â and the pseudo-
hexagonal axis | c | = 12.127 A). The gyration tensor is, therefore, necessarily zero and the 
indicatrix has a fixed orientation. The HAUP measurements in the paraelastic phase can, 
therefore, be used as a reference for the results in the incommensurate phase (II) and the 
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Table 5.1 Successive phase transitions in ((CH3)4N)2CuCl4. The parameter η determines 
the modulation wave vector according to the relation q = 7c*. It is important to note 
that the superspacc group symmetry of the incommensurate phase has not been checked 
experimentally. The indicatrix rotation is given with respect to the orthorhombic structure 
of the paraelastic phase I. 
Vlokh et al. (1988) showed by means of precise birefringence measurements that the 
modulation wave vector q shows some variation with temperature in the incommensurate 
phase (II). In the same paper, the authors showed that there is a large influence of 
(X-rays induced) defects on both the temperature behaviour of the modulation wave 
vector and on the value of T
c
. The lock-in phase transition temperature T
c
 increases with 
the defect concentration. Therefore, one can state that the temperature width of the 
incommensurate phase is an indication of the quality of the crystal. 
Below T
c
 the modulation wave vector of ( (CHa^N^CuCU locks in at q = | c * . The 
crystal then has a three-fold superstructure. Ferroelastic domains are formed in this 
monoclinic lock-in phase with twin planes parallel to (001) (Sawada et al., 1980). The 
indicatrix can rotate up to approximately 4 · I O - 2 rad around the α axis in a single 
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domain (Sugiyama et al., 1980). Although each of the domains іэ centrosymmetric it is 
still expected that the multi-domain state of the sample is optically active (Dijkstra et al. 
(1992), Kushnir and Vlokh (1993)). 
A third phase transition takes place at T¿¡ = 263 К (Sugiyama et al., 1980). The value 
of 7 becomes zero and the structure is monoclinic with the с axis as unique axis. The twin 
planes between the domains are parallel to (100). Again, each domain is centrosymmetric, 
but a multi-domain sample is expected to be optically active. 
5.3 The Samples 
The growth of good quality crystals is more difficult for ((СНз^Г^гСиСЦ than for the 
related compound ( (Crb^N^ZnCLi . We have grown ((СНз^ІЧ^СиСЦ crystals by the 
thermal convection method as described by Arend et al. (1986). The stoichiometric so­
lution of ((СНз)4Х)С1 and CuCb in water has a dark green colour. If the thermal 
convection is too large, one can easily observe many solution inclusions in the orange 
crystals. According to our experience, nicely faceted, inclusion-free crystals of about 0.5 
cm
3
 can be grown in several months if a small thermal convection is used ( Δ Γ = 1.5K). 
With an optical goniometer it is easy to identify the natural crystal faces. The thus grown 
((СНз)4Ы)2СиСІ4 crystals are often platelike with large (001) faces or they are extended 
along the c-direction and have large (110) and (1Ï0) faces. The (010) faces are usually 








0.22 Δ η 1 3 
Linear Birefringence 
Δ η 
Δ„33 = η,, - η„ 
« 0 .61K - n„) + 0 .39K - n 6) G\3~-
Gyration 
G{») = SjjA-ij 
^зэ
 = 5 з з 
= 0.39 5 l l + O.6I533 + 0.98j 1 3 
Table 5.2 The two samples of ((CH3)4N)2CuCl4 used in the present experiments. n„, 
nb and nc are the main refractive indices of the crystal, g is the gyration tensor and a is 
the unit wave vector of the incident light with respect to the crystallographic axes of the 
paraelastic phase. 
From these crystals we have cut two platelets with a wire saw. One was parallel to 
the natural (001) face and the other was parallel to the (101) face. Both sides of these 
plates were polished on felt with diamond paste down to J μπι size. It was checked with 
a polarising microscope that both polished faces of each sample were plane-parallel. Due 
to the large linear birefringence one observes thickness changes of the sample as a change 
in colour of the transmitted light. Within the spot of the light beam the variation in 
thickness is less than 5 /im. 
The linear birefringence and gyration of the two samples is given in table 5.2. 
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5.4 Measurements 
All measurements have been performed with the HAUP apparatus built in our laboratory 
as described by Dijkstra et al. (1991). This original version of the apparatus appeared to 
be inadequate to perform reliable measurements and some essential improvements were, 
therefore, carried out (Kremers and Meekes, 1994b). 
In table 5.3 an overview is given of the measurements that have been performed 










λ = 632.8 nm 
λ = 632.8 nm 
Measurement III: 
Τ dependence 
Λ = 511 nm 
λ = 511 nm 
Table 5.3 Specification of the three HAUP measurements that have been performed on 
each of the two samples. 
HAUP measurements. As explained in the introduction, it is interesting to measure the 
optical properties of an incommensurately modulated crystal near an absorption edge as 
a function of temperature. The measurement as a function of the wavelength reveals the 
position of the absorption edge. In this way we found that Λ « 511 nm is a good choice 
for the HAUP measurement near the absorption edge. Moreover, the value of the linear 
birefringence must be known at a certain combination of temperature and wavelength 
that is used in the measurement. This is necessary for the determination of the behaviour 
of the linear birefringence with changing temperature or wavelength. The temperature 
dependence of the linear birefringences Δηχ 3 and ΔΠ33 for the wavelength λ = 632.8 nm 
were given by, respectively, Saito et al. (1990) and Ortega et al. (1992). Using these 
values, the linear birefringences as a function of wavelength were derived at a constant 
temperature from the wavelength dependent HAUP measurement. Subsequently, the 
linear birefringence could be determined for the HAUP measurement at the wavelength 
λ = 511 nm. 
At least two extinction directions (Kremers and Meekes, 1994b) were measured in 
each of the performed HAUP experiments. This is necessary for the separation of circular 
dichroism from indicatrix rotation (see also Kremers and Meekes, 1994c). Both of these 
effects are of interest. The temperature was left to stabilise for about half an hour after 
each change of its value. In case of shorter stabilisation times it was sometimes observed 
that, for example, the optical activity showed a definite change with temperature in the 
paraelastic phase. Optical activity is, however, symmetry forbidden in this phase. After 
a temperature stabilisation of about half an hour the results of the measurements were 
as expected. 
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5.5 Interpretation of the measurements 
In a HAUP experiment first the position θο of an extinction direction is determined with 
respect to an arbitrary, but fixed, origin. In our case, we rotate both polarisers to a 
position of minimal intensity, while keeping them crossed. Subsequently, intensities are 
measured at different polariser positions. The angle θ of the polariser, measured with 
respect to о, is kept within 2 · I O - 2 rad. Also the angle Y of the analyser, measured 
with respect to the crossed polarisers position, is kept within the same small range. This 
allows for the fitting of the measured intensities to the so-called HAUP intensity formula. 
Recently, we have derived a unified formula for absorbing crystals (Kremers and Meekes, 
1994c). For the case that we consider here this formula reduces to: 
Г/Го = exp ( - 2 * ^ ) ( 1 Y Y2) Cf3°x3) Ι θ ì , (5.1) 
with 
Cfi° = -(2k + (p-a))sin(^An) + 2SYcos2(^An) + -^-AK,(p + a)cot(^An) 
cf2° = о 
Off = 2 exp (^-Ак\ -2cos(-^An) 
C*° = ехр(^Дк) 
C7f3° = 2(соэЪ{Ц^Ак)-сов{^-Ап)\ (5.2) 
and ζ is the thickness of the sample platelet. All other coefficients Cf° are zero, except 
for C
n
° . This term has not been worked out specifically, because it is not used to extract 
optical parameters from the measurement. The expression for о, defining the position 
of the extinction direction, is: 
θο = --SY + - ( p + a) с о Ц - ^ Δ η ) - fc' + á0¡ndicatrix. (5.3) 
Here, An = ηχ — ni is the linear birefringence and Δ « = /ci — к 2 is the linear dichroism. 
The circular birefringence n
r
 — щ is related to the parameter к: 
к




and the circular dichroism «
r
 — K¡ is related to fc': 
The gyration G and the circular birefringence are related in the following way: 
nr - n¡ = —, (5.6) 
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where ñ is the average of the two refractive indices щ and n 2 that determine the linear 
birefringence. In the same way, к in equation (5.1) is the average of the two extinction 
coefficients κγ and κ2 that determine the linear dichroism. The parameter ¿0¡nd¡catrix in 
equation (5.3) describes the rotation of the optical indicatrix. Note, that in the expressions 
for C2\ and Θο the linear dichroism has been considered to be small with respect to the 
linear birefringence. 
In the fit of the intensities to the HAUP intensity formula both the so-called AY-
correction and the Δθ-correction are performed (Kremers and Meekes, 1994b). By means 
of the AV-correction the contribution of the systematic error δΥ is reduced to a large 
extent. The Δθ-correction improves the values of all fitting-parameters d} and gives a 
correction to the value of о. 
Besides SY two other systematic errors, ρ and a, must be extracted from the fitting-
parameters in order to determine the circular birefringence, the circular dichroism and the 
indicatrix rotation. The linear birefringence and the linear dichroism can be calculated 
without a knowledge of the systematic errors. The errors ρ and a describe the parasitic 
ellipticities of the light polarised by, respectively, the polariser and the analyser. In 
short, the systematic errors are extracted by studying the fitting-parameters as a function 
of temperature (or wavelength) in a region of small linear dichroism where there is no 
circular birefringence, no circular dichroism and no indicatrix rotation. In the case of 
((СНз)4К)2СиСІ4 we use for this the orthorhombic and centrosymmetric paraelastic phase. 
The value of SY is found as the slope of a straight line fitted to a plot of C2i / sin ( ^ Δ η J 
against cot ( "Δη]. The value of p+a is obtained in the same way by plotting ©o against 
cot ( " Δ η ) . We take the value of ρ — a such that the average value of к becomes zero 
in the centrosymmetric paraelastic phase. If the systematic errors are known, one can 
calculate the optical properties of the sample from the fitting-parameters. For a detailed 
description of the used procedure we refer to Kremers and Meekes (1994b)(1994c). 
5.6 Results 
5.6.1 Sample quality 
All temperature dependent measurements were performed by cooling down from the 
paraelastic phase (I) to the lock-in phase (III). For the (101) sample and the wavelength 
λ = 632.8 nm we subsequently performed an additional measurement by increasing the 
temperature. The corresponding behaviour of the fitting-parameter C2i is plotted in fig­
ure 5.1. It shows a sharp change at the phase transition temperature T
e
 = 292.4 K. The 
thermal hysteresis (about 0.6 K) at this phase transition is very small with respect to 
the sometimes observed values of 10 K. Moreover, the temperature width of the incom­
mensurate phase, here 6.6 K, is as can be expected for a crystal with a very low defect 
concentration (Vlokh et al., 1988). We conclude, therefore, that our ((СНз^Г^гСиСЦ 
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Figure 5.1 The fitting-parameter C21 for the (101) sample and a wavelength λ = 632.8 
nm. A very small thermal hysteresis is observed at T
e
. The values of T¡ and Tc have been 
derived from the results for the linear birefringence, which are presented further on. 
5.6.2 The linear birefringence Лп^ and t h e linear dichroism ΆΚ33 
In figure 5.2 the linear birefringence Δ η 3 3 is shown as found for the wavelength λ = 632.8 
nm. There is a reasonable agreement with the results of Ortega et al. (1992), although 
our values are about 2 % lower. This may be caused by an inaccurate measurement of the 
sample thickness. In order to derive the linear birefringence from a HAUP experiment 
it is necessary to know its value for a single value of the parameter (e.g. temperature, 
wavelength) that is varied during the measurement. 
The result of figure 5.2 has been used, therefore, to derive the wavelength dependence 
of the linear birefringence at the temperature Τ = 296 К from the corresponding HAUP 
measurement. The results are given in figure 5.3. Thus, it can be seen by extrapolation 
that the value of Δ η
Μ
( Τ = 296 Κ, λ = 632.8 nm) agrees between the results of figures 
5.2 and 5.3. 
The temperature dependence of the linear birefringence at a wavelength λ = 511 nm 
is given in figure 5.4. This has been done in such a way that it gives the best agreement 
with the data in figure 5.3 at λ = 511 nm. Both phase transitions at T¡ and Tc can clearly 
be observed. The linear birefringence Δ7133 shows a discontinuity at T
c
 = 292.4 K. 
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Figure 5.2 The linear birefringence Δ η
Μ
 as a function of temperature in the paraelastic 
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Figure 5.3 The linear birefringence A n M of ((CH 3 ) 4 N) 2 CuCl 4 as a function of the wave­
length Λ of the light at the temperature Τ = 296 К The discontinuities in this figure are a 
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Figure 5.4 The linear birefringence Δ η 3 3 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of tem­
perature in the paraelastic, incommensurate and (partly) in the first lock-in phase of 
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Figure 5.5 The linear dichroism Δ κ
ω
 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of the wave­
length λ of the light The temperature is Τ = 296 К 
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Figure 5.6 The linear dichroism ΔΚ33 of ((CH3)4N)2CuCl4 as a function of the temper­
ature. The wavelength of the light is λ = 511 nm. 
It is interesting to see that the linear birefringence has a smoother behaviour in the 
paraelastic phase for the measurements in figure 5.4 than those in figure 5.2, although 
both figures are for the same sample. This difference may be related to the thermal history 
of the sample. The choice for the measurement at the wavelength λ = 511 nm was made 
by considering the wavelength dependence of the linear dichroism, which is presented in 
figure 5.5. For wavelengths larger than 570 nm the linear dichroism Δ/сзз is negligible. 
The linear dichroism shows a sharp increase at the absorption edge. It was impossible 
to measure at wavelengths smaller than λ = 490 nm, because the light was absorbed too 
strongly there. At λ = 511 nm the linear dichroism is clearly non-zero. On the other hand 
it is still small with respect to the linear birefringence. Therefore, the HAUP intensity 
formula (5.2) can be used for the interpretation of the measurements. It was explained 
in the introduction that the temperature dependence of the linear dichroism ΔΚ33 for 
such a wavelength near the absorption edge could be sensitive to the incommensurate 
modulation. The result is shown in figure 5.6. Unfortunately, only a linear decrease of 
Дкзз is seen with decreasing temperature. Even at the phase transition temperatures 
Ti and T
c
 no structure is observed. The sign of Ак3з is different in figure 5.6 than in 
figure 5.5. This is caused by the fact that the, arbitrarily chosen, first extinction direction 
differed by | π between these measurements. 
150 Chapter 5 
5.6.3 The linear birefringence Ani$ and the linear dichroism Л « 1 3 
In the figures 5.7 and 5.8 we show the temperature dependence of the linear birefringence 
Δχΐΐ3 at, respectively, λ = 632 8 nm and λ = 511 nm. Both are in good agreement 
with the wavelength dependence of the linear birefringence Δ η 1 3 , which is presented in 
figure 5.9, at the temperature Τ = 296.8 К. The temperature dependence of Δ η ι 3 is in 
reasonable agreement with the results of Saito et al. (1990), although our values are, also 
for this case, about 2 % lower. It is interesting that at Τ и 305 К a clear change in 
slope is observed for both wavelengths used. The reason for this change is unclear to us. 
Moreover, the linear birefringence Δ π 3 3 in the figures 5.2 and 5.4 do not show a change 
of slope at this temperature. 
In figure 5.10 we present the wavelength dependence of the linear dichroism Δ/Сіз at 
the temperature Τ = 296.8 К. Again, it is seen that at λ = 511 nm a clearly non-zero 
linear dichroism is present that is still small with respect to the linear birefringence. The 
result for the temperature dependence of the linear dichroism Δ κ ι 3 at this wavelength 
is plotted in figure 5.11. Also in this case, only a linear dependence on temperature is 
observed with no structure at the phase transitions. The temperature dependence of Ακ33 
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Figure 5.7 The linear birefringence Δπ 1 3 of ((CH3)4N)2CuCl4 as a function of tem­
perature in the paraelastic, incommensurate and (partly) in the first lock-in phase of 
((CH3)4N)2CuCl4 The wavelength of the light is λ = 632 8 nm 
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Figure 5.8 The linear birefringence Δ η 1 3 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of tem­
perature in the paraelastic, incommensurate and (partly) in the first lock-in phase of 
((CH 3 ) 4 N) 2 CuCl 4 . The wavelength of the light is 511 nm. 
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Figure 5.9 The linear birefringence Δ η 1 3 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of the wave­









" W t f H i , , , , ^ , , ! » 1 > > . » > * » , < и ^ 
530 580 630 
Wavelength (rim) 
Figure 5.10 The linear dichroism Δ κ
: 3 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of the wave­
length λ of the light. The temperature is Τ = 296.8 К. 
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Figure 5.11 The linear dichroiem Δ κ 1 3 of ((CH 3 ) 4 N) 2 CuCl 4 as a function of the temper­
ature. The wavelength of the light is A = 511 nm. 
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5.6.4 Optical Activ ity 
As expressed by equation (5.4), the circular birefringence n
r
 — щ is determined by the 
ellipticity к and the linear birefringence. In the figures 5.12 and 5.13 the temperature 
dependence of к is presented for the (001) sample. 
In case of the measurement with λ = 632.8 nm, figure 5.12, we observe that | к | < 
1.5 · 1 0 - 4 for the majority of points. Moreover, the results scatter around zero in both 
the paraelastic and the incommensurate phase. These results agree with those of Ortega 
et al. (1992). We have to conclude that the gyration G33 in the incommensurate phase is 
zero or too small to be detected at the wavelength λ = 632.8 nm. It has been explained 
in the introduction, though, that optical activity, if present, may be more pronounced for 
wavelengths near the absorption edge. The results for the corresponding measurement 
using λ = 511 nm, figure 5.13, show that \k\< 1 · 1 0 - 4 for nearly all points. It is, therefore, 
not possible to detect optical activity G33 in the incommensurate phase, even not for this 
wavelength. 
Nevertheless, a non-zero gyration G13, measured with HAUP, has been reported by 
both Uesu and Kobayashi (1985) and Saito et al. (1990). In figure 5.14 we show our results 
for the same wavelength, λ = 632.8 nm, as used by these authors. In general, the value 
of I к | is smaller than 1 • 1 0 - 4 for temperatures higher than Τ = 295 К. Nevertheless, a 
systematic deviation from zero is observed. Below Τ = 295 К a clear onset of the gyration 
Gi3 is observed. Moreover, the ferroelastic phase III shows a large gyration, к sa —8· I O - 4 , 
though this phase is centrosymmetric. In our opinion, this effect is inevitable, because the 
sample enters a multi-domain state. The gyration is a result of the change in orientation 
of the optical indicatrix from one domain to the next. Our results are clearly different 
from those obtained by Uesu and Kobayashi (1985) and Saito et al. (1990). This difference 
is addressed in the discussion. 
The ellipticity A; at the wavelength λ = 511 nm near the absorption edge for the same 
(101) sample has been plotted in figure 5.15. The open circles are the results obtained 
for a measurement with a stabilisation time of only 15 minutes at each temperature. 
The ellipticity к is, then, not even constant in the centrosymmetric paraelastic phase. 
Therefore, we have used a stabilisation time of about 30 minutes for all temperature 
dependent measurements. The thus obtained results are represented by the full circles. 
Again, it is observed that at a temperature Τ = 295 К there is an onset of gyration G13 
in the incommensurate phase. 
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Figure 5.12 The ellipticity к = Ц=~^ for the (001) sample of ((CH 3 ) 4 N) 2 CuCl 4 as a 
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Figure 5.13 The ellipticity Jb = 2 g £ i for the (001) sample of ((CH3)4N)2CuCl4 as a 
function of temperature. The wavelength of the light is λ = 511 nm. 
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Figure 5.14 The ellipticity к = Ц^ for the (101) sample of ((CH 3 ) 4 N) 2 CuCl 4 
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Figure 5.15 The ellipticity к = Ц^- for the (101) sample of ((CH 3 ) 4 N) 2 CuCl 4 as a 
function of temperature. The wavelength of the light is λ = 511 nm. The open circles 
give the result with a temperature stabilisation of 15 minutes. The full circles represent the 
results obtained with a stabilisation time of 30 minutes. 
5.6.5 The circular dichroism and indicatrix rotation 
In order to calculate the circular dichroism and the indicatrix rotation one must measure 
two extinction directions. After the determination of the systematic errors separately 
for both extinction directions and the linear birefringence one subtracts the contribution 
— \SY + | ( p + a) cot (y-Δηί from the measured values of
 и
. In addition, an amount 
of ^π is subtracted from θο for the second extinction direction. The resulting values are 
plotted in figure 5.16 for the temperature dependent measurement of the (001) sample at 
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Figure 5.16 The values of ¿
 іп<і —it' for the two extinction directions as obtained for the 
measurement on the (001) sample. The wavelength of the light is λ = 511 nm. 
The paraelastic phase is orthorhombic and centrosymmetric. Therefore, there can 
be no indicatrix rotation and no circular dichroism in this phase. The curves in figure 
5.16 should coincide, therefore. Nevertheless, there is a difference caused by the so-called 
¿ -еггог (Kremers and Meekes, 1994c). For this measurement ¿ = 5.57 • IO - 4 rad. 
Both curves in figure 5.16 show the expected constant behaviour in the paraelastic 
phase. At Tt-, however, there is a deviation from this behaviour. This can be caused by 
both circular dichroism and indicatrix rotation. These effects can, however, be separated, 
because the circular dichroism has different signs for both extinction directions, whereas 
the indicatrix rotation has equal signs (Kremers and Meekes, 1994c). 
In figure 5.17 we present the thus obtained values of the indicatrix rotation ¿0¡ndicatrix· 
There is no absolute scale on the ordinate axis, because the θο values are measured with 
respect to an arbitrary origin. Nevertheless, a definite rotation of the optical indicatrix is 
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Figure 5.17 Rotation of the optical indicatrix in the (001) sample for the wavelength λ = 
511 um. The distance between lick marks on the ordinate axis equals 1 - 10~4. There is no 
absolute scale, because θ 0 can only be measured with respect to an arbitrary origin. 
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Figure 5.18 The circular dichroism ic
r
 — к, of the (001) sample for the wavelength A : 
511 nm. The distance between tick marks on the ordinate axis equals 1 • 10" ' . 
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Figure 5.19 Rotation of the optical indicatrix in the (101) sample for the wavelength Л : 
511 nm. The distance between tick marks on the ordinate axis equals 1 -10~4. 
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Figure 5.20 Rotation of the optical indicatrix in the (001) sample for the wavelength λ = 
632.8 nm. The distance between tick marks on the ordinate axis equals 1 - 10~4. 
The circular dichroisrn is obtained by taking the difference of the two curves in figure 
5.16 and multiplying the result with 2Δη according to equation (5.5). The thus obtained 
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values are plotted in figure 5.18. It is seen that, with respect to the experimental error, 
there is no detectable circular dichroism in the incommensurate phase. The same conclu­
sion had to be drawn for all other measurements. A rotation of the indicatrix, however, 
was observed in all cases, having the same order of magnitude. We have plotted the 
corresponding results in the figures 5.19 and 5.20. The result for the (101) sample at the 
wavelength Λ = 632.8 nm has not been given, because the value of ¿©indicatrix was not 
constant in the paraelastic phase. The reason for this is, at present, unclear to us. 
5.7 Discussion and Conclusions 
The measurements in this paper have been performed in order to search for optical effects 
in the incommensurate phase of ((СНз^Г^гСиСЦ that are not allowed by the symmetry 
of the average structure. The temperature dependence of the optical effects has been 
studied for A = 632.8 nm and Л = 511 nm. The latter wavelength is near the absorption 
edge. A sample platelet parallel to (001) and one parallel to (101) have been used for 
the investigations. We used the recently extended HAUP method (Kremers and Meekes, 
1994c). Also dichroic effects could, therefore, be measured reliably simultaneously with 
the other effects. 
Only a very small thermal hysteresis at T
c
 was observed in our samples. This, together 
with the width of the incommensurate phase, indicates that the samples were of high 
quality. It has been found, that a temperature stabilisation time of about 30 minutes is 
sufficient to give reliable results for all measurements. 
The measured values of the linear birefringence were found to be in reasonable agree­
ment with those of other authors. In addition, an unexplained change in the linear 
birefringence Δτί 1 3 has been observed at Γ « 305 К in the paraelastic phase. The phase 
transition from this phase to the incommensurate phase is clearly revealed by the linear 
birefringence. The phase transition temperature that we observed was Г, = 299(±0.25) 
K. It is unclear to us why this value disagrees with the often reported value T, = 297 
K. The measured linear birefringence showed typical structures in the incommensurate 
phase. This agrees with the results of Vlokh et al. (1988), who concluded that the modu­
lation wave vector must show a variation with temperature in this phase. The first order 
character of the phase transition from the incommensurate to the first ferroelastic lock-in 
phase showed up as a discontinuity in the linear birefringence at the phase transition 
temperature. 
In advance, it was expected that the influence of the incommensurate modulation 
on the [СиСЦ] 2 - tetrahedra would be reflected by the temperature dependence of the 
linear dichroism Δ κ . However, both Д«із and Дк 3 з only showed a linear dependence 
on the temperature. Even at the phase transition temperatures the linear dichroism was 
structureless. Also the circular dichroism was measured, but in all cases it was zero, or 
too small to be detected. 
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The measured gyration G33 agrees with the results of Ortega et al. (1992) for the 
wavelength λ = 632.8 nm. It is zero or too small to be detected. We have checked whether 
the gyration G33, if non-zero, could be enhanced for a wavelength near an absorption edge, 
λ = 511 nm. However, also for this wavelength it was impossible to detect any gyration. 
In addition, we have measured the gyration G13 at two different wavelengths, because 
a clearly non-zero G13 in the incommensurate phase was reported by Uesu and Kobayashi 
(1985) and Saito et al. (1990). These authors find a zero gyration in the first lock-in phase. 
In our measurements, however, a non-zero gyration was found in this phase. We believe 
that this is a result of the multi-domain state of the sample, which is difficult to avoid 
without applying external forces. Also the behaviour with temperature of the gyration 
G13 that we measured in the incommensurate phase clearly differs from the results of Uesu 
and Kobayashi (1985) and Saito et al. (1990). These authors find a gyration G13 that 
starts deviating from zero below T¡. It becomes maximal halfway the incommensurate 
phase and then decreases, until it is zero at Tc. In our case, however, the gyration is very 
small for temperatures above Τ = 295 К and a steady increase is observed below this 
temperature. This was found for both wavelengths used. The reason for a non-zero gyra­
tion in the incommensurate phase may be found in a symmetry breaking caused by the 
incommensurate modulation with respect to the average centrosymmetric structure. It 
is, however, important to realise that also a coexistence of commensurate and incommen­
surate domains is often observed in the incommensurate phase (see for example Hedoux 
et al., 1989). The observed gyration in the incommensurate phase can then be attributed 
to a steady increase of the number of commensurate domains until only commensurate 
domains are left at T
c
. From our measurements of the linear birefringence, and also those 
of others (see for example Vlokh et dl., 1988), it is expected that the (length of the) 
modulation wave vector is not constant in the incommensurate phase. Unfortunately, the 
exact behaviour of the modulation wave vector q has not been measured very accurately 
by means of diffraction experiments. Moreover, the superspace group has not yet been 
determined experimentally, as far as we know. It is, therefore, even not certain that the 
average structure of the incommensurate phase is centrosymmetric and orthorhombic. It 
is clear that a very careful, temperature dependent investigation of the incommensurate 
phase of ((CHs^N^CuCLt by means of X-ray diffraction would be of great help in the 
interpretation of our results. This may be a topic of further research. 
Finally, we discuss the observed rotation of the optical indicatrix in the incommensu­
rate phase that contradicts an orthorhombic symmetry. Contrary to the results of Uesu 
and Kobayashi (1985) we have detected a rotation around the c-axis of about 2 · I O - 4 rad 
in the incommensurate phase. There is no indicatrix rotation in the paraelastic phase. 
According to the analysis presented by Meekes and Janner (1988), a long wavelength 
Fourier component of the dielectric tensor with wave vector h = le" + mq and /, m both 
odd, can give rise to such a rotation if the superspace group is Pcmn(007)(lsT). In case 
that also wave vectors h with / even and m odd are important, a rotation around the 
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α-axis can be expected. Unfortunately, the orientation of our samples was not suited 
for identifying this rotation. Uesu and Kobayashi (1985) did observe a rotation of about 
5- I O - 3 rad around the α-axis, however none around the b- or c-axes. Unfortunately, their 
sample showed a very large thermal hysteresis, contrary to our samples. It is not unlikely 
that this hysteresis is related to the behaviour of the modulation wave vector. Therefore, 
we think that it is difficult to compare the results. 
At present, it is still unclear if the different results that are obtained by different 
authors are caused by differences in the (quality) of the samples or by the method of 
measurement. We would like to suggest, therefore, that a specific set of samples of in-
commensurately modulated crystals are measured by different groups that work in this 
field. Moreover, the quality of these samples should be checked by means of additional 
measurements. 
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Influence of the incommensurate modulation on 
the optical properties of 
the solid solution ((CH3)4N)2ZnCl2.8Bri.2 
M. Kremers and H. Meekes 
Abstract 
This paper reports on measurements with a High Accuracy Universal Polarimeter of the 
birefringence, optical activity and indicatrix rotation in incommensurately modulated 
((СНз^М^пСЬ.вВгі .г crystals. It is shown that in this solid solution the inversion sym­
metry is broken already in the paraelastic phase, due to the inhomogeneous distribution 
of CI and Br over the zinc-halide tetrahedra. This, however, allows one to study the 
influence of the incommensurate modulation on a non-zero optical activity. This influence 
is clearly shown for a sample in which, moreover, the modulation wave vector is believed 
to lock at several commensurate values. 
6.1 Introduction 
Crystals of the solid solution ((CHa^N^ZnCU-xBr*, 0 < χ < 4, can be considered to 
be members of the family of A2BX4 type crystals that have a ß — K2SO4 structure at 
high temperatures. In the neighbourhood of room temperature a phase transition occurs 
to an incommensurately modulated structure with modulation wave vector q = 7c" for 
the crystals with x< 3 (Colla et al., 1984). It is important to realise that a description 
in terms of the ß — K2SO4 structure (Colla et al., 1987) neglects the difference between 
CI and Br . Each zinc-halide tetrahedron in the crystal can only contain an integral 
number, n, of bromine atoms. For a general value of χ there is, therefore, a distribution 
of these tetrahedra ZnCl4_„Br„ with different values n, such that the average value of η 
is equal to x. The corresponding relative concentrations p
n
 were determined from Raman 
scattering experiments by van Loosdrecht and Janner (1991). Thus, if one takes the 
difference between CI and Br into account all lattice translational symmetry and point 
group symmetry is generally lost already in the high temperature phase. Although this 
has only subtle effects on X-ray diffraction experiments (Colla et al., 1987) we show in 
this paper that it has definite consequences for the optical properties of these crystals. 
Our interest in A 2BX 4 type crystals with an average β—K2SOi structure lies in the 
occurrence of an incommensurately modulated phase. In a broader context it is our aim 
to investigate the influence of an (incommensurate) modulation on the physical properties 
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of such crystals. It is not possible to use a normal space group description for the incom­
mensurate phase, because the presence of the modulation breaks the lattice translational 
symmetry. Such a symmetry can, however, be recovered if the crystal is embedded in a 
so-called superspace which has a dimension larger than 3. The symmetry of the structure 
can accordingly be described by means of a superspace group (de Wolff (1974), Janner 
and Janssen (1977), de Wolff et al. (1981), Janner et al. (1983)). Many members of the 
A2BX4 family, considered here, have superspace group symmetry Pcmn(007)(lsT). The 
point group of the structure that is obtained by averaging the effect of the modulation 
in the incommensurate phase is mmm. The average structure is, therefore, orthorhombic 
and centrosymmetric. If one is able to detect optical properties that are symmetry for­
bidden by the point group mmm, a clear influence of the incommensurate modulation has 
been found. We have recently investigated the optical properties of ((CH3)4N)2ZnCl4 and 
((CII3)4N)2CuCl4 crystals (Kremers et al. (1994a), Kremers and Meekes (1994d)). This 
was done with a High Accuracy Universal Polarimeter (HAUP) that is very well suited 
for this purpose (Kobayashi and Uesu (1983), Dijkstra et al. (1991), Kremers and Meekes 
(1994b), Kremers and Meekes (1994d)). In the case of ((CH 3) 4N)2CuCl 4 a rotation of 
the optical indicatrix was detected in the incommensurate phase, which contradicts an 
orthorhombic symmetry. In addition, (small) optical activity was found which contra­
dicts the presence of an inversion center (Nye, 1985). For the case of ( ( C l b ^ N ^ Z n C U , 
however, no macroscopic symmetry breaking with respect to the average structure could 
be detected. 
In this paper we report on similar HAUP measurements on ((CHs^N^ZnCb.eBri^ 
crystals. These have been performed for the following reasons. As explained above, one 
can expect that in this solid solution deviations can occur from the macroscopic point 
group symmetry mmm of the average structure. The crystal can, therefore, show non-zero 
optical activity and indicatrix rotation even in the high temperature phase. Instead of 
searching for a deviation from zero in the incommensurate phase as has been done for 
((CHe^N^ZnCLi it is possible, therefore, to study the deviation from a non-zero behaviour 
in the case of ((СІІз^ІЧ^пСІг.вВгі.г . Though there is still disagreement on the presence 
of optical activity in in the incommensurate phase of ((CH3)4N)2ZnCl4 (Kremers et al., 
1994a), the results presented in this paper for ((CHs^N^ZnCb.sBri^ show, undoubtedly, 
that optical activity can be affected by the modulation. Moreover, one can consider the Br 
atoms to be (intrinsic) defects of a perfect ((CHe^N^ZnCU crystal, although the number 
of these defects is then relatively large in the case of ((CH3)4N)2ZnCl2.8Bri.2. Nevertheless, 
one may get an idea, in this way, of the role played by defects in an incommcnsurately 
modulated crystal. 
We have organised this paper as follows. First, the temperature dependence of the 
crystal structure of ((CHs^N^ZnCb.gBri^ is described. After that, we describe the 
sample treatment and the most important details of the measuring method. Then, we 
discuss the interpretation of the HAUP data. Subsequently, the results are presented and 
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discussed. 
6.2 The crystal structure of ((CHs^N^ZnCb.eBri
 2 as a func­
tion of temperature 
The x-T phase diagram of ((CHa^N^ZnCU-xBr,, crystals was determined by Colla et al. 
(1984). In table 6.1 we present the successive phases that can be identified if one disregards 
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Table 6.1 Successive phase transitions in ((CH3)4N)2ZnCl2 gBrj 2. The structural data 
represent the case in which one disregards the difference between Br and CI. The parameter 
у determines the modulation wave vector according to the relation q = fc'. 
Phase I is a paraelastic phase with space group Pcmn ( | a | = 15.67Â, \b\= 9.07 À and 
the pseudo-hexagonal axis | c | = 12.39 A). At Г, a phase transition into an incommensu­
rate phase occurs. From our birefringence measurements we find the value Ί\ = 294 К 
that differs from the value T¿ = 290 К given by Colla el al. (1987). The behaviour of the 
modulation parameter 7 in the incommensurate phase has been investigated by Vogels 
et al. (1992)(1994). It was found that the modulation wave vector q locks at several com­
mensurate values of 7 in the incommensurate phases of ((CH3)4N)2ZnCl4_xBrx crystals 
(x > 0). The exact temperature behaviour of 7 can, however, differ from one crystal to 
another (Vogels et al., 1994). The locking behaviour can also be expected from the point 
of view that the Br atoms are intrinsic defects. It was shown by Bziouet et al. (1987) 
that a large (X-rays induced) defect concentration in crystals of ( (СНз^Гч^пСЦ (χ = 0) 
also causes the modulation wave vector to lock at several rational values. 
At T
e
 — 280 К a lock-in phase transition into a ferroelastic phase takes place. The 
crystal has then a three-fold superstructure and evolves into a multi-domain state. Two 
other phase transitions are known to occur at lower temperatures. We have only performed 
measurements in the phases I and II. 
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6.3 The Samples 
Colourless crystals of about 1 cm 3 with large natural faces have been grown by means of 
a thermal convection method (Arend et al., 1986) from a stoichiometric aqueous solution 
of ((CH 3) 4N)Hal and ZnHal2 (Hal = Br ,C1 ) for the value χ = 1. The value of χ 
for the crystals growing from such a solution is always somewhat larger (Colla, 1987b), 
being χ = 1.2 in this case. The directions of the crystallographic axes a, b and с were 
determined with the help of an optical goniometer. Two crystal platelets, one parallel to 
the natural (001) face and another parallel to the (101) face, were cut with a wire saw. 
The faces of these platelets were polished with diamond paste down to 1 μπι size. In table 
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Table 6.2 The two samples that have been used in the present experiments and the 
optical parameters that are relevant. n„, nb, and nc are the main refractive indices. The 
gyration tensor g and the unit wave vector я of the light determine the gyration G that 
is observed. The indices of G indicate the gyration tensor element that gives the largest 
contribution to the total gyration for the direction a. The corresponding linear birefringence 
and other optical properties are labeled with the same indices. 
The (001) sample was chosen, because the direction of light propagation is parallel 
to the modulation wave vector in such a sample. The (101) sample was selected because 
previous HAUP measurements on several members of the A2BX4 family have shown in­
teresting and controversial results for this sample orientation (Kremers et al., 1994a). 
6.4 Measurements 
The measurements presented in this paper were carried out with a HAUP apparatus 
built in our laboratory. A description of this apparatus has been given by Dijkstra et al. 
(1991). Some essential improvements were made in this set-up, which have been discussed 
by Kremers and Meekes (1994b). 
In case of the (001) sample measurements were performed as a function of the temper­
ature for two different wavelengths λ = 632.8 nm and λ = 500 nm. The same sample was 
also subjected to measurements as a function of wavelength at two different temperatures 
Τ = 305 К and Τ = 290 К. The (101) sample was measured only as a function of tem­
perature for the wavelength A = 632.8 nm. We want to point out that we have checked 
the obtained linear birefringences by measurements on two additional samples that were 
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prepared with different thicknesses. In this way it is possible to determine the value of 
the linear birefringence without doubt. 
In the measurements as a function of temperature at least two extinction directions 
(Kremers and Meekes, 1994b) were measured, in order to determine the rotation of the 
indicatrix with a large accuracy (Kremers and Meekes, 1994c). The temperature was left 
to stabilise for about half an hour after each change of its value, because we have learned 
from previous experiments that shorter stabilisation times can lead to irreproducible re­
sults. It has been shown by Colla et al. (1987) that the modulation wave vector has a 
larger tendency to lock at rational values of 7 as the temperature is varied more slowly. 
In our case one can consider the temperature variation to be very slow in this respect. 
6.5 Interpretation of the measurements 
The results presented in this paper were obtained with the interpretation that has been 
presented by Kremers and Meekes (1994b). Both the so-called Δ θ - correct ion and the ΔΚ-
correction were carried out. The latter reduces the magnitude of the ¿K-error, typical 
in the IIAUP method, to the order of 10 - 5 or smaller. The ΔΘ-correction improves all 
results, but is especially important for an accurate determination of the rotation of the 
optical indicatrix. Although the crystals of ((CHs^N^ZnCLj-xBr* are totally transparent 
for visible light, we have taken the possible presence of small linear dichroism Δ κ into 
account. This effect may be caused by anisotropic surface scattering. The absolute value 
of of the linear dichroism | Δκ | never exceeded 1 • 10 - 6 . 
The optical properties of a sample that determine the propagation of light with unit 
wavevector a are extracted from the intensities measured in the HAUP experiment by 
fitting these intensities to the so-called HAUP intensity formula. In this way one finds 
the value of 4 sin2 (πζΑη/λ) from which the linear birefringence An has to be calculated 
(z is the thickness of the sample). From one of the fitting-parameters one also obtains 
the value of 
2SY cos2 (πζΔη/λ) - ((ρ - a) + 2k) sin ( 2 π ζ Δ η / λ ) , (6.1) 
where к = G/(2ñAn) in which ñ is the average refractive index and G is the gyration. The 
parameters ρ and a are the small parasitic ellipticities of the light polarised by, respectively, 
the polariser and the analyser. We have determined the value of the systematic error SY 
from expression (6.1) at that temperature or wavelength where sin (2πζΑη/\) equals 
0. The value of expression (6.1) is equal to 2SY at such a point. Subsequently one can 
calculate the behaviour of (p— a)+2k. The parameter (p—a) gives a constant contribution 
to this behaviour, which can only be determined if one is certain that к is equal to zero 
for part of the measurements. This is not the case for our measurements. However, it is 
well-known from other experiments that (p — a) has a magnitude in the order of 10 - 4 . 
One can, therefore, estimate the gyration by neglecting (p — a) in case that the value of 
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(ρ — a) + 2fc is much larger than 10 *. 
Furthermore, the measurements provide the values of 
θ 0 = -ÁP + a) COt ( π ζ Δ η / λ ) - - S Y + (föindicatrix-
The parameter ÍOúidicatrU represents a possible rotation of the optical indicatrix. An equal 
contribution ¿©indicatrix is found in the measurement of the other extinction direction, 
whereas An changes sign for the latter. By comparing the values of θο for both extinction 
directions and subtracting the corresponding contributions | ( p + a)cot (πζΑη/Χ) — | ¿ K 
it is possible to find the rotation of the optical indicatrix with a large accuracy (Kremers 
and Meekes, 1994c). In order to do this, however, the value of p+a, which does depend on 
the extinction direction, must be determined. We have done this by plotting ©o against 
cot (πζΑη/Χ) for a small part of the measurements where Í0¡nd¡c»trix is (nearly) constant. 
6.6 Results 
β.6.1 The linear birefringence 
The linear birefringence Дпзз of the (001) sample as a function of temperature has been 
plotted in figure 6.1. A clear change of slope is observed at Ί\ = 294 К. This temperature 
is, therefore, believed to indicate a (second order) phase transition. A straight line be­
haviour of the linear birefringence is observed below T,-. The discontinuities are a result 
of the inaccuracy of the HAUP method in those cases that sin (πζΑη/Χ) equals zero. The 
behaviour of the linear birefringence as a function of wavelength is presented in figure 6.2. 
The lock-in phase transition at Τ = T
c
 is faintly visible in the measurement at λ = 632.8 
nm. The results of figures 6.1 and 6.2 agree nicely. We want to recall that the temperature 
dependence of Δ7133 has been checked by measuring another (001) sample with a different 
thickness. 
In figure 6.3 we present the linear birefringence An13 for the (101) sample as a function 
of the temperature. Also in this case we have checked the result by measurements on 
another (101) sample with a different thickness. Again change of slope is observed at 
T( = 294 К, but now also at approximately Τ = 297 К. In addition, the birefringences 
changes slope at several temperatures in the incommensurate phase, contrary to the results 
in figure 6.1. It is explained in the discussion that these deviations can be attributed to 
the behaviour of the modulation wave vector with temperature. 
Note, that compared to the case of χ = 0 (Kremers et al., 1994a) the behaviour of 
Дпзз, as a function of temperature at λ = 632.8 nm, is comparable, whereas the behaviour 
of Anja is very different. Thus, in the latter case, a clear influence of the substitution of 
CI for Br is observed. 
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Figure 6.1 The linear birefringence Δ η , , of ((CH 3) 4N) 2ZnCl 2 gB^ 2 at two different 
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Figure 6.2 The linear birefringence Δ % of ((CH 3 ) 4 N) 2 ZnCl 2 gBrj 2 at two different tem­
peratures as a function of the wavelength of the light. 
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Figure 6.3 The linear birefringence Δ η 1 3 of ((СНз)4^)22пСІ28Вг1 2 as a function of 
temperature. The wavelength of the light is λ = 632.8 nm. 
β.6.2 The gyration 
It has been explained in section 6.5 that it is possible to determine the value of (p—a)+2k 
from the measurements. The parameter к represents the ellipticity angle of the elliptical 
eigenpolarisations of the light that propagates in the sample. We have plotted in figure 
6.4 the temperature dependence of k+ | ( p —a) for the (001) sample and the two different 
wavelengths used. Note, that (p — a) is a constant with a magnitude in the order of 
1 0 - 4 . Therefore, it is clear that k, and consequently G33, is non-zero already in the 
paraelastic phase. It has been explained in the introduction that one can expect this, 
because the centrosymmetry is broken by the complete miscibility of Br and C I . Crystals 
of ((CH3)4N)2ZnCl4_xBrx are, therefore, indeed optically active. This gives the possibility 
of studying the influence of the presence of the modulation wave vector on a non-zero 
optical activity. 
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In figure 6.5 we show the the temperature dependence of к + | ( p — a) for the (101) 
sample. Also in this case there is non-zero optical activity both in the paraelastic and 
in the incommensurate phase. The ellipticity angle fc, however, shows a remarkable be­
haviour. Several plateaus of constant к are observed. We have drawn horizontal dashed 
line segments through these plateaus. Even above T, a plateau is present. The origin of 
this remarkable behaviour is addressed in the discussion. 
The structure in the ellipticity angle к may be caused by the structure that is present 
in the linear birefringence, because of the relation к = ¿ДТІЙ • ^ n о г < ^ е г *° Ее^ ^ 1 idea about 
the temperature dependence of the gyration G13, we have neglected the contribution of 
ρ — α in figure 6.5. For a first approximation this is reasonable, because the value of p— a 
is small with respect to the observed values of 2fc + (p — a). The circular birefringence 
Gi3¡ñ can then be calculated. The results are presented in figure 6.6 which shows that 
the structure in к is not only due to the behaviour of the linear birefringence. Also the 
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Figure 6.4 The temperature dependence of к + j(p — о) for the (001) sample at two 
different wavelengths. 
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Figure 6.5 The temperature dependence of k + ^(p — a) for the (101) sample The dashed 
horizontal line segments have been drawn as a guide to the eye The wavelength of the light 
is λ - 632 8 nm 
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Figure 6.6 The temperature dependence of the circular birefringence G13/ñ, obtained by 
neglecting the contribution of ρ — a The wavelength of the light is λ = 632 8 nm 
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β.θ.3 Rotat ion of the optical indicatrix 
In figure 6.7 we have plotted the rotation of the optical indicatrix as derived for the (101) 
sample. In a truly orthorhombic crystal indicatrix rotation is forbidden by symmetry. The 
non-constant behaviour in the paraelastic phase of ((CH3)4N)2ZnCl2.gBri.2 again demon­
strates the fact that a point group symmetry mmm is not present. In the incommensurate 
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Figure 6.7 Rotation of the optical indicatrix in the (101) sample for the wavelength Λ = 
632.8 nm. The distance between the tick marks on the ordinate axis equals 1 · 10 - 3. There 
is no absolute scale, because θ 0 can only be measured with respect to an arbitrary origin. 
6.7 Discussion 
From the measured birefringences Δ7133 and Δ7113 we have concluded that the 
phase transition from the paraelastic phase to the incommensurate phase occurs in 
((CHa^N^ZnCb.eBrLï crystals at the temperature 7; - 294 K. Vogels et al. (1992) 
observed satellite faces on the morphology of these crystals up to exactly the same tem-
perature. The transition temperature derived by Colla et al. (1987) from differential 
scanning calorimetry, on the other hand, was T¿ = 290 К. This difference may be caused 
by the fact that a much larger cooling rate was used by Colla et al. (1987). Another 
reason may be found in the differences that are observed for different individual crystals. 
The birefringence Δ η ι 3 presented in figure 6.3, for example, shows several deviations from 
a straight line behaviour in the incommensurate phase. In other samples, however, we 
did observe a perfectly linear dependence on temperature of the birefringence Δτΐι3. It 
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is our opinion that the behaviour of the modulation wave vector is very sensitive to the 
presence of defects in ((CHa^N^ZnCU.eBri^ crystals, but more importantly that the be-
haviour of the modulation wave vector clearly influences the optical properties. A strong 
indication for the latter is given by the results in figure 6.5. One observes five plateaus 
of more or less constant ellipticity angle fc in this figure. In other ((CHa^N^ZnCU.sBri.î 
samples, having the same orientation, we also observed a clearly non-zero A; having, how-
ever, a smooth temperature dependence without plateaus. The results in figure 6.5 are, 
nevertheless, very interesting. 
As mentioned before, it is known that large defect concentrations can cause the mod-
ulation wave vector to lock at several commensurate values in ( (Cbb^N^ZnCU crys-
tals. Moreover, such a locking behaviour seems to be a characteristic intrinsic property of 
((CH3)4N)2ZnCl4_xBrK crystals (Vogels et al., 1994). Therefore, we attribute the plateaus 
in figure 6.5 to regions of different commensurate modulation wave vectors. Note, that 
this implies that here the modulation wave vector already has a certain temperature de-
pendence above Ti = 294 К, which also effects the rotation of the optical indicatrix at 
Τ « 297 К. It is striking that at the latter temperature the phase transition to the incom­
mensurate phase occurs for ((CHs^N^ZnCU (x=0). At present we can not say whether 
this is a coincidence. Another explanation for the observed plateaus might be found in the 
temperature dependence of the amplitude of the modulation. However, one only expects 
a steady increase of the amplitude with decreasing temperature. This can not explain the 
observed behaviour of k. Also the unit cell parameters of the average lattice are known 
to show a smooth temperature dependence. 
Thus, we believe that in figure 6.5 one can, indirectly, observe a locking of q at 
different commensurate values. Between the plateaus the modulation wave vector may be 
incommensurate, changing continuously with temperature. It is also possible, however, 
that there are many different plateaus that are too small to be distinguished. Nevertheless, 
it is evident that the presence of the modulation influences the ellipticity angle k. The 
results presented in figure 6.6 demonstrate that also the optical activity is undoubtedly 
influenced by the presence of the modulation. 
In the incommensurate phase the behaviour of the rotation of the optical indicatrix 
resembles the behaviour that was observed for ( (СНз^Х^СиСЦ (Kremers and Meekes, 
1994d). It is interesting that this effect does not show plateaus in the incommensurate 
phase. It is possible that indicatrix rotation has a stronger dependence on the modulation 
amplitude than on the length of the modulation wave vector. 
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6.8 Conclusions 





 crystals. Due to the complete miscibility of CI and 
Br the crystal can not be considered to be orthorhombic, as has been proven by a non­
zero indicatrix rotation in the paraelastic phase. Furthermore, the crystal can not be 
considered to be centrosymmelric, as was proven by the measurement of non-zero optical 
activity in the paraelastic phase. 
The measurements on a characteristic (101) sample have shown that the presence of 
the modulation wave vector has a definite influence on the birefringence, on the rotation 
of the optical indicatrix and on the optical activity. The latter may provide an important 
impulse for the search of non-zero optical activity in the incommensurate phase of crystals 
that are not optically active in the high temperature phase I. 
It is our opinion that a more complete investigation of ((СНз) 4 І\ т ^пСІ4_ х Вг х crystals 
with varying defect concentrations could be very fruitful if it were combined with the 
determination of the temperature dependence of the modulation by means of, for example, 
X-ray diffraction experiments. 
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Introduction to (incommensurate) crystal morphology 
M. Kremers 
Introduction 
In part II of this thesis we turn to morphological aspects of incommensurate crystals. 
It is known from experiments that the morphology of incommensurate crystals differs 
essentially from that of classical crystals. In the case of incommensurately modulated 
crystals, for example, additional flat faces occur that can directly be related to the presence 
of the modulation (see for a review Bennema et al., 1991). If the modulation wave vector 
changes as a function of some external variable (e.g. temperature or pressure) also the 
orientation of these new, so-called satellite faces changes, if allowed to grow under the 
changed conditions. For classical crystals one expects that the (ideal) morphology has the 
same point group symmetry as the microscopic crystal structure according to the principle 
of Neumann. The shapes of quasi-crystals, however, often show icosahedral symmetries 
(see, for example, Beeli and Nissen, 1993) that are non-crystallographic in the sense that 
they are not compatible with 3-dimensional lattice translational symmetry. A detailed 
experimental study of the morphology of incommensurate composite crystals has not yet 
been made, but also for this type of incommensurate crystals a non-classical behaviour can 
be expected. Before starting, however, with an attempt to give a theoretical foundation 
for the morphology of incommensurate crystals, we want to summarise the development 
of the theory that is nowadays used to predict the morphology of classical crystals. Then, 
we extend a part of this theory to the case of incommensurate crystals. The rest is left 
to future research. 
In the development of the theory for the prediction of the morphology of classical 
crystals several stages can be identified. Crystal shapes are usually polyhedra. The first 
stage, therefore, consisted of determining whether the orientations of crystal faces are free 
or restricted to some laws. The latter was found to be the case and the most important 
result was the law of rational indices (Haiiy, 1784, 1801). After that, one studied the 
possibility of predicting the relative morphological importance (MI) of crystal faces. The 
MI can be expressed in terms of the relative average sizes of faces or as the relative average 
frequency of appearance, considering a large enough number of crystals. One was able 
to derive trends for the relative Mi's from the lattice parameters with some restrictions 
given by the space group symmetry. This result is known as the Bravais-Friedel-Donnay-
Harker law (Friedel (1907), Donnay and Harker (1937)). It was realised, however, that a 
connection with the actual microscopic structure was necessary for a better description. 
This connection was made by the theory of Hartman and Perdok (Hartman and Perdok, 
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1955), which predicts crystal shapes at Τ = О К in a vacuum surrounding. It was 
discovered, however, that crystal faces can become rough at finite temperatures and finite 
driving forces.Rough faces, in a sense, have zero MI if a crystal is allowed to grow long 
enough. Currently, one investigates the role played by the mother phase from which the 
crystal grows and the influence of additives. Moreover, the prediction of classical crystal 
morphology is transferred from the minds of experts to sophisticated computer programs. 
Here we proceed by briefly summarising the just mentioned stages. 
7.1 The law of rational indices by Haiiy 
A classical crystal has a lattice with three basis vectors of length a, b and с that make 
angles α, β and 7 with respect to each other. The orientation of a crystal face is subse­
quently characterised by the intercepts a', V and d at which the face intersects the axes 
or, alternatively, by the direction angles α', β' and γ . The law of rational indices then 
implies that 
a b c cosa' cosà' COS7' . . . ,_ < ч 
- : - : - = : ^- : '- = h:k:l, 7.1 
а! и с cosa cos/3 COS7 
where h, к and I are integral, so-called Miller indices of the crystal face. 
7.2 The Bravais-Friedel-Donnay-Harker law 
Prom the work of Bravais (1850) it is known that each crystal face is parallel to a lattice 
plane of the reciprocal lattice. Friedel used this result in the formulation of the Bravais-
Friedel law. It states that a crystal face is more important on the crystal shape when the 
set of corresponding lattice planes has a larger interplanar distance, denoted аш-
4 ы > dfc't'í' => MU« > MIvif j ' (7.2) 
Later, it was recognised by Donnay and Harker that the space group symmetry is also 
relevant for the morphology. The law of Donnay and Harker, in fact, expresses that the 
morphological importance of a crystal face must be expressed in terms of the interplanar 
distance defined by the smallest (symmetry) allowed reciprocal vector in the direction of 
the face normal. This means that lattice planes defined by reciprocal lattice vectors for 
which a systematic extinction occurs in the diffraction pattern have zero MI. Due to the 
presence of, for example, a glide plane {т
г
| | 00} in a non-symmorphic space group it is 
possible that a (100) face has zero MI, whereas a (200) face can be relatively important. 
introduction to (incommensurate) crystal morphology 185 
7.3 The Hartman-Perdok theory 
The connection of the macroscopic morphology with the microscopic structure has been 
developed by Hartman and Perdok. The basic ideas are as follows. It is realised that a 
crystal grows from a mother phase in which some kind of growth units are present. These 
are assemblies of atoms that will be incorporated as such in the crystal when it is forced 
to grow. Then, one represents the microscopic crystal structure by a graph in which the 
vertices correspond to the growth units and the edges correspond to the chemical bonds 
between them. Subsequently, one searches for so-called connected nets. These correspond 
to slices with average thickness dhki (in correspondence with the space group) and with 
average orientation given by the Miller indices (hkl) in which all vertices (growth units) 
are connected by all kinds of arbitrary uninterrupted paths of edges (bonds). It is believed 
that the crystal can grow with the layers that are represented by the connected nets. One 
often searches for so-called periodic bond chains in order to find a connected net. A 
periodic bond chain (PBC) is the periodic repetition of an uninterrupted path of bonds 
between to translationally equivalent growth units. A connected net is defined by two 
interconnected PBC's. 
Suppose that all connected nets have been identified. The (bond)energy per growth 
unit needed to cut a corresponding slice (hkl) from the crystal graph is the so-called 
attachment energy ££",. The (bond)energy per growth unit within the resulting slice is 
the so-called slice energy E^y*. The sum of these two energies gives the crystallisation 
energy Ем, which is the (bond)energy per growth unit of all bonds in the infinite crystal 
Е!Ь = Е& + Е*?. (7.3) 
Another important parameter is the surface free energy per unit area Tuu of such a slice. 
This is related to Ef£t in the following way 
r*att 
Гш = N^-, (7.4) 
where N is the number of growth units per unit cell and М^ы is the so-called mesh area 
of the face. The latter is calculated from the interplanar distance аш and the volume V 
of the unit cell 
М
ш
 = -j-. (7-5) 
It is clear that all these parameters can be calculated from the structural data and a 
sensible estimate of the energies of the bonds that occur in the crystal graph. In a first 
approximation one expects the following behaviour: 
Еш < Я & г => Яш > Efföv =*• МІш > Mlvw.. (7.6) 
The calculated parameters can, however, more sophisticatedly be used to derive both 
growth and equilibrium forms of crystals. 
186 Chapter 7 
The equilibrium form is defined as the shape that minimises the total of surface free 
energy and internal crystal free energy for a constant number of growth units. The 
equilibrium form of a crystal can be constructed from the surface free energies Г/,ы by 
means of the so-called Wullf plot construction. It must be noted that in this procedure 
only flat faces are considered. One draws radii vectors Г),« that have a length Гш in the 
directions of the face normals. Planes are then drawn at the end-points of these vectors 
and perpendicular to them. The body formed by all points reachable from the origin 
without crossing any of the planes is the equilibrium form. If one uses the surface free 
energies as calculated from equation (7.4) the equilibrium form of the crystal is obtained 
at the temperature Τ = 0. 
The growth form of a crystal can not be constructed from the surface free energies. 
Instead the rates of growth Rhiu should be used. It is often assumed that one can take 
these rates of growth proportional to the values E^¿¡ (Hartman and Bennema, 1980). 
7.4 Thermal and kinetic roughening 
Thermal roughening (Leamy and Gilmer, 1974) can be understood in terms of the order-
disorder phase transition that can be shown to exist in a two-dimensional Ising lattice 
(Onsager, 1944). The physical idea behind this effect is that below the transition tem-
perature, called roughening temperature, the crystal grows with flat layers, because the 
edge free energy of a step on the surface has a finite value. A finite amount of energy is, 
therefore, involved in creating a step on the surface. Above the roughening temperature, 
however, the edge free energy is zero. Steps can then be created without cost of energy 
and the surface actually roughens up. 
The second mechanism for the roughening of a crystal face is that the driving force 
(supersaturation) is too large. The activation energy for the formation of a critical nucleus 
becomes roughly equal to the thermal energy kT. The tendency to grow with a layer 
mechanism is then absent and the surface will roughen up. 
In general one can state that rough faces grow faster than flat faces. The roughened 
faces will, therefore, not be present on a grow form if it is allowed to grow long enough. 
Only the flat faces survive. Faces that are rough at the growth conditions are, therefore, 
excluded from the Wulff plot construction. 
7.5 Mother phase and additives 
The morphologies that are predicted by the method that has been summarised thus far 
do often still not agree satisfactorally with the ones that are experimentally obtained. It 
is believed that this is due to the role played by the mother phase from which the crystal 
grows. The structure of solid-fluid interfaces is, therefore, currently under investigation 
(see, for example, Liu and Bennema). 
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On the other hand, one currently studies whether it is possible to influence the growth 
forms of crystals by additives. For this purpose one may use computer programs based 
on molecular mechanics and molecular dynamics. 
7.6 Incommensurate crystal morphology 
The above summarises the present status of the prediction of the morphology of classical 
crystals. It is clear that 3-dimensional lattice translational symmetry is one of the most 
important tools. It is essential for the law of rational indices, the Bravais-Friedel-Donnay-
Harker rules, but also for the Hartman-Perdok theory and the calculation of order-disorder 
transitions from Ising models. In order to be able to predict the morphology of incom-
mensurate crystals one can, therefore, not use the presently known theory for classical 
crystals. Moreover, the incommensurateness can not be neglected as it has definite conse-
quences for the morphology. Therefore, an alternative approach is needed. In this part of 
the thesis we show that it is possible to use a superspace approach for the calculation of 
surface free energies that can be used to construct equilibrium forms of incommensurate 
crystals. The influence of the growth conditions, mother phase and/or additives is not 
taken into account, but left to future investigations. 
The second part of this thesis is organised in the following way. First, the case of 
an incommensurately modulated 1-dimensional crystal is treated. This analysis helps to 
understand the theory for incommensurately modulated 3-dimensional crystals that is 
presented in the subsequent chapter. Finally, the last chapter of this thesis is concerned 
with the calculation of equilibrium forms for the case of quasi-crystals. 
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A superspace description for the morphology 
of modulated crystals 
- an explanation for the occurrence of faces (hklm)* -
M. Kremers, H. Meekes, P. Bennema, K. Balzuweit 
and M. A. Verheijen 
Abstract 
A theory is presented for the explanation of equilibrium forms of modulated crystals. In 
this theory crystallographic concepts are generalised to a superspace description of these 
crystals. The aim is to be able to deal with the case of incommensurately modulated crys­
tals and consequently explain the occurrence of satellite faces. The case of a modulated 
one-dimensional crystal is treated. 
8.1 Introduction 
Non-modulated crystals show lattice translational periodicity in three independent direc­
tions. They have a lattice spanned by three vectors aly o a and o 3 . Modulated crystals 
have an extra periodicity. In commensurately modulated crystals this extra periodicity 
is commensurate with the lattice. The crystal can then be described by choosing a dif­
ferent lattice with another unit cell. In incommensurately modulated crystals there is no 
integral combination of a l t a 3 and a3 that is commensurate with the extra periodicity. 
The crystal loses its translational symmetry in at least one direction. However, since the 
modulation is periodic, the average structure can still be described by the original lattice. 
A typical macroscopic property of crystals is their morphology. Crystals are often 
bounded by flat faces. These faces are perpendicular to reciprocal lattice vectors 
Н
ш
 = ha\ + ka'2 + la'3 (8.1) 
and can thus be characterised by three integral numbers (hkl). This corresponds to 
the law of rational indices. Morphological theories for the explanation of the stability 
of crystal faces, with respect to faces perpendicular to arbitrary vectors from reciprocal 
space, already exist (Bennema and van der Eerden, 1987). The modern morphological 
theory is based on an integration of the crystallographic Hartman Perdok theory (Hartman 
and Perdok, 1955) and statistical mechanical theory of roughening transition (Bennema 
•appeared in Phil. Mag. В 69, 69 (1994) 
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(1991), Bennema et al. (1993)). A crystallographic face (hkl) can be constructed by 
cutting 1/h of a,, 1/k of a 3 and 1/1 of a3 and taking the plane through these points. 
It follows that in each such face a two-dimensional lattice can be defined, which is a 
periodic repetition of a planar elementary cell. In the calculation of stability of crystal 
faces this fact is very useful, since only this planar cell, called the mesh area Мш, has to 
be considered. 
Modulated crystals are also bounded by flat faces. A striking example is the mineral 
calaverite (AuTe2). Its very rich morphology has puzzled crystallographers for a long 
time until a very satisfying description was eventually given by Dam et al. (1985). When 
the modulation is one-dimensional, it has been found (Bennema et al. (1991), Janner 
et al. (1980), Dam et al. (1983), Dam et al. (1985)) that these faces are perpendicular to 
vectors which are integral linear combinations of four vectors from reciprocal space and 
can therefore be characterised by four integral numbers (hklm). Three of these vectors, 
a j , a j and 03, span the reciprocal lattice of the average structure and the fourth is the 
modulation wave vector q. Suppose that this vector is q = aa^ + ßa^ + 703. The face 
(hklm) is then perpendicular to the vector 
Ншт = ha\ + ka'2 + la'3 + mq (8.2) 
It cuts the a.\ axis at l /(h l a m ) , the a 2 axis at l/(k +ßm) and the 03 axis at 1/(1 +7111). 
If at least one of the three numbers α, β or 7 is irrational, we speak of an incommensurate 
modulation and it is not always possible to define a planar elementary cell on this surface, 
because the translational symmetry can be broken. Therefore, in calculating the stability 
of such a face in a traditional way (Vogels et al., 1992), it would be necessary to consider 
the complete face instead of just one planar elementary cell. Moreover, the exact surface 
structure can be very complicated due to the modulation and calculations using this 
structure will at least be very involved. Furthermore, because (hklm) faces do show up 
as stable faces on modulated crystals we are led to the question in what respect such a 
face (hklm) differs from a face perpendicular to any vector from reciprocal space that can 
not be described by equation 8.2. 
In this paper we approach this problem in the following manner. There exists a clear 
relationship between crystallographic faces and the crystal's X-ray diffraction pattern. 
Faces are perpendicular to reciprocal lattice vectors and diffraction spots are found in 
the directions of these vectors. In crystals, X-ray reflections are found in directions к = 
haî+ka^+la^+mq. They are called satellite reflections when m φ 0, because they usually 
have smaller intensities than main reflections (m = 0) and are in the neighbourhood of the 
latter. Faces (hklm) are therefore called satellite faces when m φ 0. It has been shown 
(Janssen and Janner, 1987) that the vectors fc can be considered as projections of lattice 
vectors in a reciprocal superspace (of dimension higher than three) on the physical three-
dimensional reciprocal space. This corresponds to an embedding of the modulated crystal 
in this superspace, where it has full lattice translational symmetry. The physical crystal is 
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then a three-dimensional section of the superspace. Therefore crystal faces are generalised 
to hyperfaces in superspace as suggested by Janner (1983). Also other crystallographic 
concepts will be generalised. In this paper we give the example of a modulated one-
dimensional crystal embedded in a 1+1-dimensional superspace. A preliminary result of 
this approach has been published earlier (Bennema et al., 1993). 
8.2 The embedding of a modulated one-dimensional crystal 
Here, a set of displacively modulated one-dimensional crystals is treated instead of just 
one. The atomic positions are given by: 
г(п,ф) = na + ƒ sin 2n(qna + φ) (8.3) 
η labels the cell and ƒ is the modulation amplitude. All crystals from the set have the 
same average lattice determined by о and the same modulation wavelength q. The phase 
factor φ determines the phase of the modulation wave with respect to the origin. Each 
crystal from the set is characterised by a different phase φ modulo 1. 
The modulation wavelength q, is given by 
q = aa', 0 < a < 1 (8.4) 
where a* defines the reciprocal lattice of the average structure. 
In order to embed the modulated crystal in a 1+1-dimensional superspace a lattice 
must be defined in this space. On an orthonormal basis, this lattice is spanned by the 
vectors: 




The reciprocal lattice is defined by: 
o ; = (a ' ,0) 
«Ç = («,<**), 
where a", d and d" are chosen such that 
aa" = dd* = 1. 
Therefore, (with Eq. 4), we have 
a, • a', = d„ • d* = 1 
a . · d" = a ! · d. = 0. 





Figure 8.1 The 1+1-dimensional superspace construction for a modulated one-
dimensional structure. The atoms embedded in this superspace are shown (a) and the 
lattice in reciprocal superspace is given (b). 
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In principle there are no further restrictions on the vector d. However, we require that 
the unit of length in the internal space has the same periodicity length as the modulation 




 then becomes (a, —a) and consequently the angle between a = (a, 0) and 
a, has to be 
р = 7г/4 
The two periodicities a and l/q present in the crystal are thus represented in superspace by 
respectively α and d
s
. From here on, we will only consider incommensurate modulations, 
so only irrational values for a = qa. 
The atoms embedded in 1+1-dimensional superspace (see figure 8.1) are described by: 
»•»К
1
") = {na + f s'm(2n (qna + τ + τ0),τ) = ( r ( n , r + r 0 ) , r ) (8.5) 
and it is clear that a physical crystal is a section at τ + τ0 = φ. The parameter r can thus 
be considered as a phase which runs along the d3 axis, called internal axis, perpendicular 
to the space of the physical crystal, denoted as external space. A section at a different 
phase r gives another modulated one-dimensional crystal with the same average lattice 
and the same, though shifted with respect to the origin, modulation wave. It is important 
to realise that the embedding therefore represents an infinite number of these modulated 
crystals. 
8.3 Generalisation of crystallographic concepts to superspace 
8.3.1 Chemical bonds 
A crystal can be considered to be a collection of atoms in a lattice where the atoms are 
bound to each other by chemical bonds. An often used interpretation of a chemical bond 
is that the corresponding binding energy is the energy needed to take the two atoms and 
bring them infinitely far apart. The bond is represented by a line segment connecting the 
atoms and it is assumed that the energy is a function of the bond length. Normally a 
longer bond corresponds to a lower energy. We generalise this concept and connect at each 
phase τ in equation 8.5, thus for each crystal, the atoms in superspace with each other. 
Instead of a finite number of bonds per unit internal axis length, we thus obtain a bond 
density in superspace, as is shown in appendix E. The bonds are taken to be parallel to 
the physical space. At this point it is not clear which meaning a binding component in the 
internal direction could have. Also, by defining bonds in this way, it is guaranteed that a 
generalised Wulff plot construction, that we will introduce, yields the physical crystal, as 
we will explain later. 
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8.3.2 Crystallographic planes 
The generalisation of a crystallographic plane (hm) is straightforward (Janner, 1983). A 
crystallographic hyperplane is taken to be perpendicular to the vector 
H{hm)tS = ha; + md;. (8.6) 
It can be constructed by cutting the a , axis at l//i and the d
s
 axis at 1/m and taking 
the plane through these points. In our 1+1-dimensional case this will be a line. 
8.3.3 Interplanar distances 
Now a grid of netplanes (hm)
s
 can be constructed in superspace with interplanar distance 
d(hm),s = Tji Γ = 777— — Г7ГГ· ( 8 · 7 ) 
|-«(fcm),
s
| ((h + ma)2+ m2a2)2 
This is essentially different from the result obtained when the notion of interplanar dis­
tance would be generalised for satellite planes in physical space. In that case one would 
find 
¿(hm) = Τ~Π Γ = TT~, Γ (^'Ю 
\H{hm)\ |A + m a | 
It is important to realise that this interplanar distance becomes infinite when h = —ma, 
which can not have a physical meaning. However, if α is a true irrational number h never 
equals —ma. 
8.3.4 Mesh area 
In close connection with the idea of interplanar distance is that of mesh area M. It is 
formally defined as the surface area of the planar elementary cell of a lattice plane and 
therefore fulfills the relation 
M{hm)d{hm) = V, (8.9) 





 = V„ (8.10) 
so that the mesh area in 1+1-dimensional superspace is given by 
J W = l ^ * + ™ ) ; + r o V ) t . (8.11) 
The generalisation in physical space would give: 
M ( t a 0 - v ! A ± ^ i . f 8.1 2 ) 
a 
It is clear that for the case h = —ma the definition in physical space is again useless since 
the mesh area then becomes equal to zero. 
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8.4 The principle of selective cuts in superspace 
One of the ways of calculating the stability of crystal faces is to consider the surface free 
energy Γ (Bennema and van der Eerden, 1987). A face is more stable when its surface 
free energy is lower. In a chemical bond model, as described above, the surface free 
energy is taken to be the energy per unit area necessary to create this surface by cutting 
bonds. The surface free energy thus corresponds to the broken bond energy per unit 
area involved in dividing an infinite crystal over the plane, in two semi-infinite halves. 
The equilibrium form of a crystal will then be such that the total surface free energy is 
minimal. The equilibrium form of a crystal can differ substantially from its growth form. 
The calculation of growth forms is more complicated and will not be considered in this 
paper. 
The generalisation of several crystallographic concepts in the previous section, now 
allows for the calculation of surface energies using superspace. The broken bond energy 
per unit area is calculated for a crystallographic hyperplane cutting the embedded 1+1-
dimensional crystal. Since we are now dealing with a bond density, we have to integrate 




. The surface free energy is 
then obtained by dividing this result by the mesh area. 
It is very important to see that in the intersection of one hyperplane with the 1+1-
dimensional embedded crystal (described by equation 8.5) the same bonds are cut as 
in the intersection of a grid of these planes (with interplanar distance d(hm),s) with the 
physical crystal. This is illustrated in figure 8.2 for the (01) plane. Traveling along the a 
axis, the relation in bond length between successive bonds cut by the grid in the physical 
crystal is very complicated. The bond density cut in superspace, indicated by the hatched 
area in the figure, is mathematically clearly much more convenient for calculations. 
From the foregoing it is clear that the generalisation of calculating broken bond ener­
gies per mesh area to superspace for one (/im)
s
 plane is equivalent to taking the physical 
crystal and cutting it at its intersections with all planes (hm)
s
 of the grid. These planes 
intersect the physical crystal at distances d(/,
m
) apart. 
If the crystal is not modulated each such cut gives the same result and it is sufficiënt 
to consider a constant energy over the whole mesh area of a plane. Now one can see that 
in the case that there is a modulation, in fact a bond average over the grid of planes is 
taken. We will assume that this average determines the equilibrium form of the modulated 
crystal. This assumption will be addressed in the discussion. 
The described procedure has a further striking aspect, which will be referred to as the 
principle of selective cuts, which is essential for the stability of satellite faces on modulated 
crystals. At first instance it might seem that in the grid of planes each possible modulated 
bond is encountered since there is no periodicity. However, from figure 8.2 it is, already 
by inspection, obvious that only a fraction of all possible bonds is found. This fraction is 
indicated for the (01) plane in the figure by depicting a finite number of its bonds. The 
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energy of a bond is taken to be lower when the bond is longer. Therefore, it is obvious 
that the surface free energy of a hyperplane can be lower than the free energy obtained 
if we average over all possible bonds. This means that the average bond length in the 
fraction is then larger than a. 
Figure 8.2 The principle of selective cuts demonstrated for the (01) plane. The mesh 
area iW(oi),j is indicated. 
One must realise that for hyperplanes of which the indices h and m have some common 
divisor (other than 1) not every plane from the grid of planes (hm)s cuts the same set öf 
bonds. (The same problem occurs for (hkl) faces with common divisors in non-modulated 
three-dimensional crystals.) We will not consider such planes in this paper, but they could 
be taken into account by averaging over all bonds cut by all the planes from the grid 
within one unit cell of the superspace lattice. For hyperplanes of which the indices have 
no common divisor (except 1) this procedure gives exactly the same result as integrating 
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over a generalised mesh area. 
As mentioned before, each phase τ along the internal d
s
 axis corresponds to a modu­
lated crystal with the same two periodicities a and 1/q. Therefore we assume that it is a 
legitimate procedure to minimise the surface free energy individually for each plane (hm), 
by varying the phase at which the hyperplane intersects the d
s
 axis. That is equivalent 
to varying the phase TO in equation 8.5. This assumption will also be addressed in the 
discussion. 
We have thus obtained the very important result that the principle of selectivity gives 
rise to stabilised satellite faces. One already expects that for large mesh areas (roughly 
corresponding to high index planes) it is more difficult to let the selectivity principle work 
favourably. So, as a rule of thumb, high index planes will be less stable than low index 
planes. 
8.5 Extension of the Wulff plot construction according to Her-
rring 
The construction of an equilibrium form of a crystal from calculated surface energies 
has been treated by Herring (Herring (1951), Herring (1953)). In short, one draws a 
radius vector, with the surface free energy Γ as a measure for its length, in the direction 
of the face normal. Then a plane is constructed through the tip of each radius vector 
perpendicular to the vector. The shape of the equilibrium form is the body formed by all 
points reachable from the origin without crossing any of these planes. Cusps in the polar 
Γ plot can thus give planes on the equilibrium form. We will show that performing the 
same procedure in superspace can give a modulated one-dimensional crystal with satellite 
faces. 
Since only bonds parallel to the physical space are considered, a crystallographic hy­
perplane parallel to this space will never cut a bond. Its surface free energy must therefore 
be zero. Let's now consider an arbitrary direction of a face normal which makes an angle 
θ with the a axis and assume that for this direction there is no selectivity. This latter 
assumption for example always holds when the modulation amplitude is zero. The surface 




The cos θ dependence is simply the area along the d
s
 axis of the cut bond density, divided 
by the corresponding mesh area. Making a polar plot of Γ thus yields two circles. All 
constructed planes at tips of radial vectors of the Γ plot intersect the α axis in the same 
point corresponding to T
max
 in physical space. In figure 8.3 the Wulff plot of a model 
calculation is shown. The details will be treated in the next section, but at this point 
the figure is already illustrative for the two circles in superspace. The infinitely sharp 
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cusp for θ = ± I corresponds to the face h = —ma, which strictly speaking never occurs 
due to the irrationality of a. This cusp, however, actually reduces the dimension of the 
equilibrium form by one. In this way, the equilibrium form becomes one-dimensional 
as required, since we consider a modulated one-dimensional crystal. It is important to 
realise that the generalisation of bonds with no internal component is essential for this 
reduction. If bonds also had an internal component, the obtained equilibrium form would 
be 1+1-dimensional. The notion of a crystal form in superspace was introduced by Janner 
(1983). 
¿η ώ> .(PD 
Figure 8.3 Generalised Wulff plot construction in superspace for the case a — 0.3 and 
ƒ = 0.2a. Faces with indices up to 3 have been plotted. 
As we have derived, (hm) planes can be stabilised due to the principle of selectivity. 
They therefore give cusps in the two-circle Wulff plot and the planes constructed at the 
minimum energy vectors in principle do not cut the α axis at the same point any longer. 
The intersection closest to the origin will determine the morphology and this may very 
well correspond to a satellite face. The distance 7, between the origin and the intersection 
of a plane with the α axis, thus determines the morphological importance of the plane. 
The surface free energy Γ and the distance 7 are related in the following way: 
7 = Γ/ |cos0 | . 
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8.6 A model calculation 
A calculation of surface energies has been performed for 200 different values of α in 
q = o a ' , 0 < a < 1 and a constant amplitude ƒ = 0.2a. Crystallographic planes (ftm) 
have been considered for which — 4 < ft, τη < 4. For the minimisation the phase r 0 was 
varied over 750 different values, in order to find the spreading between maximal and 
minimal surface energies. 
The length of a bond at phase τ in cell η along the a axis is given by 
l(n, τ) = a + /(sin 2π(α(η + 1) + τ + TU) — sin 2π(αη + τ + r 0 )) , (8.14) 




The surface free energy Γ is then calculated according to 
σ |cos θ [ 
Г(Лт) = 
M(hm),i JM(hm),, 
f ¿ Μ Φ ( ί ( η ( Μ ) , τ ( Μ ) ) ) 
(8.15) 
(8.16) 
where σ is the bond density in superspace, which we take to be equal to 1 m _ 1 . 
The integration only runs over one generalised mesh area, since the remainder of the 
plane is just a periodic repetition of this mesh area. 
Figure 8.4 Part of the generalised Wulff plot construction of figure 8.3 for indices up to 
40. It clearly shows the singular shape of the cusps. 
In figure 8.3 the results for q = 0.3a* and ƒ = 0.2a are represented in the Wulff plot 
for —3 < ft, m < 3. The line segments intersecting the circles represent the spreading of 
the surface energies found for the 750 values of r . The figure shows that cusps indeed 
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occur for (hm) planes. In this case the modulated one-dimensional crystal is bounded 
by (01) faces. It is interesting to know what the exact shape of the cusps is. Therefore, 
the calculation has been repeated for all faces with indices —40 < h, m < 40, which have 
their face normals in some restricted part of the two-circle Wulff plot. 
Figure 8.5 Normalised 7 = Γ/ |cos0 | values for 200 a points, calculated by minimising 
over 750 phases. The smallest value of 7 corresponds to the highest morphological impor­
tance. A representative set of crystallographic planes has been plotted, ƒ = 0.2a. 
The results are shown in figure 8.4, from which it is clear that the spreading in energy 
is definitely much larger for the low index planes already present in figure 8.3, than for 
any other crystallographic plane in their neighbourhood. It is clear that the cusps in the 
extended Wulff plot have a singular character. 
Figure 8.5 shows the results of the 7 = Γ/ | cos θ | values, that determine the morpho­
logical importance, calculated for the 200 different a values. In order to keep this figure 
surveyable not all calculated crystallographic planes have been plotted; instead, it has 
been tried to give a representative picture. As explained before, the surface free energy 
is, per construction, zero when α is exactly —h/m. These singular points are therefore 
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not drawn. From the figure it becomes clear that the order in stability of faces is strongly 
dependent on a. Consider for example the (11) plane. It is very stable for large values 
of a, but less stable, with respect to other planes, for small values of a. One can also 
observe that in general the surface free energy of low index planes is stabilised more than 
that of high index planes. Looking more closely to this figure one can see that it has a 
mirror symmetry in a = 0.5. The origin of this symmetry is explained in appendix F. 
8.7 Discussion 
In this section we will discuss the essential assumptions made in this paper in more detail. 
One of these assumptions is that the average energy of all bonds cut by a mesh area 
of one hyperplane determines the presence of this face on the equilibrium form of the 
modulated crystal. This may seem strange for a modulated one-dimensional crystal, 
because its equilibrium form is determined by merely two faces. Only two bonds have 
to be cut in order to create the faceted crystal from the infinite crystal. However, for 
a modulated three-dimensional crystal (and even for a modulated two-dimensional one), 
it does make sense to average over all bonds cut by the mesh area. In order to create 
a satellite face (hklm) from an infinite crystal, in general not only one, but an infinite 
number of modulated bonds must be cut. All of these cut modulated bonds can be 
represented by sets of bonds intersected by mesh areas in superspace. This will be worked 
out in a forthcoming paper. 
Now, consider a very large equilibrium form. Then, in creating a face from the infinite 
crystal so many bonds must be cut, that adding or subtracting one bond will have no 
influence on the overall free energy of the equilibrium form. On a face of such a very large 
crystal, many complete mesh areas M^m),s will be present. With respect to this, the 
number of non complete mesh areas present on the face will be negligible. In other words 
we approximate the surface free energy as if an integer number of mesh areas determines 
the free energy. 
Closely connected to the averaging procedure is the assumption that the phase of 
the modulation can be adjusted for each face independently, in order to minimise the 
free energy of the face. Again we will discuss the relevance of this assumption for the 
modulated three-dimensional crystal. For an ideal modulated crystal all bonds on all 
faces in principle change when the phase of the modulation is varied. This implies that 
varying the phase, in order to minimise the surface free energy of one face, automatically 
changes the free energy of all other faces. Nevertheless, we have used independent phases 
for each face. The reason for this is the following. Adding a single layer of atoms to one 
particular face, clearly changes the phase of the modulation at that surface, but there is 
no change in the phases of the modulation at the other faces. In the case of a very large 
crystal, adding this layer to the face hardly changes the size of the surface. However, 
the surface free energy may change considerably due to the selectivity principle. Thus, 
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the total surface free energy of a large crystal can, even for a fixed number of particles, 
be minimised by adding and removing layers on different faces. Thereby not so much 
the surface area is changed, but to a larger extent the phase of the modulation at each 
individual face and therefore its surface free energy. 
In real, non ideal, crystals this minimising process will certainly be influenced by the 
presence of defects that locally alter (pin) the modulation phase in such a way that the 
bulk energy is minimal. A crystal surface is an intrinsic defect of a finite crystal and will 
therefore tend to minimise the surface free energy. We think that our assumption of using 
independent phases in the minimising procedure is therefore a realistic one. 
8.8 Conclusions 
It has been shown that the well known procedure for calculating the stability of faces 
from surface energies can be extended to superspace for modulated crystals. 
It is very well possible to generalise concepts as chemical bonds, crystallographic 
planes, interplanar distances and mesh areas. Also a Wulff plot can be drawn in su-
perspace yielding the equilibrium form of the physical crystal. 
Due to the principle of selectivity, satellite faces indeed get a chance of appearing, 
which is not a priori obvious. Satellite faces can even be more stabilised than main faces 
and the shape of cusps in the generalised Wulff plot is singular. 
In order to demonstrate the selectivity principle the situation has been outlined for a 
modulated one-dimensional crystal. There are however no limitations for the extension 
of the presented method to higher dimensions. Results of calculations for modulated 
three-dimensional cases will be published in the near future. 
In the one-dimensional case it has been demonstrated that the order in stability of 
faces is strongly dependent on the modulation parameter a. In general low index faces 
will be more stable than high index faces. Further, it has become clear that with a larger 
modulation amplitude, in general, more stabilisation can be obtained. 
Our analysis shows that the superspace construction is not only relevant for a struc-
tural description, but also for the analysis of physical properties of modulated crystals, 
the example in this paper being the morphology. 
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Appendix E 
In this appendix we will show that the generalisation of chemical bonds, encountered 
in a modulated one-dimensional crystal, to bonds in superspace with only an external 
component, yields a uniform bond density. If one travels in the modulated one-dimensional 
crystal starting from the origin along the bonds, one encounters bonds in such a way that 
the n'th bond has phase ηα+φ as can be seen from equation 8.3. This means that for the 
generalisation we must draw successively bonds in superspace, each time separated along 
the d, axis by a phase a. Since α is an irrational number, it is not so easy to see what 
the result of this procedure is. Therefore, we use the following approach. Every irrational 
number can be approximated by means of a continued fraction expansion (Hardy and 
Wright, 1954). Thus, the irrational number is approximated by a fraction p/q in which ρ 
and q are both integers. In every next approximation, which is a better one, q increases. 
The irrational number can be considered to be the approximation for which q becomes 
infinite. Now consider such a commensurate approximation p/q » a. In this case we must 
draw bonds in superspace separated by a phase p/q. After drawing q bonds the total phase 
has increased by ρ which is an integer number. This combined with the periodicity along 
the d
s
 axis leads to the conclusion that there are q different bonds in every unit cell in 
superspace. It is easy to see that within each unit cell these bonds have a mutual constant 
distance in phase of l/q. In the limit that q goes to infinity, we get an infinite number of 
bonds in every unit cell and the constant distance in phase between two successive bonds 




The reason for the mirror symmetry in figure 8.5 is the following. Let the atomic positions 
of a certain modulated one-dimensional crystal be given by equation 8.3 with fixed phase 
Φ = Φι-
г(п,ф) = na + f sm2n(qna + φι). 
Then, there exists another modulation wave of the same type that gives the same dis­
placements of the atoms from their average positions, but that is different between the 
atoms. This is the modulation wave with 
q = a* — q = (1 — Q)O* 
and 
Φ~ΦΊ = 1/2 - φ\. 
Namely 
sin 2n(q na + Φ2) — sin 2n(qna + φι). 
Since the atomic positions are the same for both modulation waves, also the chemical 
bonds must be the same, since in our model these depend only on the positions of the 
atoms. 
A face [hm) for a certain a is equivalent to a ((/1 + m)m) face for α = 1 — α, because 
ha" + mq 
becomes 
(h + m)a" — mq 
in the new crystal upon substituting 
q = a' - q'. 
This explains the observed symmetry in figure 8.5, which is reflected in the same relation 
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Abstract 
The theory for the explanation of equilibrium morphologies of incommensurately mod­
ulated 1-dimensional crystals, presented in a previous paper, is extended to the case of 
incommensurately modulated 3-dimensional crystals. It is shown that, concerning the 
morphology, there exists a one-to-one correspondence between faces on the physical crys­
tal and crystallographic hyperplanes of the embedded crystal in superspace. This holds 
for both main faces and satellite faces. The occurrence of the latter, however, is unique 
for incommensurately modulated crystals. It is shown that the stability of satellite faces, 
as well as main faces, can be attributed to a principle of selective cuts. The superspace 
approach that is developed leads to a calculation method for surface free energies that, in 
principle, can be applied to incommensurately modulated structures of arbitrary complex­
ity. Equilibrium morphologies are constructed from the calculated surface free energies by 
means of a standard WulfT plot. The dependence of the equilibrium morphology on several 
structural parameters is studied for an incommensurately modulated simple cubic model 
crystal. This study allows for a basic understanding of the differences in morphology of 
АиТег crystals and ((CH 3) 4N) 2ZnCl4 crystals. 
9.1 Introduction 
It is well-known that the morphology of crystals is often determined by flat faces. The 
orientation of these faces is related to directions of Fourier wave vectors of the structure. 
Namely, the Fourier wave vectors are parallel to the face normals. Crystal faces can, there­
fore, perfectly be labeled by a set of three integral indices. In case of incommensurately 
modulated crystals, a Ж-module with a rank higher than its dimension is formed by the 
Fourier wave vectors (Janner and Janssen (1977), de Wolff et al. (1981)). In these crystals 
extra periodicities, modulations, are present in addition to the basic periodicities that de­
fine a 3-dimensional translation lattice. The rank of the Ж-module exceeds its dimension 
if the modulations are incommensurate with the basic lattice. A famous example is the 
mineral calaverite Aui_JtAgJCTe2. Its complex morphology has puzzled crystallographers 
for a long time (see for example Goldschmidt et al., 1931). A labeling of the crystal faces 
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by three low indices did not seem to be possible, though many attempts were made. At 
present, it is known that there is a one-dimensional incommensurate modulation in this 
crystal (Sueno et al. (1979), van Tendeloo et al. (1983), Schutte and de Boer (1988)), 
so that the rank of the Ж-module is four. The Fourier wave vectors, therefore, can be 
labeled by four integral indices. This was the key to solving the, only partly under­




Te2 crystals. The faces that determine the morphology of 
incommensurately modulated crystals are perpendicular to Fourier wave vectors of the 
¡Z-modale. It was shown that the faces of Aui_xAgxTe2 could be labeled, very satisfac-
torily, with four low integral indices (Dam et al. (1985), Janner and Dam (1989)). The 
same behaviour has been found for many other incommensurately modulated crystals (see 
Bennema et al., 1991). In figure 9.1 the result, as was given by Janner and Dam (1989), 
Figure 9.1 A typical twin crystal of the mineral Au1_xAgKTe2 . This figure was repro-
duced from Janner and Dam (1989). The crystal faces are labeled with four integral indices, 
reflecting the presence of an incommensurate modulation. The faces with a non-zero fourth 
index are called satellite faces. It is clear that many, large satellite faces determine the 
morphology of Au!_xAgxTe2 . 
is reproduced for a typical twin crystal of Aui_xAgxTe2. A crystal face is called a main 
face if the fourth index is zero. Otherwise, it is called a satellite face. The investigation 
of many mineral crystals, but also of crystals grown in our laboratory, has revealed that 
satellite faces are very dominant for the morphology of Aui_xAgxTe2 crystals. This is 
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a clear example of a strong influence of the incommensurate modulation on the physical 
properties of a crystal. The beautiful description of the orientation of crystal faces, 
however, does not yet clarify the nature of this influence. In order to have a better 
understanding one would also like to be able to explain the stability of these faces. It is 
shown in this paper that it is not expected, in advance, that satellite faces can appear as 
stable crystal faces. In this paper we lake on the challenge to find an explanation for the 
stability of (satellite) faces on incommensurately modulated crystals. 
In two previous papers (Bennemaet al. (1993), Kremers et al. (1994)), we have already 
outlined a superspace description for the morphology of an incommensurately modulated 
1-dimensional model crystal. Here, we first want to recall the ideas that have been used 
in this superspace description. One adopts the view that the presence of a flat face on the 
equilibrium morphology of a crystal is determined by the surface free energy of that face, 
because the crystal will take such a shape in equilibrium, that the integrated surface free 
energy is minimal. Surface free energies are calculated by extending a broken-bond model 
to the embedding of the incommensurately modulated 1-dimensional crystal in a 1 + 1-
dimensional superspace. Thus, a uniform bond density is obtained in this superspace. 
In addition, several crystallographic concepts are generalised. In this way it is possible 
to show, in superspace, that the presence of an incommensurate modulation leads to a 
principle of selective cuts for the broken bonds. This principle implies that the average 
length of bonds intersected by a (satellite) face can be larger than the length that these 
bonds would have if there were no modulation. If a larger bond length corresponds to a 
lower bond energy, satellite faces (but also main faces) can be stabilised considerably and 
can appear on the equilibrium morphology of the crystal. 
In the present paper, we treat equilibrium morphologies of incommensurately modu-
lated 3-dimensional crystals. They are embedded in a 3 + 1-dimensional superspace. In 
essence, the situation comes down to the same 1 + 1-dimensional analysis as treated by 
Kremers et al. (1994). It is shown that (satellite) faces on the physical crystal correspond 
to crystallographic hyperplanes of the embedded crystal. An important result of this 
paper is, that this correspondence is one-to-one for the average energy of the (embedded) 
bonds broken by these planes. Consequently, it is in principle possible to calculate the 
equilibrium morphology of any incommensurately modulated crystal using a superspace 
approach. Also van Smaalen (1993) has reported on a theory for the explanation of the 
stability of satellite faces. This author was able to derive an expression for the surface free 
energy of faces, without making use of the superspace. We have agreed with van Smaalen 
(1994) to compare the results of both theories very carefully, in the near future. The 
benefits of using a superspace approach have been discussed by Bennema et al. (1994). 
Moreover, they become apparent in the present report. 
This paper is organised in the following manner. In section 9.2 the model is presented 
for the description of an incommensurately modulated 3-dimensional crystal. In addition, 
several problems are outlined that arise if one wants to calculate surface free energies 
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of faces within such a description. In the subsequent section, 9.3, the embedding of 
the crystal model in a 3 + 1-dimensional superspace is described. It is also explained 
how (chains of) bonds, as well as crystallographic hyperplanes, must be treated in this 
superspace. In section 9.4 we show that there exists a one-to-one correspondence between 
such crystallographic hyperplanes and faces on the physical crystal for the morphology. 
We would like to advise readers that are not interested in the details of this analysis 
to skip section 9.4 and to go directly to section 9.5. There, it is shown how this one-
to-one correspondence can be used for the calculation of surface free energies and for 
the understanding of the principle of selective cuts. In the next section, 9.6, model 
calculations are presented by means of which the influence of several structural aspects 
on the equilibrium morphology is investigated. The basic assumptions that are used in this 
paper are critically discussed in section 9.7, where also the consequences of the obtained 
results for actually occurring incommensurately modulated crystals are evaluated. Finally, 
conclusions are presented in section 9.8. 
9.2 The incommensurately modulated crystal 
9.2.1 S t r u c t u r e 
An incommensurate 3-dimensional displacively modulated crystal can be modeled in the 
following way. There are j kinds of point-like atoms in the 3-dimensional physical space. 
The positions of the atoms of kind j are given by position vectors r(n,j): 
r{n,j) = η + r3 + f}u3 {q • [n + r3) + φ3) (9.1) 
where the last term describes the effect of the modulation. 
η = n 1 o 1 + n 2 a 2 + П3О3 with r»i, n 2 and n3 Ç. Ζ and { α ι , α 2 , α 3 } forming the basis of a 
translation lattice Λ. The corresponding lattice translational symmetry is broken due to 
the modulation. In the 3-dimensional space of the crystal we define spatial positions 
χ — XiOi + x 2 a 2 + X3ÍI3 
by means of a set of three fractional coordinates (xi, x2, X3) on the basis of Л. The vector 
r3 gives for each atom-kind j a (different) shift with respect to the point n . 
The modulation is characterised by the modulation function u3, the modulation am­
plitude vector f3 and the modulation wave vector q. The modulation function u3 is 
periodic in its argument: и3(ф) — и3(ф + 1). This argument contains a constant phase 
factor ф3 that determines the shift of the modulation wave with respect to the origin. We 
consider only one modulation wave vector q that is equal for all atoms, because this is the 
situation encountered for the majority of incommensurately modulated crystals known. 
The modulation wave vector is defined on the basis {a*, a 2 , a3} of the reciprocal lattice 
Л", 
q = qia'i + q2a'2 + q3a3, qi,q2,q3 € R. (9.2) 
Equilibrium morphology of incommensurately modulated crystals 215 
A modulated crystal is called incommensurate if at least one of the numbers q\, <j2 or сз is 
irrational. In that case g builds a Ж-moduleof rank four together with a j , a^ and a^. This 
Ж-module is used, for example, to describe the positions of spots in the X-ray diffraction 
patterns of incommensurately modulated crystals. It thus carries the Fourier transform 
of the structure. In equation (9.1) the phase φ — q · [n + r,·] + <£¿ is determined, for 
each atom, by the modulation wave vector q. Due to the incommensurability, φ (mod.l) 
takes infinitely many different irrational values in the interval [0,1) for an infinite crystal. 
Therefore, there exist for each atom-kind j infinitely many different displacements from 
the positions η + TJ. This, actually, breaks the lattice translational symmetry. 
Besides positions of atoms, a model for the morphology of crystals should further 
include (chemical) bonds. These are defined as line elements connecting any two different 
atomic positions. The bond energy depends on both the length of the bond and on the 
kinds of the atoms that are connected by the bond. It will be clear that, since the atomic 
positions are incommensurately modulated, there can also be infinitely many different 
bond lengths and corresponding bond energies. 
9.2.2 Incommensurabil ity of the modulation wave vector 
It is important to discriminate between two possible types of modulation wave vectors q as 
defined by equation (9.2), because each type leads to a different (equilibrium) morphology. 
The two types correspond to the two ways in which q can be incommensurate with respect 
to the reciprocal lattice Λ*. 
In the first case, q has the same direction as some reciprocal lattice vector H G Λ*. 
The ratio of their lengths \q \ / | Η |, however, is an irrational number. For this, it is 
necessary that at least one of the numbers ci, φ or q3 is irrational and that the ratio of 
any two of these numbers is rational. The modulation wave vector q = cia j , with qi ^ Q, 
is an example. We refer to this case as a modulation wave vector with an incommensurate 
length. 
Alternatively, there may be no Η € Λ* that points in the same direction as q. In 
order to have this, the ratio of at least two of the three numbers qlt q2 and q3 must be 
irrational. Certainly one of these two numbers is then irrational. An example is the 
modulation wave vector q — cos θ a\+ sin а^ | a j | / | a\ | with tan θ £ Çand a j · a\ = 0, 
that has the same length as a j . To this case we refer as a modulation wave vector with 
an incommensurate direction. 
Another classification of modulation wave vectors q is possible. Consider, in reciprocal 
space, all points H+mq and let m run over all integral numbers and H over the reciprocal 
lattice Λ*. Three different situations can be encountered. First, the points H + mq can 
become dense on lines. The wave vector q then has an incommensurate length. Secondly, 
they can become dense on planes and the last possibility is that the points H + mq 
become dense on the whole space. The modulation wave vector has an incommensurate 
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direction in the latter two cases. It is not necessary to make a distinction between these 
cases for the analysis presented in this paper. 
9.2.3 The intersection of bonds by crystallographic planes 
It has been shown experimentally (Janner et al. (1980), Dam et al. (1983), Dam et al. 
(1985), Janner and Dam (1989), Bennema et al. (1991)) that the orientation of faces on 
incommensurately modulated crystals can be described very accurately with four integral 
indices hi, h2, /»з and /i4. These indices define a vector H^¡h,h3h,) perpendicular to the 
face. 
Hihhihh,) = /» іаІ+А 2 о;+Л 3 а;+Л 4 д = (Аі+/і49і)а^+(Л2+Л4д2)а;+(/із+/і49з)а;. (9.3) 
Faces (Л1Л2/13Л4) for which /14 = 0 are main faces and those with /i4 φ 0 are satellite faces. 
The existence of the latter necessitates the use of four indices instead of three. Although 
this gives a satisfying description of the orientation of the faces that can occur, it does 
not explain why such (satellite) faces are stable. This is the reason that we want to be 
able to find the equilibrium morphology by means of a Wulff plot (Herring (1951) Herring 
(1953)), using calculated surface free energies Γμ, ί , ,^^) . 
In our model, the surface free energy ^(к^НгК) (а*· Г = 0) is defined as the energy 
per unit area necessary to create the face (Л1Л2Л3/14) from an infinite crystal by cutting 
bonds. The energy necessary to cut one specific bond is exactly the bond energy. For 
incommensurately modulated crystals the calculation of Γ ^ Ι , ^ Λ , ) is not straightforward, 
however, because of the presence of infinitely many different bonds. 
Consider a crystallographic plane (/11/12/13/14). It can be constructed by positioning 
a plane such, that it cuts l/(/»i + /u9i) of the Oi-axis, l/(k2 + Л4д2) of the 02-axis and 
1/(Лз + /»4<?з) of the a3-axis. If the plane is not perpendicular to the modulation wave 
vector «7, there can be no 2-dimensional lattice translational periodicity on this plane. 
In non-modulated crystals, on the other hand, there exists for each plane (Лі/і2/із) a 2-
dimensional unit cell, called mesh area M^inh2h3)· The whole plane can then be covered by 
periodically repeating this mesh area. Consequently, for the calculation of the surface free 
energy of non-modulated crystals it is sufficient to consider precisely one mesh area. On 
the contrary, crystallographic planes (/11/12/13/14) of incommensurately modulated crystals, 
not perpendicular to q, have no such mesh area. In order to calculate a Г^,^, ;^) one 
can only average over the infinite plane. 
For the crystallographic planes that are perpendicular to q, it is essential to distin­
guish between the two types of modulation wave vector discussed in section 9.2.2. If the 
modulation wave vector has an incommensurate direction, the only planes perpendicular 
to q are (ООО/ц). There is again no mesh area on these planes, due to the incommensurate 
direction of q and one has to consider the whole plane. For a modulation wave vector 
with an incommensurate length, there is no unique set of indices for the plane perpendic-
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ular to it. Suppose that <ji is non-zero. Then all planes (Αι,Λι^,Λι^,/4) with A i ^
 a n o
! 
/ i ! - Ç Ж are perpendicular to q for any A4. Moreover, on these planes there does exist 
a 2-dimensional unit cell. 
However, also the latter, special situation differs from the case of a non-modulated 
crystal, despite the existence of a mesh area. This difference becomes apparent when we 
want to divide the crystal in identical slices. A face (AiA2A3) on a non-modulated crystal 
is assumed (Bennema, 1993) to grow with layers of thickness а(л,л2п3) =|^ (ЛіЛаЛэ) li where 
d(Hth2h¡) = , f f W 3 V (9.4) 
Using this ¿(А,Л2/І3) as interplanar distance, one can define a grid of netplanes. All planes of 
the grid are then equivalent, having the same surface free energy, unless the three indices 
Ai, A2 and Аз have a common divisor larger than 1. In case of an incommensurately 
modulated crystal an analogous construction gives a grid of netplanes with interplanar 
distance d^ih2hlht) =|а(/ііЛ2/ізМ I, where 
(л,л2лзА4) = га ¡2' ( 9 · 5) 
where H(hih2h3kt) is given by equation (9.3). For the special case of a modulation wave 
vector with an incommensurate length, however, we have seen that no unique grid can 
be defined perpendicular to q. Furthermore, due to the intrinsic lack of translalional 
symmetry along q it is a priori not clear whether for any one of these grids all its netplanes 
have equal surface free energy. For all other crystallographic planes (Л1А2А3А4), non-
perpendicular to q, a unique grid is defined by equation (9.5). It is however again unclear 
whether the individual members of the grid have equal surface free energy, unless the 
face (А1А2Л3А4) is parallel to q. Also in the case that the modulation wave vector has an 
incommensurate direction, one does not know a-priori whether netplanes of a grid have 
equal surface free energy. 
It will be clear that one is faced with many problems in understanding the stability 
of faces (Л1А2Л3А4) using the description of the incommensurately modulated structure 
defined by equation (9.1). Fortunately, a more elegant description is possible by making 
use of a space that has a dimension higher than 3, the so-called superspace. 
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9.3 Embedding in superspace 
9.3.1 Structure in superspace 
The incommensurate crystal defined by equation (9.1) can be embedded (Janner and 
Janssen (1977), de Wolff et al. (1981), Janner et al. (1983)) in a 3 + 1-dimensional super­
space. Perpendicular to the physical space of the crystal, which is called external space, 
one defines a so-called internal space. In our model the internal space has dimension 
1, because there is only one modulation wave vector. The atoms of equation (9.1) are 
represented in superspace by wavy lines r,(n,j,r) extended along the internal direction: 
r
a
{n, j , T ) = ( n + г, + ƒ}Uj (q • [n + r}] + φ]+τ),τ). (9.6) 
The first three components of the right-hand side of equation (9.6) are in the external 
space and the fourth, r, runs in the internal space. The wavy lines, obtained in this way, 
intersect the physical space (τ = 0) exactly in the points defined by equation (9.1). 
The advantage of this embedding is that the obtained structure has lattice translational 
symmetry in the superspace. There is a lattice A
s
 with basis {oi
s
, <i2S, в з 5 ) Œ 4 S } , where 
Ou = ( а ь - ç j e ) , 
«2. = (α 2 , — q^e) , 
α 3 , = ( a 3 , - q 3 e ) , (9.7) 
a 4 s = (0 ,e) . 
Again the first three components are in the external space and the fourth is in the internal 
space. The reciprocal lattice Λ, then has the basis { α ^ , , α ^ , , α ^ , α ^ } , where 
a
"i, = ( a î i 0 ) 
a2s = (аі\0) 
«з", = (»з,0) (9.8) 
<, = (Я, e'). 
Furthermore, а „ · а'}, = &tJ and e • e' = 1. 
We denote spatial positions in superspace by a set of four fractional coordinates: 
(ii,,X2í,^3í,^4s). This set represents the position vector: 
x, = Xi,a l 5 + X2Sa2j + хз
а
аз> + Z4 S a 4 j . 
It follows from (9.7) that any point ( i i , x 2 , х з ) with respect to the basis {ai,a2,a3} in 
the physical space is equal to the point (xi, x2> хз, 9iXi + 92X2 + 93X3) with respect to the 
basis {a l s , a 2 s , a 3 s , a 4 s } in superspace. 
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9.3.2 M o d u l a t e d b o n d chains in s u p e r s p a c e 
Consider, in the structure defined by equation (9 1), two atoms of the same kind j that 
would be translationally equivalent if there were no modulation In that case they would 
be separated by a so-called bond-chain vector 
Ь = (bl,b2,b3), bi,b2,b3ç2Z (9 9) 
In such a non-modulated crystal we have a so-called periodic bond chain (pbc) (Hart-
man and Perdok (1955), Bennema and van der Eerden (1987), Bennema (1993)) if it is 
possible to construct an uninterrupted path of (one or more) bonds that connects the 
two translationally equivalent atoms If a modulation is present, however, the pbc can be 
deformed, because the atoms may be displaced. We assume that, despite the deformation, 
all constituent bonds of the pbc still exist and that no extra bonds are formed. Only the 
bond energies have changed In this paper we actually consider these modulated pbc's 






f Ъл of physical 
crystal 
Figure 9.2 The embedding in the plane V^  of a modulated bond chain (mbc) containing 
two kinds of atoms, 1 and 2 The mbc is represented by means of the physical subspace M(, 
Segments of the mbc can be represented by vectors b, For each vector b, there exists a 
translationally equivalent vector b't in the first unit cell of the lattice Л„ on Vj, In this way 
a uniform bond density is constructed, because the modulation is incommensurate This is 
explained in the text 
In figure 9.2 an example is given of the embedding of a mbc in superspace. The figure 
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represents a view on the plane Vj, that is defined by the vectors 04, and b3, where b, is a 
lattice vector of A
a
. One can construct bt from the bond-chain vector b (equation (9.9)) 
in the following way: 
Ь, = ( Ь і А А , 0 ) . (9.10) 
The two vectors 6, and a 4 s are basis vectors of a 2-dimensional lattice Ль that can be 
constructed on V^ . Therefore, it is possible to define positions in the plane V^ by 
means of a set of two fractional coordinates, (хм,хю) . • Such a set represents the 
position vector: 
X, = ХыЬ, + ΧΜ<»4ί· 
Each translation vector of Aj must have integral хы and хьг in this notation. 
The two kinds of wavy lines in figure 9.2 represent the embedding of two different 
atoms, 1 and 2. The corresponding modulation amplitude vectors fl and f2 are taken 
to have arbitrary (different) components in the 3-dimensional physical space. This is 
depicted schematically in figure 9.2. The full line parts of the wavy lines suggest that the 
wavy line is in front of the plane V^ and the dashed parts that it is behind the plane. 
In a 4-dimensional space, it is of course not unambiguously defined whether a point is 
behind or in front of a 2-dimensional plane. Therefore, the figure is only a schematic 
representation of the actual situation. 
In the physical space all atoms 1 are connected by first nearest neighbour bonds with 
two atoms 2. Thus, a modulated bond chain is obtained, that has also been drawn 
schematically in figure 9.2. 
The only part of the physical space present in the plane V^ is a 1-dimensional sub-
space containing b. It is denoted Mj,. The mbc winds its way everywhere in the close 
neighbourhood of this subspace. While traveling in M¿ and starting from the origin, one 
enters after each distance \b\ some new unit cell of the lattice A¡, on ^
а
. In figure 9.2 
this is demonstrated by means of the vectors b 2 and Ò3, etc. all having length \b\. It is 
possible to assign to each vector b¿, i = 1 ,2 ,3 , . . . a specific part of the mbc. One can 
take, for example, that part of the mbc that projects on 6,- using orthogonal projections 
in the physical space. Using this construction one is certified that every point of the mbc 
is uniquely assigned to some vector 6,·. 
It is important to realise that both a4 s and bs are elements of the translation group of 
the whole embedded structure. Therefore, each vector 6; and its corresponding part of the 
mbc is translationally equivalent to a vector 6¡ starting in the first unit cell of A¡,, together 
with an equivalent mbc part. The vectors b'2 and 63 have been drawn in figure 9.2. Due to 
the incommensurability all vectors 6¿ intersect the a4s-axis at a different height in the first 
unit cell of A¡,. The corresponding mbc parts, therefore, form a uniform bond density in 
superspace in the same way as derived for a 1-dimensional incommensurately modulated 
crystal by Kremers et al. (1994). This construction can, therefore, be considered to be 
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a 1 + 1-dimensional embedding of a mbc. Since there is a lattice Aj on ^ 5 it is also 
possible to define 1 + 1-dimensional hyperplanes ( / H , / I 2 ) S using the reciprocal lattice AJ. 
It is shown later that this is very useful. 
9.3.3 Obl ique b o n d s in s u p e r s p a c e 
In the construction of a modulated bond chain in section 9 3 2 only first nearest neigh­
bours have been used. Although this is the approximation that is also often made for 
non-modulated crystals, it is interesting to brood on the consequences of including next 
nearest neighbour bonds. This may prove to be very useful, because there are several mi­
croscopic models (Selke (1984), Janssen (1986), Frenkel and Kontorova (1938)) in which 
the inclusion of (repulsive) next nearest neighbour interactions is essential for obtaining 





Figure 9.3 The 1 + 1-dimensional embedding of a mbc with only one kind of atom and 
modulation amplitude vector ƒ parallel to b First nearest neighbour bonds are parallel to 
the physical space Second, third, etc nearest neighbour bonds can be represented in the 
first unit cell of the lattice Aj, on Vj, by means of oblique bonds This is done by finding a 
point on the second wavy line that is translationally equivalent to the end point of the bond 
in case that the bond would have been defined parallel to the physical space For example, 
the end point of the (parallel) second nearest neighbour bond has been translated with the 
lattice vector —6, and the end point of the (parallel) third nearest neighbour bond with the 
lattice vector —(04, + 2b,) 
One can, of course, construct mbe's with next nearest neighbour bonds following the 
same procedure as described in section 9.3.2. Then, however, all constituent bonds are 
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again parallel to the physical space. Consequently, a hyperplane parallel to the physical 
space intersects no bonds. It, therefore, has zero surface free energy in the extension 
of a Wulff plot to superspace. It has been explained by Kremers et al. (1994), that this 
reduces the dimension of the equilibrium shape with 1 and gives, in any case, a morphology 
entirely in the physical space. However, in case that next nearest neighbour bonds are 
defined in the following alternative way, some interesting questions are raised. 
In figure 9.3 we have again drawn a view on a Vj, plane, but in this case, for sake 
of simplicity, there is only one kind of atom and the modulation amplitude vector ƒ has 
been taken parallel to b. In the physical subspace Mj, a first nearest neighbour bond is 
indicated by means of a thick dashed line element between the first and the second atom. 
In the same way a second nearest neighbour bond could have been drawn between the first 
and third atom in M L , but instead the bond has been drawn between the first atom in 
the physical space and the point on the second wavy line that is translationally equivalent 
(using a translation — 6,) to the third atom. Similarly, a third nearest neighbour bond 
has been constructed using the translation — a 4 , — 2b,. In each unit cell of the lattice Ль 
one can construct such oblique nearest neighbour bonds following the same procedure. 
Furthermore, all oblique bonds thus obtained are translationally equivalent to oblique 
bonds in the first unit cell of Л&. In this way, again a uniform bond density is obtained in 
superspace, but the bonds need no longer be parallel to the physical space. A hyperplane 
that is parallel to the physical space then intersects these embedded oblique bonds. The 
implication of this construction is that it should be possible to obtain a morphological 
shape having the same dimension as the superspace by means of a Wulff plot construction 
in this superspace. The notion of a crystal form in superspace was first introduced by 
Janner (1983). The physical relevance of such a form might be revealed by comparing 
this form with the one obtained by constructing mbc's of next nearest neighbour bonds 
parallel to the physical space. Though very intriguing, this is not worked out in the 
current paper. Here, as a first approximation, we only consider mbc's consisting of first 
nearest neighbour bonds. 
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9.3.4 Crystallographic hyperplanes 
The embedded incommensurately modulated crystal, described in section 9.3.1, has a 
lattice Λ,. One can define crystallographic hyperplanes (/11/12/13/14)5 as a straightforward 
extension of crystallographic planes in three dimensions by using the reciprocal lattice Л^ 
(see Kremers et al., 1994). 
Thus, a crystallographic hyperplane (/11/12/13/14)» consists of all points x, in superspace 
for which 
#(л,л2л3М.« · «» = constant (9.11) 
where H^,h2h3h,),s is defined as: 
-Н'СчЬгЛзМ.« = hia'
s
 + h2a.2S + h3a^a + hAa\a. (9-12) 
The hyperplane (/11/12/13/14)» can be regarded as a plane of dimension 3 in the 3 + 1-
dimensional superspace, cutting the Oi,-axis at I//11, the a2»-axis at l/Лгі the <»3,-axis at 
I//13 and the 04,-axis at I//14 if the constant is 1. Due to the 3 + 1-dimensional lattice 
translational symmetry one can define a mesh volume Mjj
 j in the following way: 
MHt, = -A- (9.13) 
where V» is the volume of the unit cell of the lattice Л, and djj is the interplanar distance 
in a grid of identical netplanes. This interplanar distance is defined as djj = | d¡j
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The intersection of a crystallographic hyperplane (/11/12/13/14)» with the physical space 
is given by all points x„ that satisfy both equation (9.11) and X4, = 91X1, +92^2» + <?з£з»-
In this way one derives that these are the points χ in the physical space that satisfy 
(^ЛіЛгЛзЛ«) • * = Ζι(/ίι + /i4<zi) + Xì(hì + /14*72) + x3(h3 + /i4q3) = constant. 
The intersection of a hyperplane (/11/12/13/14)» with the physical space is, therefore, exactly 
a (satellite) plane (/»1/12/13/14). Furthermore, the grid of netplanes (/11/12/13/14)», with in-
terplanar distance djj in superspace, intersects the physical space exactly in the grid of 
netplanes (/11/12/13/14) with interplanar distance ^(Λ,/^Α,Λ«), given by equation (9.5). 
Hence, it follows that (at least) all bonds cut by a single (satellite) plane (/11/12/13/14) in 
the physical crystal are also cut by one hyperplane (/11/12/13/14)» in the embedded crystal 
in superspace. In the next section we even show that, at least for planes (Λ1/12/13Λ4) that 
are not perpendicular to the modulation wave vector q, exactly the same bonds are cut by 
one mesh volume Mjj of the hyperplane (/11/12/13Ί4)» in superspace as by the (satellite) 
plane (Λ1/12/13Λ4) in the physical crystal. This opens the way to the calculation of surface 
free energies Γμ,^,Α,^) in superspace. 
dH,= iZ{hlh2h3hi)'°n- ( 9- 1 4) 
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9.4 The one-to-one correspondence between crystallographic 
hyperplanes and (satellite) planes in the physical crystal 
In this section we show how to calculate the average energy of mbc bonds, that are cut 
in the physical crystal by a certain plane (/»1/12/13/14). In order to obtain the surface free 
energy Г^ь^з/ц), this average energy must be multiplied for each kind of mbc with the 
mbc density, which is the number of that kind of mbc's that intersect the plane per unit 
area. The surface free energy Γ^,^,/^) that we calculate is therefore the average energy 
per unit area that is necessary to create an infinitely large plane (/11/12Ί3/14) by cutting 
bonds. 
In order to find the average energy of all bonds cut by a certain plane (/11/12/13/14) in 
the physical crystal, we use the fact that the physical space is a subspace of the superspace 
and that there is lattice translational symmetry in the latter. Each intersection point of 
the plane (/11/12/Í3/14) with the mbc's of one kind in the physical space is in some unit cell of 
the lattice Λ,. Due to the lattice translational symmetry there is in all cases an equivalent 
point in the first unit cell (containing the origin) of Λ,. We consider the infinite set of 
points thus obtained in this first unit cell. The average energy that we seek is exactly the 
average energy of the bonds corresponding to the points in this set. 
In addition, we calculate the intersection points of the corresponding hyperplane 
(/11/12/13/14)3 with the uniform bond density in superspace that corresponds to the cho­
sen mbc. Again, all of these points are equivalent to points in the first unit cell of A
s
. In 
this unit cell we thus again obtain an infinite set of points. This set must contain the set of 
points that was constructed out of the intersection points in the physical crystal, because 
the physical crystal is contained in the embedded crystal and the mbc's are contained in 
the uniform bond density. For all planes, except a plane perpendicular to a q with an 
incommensurate length, it is hereafter even shown that the two sets are identical. In these 
cases there is a one-to-one correspondence between (satellite) planes and crystallographic 
hyperplanes as the calculation of surface free energies is concerned. 
It is instructive to consider the following four cases: 
satellite faces non-perpendicular to the modulation wave vector, 
main faces non-perpendicular to the modulation wave vector, 
faces perpendicular to a modulation wave vector with an incommensurate direction and 
faces perpendicular to a modulation wave vector with an incommensurate length. 
9.4.1 Satell ite faces non-perpendicular t o the modulation wave vector 
Here, the situation is outlined for (/11/12/13/14) planes, /14 φ 0, that are not perpendicular 
to q. In this case, it is not necessary to discriminate between a q with an incommensurate 
direction and a q with an incommensurate length. The presented analysis applies for both 
types. This case can be considered as the generic case. 
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Figure 9.4 A section at constant 13,-coordmate of the superspacc embedding of an in-
commensurately modulated crystal The vectors 01 and 02 define a plane in the physical 
crystal The rest of the figure is outside the physical crystal There is only one kind of atom, 
represented by the wavy lines, the solid parts are above the plane and the dashed parts are 
below The modulation amplitude vector ƒ is parallel to αϊ and mbc's are considered for 
which b — a\ Furthermore, q\ φ 0 and ?2 φ 0, because a\, differs from 01 and 02, differs 
from a> Three subspaces Μα,(π), that all represent a mbc of the same kind, have been 
drawn and the corresponding planes Vj,(n) have been indicated 
As described before, a mbc is represented by means of the subspace M¿ around which 
the mbc winds its way. Although not essential, we assume for the ease of analysis, that 
Mjj contains the origin. To indicate this, it is denoted Mjj(o). Due to the fact that the 
incommensurately modulated crystal can be considered as a deformed 3-dimensional basis 
structure that has a lattice Λ, all 1-dimensional subspaces 
М
ь
(п), п = ( п 1 , п 2 , п 3 ) е Л , (9.15) 
represent a mbc of the same kind. МіДп) is the 1-dimensional subspace obtained by 
translating all points of Mjj(o) over the vector η in the physical space. The points x, in 
these subspaces Μ^(η) can be written as follows: 
х — хыЬ + п, хы € Μ; пі,ті2,п3 g Ж, (9.16) 
where 6 is given by equation (9.9). Transforming to the basis of the lattice A
s
 in super-
space, these points become (see section 9.3.1): 
x
s
 = (хыЬ + η, (хцЬ + η) • q). (9.17) 
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It is important to keep in mind that all the points x, g Μ^(ή) are in the physical space, 
although their coordinates are given with respect to A,. 
The uniform bond density that is obtained in superspace for these mbc's can accord­
ingly be represented by planes 
V 6 i » , п € Л (9.18) 
and the points on these planes can thus be written: 
*5 = {хыЬ + n,x¡,2), хы,хъ2€ (9.19) 
In figure 9.4 an example is given of a crystal with only one kind of atom. Only a 
particular section (constant x3> coordinate) of the superspace has been drawn. Mbc's 
are considered for which 6 = αϊ and ƒ || α ι . Three 1-dimensional subspaces Μα,(ο), 
Л^аі(вг) and Μαι{2α2) have been drawn. The corresponding planes Va I l S(o), Va b J (a2) 
and а 1 і а ( 2 а 2 ) have been indicated. 
SATELLITE 
PLANE (llh 32) 
Figure 9.5 The orientation of one hyperplane from the grid (llh32), in the same super-
space embedding as used in figure 9.4. The hyperplane culs the αι,-axis at 2, the а25-ахів 
at 2, the аз,-ахів at ¡p and the a4>-axis at 1. The intersection of this hypcrplane with the 
physical crystal is the satellite plane (11лэ2), which cuts the ai-axis at
 t * , the a^-axis 
at . Λ. and the a3-axis at ι ?,„ . 
1+2<7а ** Пэ + 2<Гэ 
Consider now a crystallographic hyperplane (/11/12/13/14),. It has been shown in section 
9.3.4 that this hyperplane contains the satellite plane (hih2h3h4,). This is demonstrated 
in figure 9.5 by drawing the ( 1 1 / І З 2 ) 9 plane and the satellite plane (11/із2) for the same 
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situation as represented in figure 9.4. The intersections of the hyperplane with the sub-
spaces Λί^(η) represent, therefore, the intersection points of the (satellite) plane with the 
physical crystal. On the other hand, the intersections of the hyperplane with the planes 
Vu
 s
(n) represent the intersection points of the hyperplane with the embedded structure 
in superspace, concerning the mbc under study. 
As described in section 9.3.4, the crystallographic hyperplane (/н/12/13/u)* consists of 
all points x
s
 in superspace for which 
H(h^h^h,),, • * ! = constant. (9.20) 
In figure 9.5 this constant is 2. 
If we shift all points of the plane over a vector djj , we get a plane that is described 
by the following equation: 
W(*,Ä,ÄaM.» • хв = constant + 1. (9.21) 
In the case that hi, h2, h3 and h4 have no common divisor larger than 1, this plane is 
translationally equivalent to the plane given by equation (9.20). 
The intersection of the considered plane with the mbc's in the physical crystal is now 
obtained by substituting x
a
 £ ML(TI) (equation (9.17)) for x, in equation (9.20) and 
solving it for і ц . The solution is: 
_ constant - i f (л^Ьз^),, · ( η , η · q) _ constant - H^hthaht) · " / g 2 2 \ 
H(hlk2h3h<),s • {Ь,Ь • q) "(Aifcjfca*«) " b 
For each subspace Mj,(n) the searched intersection point is determined by substituting 
this і ц in equation (9.17). The intersection point is denoted Phfj(.n)i but we immedi­
ately drop the Η dependence in the notation and write PiAn). 
There is no solution in case the bond-chain vector ò is parallel to the plane (^1^2/13/24), 
which suggests that the plane does not cut any bonds. However, the atoms may be shifted 
out of the plane if their modulation amplitude vector has a component perpendicular to 
the plane. The bonds of the mbc are then not necessarily parallel to the plane and can, 
therefore, be cut by the plane. Nevertheless, we do not take these mbc's into account, 
because it is usually possible to shift the plane in the direction of its normal, so that the 
bonds of the mbc are no longer cut. This corresponds to a lower surface free energy and 
is, therefore, more favourable. We are interested, of course, in the lowest possible surface 
free energy. 
Next, we calculate the intersection of the hyperplane (/11/12^3/14)5 with the planes 
Vjjs(n) by substituting x„ € Vff (equation (9.19)) in equation (9.20). The solution is 
the line: 
_ constant - Н(іцкгічііі),і • {п,хьг)
 tù „„-. 
х
ы — й 7ϊΓη~\ " (У-t-i) 
"(hiJijfcjln),· ' (">Ό> 
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These lines should now be denoted L^ ¡j{n)i but again we drop the H dependence. The 
lines LL(TI), of course, contain the points PL(TI). This is demonstrated in figure 9.6, again 
for the same situation as presented in figure 9.4. 
L(2a,) 
Figure 9.6 The intersection of the hyperplane (11Лз2), (see Figure 9 5) with the embedded 
mbe's (see figure 9 4) can be represented by lines La, (n) These lines have the points Pa¡ (η) 
in common with the physical crystal The satellite plane (11/»з2) intersects the subspaces 
Ma¡{n) exactly in these points Pa¡(n) 
Making use of the lattice translational symmetry in superspace one can translate the 
points Рь{п) and the lines £j>(n.) to the Vj,
 s
(o) plane, by using the translation 
t»i = (—πχ,— n 2 ,— n 3 ,0) . (9.24) 
The obtained translationally equivalent points are denoted PL(n) and the lines are de 
noted L'An). In figure 9.7 these have been drawn for the example used in this section. 
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L ' ( 2 « 2 ) L ' ( a 2 ) L (0) 
• ι ν **i » *β| 
?\ ЧР.',(-2«2) 
- .» ! % 
Figure 9.7 Using translation vertors of the lattice Л,, it is possible to find, in one Vj, 
plane, lines £0 l(ra) equivalent to the lines ¿
α
, ( η ) that have been obtained in figure 9.6. 





 (n) can be found on the lines L'
a
 (n) In the plane Vj, there is a lattice 
Ль. Using translation vectors of this lattice, it is possible to show that all lines L'a¡(n) 
are translationally equivalent. The line // 0 і (аг), for example, is translationally equivalent 
(using the vector αϊ,) to the line ¿
П і
(2о2) As the points Paj{n) are on the lines L ' 0 l (n) , 
translationally equivalent points Päx(n) can be found on the line Ь '
а і
(2аг). This line can 
be considered as a lattice plane defined on At, in V^
 t . It can be shown that the points 
Ρ'άχ ( n ) become dense on a single mesh area of this 1 + 1-dimensional lattice plane. 
If we use t h e set of two coordinates with respect t o the basis of t h e la t t ice Aj on 
VL ( O ) , we obta in : 
P¡){n) = (ты, xbl(q-b)+q-n)v, ( 0 ) (9.25) 
•V' 
with ι » given by e q u a t i o n (9.22) a n d 
L
'b(n) = ( х ь ь X '2)v. 6,. ( O ) · 
Xb2 6 (9.26) 
with х ц given by e q u a t i o n (9.23). 
T h e set of lines L'An) in t h e p lane ^ Д о ) are equivalent t o a grid of ne tp lanes 
( / І І 6 І + / І 2 0 2 + / І З & З , / І 4 ) 5 in t h e e m b e d d i n g of an incommensura te ly m o d u l a t e d 1-dimensional 
crystal, with an average per iodici ty a = | b\ and m o d u l a t i o n wave vector q = (q · b)a*. We 
have shown in a previous p a p e r ( K r e m e r s et al., 1994) t h a t in such a 1 + 1-dimensional 
case all m e m b e r s of t h e grid of n e t p l a n e s (/»1/12)5 (here corresponding t o t h e lines L'L(TI)) 
are t rans lat ional ly equivalent a n d t h a t all intersect ion points of t h e grid wi th t h e 1-
'dimensional m o d u l a t e d crystal (here corresponding t o t h e subspace Mj j(o)) b e c o m e dense 
on a single mesh area M J A , ^ , ) , , of one m e m b e r of t h e grid, if t rans la t ions of t h e 1 + 1-
dimensional la t t ice a r e used. T h e only difference between t h a i case a n d t h e present one is 
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thai the points PL{n) in which we are interested axe not all in the 1-dimensional physical 
subspace M i ( o ) , but instead only one point is. For the example this can be seen in figure 
9.7. 
However, for the same reasons as described by Kremers et al. (1994), all lines L'An) 
are translationally equivalent (unless /ΐχοι + Λ2ί>2 + h3b3 and /i4 have a common divisor 
larger than 1). Consequently, we arrive at the important conclusion that the intersection 
of a hyperplane (/11/12Ί3Λ4), with the uniform bond density corresponding to a mbc with 
bond-chain vector 6 can be found by considering one mesh area of one line L'An) in a 
1 + 1-dimensional description of the mbc. 
Subsequently we want to show, that also all points PlAn) become dense on one such 
mesh area of a line L'An). This can be made clear in the following way. Since the lines 
L'L(n) behave as a grid of netplanes on the lattice Ль of V^
 s
(o) one can find, for each 
single line, a translation 
η
υ
 = (щі,пь2) , (о), пы,п
к
2 € % (9.27) 
such, that the line is translated onto one specific line L'L. Thus we obtain points Ρ£{η) 
(see figure 9.7) that are on the chosen line L'L, having a coordinate і ц —Щ\ with ііц £ Ж 
and іьі given by equation (9.22). Due to the incommensurability і ц is always an irrational 
number and, therefore, also і ц - п ц is irrational. On the line L'L there is a periodicity of /i4 
in the хи-coordinate, because the slope is equal to —Iìih±h2h±hìh. r j u e t 0 t n [ s periodicity 
and the irrationality of і ц — пц the points PiÁp) become dense on the line L'L. This 
can be proven by following the same arguments as used in the proof of the existence 
of a uniform bond density in the 1 + 1-dimensional superspace of an incommensurately 
modulated 1-dimensional crystal, as has been given by Kremers et al. (1994). 
Thus, we have shown that also the intersection of a (satellite) plane with a mbc of the 
physical crystal, having bond-chain vector b, can be found by considering one mesh area 
of one single line L'An) in a 1 + 1-dimensional embedding of the mbc. This opens the 
way for inspecting the bonds that are cut by the satellite plane by means of a graphical 
method. For each mbc, one draws the corresponding 1 + 1-dimensional embedding of the 
mbc. The intersection points can then be found by drawing the 1 + 1-dimensional plane 
(/ii&i + /1262 + h3b3, hi),. 
In case that h^bi + /i2i>2 + h3b3 and /ц have some common divisor d € Z, not all lines 
L'An) are translationally equivalent, but there are d different, non-translationally equiv-
alent lines. However, for each of these lines there still are infinitely many translationally 
equivalent lines L'An). The points PAn) on one such subset of all lines L'An) become 
dense on a single line of the subset. This holds for all d different non-translationally 
equivalent lines. 
It is concluded that for planes (/11/12/13/14) non-perpendicular to q there exists a one-
to-one correspondence between the intersection of the hyperplane (hih2h3hAs with the 
embedded structure and the intersection of the (satellite) plane with the physical crystal. 
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Furthermore, this conclusion can be drawn for each value of the constant in equation 
(9.20). This implies that there is also a one-to-one correspondence between the satellite 
planes corresponding to two hyperplanes (/11/12/13/14)5 that are an integer number times 
dfj
 s
 apart, because these hyperplanes are translationally equivalent. Therefore, the 
average energy of the bonds cut by a plane (/11/12Λ3/14) in the physical crystal is equal 
to that of the bonds cut by a plane with the same orientation but shifted over a vector 
d(h,h2h3iii) with respect to the original plane. Consequently, the physical crystal can be 
partitioned in slices with thickness | а(л,д2/і3ь4) | that all have exactly the same energy 
content Efj. The difference between this Ejj and the classical notion E
s
\i„ is addressed 
in the discussion. The remaining question is, whether the surface free energy depends on 
the exact position of the surface of the slice. This position is determined by the value of 
the constant in equation (9.20). 
In this section, it has been shown that, in order to find the average energy of the bonds 
that are cut in the physical crystal by a plane (/11/12/13/14), it is sufficient to average over 
the energy of the embedded bonds that are cut in superspace by a hyperplane (/11/12/13/14)5. 
However, the latter is equal to averaging over one mesh volume Mjj of the hyperplane, 
because the embedded structure has a lattice. This, in turn, is equal to averaging over all 
embedded bonds that are cut in one unit cell of Л
г
 by the grid of netplanes (/11/12/13/14)5 
(Heijmen et al., 1994). 
9.4.2 Main faces non-perpendicular to the modulation wave vector 
Main faces, on the incommensurately modulated crystals that we consider, are (/11/12/13O) 
planes. Here, we consider only those /г4 = 0 planes that are not perpendicular to the 
modulation wave vector q. In case that q has an incommensurate direction, there even is 
no main face perpendicular to it. Although (/11Λ2/13Ο) planes have the same orientation as 
(/11/12/13) planes would have if the modulation were absent, their surface free energy can 
definitely be changed by the modulation. Using the generic case that has been described 
in section 9.4.1, one can derive that there is again a one-to-one correspondence between 
a main face (Λ1/12/13Ο) and the crystallographic hyperplane (/11^2/130)5. 
Such a hyperplane has a special orientation in superspace in the sense that it is par­
allel to the internal space. This means that all lines L^, obtained by intersecting the 
hyperplane with an embedded mbc, are also parallel to the internal space. Following the 
same procedure as described in section 9.4.1, one finds lines 
L'b(n) = [хы,хьг) . (о)» ІЬ2 € R 
where 
_ constant - H(hih2h3o) · η 
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is independent of x^. These lines L',(n) can be translated onto | hibi + A262 + /13^ 31 lines 
L'L through the first unit cell of the lattice Ль. The points Р£{п) on these lines that are 
translationally equivalent to the intersection points of the main face (Лі/і2/іэО) with the 
physical crystal, then have x¡,2-coordinate: 
constant - Н (
Л А Л э
о ) · η 
xa = (q-b) τ; h + (я-п). 
Since there is a translational periodicity of 1 on the i n c o o r d i n a t e , the points / ¿ ' ( η ) 
become dense on the | hibi + h2bi + /13631 lines. Therefore, the same bonds are cut in the 
intersection of a main face (Λι/ι2/ι30) with the physical crystal as in the intersection of 
one mesh volume M¡j of the hyperplane (/іі/і2/ізО), with the embedded mbc. This can 
be inspected graphically by drawing 1 + 1-dimensional (hibi + Λ2ί>2 + Лз6з,0), planes in 
the corresponding 1 + 1-dimensional embeddings of the mbc's present in the crystal. 
Furthermore, for the same reasons as given in section 9.4.1, the crystal can be parti­
tioned in (/11Λ2/13Ο) slices with thickness | d(h,fcjfc3o) | that all have exactly the same energy 
content and surface free energy. The latter, however, may depend on the exact position 
of the surface. 
9.4.3 Faces p e r p e n d i c u l a r t o a m o d u l a t i o n wave v e c t o r w i t h an i n c o m m e n ­
s u r a t e d i r e c t i o n 
The only faces perpendicular to a modulation wave vector q with an incommensurate 
direction are (000/ц) planes. Also for these planes one can follow the lines of thought as 
used in the generic case that has been described in section 9.4.1. The lines L'An) are 
then found to be: 
, . / constant\ 




Therefore, they are all equal and parallel to the b
s
-axis. The points Ρί ' (η), corresponding 
to the intersection points in the physical crystal have хц-coordinates: 
constant — /14(9 • n) 
Xhl =
 h^Tb) 
on this line. 
If we choose /i4 = 1, the intersection points in the physical crystal can be inspected 
graphically by drawing (01)
s
 planes in the 1 + 1-dimensional embeddings of the mbc's 
present in the crystal. 
In this case, the crystal can be partitioned in (0001) slices with thickness |d(oooi) | that 
all have the same energy content and the same surface free energy. Again it is expected 
that this surface free energy depends on the exact position of the surface. 
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9.4.4 Faces perpendicular to a modulation wave vector with an incommen­
surate length 
In case that one is dealing with a modulation wave vector q, having an incommensurate 
length, there is a special plane that requires a treatment clearly different from the analysis 
outlined in section 9.4.1. This is the plane that is perpendicular to q. It has been explained 
in section 9.2.3 that on such a plane there does exist a 2-dimensional unit cell, contrary 
to the cases that have been treated in the sections 9.4.1, 9.4.2 and 9.4.3. Therefore, there 
can only be a finite number of different bonds that are cut by that plane. 
In view of the sections 9.4.2 and 9.4.3 it is interesting to realise that the plane can 
be considered to be a main plane (/ΐι,Λι^,/ΐι^,Ο) with hi12- and / l i 1 É Ж as well as 
а (ОООЛ4) satellite plane. (We have conveniently taken qi φ 0.) This implies that the 
plane perpendicular to q is contained in the hyperplane (Λι,Λι^,/ΐι 5 1 ,0), as well as in 
the hyperplane (000/г4)5. It is, therefore, (contained in) the intersection of these two 
hyperplanes. We want to point out that an analogous situation is encountered for quasi-
periodic tilings (Heijmen et al., 1995). For such tilings, however, the situation is generic, 
whereas it is a special case for an incommensurately modulated crystal. 
Although we are dealing with a special situation, it is still possible to use the super-
space embedding of the structure in order to find the intersection points of the plane 
perpendicular to q with the physical crystal. Consider the hyperplane ( / Η , Λ Ι ^ , / Ι Ι ^ , Ο ) ^ 
Its intersections with the subspaces Λί^(η) that represent the mbc's can be calculated in 
the same way as described in section 9.4.1. The intersection points P^n) are given by 
putting і ц in equation (9.17) equal to 
constant — hl (q · n) 
ХЪІ =
 ΑΛ + Αχ^οΓ+Α,^· ( 9 · 2 8 ) 
One then finds the following condition for the incoord inate : 
£(,2 = -r-constant. (9.29) 
This condition, however, exactly expresses that all intersection points ^¿,(п) are on a 
crystallographic hyperplane (000/i4) s. The points Pu(n) can again be translated to the 
Vj,
s
(o) plane with lattice vectors of the lattice A„ so that equivalent points PL(n) are 
obtained. Using the set of two coordinates (Χ&Ι,ΧΜ)Γ, (О) defined with respect to the 
basis of the lattice A¡, on this plane, the points PL(n) can be written: 
•f¿(n) = ( χΜι 7-constantj 
Ъ (°) 
where x» is given by equation (9.28). All the points PL{n) He on the lines L'.(n) that 
would have been found if the intersection lines ¿j,(n) of the embedded mbc with the 
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hyperplane (Αι, Αι &-, hiβ, 0), would have been translated to the Vj,
 s
(o) plane. Therefore, 
it is tempting to look at the situation again as a grid of (Αιόχ + A262 + /1363,0), planes in 
the 1 + 1-dimensional embedding of the mbc. However, this case differs from the situation 
described in section 9.4.2, as the points now all have equal x^-ooordinate. Therefore, if 
one tries to translate these point to points PL(TI) in the first unit cell of the lattice At 
only \h\bi + /ϊ2ί>2 + ^зЬэ I different points ΡϊΑρ,) are obtained, instead of infinitely many. 
This could be expected, because a 2-dimensional unit cell can be defined on the plane 
and, as we show in section 9.6, the mbc density is indeed | h^bi + A2Ò2 + ^з^з | divided by 
the area of that 2-dimensional unit cell. 
The intersection points with the physical crystal of a plane perpendicular to a q that 
has an incommensurate length can thus be found by considering the intersection points of 
a grid of (hibi + Л262 + А36з,0)а planes with a (0, l ) s hyperplane in a 1 + 1-dimensional 
embedding of a mbc. This situation is clearly exceptional, because it is the only one in 
which there is no one-to-one correspondence between the plane in the physical crystal and 
the corresponding hyperplane. 
Furthermore, one can in this case not derive that it is possible to partition the crystal 
in (Αι, Λι^,/ΐι^,Ο) slices with the same energy content nor with the same surface free 
energy. Namely, if we consider a plane (hi,hi32-, Αχ^,Ο) that has been shifted over a 
vector d(h h Ά h « 0) with respect to the plane just described, similar results to (9.28) 
and (9.29) are found, the only difference being that the value of the constant has increased 
with 1. This means that the points PL(n) are again on the grid of (Aibi + A262 + Лз&3і 0)
s 
planes, but have a different хьг coordinate 
Xb2 = —constant + — . 
" ι hi 
One thus obtains a different set of | Λχ&χ + A2¿>2 + ^з^з I points, which means that the 
average energy of the bonds that are cut by the plane is, in principle, also different. 
Shifting the plane any integer, p f Z , times d(h h и ι, а 0 ь never gives an equivalent 
set of intersection points, because in all these cases an irrational number p^- is added to 
the x¡,2 coordinate of the points PL(n) and there is a translational periodicity of 1 in the 
H2-coordinate. 
In order to study the average energy of the bonds that are cut as a function of position 
of the plane, one must vary the position of the grid (Aibi + АгЬг + ^зЬз,0)
а
 as well as the 
position of the (0,1)5 hyperplane. Each set of intersection points, that is obtained in this 
way, corresponds to some position of the plane perpendicular to q in the physical crystal. 
Thus, this case is indeed exceptional. 
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9.5 Principle of selective cuts 
In this section we demonstrate the principle of selective cuts. It has been shown by 
Kremers et al. (1994) how, for an incomrnensurately modulated 1-dimensional crystal, 
this principle is the cause of the stabilisation of (satellite) faces, i.e. the lowering of 
surface free energy. Also for incomrnensurately modulated 3-dimensional crystals there is 
a lowering of the surface free energy caused by the principle of selective cuts. 
In section 9.4, it has been shown that the average energy of the bonds that are cut 
in the physical crystal by a certain (/11/12/13/14) plane, can be found, in general, in su-
perspace by averaging over all embedded bonds that are cut by one mesh volume of the 
corresponding hyperplane (/н/^з/ц)»· Although the approach of section 9.4 is not valid 
for commensurately modulated crystals (gj, (fti 9з €Ç)> it can be applied to incomrnensu-
rately modulated crystals for which the modulation amplitude vector ƒ has zero length. 
In that case, however, the structure does not differ from the non-modulated crystal. The 
wavy lines in superspace that represent the atoms become straight lines and the mod-
ulated bond chains are no longer modulated. Let us conveniently consider mbc's that 
consist of one type of atom and one type of bond. In the embedding of this mbc, only 
one bond length is found in the uniform bond density in superspace. Consequently, the 
average length of the embedded bonds that are cut by the mesh volume of any hyperplane 
is a constant, i.e. equal to the length of the non-modulated bond. This implies that, for a 
crystal that is not modulated, it is the number of intersected bonds per unit area, which 
is the so-called mbc density, that determines the surface free energy. It is well known, 
however, that in that case only for (hkl) planes cusps appear in a polar plot of the surface 
free energy, i.e. a Wulff plot (Bennema and van der Eerden, 1987). Only these planes, 
therefore, can appear on the equilibrium form of a non-modulated crystal. 
Let us now consider an incomrnensurately modulated crystal with a non-zero mod-
ulation amplitude. Although the atoms are displaced due to the modulation, we have 
assumed that with respect to pbc's for the non-modulated case no bonds disappear and 
no extra bonds appear in mbc's of the modulated crystal. This means, that for an in-
finite plane the average number of intersected mbc's per unit area is the same as the 
number of intersected in the non-modulated case, unless the modulation amplitude is 
very large. Since we calculate surface free energies as average broken-bond energies over 
infinite planes it can not be this mbc density that changes the surface free energy for 
an incomrnensurately modulated crystal. Therefore, if the surface free energy of satellite 
faces can be lowered due to the modulation, so that they have a chance of appearing 
on the equilibrium form, this must be caused by the fact that the average broken-bond 
energy can be lower than the energy of a non-modulated bond. This implies that a mesh 
volume of a hyperplane must only intersect a selection of all possible bonds that can be 
found in superspace. The average length of all possible different bonds in superspace is 
namely equal to the length of a non-modulated bond. We reach the conclusion that the 
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stabilisation of (satellite) planes must be caused by a principle of selective cuts. This 
principle is now demonstrated for the four cases described in section 9.4. We treat them 
in the order of increasing possible stabilisation of surface free energy. 
9.5.1 Main faces non-perpendicular to the modulation wave vector 
Figure 9.8 Demonstration of the principle of selective cute for the (1110) plane cutting 
mbc's for which b = Oi and ƒ || oi. The situation can be represented with a (1,0), plane 
intersecting the bonds in a 1 + 1-dimcnsional embedding of the mbc. The cut bonds have 
been shaded. The two different positions for the plane represent the variation of surface free 
energy within a distance d(mo)· 
It has been shown in section 9.4.2 that for main faces one must inspect the embedded 
bonds that are cut by a grid of (Λι&ι + /ι2ί>2 + h3b3, 0), planes in the 1 + 1-dimensional 
embedding of a mbc. As an example we take b = Oj and ƒ || Oi and consider the (1110) 
plane, so that the grid is ( l ,0 ) ä . From the analysis in section 9.4.2, we have also learned 
that the surface free energy is expected to depend on the position of the plane, with a 
periodicity of Ι^Λ,Λ,Λ,Ο) |· 
In figure 9.8 the situation is presented for two (1110) planes at different positions and 
the bonds that are cut by one mesh area have been indicated. For the first position all 
possible different bonds are cut, so that the average energy is equal to the energy of a 
non-modulated bond. The second position, however, demonstrates that it is possible to 
position the plane such that relatively more long than short bonds are cut. This is an 
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example of the principle of selective cuts. The average energy will be lower than the energy 
of the non-modulated bond. Main faces, non-perpendicular to the modulation wave vector 
can thus have a lower surface free energy than they would have in the non-modulated case. 
The amount of stabilisation for a certain plane depends, of course, on the shape of 
the modulation function u, the magnitude and direction of the modulation amplitude 
vector ƒ and the magnitude and direction of the modulation wave vector q. It is not 
straightforward to predict the dependence on u. The dependence on ƒ is, however, clear. 
The larger the amplitude | ƒ | and the larger the value of | ƒ · b\, the larger the amount of 
stabilisation. In both cases, namely, a larger value implies that larger bond lengths can 
be found in the crystal. 
For the influence of the direction of the modulation wave vector, one must again 
discriminate between a modulation wave vector with an incommensurate length and with 
an incommensurate direction. In case of an incommensurate length, there can be mbc's for 
which b J. q. These must then be periodic bond chains. They can*"differ from what they 
would be in case that the modulation were absent, if they are built out of more than one 
kind of bond. Nevertheless, these mbc's contain only a finite number of different bonds, 
so that in their embedding also only a finite number of different bond lengths appear. 
This implies that there can be no selective cutting. In case of a modulation wave vector 
with an incommensurate direction, all mbc's are indeed modulated, so that every mbc 
contains an infinite number of different bonds. Furthermore, the distinction between the 
two types of modulation wave vector is essential for the amount of stabilisation of planes 
perpendicular to q. This, however, is explicitly treated below. 
Also the length of the modulation wave vector influences the amount of stabilisation. 
As explained in section 9.4.1, one can consider the 1 + 1-dimensional embedding of the 
mbc to have a modulation wave vector q = (q · b)a*. The dependence on the length of 
such a vector q has already been outlined by Kremers et al. (1994) for a longitudinal 
modulation, f\\b. In that paper, we have studied the dependence on the value of q\ 
for an incommensurately modulated 1-dimensional crystal and we refer to figure 5 of 
this reference. This figure can still be used for the overall behaviour in case that the 
modulation is not longitudinal. 
9.5.2 Satell ite faces non-perpendicular to the modulation wave vector 
The case of satellite faces (hih2h3hi), /i4 φ 0, has been treated in section 9.4.1. In figure 
9.9 the (1,2), plane has been drawn representing the (1112) plane and the (0,1), plane 
representing the (0111) plane. Here, also 6 = αϊ and ƒ || Oi. The positions of the planes 
can again be varied over distances | d(ni2) | and | d(oni) | respectively, in order to study 
the dependence of the surface free energy on the position. For the (1112) plane, this is 
equal to varying the position at which the hyperplane cuts the a4,-axis between 0 a 4 j and 
| a 4 s . For the (0111) plane the intersection point at the a4 s-axis must be varied between 
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Oa,43 and la,j3 . 
Figure 9.9 clearly shows that the (0, l ) s plane cuts only a small fraction of all possible 
bonds, whereas the ( l ,2 ) s plane cuts all possible different bonds at least once, and a large 
fraction of them even twice. It is important to realise that the (01), plane is so selective 
in figure 9.9, due to the fact that the value of qi in this 1 + 1-dimensional embedding is 
about 0.26. The largest stabilisation of the (01 ) , plane can be reached for q\ = 0.35 (see 
Kremers et al., 1994). In case that q\ would be close to 0.65 one would expect (11) to be 
highly selective. 
The amount of stabilisation with respect to the non-modulated crystal again depends 
on the modulation function u, the modulation amplitude vector ƒ and the modulation 
wave vector q in the same way as described in section 9.5.1. Furthermore, figure 9.9 
shows that, in general, there can be more stabilisation in case the mesh area of the 
(hibi + Л2&2 + /*эЬэ)/*4)« plane is smaller. In order to have such a small mesh area, both 
hibi + /i2É>2 + ІіэЬз and h4 must be small. Therefore, as a rule of thumb one can state that 
the smaller the indices hi, h2, h3 and /ц the larger the stabilisation. The same rule of 
thumb is often used for (/11Л2Л3) planes on non-modulated crystals. 
Figure 9.9 Demonstration of the principle of selective cuts for the satellite faces (1112) 
and (0111). The situations can be represented with a (1,2), and (0,1), plane respectively. 
The embedded mbc is the same as in figure 9.8. The cut bonds have been shaded. It is 
clear that bonds of the mbc are much more selectively cut by the (0111) plane than by the 
(1112) plane. 
In general, one can expect that there exists a selected number of satellite faces that 
have a relatively larger stabilisation than the main faces. This causes satellite faces to 
have a chance of appearing on the equilibrium form. 
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9.5.3 Faces perpendicular to a modulation wave vector with an incommen-
surate direction 
From section 9.4.3 we have learned that one must study the (0, l ) s plane in the 1 + 
1-dimensional embedding of each and every mbc in the crystal in the case of a face 
perpendicular to a q with an incommensurate direction. In section 9.5.2 it has been 
shown for the (0111) plane that such a (0,1), plane is highly selective in cutting bonds 
in case that the corresponding value of q\ is close to 0.35. The same applies, of course, 
here. However, the stabilisation of the (0001) plane, that is considered here, can even be 
larger than the stabilisation of a plane like the (0111) plane. This is caused by the fact 
that in case of the (0001) plane we must consider for each and every mbc a (0,1), plane. 
On the other hand, in case of, for example, the (0111) plane this is the case for a mbc 
with 6 = Oi, but for a mbc with ò = α 2 , not the (0, 1), but the (1, 1), plane would have 
to be considered. Of course the value of q • Ь determines the degree of selectivity, but, for 
any value of q • f>, the average energy of the embedded bonds cut by the (01), plane is 
lower than the average energy of the bonds cut by the (11), plane (see figure 5 Kremers 
et al., 1994). 
The amount of stabilisation for the (0001) plane in case of a q with an incommensurate 
direction again depends on the modulation function, the modulation amplitude vector and 
the modulation wave vector as described in section 9.5.1. 
9.5.4 Faces perpendicular to a modulation wave vector with an incommen­
surate length 
The largest stabilisation possible is reached in case of a plane perpendicular to a q with 
an incommensurate length. This is due to the fact that there is a 2-dimensional lattice 
periodicity on this plane. Therefore, this is the only case in which a finite number of 
different bonds is cut. 
In figure 9.10 this is demonstrated for q || αϊ , ƒ || a^ and the mbc for which Ь — at. It 
has been explained in section 9.4.4 that one must average, in this case, over all intersection 
points of a (0, 1), plane with a (1,0), grid in one unit cell of the lattice Л& on the plane 
VJj
s
. The figure shows that for the chosen example only one bond is cut. Thus the 
(1,0), grid and the (0,1), plane can be positioned such that precisely the longest bond 
is cut, which has the lowest energy possible for that bond. Of course, this gives the 
largest stabilisation. This stabilisation may be so large, that (other) satellite faces loose 
their chance of appearing on the equilibrium morphology. In that case, only main faces 
determine the morphology together with this one exceptional face. 
Although it is equally well possible to consider the plane perpendicular to a q with an 
incommensurate length as a satellite face, we choose to consider it as a main face, because 
a face with the same orientation can be present on the crystal if the modulation is absent. 
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«M). 
Figure 9.10 Demonstration of the principle of selective cuts for the (1000) plane perpen­
dicular to the vector q = q\a'. The bonds intersected by this plane in the physical crystal 
are found by the construction described in section 9.4.4. In this case only one bond is cut, 
which has been drawn. The (1000) plane is thus stabilised considerably. 
9.6 Model calculations 
In order to obtain in our broken-bond model the surface free energy Γ ^ , ^ ^ ) for the 
plane (/11Л2Л3/14) one must calculate, for each type of mbc specified by the bond-chain 
vector 6j, both the mbc density SZ1 on the plane and the average energy 7^ ,fc h h h . of 
all bonds, belonging to the mbc, that are cut by the (infinitely large) plane. The surface 
free energy is then given by 
b. 
(9.30) 
where the summation is performed over all mbe's that are present in the crystal. In case 
that the crystal is not modulated, one should substitute 7^ for 7j,
 (h h h h > in equation 
(9.30), because the energies of the cut bonds are then not modulated. Moreover, there is, 
of course, no average then, that can depend on the indices /i l t Л2) ^з
 a n
^ h.4. 
The mbc density SZ1 is determined from the average surface area 5j, on the plane 
for each mbc of type 6,·. It is the same for both the modulated and the non-modulated 
crystal. 
rr-l _ „ \bi-H(h,htlt3ht)\ ï>b -Tli- Tli \bi • H(hihih3h,) I ¿{ІцЫізІц) (9.31) 
where η; is the average number of mbe's of type г passing through a unit volume in the 
crystal. 
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The average energy 7^ is calculated in superspace by using the one-to-one correspon­
dence between (satellite) planes and crystallographic hyperplanes as has been outlined in 
section 9.4. A numerical integration is performed over the energy of the bonds that are cut 
by the grid of netplanes (/11/12/13/14)5 within one unit cell of the lattice A
s
 in superspace. 
The energy 7 of a bond is e.g. taken to be inversely proportional to the length I of the 
bond: 
X 
We take χ = 1 in our calculations. 
The dependence of Γ^,/^/^) on the position of the plane within one ¿(Λ,ΛΪΛ^) in the 
physical crystal is studied by calculating Γ ^ ^ ^ ) for 750 equidistant planes (/іі/ігЛз/ч)а 
within one dfj in superspace. It is important to realise that, for all mbc's Ò,-, the 
average energies 7^ that are put in equation (9.30) must be calculated for the same 
position of the hyperplane in superspace. One of these positions will, thus, approximate 
the smallest surface free energy that is possible for this plane. We assume that the plane 
(/ii/»2/13/4) always takes the corresponding position (mod. d(n,ft2ii3fc4)) in the physical 
crystal. Therefore, this minimal surface free energy for each face (/11/12/13/14) is used for a 
standard WulfT plot in order to construct the equilibrium morphology. 
In case that we are dealing with a modulation wave vector with an incommensurate 
length, a plane (/ii/12/гзО), perpendicular to it, is treated separately in the way that has 
been explained in section 9.4.4. The positions of both the (0001), plane and the grid of 
(/ii/i2/i30)
s
 planes are varied over their corresponding djj in superspace in order to find 
the minimal surface free energy of this plane. 
The surface free energies of planes (h\ h2 h3 /i4) that one thus obtains only depend on 
the orientation of the plane. This means that a plane (hi /i2 /t3 /14) has the same surface 
free energy as the plane (hi /i2 h3 /i4). Furthermore, only planes have to be considered 
for which the indices have 1 as largest common divisor. In the model calculations that 
are presented in this paper the maximum used value for hi and /12 is 2, whereas for /13 
and hi it is 3. 
The model crystal that we consider is an incommensurately modulated simple cubic 
crystal with only one kind of atom and three mbc's: ¿>i = αϊ , 62 = a 2 and Ò3 = 03. The 
edges of the cubic unit cell of Λ have length 5 (units of length). The modulation wave 
function is U(T) = cos(r). We have chosen this model crystal, because it is one of the 
simplest possible. Therefore, it allows to study in detail the behaviour of the equilibrium 
morphology as a function of the length as well as the direction of both the modulation 
amplitude vector ƒ and the modulation wave vector q. The results are presented in the 
following subsections. 
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9.6.1 The equilibrium morphology as a function of the direction of the mod­
ulation amplitude vector 
In figures 9.11, 9.12 ала 9.13 the equilibrium morphology as obtained from a Wulff plot 
is shown for ƒ || α ϊ , ƒ || Ог and ƒ || аз respectively. The length of the modulation 
amplitude vector is | ƒ |= 1.75 (units of length) for all three figures. The modulation wave 
vector q has an incommensurate direction, but is infinitely close to 0.6aJ + О.Зад. 
Figure 9.11 Equilibrium morphology of an incommcnsuratcly modulated simple cubic 
crystal with only mbc's along the crystallographic axes The modulation wave vector has an 
incommensurate direction, but is infinitely close to 0 6ο ΐ+0 3aJ The modulation amplitude 
vector IB ƒ = (0 35,0,0) 
In table 9.1 all faces are listed that occur on at least one of these three crystal mor­
phologies. The surface free energies of the faces are given for the case that the modulation 
amplitude is zero (non-modulated crystal) and for the three cases represented in figures 
9.11, 9.12 and 9 13. Furthermore, the (0111) face has been added. Also the mbc densi­
ties 5"¿J, Sa\ ап<^ ^a3
 a r e
 8 ' v e n f° r ^ l faces. The mbc density does not depend on the 
modulation amplitude vector. It is therefore the same for all considered cases. The faces 
that appear on the equilibrium morphology are enclosed by boxes in table 9.1. In case 
that there is no modulation ( ƒ = 0), only the faces (1000), (0100) and (0010) appear and 
have all the same surface free energy. The equilibrium form is, therefore, a cube. In case 
that there is a modulation, the equilibrium morphology is different. Here, we describe the 
dependence of this morphology on the direction of the modulation amplitude vector. 
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(0010) 
(1012) 
Figure 9.12 Equilibrium morphology of an incommensurately modulated simple cubic 
crystal with only mbc's along the crystallographic axes. The modulation wave vector has an 
incommensurate direction, but is infinitely close to 0.6oJ + 0.3aJ. The modulation amplitude 
vector is ƒ = (0,0.35,0). * 
In section 9.5.1 it has been explained that the amount of stabilisation for the energy 
7£ of a certain mbc with bond vector b is expected to be larger if the value of | ƒ • 61 is 
larger. Furthermore, one knows from equation (9.30) that a larger mbc density S7l means 
that this stabilisation is more effective in decreasing the surface free energy Γ^,ι^ι^,) 
of the plane. Therefore, the lowest surface free energy is expected if the modulation 
amplitude vector is parallel to the bond-chain vector of the mbc that has the largest mbc 
density. Table 9.1 shows that this is indeed the case for the planes (1000), (0010), (0001), 
(1001), (1002) and (0111). This, of course, also holds for many other planes that are not 
given in the table. Note, that both main faces and satellite faces can be stabilised due 
to the modulation. For the face (0100) the mbc density is largest for b — o 2 , but the 
corresponding mbc is not modulated, since q • a2 = 0, so that there can be no stabilisation 
f o r 7 a 2 · 
In case of the faces (1011) and (1012) the mbc density is largest for b = 03. Never­
theless, the stabilisation of the surface free energy is not largest for ƒ || 03. In order to 
understand this, one must consider the 1 + 1-dimensional embedding of the mbc's. For 
example, in case of the (1011) plane, the grid ( l l )
s
 has to be considered for both the mbc 
with ò = Oi and the mbc with b — a3. However, the corresponding values of q\ in the 
1 + 1-dimensional embeddings equal q • b, which is <ji — 0.6 for 6 = αϊ and qi = 0.3 for 
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b = α 3 . In figure 5 of Kremers et al. (1994) it is shown that for q\ = 0.6 the stabilisation 
of the (IT), plane is much larger than for ci = 0.3. This is the reason that, although the 
mbc density is largest for b = аз, Γ(ι 0 1η is lowest for ƒ || Oi. 
(0010) 
(1001) 
Figure 9.13 Equilibrium morphology of an incommensuralely modulated simple cubic 
crystal with only mbc's along the crystallographic axes. The modulation wave vector has an 
incommensurate direction, but is infinitely close to 0.6oJ+0.3aJ. The modulation amplitude 
vector is ƒ = (0,0,0.35). 
The importance of the 1 + 1-dimensional embedding is further demonstrated by the 
fact that for ƒ || Oi the satellite faces (1001) and (101Γ) appear on the equilibrium form. 
For both of them one must consider the grid (11), for the mbc with ò = Oj. The value of 
q • b is q\ = 0.6 which is very favourable for (11),. On the other hand, the satellite faces 
(0001) and (1001) appear on the equilibrium form in case that ƒ || 03. For these faces 
one must consider the grid (01), for the mbc with b — a3. The value of q • b is q\ = 0.3, 
which is very favourable for (01), (see again figure 5 Kremers et al., 1994). 
In section 9.5.3 it has been predicted that, in case of a modulation wave vector with an 
incommensurate direction, the (0001) plane is stabilised more than the (Olli) plane. The 
results in table 9.1 confirm this prediction. The surface free energy of the (Olli) plane is, 
in case of ƒ || a3 for example, 9.64% lower than its value for the non-modulated crystal. 
The surface free energy of the (0001) plane is, however, for the same ƒ even 15.89% lower 
than its value for the non-modulated crystal. Indeed, (0001) is stabilised more than (0111) 
due to the fact that in case of (0001) only (01), planes must be considered, whereas for 
(0111) also (11), planes are relevant. 
The influence of the direction of ƒ can now be summarised as follows. The largest 
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Table 9.1 Surface free energies and mbc densities for important faces on the equilibrium 
morphologies of an incommensurately modulated simple cubic crystal with only mbc'a along 
the crystallographic axes. The four columns with surface free energies give the results for 
four different modulation amplitude vectors: ƒ = 0, ƒ = (0.35,0,0), ƒ = (0,0.35,0) and 
ƒ = (0,0,0.35) respectively. The equilibrium morphologies of the latter three cases are 
given in figures 9.11, 9.12 and 9 13. The enclosing of a value of the surface free energy by 
a box indicates that the corresponding face appears on the equilibrium form of the crystal. 
The modulation wave vector has an incommensurate direction, but is infinitely close to 
0.6a; + 0.3aJ. 
stabilisation for Г^,/,^/,^ can be expected if | ƒ · Ь | is largest for the mbc that is most 
effective. This effectiveness can be increased by both a large mbc density and a favourable 
value of ci = q • b for the grid (Л-χοι + h2b2 + Л3Ьз,/і4)а that must be considered for this 
plane. 
9.6.2 The equilibrium morphology as a function of the length of the modu­
lation amplitude vector 
In this section we present calculations on the equilibrium morphology of the same simple 
cubic crystal as in section 9.6.1. The modulation wave vector again is q = 0.6aJ + 0.3aj 
and the modulation amplitude vector ƒ is parallel to a2 . The surface free energies have 
been calculated for three different lengths of the modulation amplitude vector: | ƒ |= 0.5, 
| / | = 1.0 and | / | = 2.25. The results are given in table 9.2 and the faces that appear on 
the equilibrium morphology are enclosed by a box. In addition, the surface free energies 
for the non-modulated crystal are given and also the mbc densities for the three mbe's 
that are present in the crystal. 
It is clear that for all faces the stabilisation increases with the modulation amplitude, 
as expected. Moreover, the larger the modulation amplitude the more faces can appear 
on the equilibrium morphology. This is caused by the fact that the dependence on the 
modulation amplitude can be different for different faces. For example, the satellite face 
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Table 9.2 Surface free energies Γ and mbc densities S - 1 for important faces on the 
equilibrium morphologies of an incommensurately modulated simple cubic crystal with only 
mbc's along the crystallographic axes. The four columns with surface free energies give the 
results for four different lengths of the modulation amplitude vector parallel to 02: | ƒ |= 0, 
I ƒ |= 0.5, | / | = 10 and I ƒ |= 2.25 respectively. The enclosing of a value of the surface free 
energy by a box indicates that the corresponding face appears on the equilibrium form of 
the crystal. The modulation wave vector has an incommensurate direction, but is infinitely 
close to 0.6aJ + О.За .^ 
(1012) and the main face (0210) have equal surface free energy for | ƒ |= 0. For | ƒ \ф 0, 
however, the surface free energy is smaller for the (1012) face than for the (0210) face. 
In order to explain this, we consider the 1 + 1-dimensional embedding of a mbc con­
sisting of one type of atom and one type of bond, и{т) = cos(r) and ƒ || b. One can easily 
derive that the (largest) average length of the embedded bonds cut by a (10)» plane is 
'(io). = | b | +4 j ƒ I (1 - c o s 9 l ) -
On the other hand, the (largest) average length of the bonds cut by a (01), plane is 
W = l*>l Η — I ƒ I (i - C O S Q Ï ) 
9i 
and the (largest) average length of the bonds cut by a (11)» plane is 
W = \b\+Y^\f\(l-cosqi). 
Note that in all cases the average length increases linearly with | ƒ |, but the value of qi 
determines which proportionality constant is larger. For qi < 0.5 the average length is 
largest for the (01)» plane, smallest for the (11)» plane and the value for the (10)s plane 
is in between. For qi > 0.5 this order is reversed. 
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In table 9.2 it can be seen that the dependence of the surface free energy on the 
modulation amplitude is stronger for (1000) than for (0010). The reason for this difference 
lies exactly in the fact that for the (1000) plane a (10)s plane must be considered with 
q1 = 0 6, whereas for the (0010) plane a (10)s plane must be considered with q\ = 0.3. 
For gì = 0.6, the average length of the cut bonds is larger than for q\ = 0.3. Therefore, 
the (1000) plane is stabilised more than the (0010) plane. 
The sensitivity of the amount of stabilisation for the length of the modulation am-
plitude vector is thus determined by (among others) the values of qi = q • b for the 
1 + 1-dimensional embeddings of the mbc's present in the crystal. The influence of 
the modulation amplitude is, therefore, not independent of the modulation wave vec-
tor. Which faces appear on the equilibrium shape with increasing | ƒ | is thus mainly 
determined by the modulation wave vector q However, in general, one can say that more 
faces can appear if | ƒ | is larger. 
9.6.3 The equilibrium morphology as a function of the length of the modu-
lation wave vector 
From the preceding subsections 9.6.1 and 9.6 2 we have learned that the values of q\ = q-b 
for the 1 + 1-dimensional embeddings of the mbc's that are present in the crystal are 
essential parameters for the equilibrium morphology. These values depend, of course, on 
the length of the modulation wave vector Therefore, three additional model calculations 
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Table 9.3 Surface free energies for important faces on the equilibrium morphologies of an 
incomniensurately modulated simple cubic crystal with only mbc's along the crystallographic 
axes The four columns with surface free energies give the results for four different lengths of 
the modulation wave vector In all cases the modulation amplitude vector is ƒ = (0,0 2,0) 
The enclosing of a value of the surface free energy by a box indicates that the corresponding 
face appears on the equilibrium form of the crystal The modulation wave vector has in all 
cases an incommensurate direction infinitely close to q = (27, 0,7) 
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wave vector q with the same incommensurate direction as used in section 9.6.2, but having 
different lengths. The results are summarised in table 9.3. 
It can be observed clearly that those faces appear on the equilibrium morphology for 
which there exist favourable qi = q • Ь values for the (Л161 + /ι2ί»2 + Л363, /ц), planes in 
the 1 + 1-dimensional embeddings of the mbc's. 
9.6.4 The equilibrium morphology as a function of the direction of the mod­
ulation wave vector 
So far, we have only considered modulation wave vectors with an incommensurate direc­
tion. However, as explained in section 9.5.4 one expects that faces perpendicular to a 
modulation wave vector with an incommensurate length can be stabilised more by the 
modulation than all other possible faces. Therefore, model calculations have been per-
Figure 9.14 Equilibrium morphology of an incommensurately modulated simple cubic 
crystal with only mbc's along the cryetallographic axes The modulation wave vector has an 
incommensurate length q = 0 3aJ The plane perpendicular to q is (0010) The modulation 
amplitude vector is ƒ = (0,0 2,0) 
formed for the simple cubic crystal with ƒ = (0,0.2,0) and three different directions 
for the modulation wave vector, infinitely close to: q = (0,0,0.3), q = (0 6,0,0.3) and 
q = (0.1,0.2,0.3). All these q vectors are taken to have an incommensurate length. The 
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faces perpendicular to these q vectors are (0010), (2010) and (1230) respectively. The 
morphologies are presented in figures 9.14, 9.15 and 9.16. 
The surface free energies of the faces appearing in figure 9.15 for the case where 
q = 0.6aJ + О.ЗОд, are given in table 9.4 
These results should be compared with the ones given in table 9.2 for | ƒ |= 1.0, 
because, besides the character of the modulation wave vector, this is the same crystal. It 
is very clear that only when q has an incommensurate length., the face (2010) perpendicular 
to it is stabilised so much, that it appears on the equilibrium morphology. 
Furthermore, the direction of q, of course, determines the values of qx = q • b in the 
1 + 1-dimensional embeddings of the mbc's. As we know already, a change of these values 
can change the equilibrium morphology considerably. Again, this is demonstrated by the 
differences between figures 9.14, 9.15 and 9.16. 
Figure 9.15 Equilibrium morphology of an incommeneurately modulated simple cubic 
crystal with only mbc's along the crystallographic axes. The modulation wave vector has 
an incommensurate length q = 0.6a[ + 0.3a¿. The plane perpendicular to q is (2010). The 
modulation amplitude vector is f — (0,0.2,0). 







Γ(, = (0 6,0,0 3)) 
|_ 0 0077 I 
| 0 0080 | 
| 0 0078 | 
| 0 0102 | 
| 0 0102 | 
Table 9.4 Surface free energies for the faces on the equilibrium morphology of an in-
commensurately modulated simple cubic crystal with only mbe's along the crystallographic 
axes The modulation wave vector is q = 0 6oJ + 0 3oJ It has an incommensurate length 
The modulation amplitude vector is ƒ = (0,0 2, 0) The enclosing of a value of the surface 
free energy by a box indicates that the corresponding face appears on the equilibrium form 
of the crystal 
Figure 9.16 Equilibrium morphology of an lncommensurately modulated simple cubic 
crystal with only mbe's along the crystallographic axes The modulation wave vector has an 
incommensurate length q = 0 la j + 0 2α£ + 0 3aJ The plane perpendicular to q is (1230) 
The modulation amplitude vector is ƒ = (0,0 2,0) 
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9.θ.5 The equilibrium morphology as a function of the modulation function 
In order to study the influence of the modulation function u on the equilibrium morphol­
ogy, it is perhaps best to consider figure 5 of Kremers et al. (1994). The modulation 
function used for the calculation of that figure is α(τ) = cos(r). In this paper we have 
often refered to this figure, because it gives the information of the average energy of the 
bonds cut by a (Λχοχ + /ι2£>2 + Λ363, hi), plane in the 1 + 1-dimensional embedding of a 
mbc. However, if the modulation function is different, the shape of the curves in this 
figure changes. 
γ/Υ, max 
Figure 9.17 Normalised minimal average energies —*— of the bonds cut by (hi b\ + /12^ 2 + 
^363, ht), planes in a 1 + 1-dimensional embedding of a mbc consisting out of one type of 
atom. The modulation function u has a square wave behaviour. The modulation amplitude 
is ƒ = 0 26. 
In figure 9.17 the result is presented of a similar calculation, but in this case the mod­
ulation function is a square wave: и(т) = ƒ, for τ 6 [0, | ) and и(т) = — ƒ, for τ € 
[ j , 1). It is very instructive to see that, for example, for the plane (lT)s a constant average 
energy is found for the cut bonds if qi > 0.5. This is in sharp contrast with the case of 
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the modulation function и(т) = COS(T), for which a relatively sharp dip can be observed 
for qi = 0.65. (11), planes will, of course, often be relevant for satellite planes (ЛіЛгЛзІ) 
with at least one of the /ii, Л2 or h3 equal to one. Therefore, in case of a block wave 
modulation, there will be much more mbc's with favourable qi = q -b values for the (IT), 
planes than in case of a sinusoidal modulation. The same kind of reasoning applies to 
the (01), plane, which is of course also often relevant for satellite planes. Furthermore, it 
is very interesting that for the plane (10), the dip in average energy at φ = 0.5 is much 
sharper for the square wave modulation than for the sinusoidal modulation. (10), planes 
will, of course, often be relevant for main planes (/^/іг/ізО) with at least one of the /ii, 
h-i or h3 equal to one. Therefore, in case of a square wave modulation, there will be less 
mbc's with favourable qi = q • b values for the (10), planes than in case of a sinusoidal 
modulation. 
The influence of the modulation function и can now be summarised as follows. If the 
modulation function resembles a square wave function, one expects satellite planes to be 
stabilised more and main planes to be stabilised less as compared to the case that the 
modulation wave resembles a sinusoidal behaviour. 
9.7 Discussion 
In this paper we have presented a broken-bond model for the calculation of surface free 
energies Г ^ , ^ ^ ^ ) for (satellite) planes (/11/12/13/14) on incommensurately modulated crys­
tals. Due to the incommensurateness it is, in general, not possible to define a mesh area 
^е>іЛ2ЛзА4) o n such planes. In consequence, surface free energies have been calculated by 
averaging over infinite planes. One of the key assumptions is, then, that the thus obtained 
surface free energies Г ^ , ^ , ^ ) have the same meaning for the morphology as surface free 
energies Г^,^/,,) for non-modulated crystals. With such an assumption it is possible to 
calculate equilibrium morphologies by using these surface free energies Г^д,h3h t) for a 
Wulff plot. This plot is intended to give a crystal shape that has minimal total surface 
free energy. The assumption can, therefore, be expected to be valid if the planes on the 
equilibrium shape are not too small. In our opinion, even micron sized crystals already 
have faces so large that the difference between the actual average surface free energy and 
the Г^д^з^ц) for the infinite plane is negligible. 
By means of a superspace approach it has been shown that both main faces and satel­
lite faces can be stabilised due to the principle of selective cuts. In order to make an 
estimate of the possible amount of stabilisation for an actual incommensurately modu­
lated crystal, we consider the example of the mineral calaverite AuTe2. The modulation 
amplitude is about 0.4 A for the Те atoms and the average length of the crystallographic 
axes αχ, α 2 and 03 is 5.4 À (Schutte and de Boer, 1988). It seems reasonable to compare 
this with the case | ƒ |= 0.5 and | a |= 5 for the simple cubic crystal in table 9.2. In 
this way we estimate that the surface free energy for faces appearing on AuTe2 is in the 
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order of one percent less than what it would be without the influence of the modulation, 
assuming the potential used to be relevant. 
It is striking that, as a consequence, in a Wulff plot highly singular cusps appear in 
the polar plot of the surface free energies. For (low index) main faces there still exists a 
cusp in the Wulff plot, having the same shape as for the non-modulated crystal. However, 
at the center of the cusp the Wulff plot is discontinuous, contrary to the non-modulated 
case. This center, being exactly one point, is displaced (in the order of one percent) 
towards the origin of the Wulff plot. There are, of course, many high index planes that 
have face normals pointing to a position somewhere in the cusp. However, their indices 
are in general so high that there is virtually no stabilisation for these planes as a result 
of the modulation. The shape of the cusp is, therefore, not altered at that position. 
However, for a satellite face the shape of the cusp is different. If the crystal were 
non-modulated, the polar plot of the surface free energy would have a convex shape in 
the direction of the face normal. The only change due to the modulation is that again 
exactly one point is displaced towards the origin, so that also for a satellite face the Wulff 
plot is discontinuous. 
These singular cusps for both main faces and satellite faces seem to indicate that a 
finite amount of energy is necessary for any tilt of the surface of a face, however small. 
At present it is unclear to us whether this has any physical relevance. 
The presented analysis has shown, that the surface free energy Г^^ЬэЬ) depends, 
for a given crystal, on both the orientation of the plane (defined by і?(л,/иА3А4)) and 
the position of the plane with respect to the origin. It is interesting that, with one 
exception, for all planes there exists a periodicity in the surface free energy. The period 
length is exactly «/(Λ,Λ,Λ,Λ«). This can be considered as a generalisation of the situation 
for non-modulated crystals, where this period length is ¿(h,h2fc3). Consequently, there is, 
for non-modulated crystals, within each distance ¿(л,л2/і3) a position of minimal surface 
free energy. It is common to assume that the plane takes exactly this position when 
it bounds the crystal. Therefore, the minimal surface free energy is used for a Wulff 
plot. For (satellite) planes on incommensurately modulated crystals, the situation can be 
considered to be no different. Within each distance «/(Α,Ι^Λ,Λ«) there exists a position of 
minimal surface free energy. It can thus be assumed that a (h\ /12/13/14) plane takes this 
position and that the corresponding minimal surface free energy is to be used in a Wulff 
plot. The exception is, of course, the plane perpendicular to a modulation wave vector 
that has an incommensurate length. For this plane there is no positional periodicity in 
the surface free energy. Nevertheless, in the Wulff plot we have again taken the minimal 
surface free energy that could be found for the plane. This can be justified by assuming 
that the phase of the modulation wave can be pinned to a surface that bounds the crystal. 
It is well known that, for example, defects can pin the phase of the modulation wave. The 
surface of a crystal can be considered to be an intrinsic defect. 
There is a further interesting aspect of the positional periodicity in the surface free 
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energy, because for non-modulated crystals it is believed that this periodicity is one of the 
main reasons that crystals grow with layers of thickness а(л,л2А3). Although the analysis 
presented in this paper is not meant to explain the growth mechanism of (satellite) faces on 
incommensurately modulated crystals, we feel that the positional periodicity in Γ^,Α,Α,Μ)! 
together with the fact that all slices (Лі/іг/із/ц) have the same energy content, should be 
considered as a serious indication for the possibility of a layer growth mechanism. We 
would like to stress that the growth of satellite faces on incommensurately modulated 
crystals can not be viewed as more extraordinary than the growth of main planes. The 
first experimental indications of a layer growth mechanism have been reported by (Dam, 
1985b), who could observe growth spirals on the satellite face (1012) of a crystal of 
((CHa^N^ZnCl·!. It would be very interesting to measure the height of steps on (satellite) 
faces in order to see whether these steps are built of layers with thickness ¿(л,л2л3/ц)· 
Furthermore, one could expect that the face perpendicular to a modulation wave vector 
with an incommensurate length shows exceptional growth behaviour, because for such a 
face there does not exist a positional periodicity in the surface free energy. 
The energy content Efj of a slice can be found in the following way. One divides every 
bond in the crystal in equal infinitesimal pieces that all have the same infinitesimal energy 
content dE. This is done in such a way, of course, that integrating the energies dE over 
the bond gives exactly the bond energy. Ejj can then be calculated by integrating all 
those energies dE that correspond to the intersection of a (/11/12/13/14) plane with a bond, 
for all positions of the plane within the slice. For such a calculation, a similar superspace 
approach can be used as for the calculation of surface free energies. This energy Ejj 
includes the energy of the bond pieces within the slice that are part of the bonds that 
are intersected by the surfaces of the slice. If one omits the contributions of these bond 
pieces to Efj, the so-called quantity E
s
\\
ct is found. This quantity is of importance for the 
crystal growth theory of non-modulated crystals (Bennemaand van der Eerden, 1987). It 
thus differs from Eu. Nevertheless, one can calculate E
s
\lce also for modulated crystals 
by subtracting the surface free energy Γ^,Α,^,^,) from Ejj (and taking the appropriate 




 on the 
modulation properties has not been considered in this paper. However, it may be of 
importance for the growth of modulated crystals. 
It has to be remarked, that all calculations presented in this paper are essentially 
for zero temperature. For finite temperatures one is faced with additional problems. It 
is well known that faces on non-modulated crystals have a roughening temperature TR. 
Below TR the face is flat and there is a finite step free energy. However, at TR there is 
a phase transition (of infinite order) at which the step free energy becomes zero. The 
face roughens, because steps can be created without cost. The face can then no longer 
be uniquely identified. Consequently, one only takes those faces into account that have a 
roughening temperature higher than the actual temperature. In case of incommensurately 
modulated crystals it is even not yet known, whether a roughening transition exists, 
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though we want to mention the work of Dam (1985b) who observed the roughening of a 
'satellite' face upon a change of the modulation wave vector from one commensurate value 
to another. Nevertheless, from an experimental point of view, it is clear that both flat 
main faces and flat satellite faces do show up. This means that, if there is a roughening 
transition, there will be (satellite) faces that have a non-zero Гд. Moreover, if such a 
roughening transition is related to the step free energy, one could use the same lines of 
thought as presented in this paper for the calculation of these step free energies by making 
use of the embedding of the crystal in superspace. On the other hand, one can expect that 
(hih,2h3hi) planes for which there exists a zero step free energy are in any case roughened, 
for the same reasons as (/гі/г2/із) planes are in non-modulated crystals. 
It would, therefore, be sensible to check whether there are faces for which the step 
free energy is zero. This can be done analogously to the procedure that is commonly used 
for non-modulated crystals (Hartman and Perdok, 1955). First, the crystal is represented 
by a graph. The vertices of the graph represent the growth units and the connections 
between the vertices represent the bonds. However, in the graph there is no information 
about the energies of the bonds. For non-modulated crystals it is then checked whether 
within a (/»і/ггЛз) slice of thickness d^,h2h3) a connected net can be defined. A connected 
net is a 2-dimensional net in which all vertices are connected with each other. The edge 
free energy for the face (Лі/г2/гз) is expected to be zero in case that it is not possible 
to find such a connected net. The graph of an incommensurately modulated crystal is 
equal to the graph of the same crystal without modulation if one assumes that due to 
the modulation no bonds disappear and no extra bonds appear. It follows, that one 
can neglect the modulation for checking the connectedness of nets. It has been shown 
that an incommensurately modulated crystal can be partitioned in slices (/ii/12/13/ц) with 
thickness ¿(л^ЛзЛ«), that all have an equal energy content. Therefore, it seems justified 
to search for connected nets in precisely such slices. If there is no connected net, the face 
(/11/12/13/14) can be expected to have a zero edge free energy. It will then be rough. Such 
an approach has been used by Vogels et al. (1992a). 
In this paper we have studied the influence of the length and the direction of both the 
modulation wave vector and the modulation amplitude vector on the (equilibrium) mor­
phology. Also the influence of the modulation function has been outlined. The obtained 
results now allow us to get a first understanding of the differences in morphology of two 
well-known occurring incommensurate crystals, ((CHa^NJiZnCU and AuTe2. 
Crystals of ((0Η3)4Ν)2Ζη0ΐ4 that have been grown at a temperature for which the 
structure is incommensurate, almost always show only main faces. Several satellite faces 
can be observed, however, if a sphere growth experiment is performed (Dam (1986), Vogels 
et al. (1992b)). In such an experiment, a single crystal is polished into a spherical shape, 
which is subsequently exposed to a slightly supersaturated solution so that it grows for 
a short time. All stable faces then show up as small flat regions on the sphere. On the 
other hand, the sphere roughens up in the regions where no stable faces are present. The 
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incommensurate phase of ((CH3) 4N) 2ZnCl 4 can be characterised with an orthorhombic 
lattice Λ, | αϊ | = 12.258 À, | a2 |= 8.987 Â and \ a3 |= 15.503 Â (Madariaga et al., 
1987). Furthermore, the modulation wave vector q « 0.4ag can be assumed to have 
an incommensurate length and the modulation amplitude vector with maximum length 
is ƒ и 0.047α2 for one of the chlorine atoms. For a large temperature region in the 
incommensurate phase it is a reasonable assumption to take the modulation function 
sinusoidal. 
Contrary to the case of ((CIi3) 4N) 2ZnCl 4, numerous as well as large satellite faces 
can be found on as-grown crystals of AuTe 2, both for mineral crystals found in nature 
(Dam et al., 1985) and for synthetically prepared crystals (Balzuweit et al., 1991). The 
incommensurate structure of AuTe2 can be characterised with a monoclinic lattice Л, 
β = 90.038°, | αϊ | = 7.1947 À, | α 2 1= 4.4146 Â and | a3 |= 5,0703 Â (Schutte and de Boer, 
1988). The modulation wave vector q « —0.4076αΐ + 0.4479оз can be assumed to have 
an incommensurate direction and the largest modulation amplitude vector | ƒ | « 0.4 À is 
found for the Te atoms. The modulation functions for the different atoms contain first, 
second and third order harmonics. 
Already from these structural data, we can get a fairly good understanding why 
satellite faces appear much more easily on crystals of AuTe2 than on crystals of 
((CHs^N^ZnCU . The analysis presented in this paper has shown that the appear-
ance of satellite faces is favoured by a large modulation amplitude, a modulation wave 
vector with an incommensurate direction and a modulation function that resembles a 
square wave behaviour. With respect to all these three aspects, AuTe2 indeed has a 
more favourable structure than ((CIl3)4N)2ZnCl4. The modulation amplitude of AuTe2 
is larger with respect to the lengths of the crystallographic axes than the modulation am-
plitude of ((CH3)4N)2ZnCl4. In addition, the modulation wave vector of ((ΟΗ 3 ) 4 Ν) 2 Ζη01 4 
has an incommensurate length. Therefore, the {0010} faces perpendicular to it may be 
stabilised so much that they dominate the morphology and that, consequently, satellite 
faces do not appear. In case of AuTe2 the modulation wave vector has an incommen­
surate direction, so that there is no face perpendicular to the modulation wave vector 
that can dominate the morphology. Furthermore, the modulation functions for the atoms 
in AuTe2 can be considered to be in closer resemblance with a square wave behaviour 
than the modulation functions for the atoms in ((CIl3)4M)2ZnCl4. Therefore, the relative 
stabilisation of satellite faces with respect to the stabilisation of main faces is expected 
to be larger for AuTe2 than for ((CH 3 ) 4 N) 2 ZnCl 4 . 
In order to get a more complete insight in the differences in morphology for AuTe2 
and ((CH 3 ) 4 N) 2 ZnCl 4 , one should perform calculations as described in section 9.6 using 
reasonable choices of bonds that build mbe's. Such calculations will be presented in a 
forthcoming paper. 
Finally, we would like to point out that the superspace approach, that has been used 
here, is not restricted to incommensurate displacively modulated 3-dimensional crystals. 
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Instead of taking modulated positions that define modulated bonds, one can also take only 
modulated bond energies and leave the positions unaffected by the modulation. The same 
kind of theory applies as outlined in section 9.4 and the same kind of computer program 
is needed to calculate surface free energies numerically. Of course, also incommensurately 
modulated 2-dimensional crystals can be dealt with using a similar superspace approach. 
Another, very interesting, class of crystals is formed by the incommensurate composite 
crystals. Also these crystals can be embedded in a superspace (Janner and Janssen (1980), 
van Smaalen (1992)). Here, we will not go in detail, but they may be considered as 
a collection of incommensurately modulated crystals. So far, little attention has been 
paid to the morphology of these crystals. It will be clear that the analysis presented 
in this paper immediately applies to each incommensurately modulated crystal from the 
collection that builds the incommensurate composite crystal. Special attention must 
be paid to bonds between atoms belonging to different incommensurately modulated 
structures from the collection. However, since incommensurate composite crystals can 
be embedded, we are confident that the superspace approach for the morphology can be 
extended to the case of these crystals. 
There is still another class of incommensurate crystals that can be described using 
an embedding in a superspace. This class is formed by the so-called quasi-crystals. The 
Fibonacci chain of atoms is a famous example of a 1-dimensional quasi-crystal. It has 
been shown by Heijmen et al. (1994) that the morphology of this chain can be dealt with 
in a superspace approach. In a forthcoming paper (Heijmen et al., 1995) it will be shown 
that the same holds for quasi-periodic tilings. 
In summary, one can say that the superspace approach for the morphology is promising 
for all classes of incommensurate crystals. 
9.8 Conclusions 
It has been shown, that in an incommensurately modulated crystal one can define mod­
ulated bond chains that are characterised by a bond-chain vector b. By means of the 
3 + 1-dimensional embedding of the modulated crystal in superspace it is found that 
1 + 1-dimensional embeddings can be defined for these mbc's. The corresponding value 
for qi depends on the actual modulation wave vector q and on the bond-chain vector b, 
qi = q • b. The bonds of the mbc's that are intersected by a (satellite) plane (/11/12^ 3/14) 
in the physical crystal can be found by intersecting the uniform bond density in super-
space with a (hibi + /1262 + Л363, Л 4) а grid in the 1 + 1-dimensional embedding of the mbc. 
Moreover, it has been shown that these are also exactly the bonds that are intersected by 
a crystallographic hyperplane in superspace. Therefore, one can state that there is a one-
to-one correspondence between crystallographic hyperplanes (/11/12/13/14)« and (satellite) 
planes (/11/12/13/14) in the physical crystal as the morphology is concerned. This correspon­
dence gives the possibility to calculate numerically average surface free energies Г(л,(і2ь3л4) 
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by means of a superspace approach for arbitrarily complex incommensurately modulated 
structures. 
In the 1 + 1-dimensional embeddings of mbc's one can see immediately that there 
is a principle of selective cutting. A (satellite) plane (Лі/іг/із/ц) in the physical crystal 
intersects only a selection of the infinite number of different bonds that exist due to the 
modulation. The (satellite) plane can be positioned such that the plane is stabilised with 
respect to the non-modulated crystal. This explains the occurrence of satellite planes on 
incommensurately modulated crystals. In principle, planes perpendicular to a modulation 
wave vector with an incommensurate length can be stabilised more than satellite planes 
perpendicular to a modulation wave vector with an incommensurate direction. The latter 
can have, however, more stabilisation than other satellite planes. These, in turn, can 
be stabilised more than main planes non-perpendicular to the modulation wave vector. 
Generally, it can be said, that the amount of stabilisation depends on the length of the 
mesh area of the 1-dimensional (/ΐιί>ι + /»2&2 +/1363,/14)3 plane. Therefore, low index planes 
can be stabilised more than high index planes in correspondence with the classical case. 
Furthermore, it has been found that an incommensurately modulated crystal can be 
partitioned, for any orientation (/11/12/13/14)1 in slices of thickness d(hih2h3ht) that have the 
same energy content and the same surface free energy. This can be seen as a generalisation 
of the situation in non-modulated crystals. There is one exception, which is the case of a 
plane perpendicular to a modulation wave vector that has an incommensurate length. 
The surface free energies Γ ^ , ^ , ^ ) give very singular, discontinuous cusps in a Wulff 
plot. The equilibrium morphologies, that have been constructed by means of such a Wulff 
plot for several incommensurately modulated model crystals, can be understood in detail. 
The reason for this is that we have elucidated the influence of several structural aspects 
on the morphology. 
A (satellite) plane is stabilised more when the value of | ƒ · 61 is larger for important 
mbc's intersecting that plane. This is the influence of the direction of the modulation 
amplitude vector. On the other hand, the amount of stabilisation increases with the 
length of the modulation amplitude vector. Also the number of (satellite) faces that 
appear on the morphology increases with the modulation amplitude. Both the length and 
the direction of the modulation wave vector q determine the value of qi = q · b in the 1 + 1-
dimensional embedding of the mbc with bond-chain vector 6. The amount of stabilisation 
then depends on this value of qly but differs for different (/H&I + /»2^ 2 + /*зЬэ,/ч)а planes. 
This dependence has already been outlined in a previous paper for a sinusoidal modulation 
(Kremers et al., 1994). In this paper, we have discussed the dependence for a square wave 
modulation. One can state, that if the modulation function resembles a square wave, 
satellite faces are stabilised more with respect to main faces as compared to the case of a 
sinusoidal wave. 
In view of these structural influences on the morphology, we have made it plausible 
why satellite faces do appear on AuTe2 crystals and not on ((CHa^N^ZnCU crystals. 
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A superspace description for the morphology of quasi-crystals 
T. G. A. Heijmen, M. Krcmcrs and H. Meekes 
Abstract 
An approach is investigated to determine the equilibrium morphology of quasi-crystals by 
using a superspace embedding. We discuss the case of the Fibonacci chain of atoms, a 
one-dimensional structure that can be regarded both as a quasi-crystal and as an incom-
mensurately modulated crystal. Consequently, two different ways can be followed to find 
the equilibrium form. The results indicate that the description as a quasi-crystal deals 
with the symmetry of the model in a more natural way. An analogous method is applied 
to the case of the two-dimensional octagonal quasi-crystal. It is shown that the number 
of bonds cut by a crystallographic face depends on its position in both the one- and the 
two-dimensional case. 
10.1 Introduction 
A common feature of classical crystals is their lattice translational symmetry in three 
independent directions. It can be described by a lattice spanned by three vectors Οι, a 2 
and 03. For several decades, however, incommensurate crystal phases have been known 
as well (Janssen and Janner, 1987 and references therein). These phases show long-range 
order, but unlike the classical crystals, there is no three-dimensional lattice periodicity. 
The class of incommensurate crystals includes the quasi-crystals. In a first approxi­
mation, quasi-crystals can be characterised as quasi-periodic space-filling patterns built 
from two or more structural units (Janssen and Janner, 1987 and references therein). 
Their X-ray diffraction patterns have symmetries that are not compatible with lattice 
periodicity in three dimensions. Five-, eight-, ten- and twelvefold rotational symmetries 
have been observed. A detailed survey has been given elsewhere (Steurer, 1990). These 
typical symmetries are also reflected in the morphology of the quasi-crystals (Balzuweit 
et al. (1993), Beeli et al. (1993) and references therein). 
Another type of incommensurate crystal phases is formed by the incommensurately 
modulated crystals. These crystal phases can be obtained from a basic (non-modulated) 
crystal structure by means of a small periodic deformation, called modulation. If the 
period length of this modulation is not commensurate with any integral combination 
of αχ, α^ and 03, lattice translational symmetry is lost in at least one direction. The 
crystal is then called incommensurate, otherwise, it is called commensurately modulated. 
Since the modulation is periodic, the average crystal structure can be described by the 
original basic structure. The spots in the X-ray diffraction patterns of incommensurately 
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modulated crystals can be classified into main reflections, originating from the average 
structure, and satellite reflections, whose coordinates are not simple fractions with respect 
to the lattice of main reflections. On the other hand, the spots in the diffraction patterns 
of quasi-crystals cannot be divided into main and satellite reflections, since there is no 
average crystal structure which is lattice periodic. 
Crystals can be characterised at a macroscopic level by their morphology. Many 
crystals are bounded by flat faces that can be labeled with a set of integral indices (hkl). 
These indices represent a reciprocal lattice vector Д ш perpendicular to the face: 
Hhki = ha\ + ka*2 + la3 , (10.1) 
where a j , a\ and a\ span the reciprocal lattice. A crystallographic face (hkl) can be 
constructed by cutting l//i of α ϊ , l/к of a<i and I/1 of a 3 and taking the plane through 
these points. In each face (hkl) a two-dimensional lattice can be defined. There exists a 
corresponding two-dimensional unit cell, the mesh area М(ш)> which is very useful in the 
calculation of the stability of crystal faces. 
Like the classical crystals, incommensurate crystal phases are often also bounded by 
flat faces. It has been observed (Janner et al. (1980), Dam et al. (1985), Bennema et al. 
(1991)) that the faces of incommensurately modulated crystals with a one-dimensional 
modulation are perpendicular to vectors that are integral linear combinations of four 
vectors from the reciprocal space. Consequently, these faces can be labeled with four 
integral indices (hklm). Three of the four vectors, a j , a\ and al, span the reciprocal 
lattice of the average structure, while the fourth is the modulation wave vector q. A face 
(hklm) is thus perpendicular to the vector 
H шт. = ha\ + ka~2 + la'3 + mq . (10.2) 
Suppose that q = aa[, the face then cuts the αϊ axis at (h + ma). If the modulation is 
incommensurate, a is irrational. 
Spots in the X-ray diffraction patterns of quasi-crystals can be characterised by a set 
of more than three integers. This corresponds to the basic property that the wave vectors 
of the Fourier transform of the charge density have the following form: 
Hhl...kd=hla'1 + h2a'2 + ... + hda'd, d>3. (10.3) 
Faces of quasi-crystals are perpendicular to these vectors. Thus, as in the case of incom­
mensurately modulated crystals, more than three integral indices are needed to label such 
a face. 
Neither in quasi-crystals nor in incommensurately modulated crystals there is lat­
tice translational symmetry in three independent directions. Therefore, it is generally 
not possible to define a planar elementary cell as a mesh area on a crystallographic face. 
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Periodicity is used in explaining the equilibrium form of classical crystals. Therefore, a dif-
ferent explanation is needed for the equilibrium form of incommensurate crystals. In two 
previous papers (Bennema et al. (1993), Kremers et al. (1994)), a concept has been elab-
orated that deals with this problem for the case of incommensurately modulated crystals. 
This concept makes use of the embedding of modulated crystals in a so-called superspace 
(Janssen and Janner, 1987 and references therein), which has a dimension higher than 
three. The advantage of this superspace embedding is that the embedded structure has 
full lattice translational symmetry. The physical crystal is a three-dimensional section of 
the embedded structure. It is possible to generalise crystallographic faces to hyperfaces 
in superspace. This generalisation can be used to calculate the surface free energy of 
crystallographic faces in order to explain their stability. 
In the present paper, we apply the method discussed above to the case of quasi-
crystals. First, we consider the simple case of the Fibonacci chain of atoms, which can be 
described both as a one-dimensional modulated crystal and as a one-dimensional quasi-
crystal. This duality allows us to compare the two types of incommensurate crystal 
phases. Sections 10.2 and 10.3 discuss the superspace description of the chain, regarded 
as a modulated crystal and as a quasi-crystal, respectively. In section 10.4 it is shown 
that these two descriptions are equivalent. Section 10.5 deals with the extension of the 
Wulff-Herring construction determining morphologies to include superspace descriptions. 
Model calculations are presented in section 10.6. It is shown that both descriptions of 
the Fibonacci chain of atoms yield the same results. However, the description as a quasi-
crystal proves to be more natural. 
Section 10.8 discusses how the superspace approach can be extended to the case of 
the two-dimensional octagonal quasi-crystal in order to determine the average surface free 
energy of a grid of netplanes (hklm). It was shown by Ho (1991) that the stability of 
a single crystal face in a two- or three-dimensional quasi-crystal is independent of the 
position of the face if atoms and bonds are defined in a specific way. However, the results 
of section 10.8 of the current paper demonstrate that if other definitions are used, the 
surface free energy does depend on the position of the face. Part II of the paper (Heijmen 
et al., 1995) will present a method to determine the stabilities of single faces (hklm) in a 
two-dimensional octagonal quasi-crystal. 
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10.2 The Fibonacci chain as a modulated structure 
The Fibonacci chain of atoms is a one-dimensional crystal with two different interatomic 
distances. It contains a quasi-periodic ordering of long and short intervals between the 
atoms (Janssen and Janner, 1987 and references therein). The ratio of the long and the 
short interval lengths equals the golden ratio τ = | ( ifb — 1 ). 
In general, the atomic positions of a one-dimensional monoatomic modulated crystal 
are described in the following way. If in the basic structure the position of the atom in the 
nth unit cell is given by x0 + na, the corresponding position in the modulated structure 
is given by 
i
n
 = xo + na + /(qna + φο) , (Ю.4) 
with q = aa", 0 < a < 1; f(y) is the periodic modulation function. The one-dimensional 
crystal with f(y) = cos(y) has been discussed previously (Kremers et al. (1994), Bennema 
et al. (1993)). 
It is possible to define a lattice in a 1+1-dimensional superspace, spanned by the 
vectors 
a, = (a,-ad) and d
s
 = (0,d). (10.5) 
The first coordinate of each of these vectors represents the component in the physical 
space, which is called external space in the superspace description, the second the compo­
nent in a perpendicular internal space; d is an arbitrary real number. The corresponding 
reciprocal lattice is spanned by 
o; = (a*,0) and d; = (q,<r), (10.6) 
where aa' = dd" = 1. Note that if d = l/q, the angle between a, and the physical space 
equals 45° and the unit of length in the internal space has the same periodicity length as 
the modulation wave in real space (Janner, 1983). 
The Fibonacci chain of atoms, drawn in figure 10.1, can be regarded as a one-
dimensional crystal with a saw-tooth shaped modulation. The positions of the atoms 
of such a structure are given by 
x
n
 = xo + na + b (l — 2 frac ( qna + φο ) J . (Ю-7) 
The function frac(y) assigns to y the value y minus the largest integer smaller than or 
equal to у; φα is an arbitrary phase. Eqn. (10.7) describes the positions of the atoms in 
the Fibonacci chain if the following values are assigned to the parameters o, b and a: 
a = 3 r - l , b=Ul-T) , a = r . (10.8) 
The atoms of the chain described by eqn. (10.7) can be embedded in the 1+1-
dimensional superspace. The atomic positions are then given by 
τ,(η,φ) = [na + 6 ( l - 2 f r a c ( q n a + <A + <Ao)),</»] , (Ю.9) 
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where φ is a phase which runs along the internal axis. This equation describes an in­
finite set of (discontinuous) lines, called world lines, which represent the atoms in the 
superspace description. If the parameters a, £» and α are given the values of eqn. (10.8), 
then eqn. (10.9) describes the superspace embedding of the Fibonacci chain of atoms, as 
is shown in figure 10.2. The section of the two-dimensional structure with the physical 
space yields the Fibonacci chain of figure 10.1. 
1 1 τ 1 τ 
Figure 10.1 A section of the Fibonacci chain of atoms. The interatomic distances equal 
to 1 and г are indicated. 
If the superspace description is to be used in explaining the equilibrium form of an 
incommensurate crystal, a number of crystallographic concepts have to be extended to 
superspace. These extensions have been discussed in detail by Kremers et al. (1994), a 
summary is given below. 
The concept of chemical bonds can be generalised to superspace by defining a density 
of bonds connecting the atoms in superspace with each other for each phase φ along the 
internal axis. These bonds are defined parallel to the physical space. A (one-dimensional) 
crystallographic hyperplane (hm)
s
 can be defined by taking a plane perpendicular to the 
vector 
H{hm)t3 = ha's + md; (10.10) 
from reciprocal space. A grid of netplanes (hm)
s
 can be constructed in superspace with 
interplanar distance 
4fc»).. = Г 7 Г — l • ( 1 0 Л 1 ) 
I-"(Am),* I 
Related to the idea of interplanar distance is the concept of mesh area M. It is defined 
as the surface area of a planar elementary cell of a hyperplane (hm)
s
, 
M{hmU = - ¡ ^ - , (10.12) 
where V, is the area of the 1+1-dimensional unit cell of the lattice given by eqn. (10.5). 
The surface free energy Γ can be used as a criterion for the stability of a crystal face: 
the lower Γ, the more stable the face. We make use of a broken bond model in which 
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the surface free energy corresponds to the energy per unit area needed for cutting bonds 
in order to create the face from an infinitely large crystal. In equilibrium, the form of a 
crystal is such that the total surface free energy is minimal. 
It has been discussed above that the bonds of the physical quasi-crystal are represented 
in superspace by a uniform bond density. The lattice periodicity of the 1+1-dimensional 
embedded structure implies that each bond in the physical crystal that is intersected by a 
grid of netplanes (/im), is translationally equivalent to a bond in superspace intersected by 
one specific hyperplane (Am),. This is illustrated by figure 10.2 for the grid of netplanes 
(11),. The bonds of the physical quasi-crystal that are intersected by the grid are therefore 
Figure 10.2 The superspace embedding of the Fibonacci chain of atoms, regarded as a 
modulated crystal. The positions of the atoms are indicated by the full circles. In superspace 
atoms are represented by discontinuous world lines. In the left part of the figure, the 
extension of the concept of chemical bonds to superspace is shown with the help of the 
dotted lines. In the right part, the principle of selective cuts is demonstrated for the face 
(1Ï). The bonds that are selectively cut are indicated by the hatched areas. The mesh area 
Mjij), is indicated by the symbol M. 
represented in superspace by the part of the uniform density of bonds that is intersected 
by a single hyperplane (/im),. Consequently, calculating the broken bond energy per mesh 
area of a single hyperplane (hm)s in superspace is equivalent to calculating the average 
energy of the bonds in the physical crystal that are cut by a grid of netplanes (hm),. 
Figure 10.2 shows that the grid of netplanes ( l ï ) s intersects only part of the dense 
set of bonds in superspace. In general, the ratio between the fractions of long and short 
bonds that are intersected is different for each grid of netplanes (hm),. Since the bond 
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energy is assumed to be only a function of the bond length, this implies that the broken 
bond energy per mesh area in superspace generally differs for each face (hm)
s
. In the 
current paper, this so-called principle of selective cuts is used to discriminate between the 
stabilities of different faces on one- and two-dimensional quasi-crystals. 
Each phase φ along the internal d
s
 axis corresponds to a crystal with a different phase 
factor φ + φο but with the same two periodicities which occur in the same ordering. The 
minimum surface free energy for each face (hm)
a
 can therefore be found by varying the 
phase at which the corresponding hyperplane intersects the d
s
 axis. This is equivalent to 
varying the phase φο in eqn. (10.9), as has been discussed by Kremers et al. (1994). 
10.3 T h e Fibonacci chain as a quasi-crystal 
Since there are a finite number (two) of intervals, which are ordered in a quasi-periodic 
way, the Fibonacci chain of atoms can be regarded as a one-dimensional quasi-crystal. The 
procedure for embedding a quasi-crystal in a higher-dimensional superspace is different 
from that for embedding an incommensurately modulated crystal (Janssen and Janner, 
1987 and references therein). A lattice is defined which is spanned by two vectors 
e l t = ( i , l ) and e 2 , = ( l , - i ) , (10.13) 
which are defined on an orthonormal basis { es, ê/ }, where eg and e¡ denote unit vectors 
along the external and internal axis, respectively. The corresponding reciprocal lattice is 
spanned by 
е
*и = і^р(*>1) a n d e* = n h * ( 1 ' _ i ) · ( 1 0 · 1 4 ) 
Atoms are represented in superspace by line elements, defined as the projection of the 
unit cell on the internal space. These line elements, generally called atomic surfaces, 
are attached with their centers at the vertices of the superlattice. The points of the 
1+1-dimensional embedded structure are given by 
Tnels + ne2s + ( 0 , f ) , m, η integers, t e ( — , ——— J . (10.15) 
The superspace embedding of the Fibonacci chain of atoms, regarded as a one-dimensional 
quasi-crystal, is shown by figure 10.3. 
The physical quasi-crystal is the intersection of the embedded structure with the phys­
ical space; its atomic positions are 
Xm.n = τηδ + η, — < ηδ-τη < — — . (10.16) 
The definition of the atomic surfaces ensures that the number of intersection points 
does not change if the embedded structure is shifted with respect to the physical space. 
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Eqn. (10.16) describes the atomic positions of the Fibonacci chain of atoms if δ equals 
the golden ratio r. 
The crystallographic concepts discussed in the previous section can also be generalised 
to the superspace embedding of a quasi-crystal. To extend the concept of chemical bonds 
to superspace, a density of bonds parallel to the physical space is defined between neigh­
bouring atomic surfaces (see figure 10.3). A bond from this dense set has the same length 
as either the long or the short bond in the physical crystal. 
A crystallographic hyperplane (hm)
s
 is defined perpendicular to the vector 
Η<*»),. - he{, + mei · (Ю.17) 
The generalisations of the concepts of interplanar distance and mesh area are again given 
by eqns. (10.11) and (10.12), respectively. 
Internal 
space 
Figure 10.3 The superspace embedding of the Fibonacci chain of atoms, regarded as a 
quasi-crystal. The positions of the atoms are indicated by the full circles. In superspace 
atoms are represented by line elements parallel to the internal space. In the left part of the 
figure, the extension of the concept of chemical bonds to superspace is shown with the help 
of the dotted lines. In the right part, the principle of selective cute is demonstrated for the 
face (10). The bonds that are selectively cut are indicated by the hatched areas. The mesh 
area M(io),, is indicated by the symbol M. 
Using the same argumentation as in the previous section, it can be shown that the 
average energy of the bonds in the physical crystal that are cut by a grid of netplanes 
(hm), is equal to the broken bond energy per mesh area of a single hyperplane (/im), in 
superspace. The principle of selective cuts can again be used to discriminate between the 
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stabilities of different faces (hm)
s
. The principle is illustrated by figure 10.3 for a grid of 
netplanes (10)
s
, which only intersect part of the dense set of bonds in superspace. 
If the embedded structure in figure 10.3 is shifted along the internal axis, its intersec­
tion with the physical space forms a quasi-periodic structure with the same ordering of 
long and short intervals as the original intersection. Therefore, we can again assume that 
it is legitimate to minimise the broken bond energy by varying the phase at which the 
hyperplane (hm), intersects the internal axis. 
10.4 Equivalence of the two descriptions of the Fibonacci chain 
A grid of netplanes (firn), in the superspace embedding as a modulated crystal divides 
the physical structure into intervals of length 
where a* and q are the projections on the physical space of the vectors a' and d"
s
, re­
spectively, given by eqn. (10.6). On the other hand, a grid of netplanes (/ira), in the 
superspace embedding as a quasi-crystal divides the physical structure into intervals of 
length 
| ηβι τ me? \ 
where é[ and e\ denote, respectively, the projections on the physical space of e[s and e"2s, 
given by eqn. (10.14). 
It can be proved that eqn. (10.7) in section 10.2 is equivalent to eqn. (10.16) in section 
10.3, i.e., describes the atomic positions of the same structure, if the parameters of the 
former are given the following values: 
a
 = i r r · b=l^-s) . ° = r h · (10'20) 
The corresponding expressions for a' and q are 
1 1+5 
a = a l + S2 
1 
= e\ + e\ , (10.21) 
This implies that the physical crystal is cut in intervals of the same length by both a 
grid of netplanes {hm)3 in the embedding as a modulated crystal and a grid of netplanes 
{k(h + τη))3 in the embedding as a quasi-crystal. 
It has been discussed above that it is allowed to shift a grid of netplanes (/im), with 
respect to the 1+1-dimensional superlattice in order to find the minimum broken bond 
energy. Consequently, this minimum value only depends on the length of the intervals 
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in which the grid cuts the physical crystal. Hence, the minimum broken bond energy is 
identical for both a grid of netplanes (/im), in the embedding as a modulated crystal and 
a grid of netplanes (h(h + m)) 4 in the embedding as a quasi-crystal. Therefore, a face 
(hm), in the former description is morphologically equivalent to a face {h(h + " i ) )
s
 in 
the latter. Figures 10.2 and 10.3 illustrate this for the faces (11), and (10)
s
, respectively. 
This equivalence corresponds to the fact that since it is the same crystal that is embedded 
in superspace in two different ways, the equilibrium form of the crystal - as all physical 
properties - must be the same in either of both descriptions. 
10.5 The generalised Wulff-Herring plot 
A method for determining the equilibrium morphology from calculated surface free ener­
gies has been developed by Herring (1951) (see also Herring, 1953). A radius vector is 
drawn for each crystallographic face. This vector has the same direction as the correspond­
ing face normal while its length is linearly proportional to the surface free energy. A plane 
is constructed perpendicular to this vector, through its tip. The resulting construction 
is called a WulfT-Herring plot. The equilibrium form of the crystal is determined by the 
points that can be reached from the origin without crossing any of the constructed planes. 
It is obvious that faces on the equilibrium form correspond to sharp cusps in the polar 
plot of the surface free energies. Bennema et al. (1993) have discussed how to extend this 
method in order to include superspace descriptions. They used an extended Wulff-Herring 
plot to determine the equilibrium form of modulated one-dimensional crystals. 
Since only bonds parallel to the physical space have been defined, a face parallel to this 
space cannot cut bonds. Consequently, the surface free energy for such a face is equal to 
zero. The polar plot of surface free energies of a one-dimensional incommensurate crystal 
embedded in a 1+1-dimensional superspace therefore shows an infinitely deep cusp at θ = 
± π/2, where 0 is the angle between the face normal and the physical space. Accordingly, 
the dimension of the equilibrium form is reduced from two to one, the dimension of the 
physical crystal. Each plane constructed in the extended Wulff-Herring plot intersects the 
physical crystal in a point. The equilibrium form is bounded by the faces that correspond 
to the planes for which the distance 7 between their intersection with the physical crystal 
and the origin is minimal. The distance 7 is related to the surface free energy Γ in the 
following way: 
7 = , Γ , , · (10.22) 
' |cos θ | y ' 
The equilibrium form is thus bounded by two faces, opposite with respect to the origin, 
for which 7 is minimal. In general, the value of 7 is assumed to be inversely proportional 
to the morphological importance (MI) of a face. 
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10.6 Calculations of surface free energies 
Calculations have been done on the surface free energies Г^т) °f a general one-dimensional 
quasi-crystal with two different interatomic distances. Both superspace descriptions dis­
cussed above have been used. Г(л
т
) is defined as 
(hm) s(fy>m)) I 
Ml (/im),i 
ƒ ¿ΜΦ(ί(Αί)), (10.23) 
Ц т ) , і 
where σ denotes the bond density taken equal to 1 m - 1 , ^
т
) the angle between the face 
normal and the physical space, М^т),а the mesh area of the hyperplane (hm), and Ф(/) 
the energy of a bond, expressed as a function of its length: 
Ф(0 = (10.24) 
To calculate Г(л
т
), an integration is performed over one mesh area М(/,
т
) ) 5. Because of 
lattice periodicity, the mesh area of a (hyper)plane is translationally equivalent to those 
parts of the corresponding grid of netplanes that are found inside one unit cell. This 
is illustrated by figure 10.4 for the hyperplane (21), in the superspace embedding of the 
Fibonacci chain of atoms, regarded as a modulated crystal. The superspace embedding on 
a square lattice, depicted in figure 10.3, shows a third way to determine Г(/,
т
). Integrating 
over one unit cell of this lattice is equivalent to integrating over one atomic surface if the 
bonds on only one side of the surface are accounted. 
Figure 10.4 The line elements A and В represent the intersections of the grid of netplanes 
(2Ϊ) with one unit cell in superspace. Together, these line elements are Iranelationally 
equivalent with one mesh area M^i),,-
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Surface free energies Г^т) have been calculated for crystallographic faces (km),, with 
—3 < h,m < 3, as a function of the parameter ¿of eqns. (10.16) and (10.20). Calculations 
have been performed for 50 values of δ between 0 and 1. If the structure was regarded 
as a modulated crystal, V{hm) w a s calculated according to eqn. (10.23); in the case where 
the structure was described as a quasi-crystal, Г(ь
т
) was determined by performing an 
integration over one atomic surface. In both cases integrals were calculated by means of 
numerical integration over 750 points. The hyperplanes were shifted along the internal 
space with a phase φ, which was also varied over 750 values. The bond strength parameter 
χ in eqn. (10.24) was taken equal to 1. 
If S is varied from 0 to 1, all nonequi valent quasi-crystals are considered. It is possible 
to show that a quasi-crystal with δ = δ0 is identical to a quasi-crystal with δ = —δ0; 
therefore, only values of δ > 0 have to be considered. A quasi-crystal with δ = ¿0 is also 
equivalent to a quasi-crystal with δ = 1/δ0 if in the former the interval lengths are scaled 
by a factor Jo. Since energies are divided by the average energy 1/a, they are independent 
of the absolute length of the intervals and structures with δ = δ0 and δ = 1/<5ο are 
equivalent in our calculations. Consequently, δ only has to be varied from 0 to 1, which 
corresponds to varying a from | to 1, because of the relation a = l/( 1 + 5). 
10.7 Results 
Figure 10.5 shows the generalised Wulff-Herring plot for the Fibonacci chain of atoms. 
The indexing of the faces corresponds to the superspace embedding of the chain as a 
modulated crystal; the indices according to the embedding as a quasi-crystal are found 
by replacing (hm), with (h(h + τη)),. Results obtained from the two descriptions agree 
to a high extent. The two circles in the plot correspond to the case of a crystal with 
zero-amplitude modulation. The surface free energy Γ can then be written as 
r(0) = r
o
|cos0 | . (10.25) 
In this case, all faces (hm), have the same value of 7 and, consequently, the same morpho­
logical importance. The line elements intersecting the circles represent the values of Г(л
т
) 
that have been obtained from our calculations on the Fibonacci chain varying the phase φ; 
their end points correspond to the minimum and maximum values of Г(/,
т
). Dashed lines 
have been drawn, perpendicular to the face normal, from the end points corresponding 
to the minimum values. The distances between the origin and the intersection points of 
these lines with the physical space represent 7, defined by eqn. (10.22). 
In the broken bond model the faces (hm), and (Jim),, which are parallel, are mor­
phologically equivalent. Hence, the right and the left side of figure 10.5 contain the same 
information. The figure reveals that the faces (10),, (01)
s
, ( l ï ) s and (12)s have the same 
(minimum) value of 7. These four faces (which are not parallel in superspace) can be 
positioned in the embedded structure in such a way that only long bonds are cut. Since 
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the bond energy is inversely proportional to the bond length, this situation corresponds 
to a minimum surface free energy. Obviously, it is possible to construct grids of netplanes 
(hm)s in superspace which intersect merely long bonds m the physical space, although the 
Fibonacci chain of atoms is only quasi-periodic. The faces (10)s, (01)4, ( l î ) s and (12)s 
are labeled (H) 3 , (01)s, (10)s and ( l ï ) s , respectively, in the description as a quasi-crystal. 
Figure 10.5 Extended Wulff-Hernng plot for the Fibonacci chain of atoms The faces 
have been labeled according to the description as a modulated crystal The indices in the 
quasi-crystal description are found by replacing (/ira) by (h(h + m)) Faces with indices up 
to 3 have been plotted 
Figure 10.6 plots 7 = Г ^ / | cos 0| as a function of a = 1 / ( l+£ ) , where Г ^ denotes 
the minimum surface free energy. The energies have been normalised, i.e., they have been 
divided by the average bond energy, which is proportional to 1/a = (1 + Ä2) / (Ι+δ). Faces 
have been labeled according to the superspace embedding as a quasi-crystal. The indices 
in the description as a modulated crystal are found by replacing (hm)
s
 with (h(h — m)),. 
There is a good agreement between the results obtained from the two descriptions. 




, labeled according 
to the quasi-crystal description, are found to be equal. This is caused by a symmetry 
that is not directly obvious from the embedding as a modulated crystal but which is 
understandable if the embedding as a quasi-crystal is considered. 
Figure 10.7 shows this embedded structure emphasising the areas in which either long 
or short bonds are present. The hatched areas only contain short bonds while those that 
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Figure 10.6 Normalised 7 = Γ/ |cos0 | values Гог 50 α points, calculated by minimising 
over 750 phases The smallest value of 7 corresponds to the highest morphological impor­
tance The faces have been labeled according to the quasi-crystal description The indicée 
in this description are found by replacing (ftm) by (h(m — h)) Faces with indices up to 3 
have been plotted The value of a for the Fibonacci chain is indicated 
F igure 10.7 Fourfold symmetry in the pattern of areas in which short (hatched) and long 
(not hatched) bonds occur in the Fibonacci chain of atoms, embedded as a quasi-crystal 
Fourfold symmetry axes have been indicated 
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are not hatched only comprise long bonds. Both types of areas are square; their sizes are 
S χ δ and l x l , respectively. Figure 10.7 reveals that there are fourfold axes of symmetry 
at the centers of the edges of the unit cell, i.e., at ( 0, | ) , c , ( | , 0 ) , c and at translationally 
equivalent positions. (The superscript qc denotes that the positions are defined with 
respect to the square superlattice, spanned by the vectors of eqn. (10.13).) Note that 
only the pattern of areas in which short and long bonds occur show this symmetry, the 
embedded structure itself does not, because of the filling of the 1+1-dimensional unit cell. 
The fourfold symmetry causes two faces (hm), and (mh)3, which are perpendicular, to 
cut long and short bonds in the same ratio. Since this ratio determines the surface free 
energy, the faces (hm)
s
 and (mh), have the same morphological importance. The grid of 
netplanes (mh)
s
 generally divides the physical quasi-crystal into intervals with a different 
length compared to the grid of netplanes (hm),. Nevertheless, the two grids intersect 
short and long bonds in the same ratio. This is another example of a symmetry aspect 
understood directly if the superspace description is used. 
In the quasi-crystal description all faces, except ( l l )
s
, (10)„, (11), and (01)
s
, start to 
cut only long bonds at a critical minimal value of a. (The four exceptional faces can be 
positioned, for any value of a, in such a way that they do not cut short bonds.) The 
critical value is relatively low for faces with low indices and relatively high for faces with 
high indices, as can be seen from figure 10.6. Consequently, faces with low indices in 
the embedding as a quasi-crystal generally have either a smaller or the same surface free 
energy compared to faces with high indices and thus have a larger or equal morphological 
importance. This correlation is less obvious from the embedding as a modulated crystal. 
Since a description is preferred in which the faces with the lowest indices have the largest 
morphological importance, we state that a one-dimensional quasi-crystal is embedded in 
superspace less naturally if it is regarded as a one-dimensional modulated crystal. 
10.8 The two-dimensional octagonal quasi-crystal 
The surface free energy in superspace of a face (hm), in the Fibonacci chain of atoms 
proves to be dependent on its position. The current section examines whether this is 
also the case for a face in a two-dimensional octagonal quasi-crystal. For this purpose, 
the superspace approach is used to calculate the average surface free energy of a grid of 
netplanes (hklm),. 
A model is used in which the atoms of the quasi-crystal are located at the vertices of a 
quasi-periodic two-dimensional tiling. A tiling is a structure that is obtained if the space 
is quasi-periodically filled with tiles from a set of two or more. Tilings were described 
mathematically before quasi-crystalline phases were discovered (Penrose, 1979). 
The vertices of an octagonal tiling form a rank four module M that is spanned by four 
vectors which point, together with their opposites, to the vertices of a regular octagon. 
The positions of the vertices of the tiling are given by vectors n , defined on an orthonormal 
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basis: 
η = ^2 η, α„ η, integers , 
β ι
 = (1,0), aì=1-V2(l,l), 
α 3 = ( 0 , 1 ) , α 4 = ί ν / 2 ( - 1 , 1 ) . 
(10.26) 
The tiling can be built from two prototiles, a square one and a rhombic one with angles 
of 45° and 135°. The edges of both prototiles are equal; their length is that of the basis 
vectors {a, }. Figure 10.8 shows a part of an octagonal tiling. 
Figure 10.S A part of a two-dimensional octagonal tiling If we assume that the vertices 
of the tiling correspond to atomic positions and the edgee of the tiling to chemical bonds, 
this figure also represents the two-dimensional octagonal quasi-crystal 
The superspace embedding of the four generators { a, } of the vector module M with, 
respect to an orthonormal basis is given by (Janner, 1991): 
a l s = ( l , 0 ; l , 0 ) , a 2 3 = ^ 2 ( 1,1;-1,1 ) , 
o 3 s = ( 0,1; 0 , - 1 ) , a 4 j = Ì V 2 ( - l , l ; l , l ) . 
(10.27) 
The first two coordinates of these vectors represent the component in the physical space, 
the last two the component in the internal space. Note that the lattice is hypercubic since 
the basis { o l s } is orthogonal and its vectors all have the same length. 
The following procedure is adopted to embed a two-dimensional octagonal quasi-
crystal in superspace (Janner, 1991). Two-dimensional atomic surfaces are attached to 
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the vertices of the 2+2-dimensional hypercubic lattice. These atomic surfaces, represent­
ing the atoms in the embedded structure, are defined as the projection of the unit cell 
on the internal space. Consequently, they have no component in the physical space. The 
surfaces are attached to the vertices of the lattice in their 'centers of gravity'. Accordingly, 
the embedded structure is given by: 
4 
Σ^> a,s + Vp, k, integers , (10.28) 
1=1 
4 i i 
vp = {χ<=νι\χ = Σλ.«»,ι » λ, e [ - r , - ) } , 
where Vp represents the atomic surfaces; a,sj denotes the internal component of the vector 
a„. The octagonal quasi-crystal is formed by the intersection of the embedded structure 
with the physical space. Note that an atomic surface intersects the physical space in, at 
most, a single point. 
The atoms of the two-dimensional quasi-crystal can be connected by bonds in several 
ways. In the current paper, we only define bonds between atoms separated by one of the 
vectors { a, } of eqn. (10.26). In other words, each edge of the tiling is equivalent to a 
bond. An edge of the tiling in the physical space corresponds to an edge of a hypercubic 
unit cell in superspace. Accordingly, only bonds are defined between atoms corresponding 
to atomic surfaces connected by an edge of a hypercubic unit cell. Our definition of bonds 
is therefore a natural choice in the superspace description. It is discussed above that all 
edges of the tiling have the same length. Since the bond energy is only a function of the 
bond length, all bonds have the same energy. 
The concept of chemical bonds can be extended to the 2+2-dimensional superspace by 
defining a density of bonds of equal length connecting the atomic surfaces in superspace 
with each other for each pair of phases (φι, fa) along the two internal axes. As in the one-
dimensional case, these bonds are defined parallel to the physical space. A bond between 
two atoms along an edge of the two-dimensional tiling in the physical space corresponds 
to a dense set of bonds between two first-nearest neighbours in superspace, where first-
nearest neighbours are atomic surfaces whose centers of gravity are connected by an edge 
of a unit cell. Since the unit cell of the superlattice is 2+2-dimensional, each atomic 
surface has first-nearest neighbours in four directions. Hence, there are four different 
types of bonds between an atomic surface and its first-nearest neighbours. In contrast 
with the one-dimensional case, bonds are only found in specific sections of the superspace. 
Inside these sections, the bond density is uniform. 
Analogously to the one-dimensional case, a number of crystallographic concepts can 
be extended to the 2+2-dimensional superspace. A three-dimensional crystallographic 
hyperplane (hklm), is defined perpendicular to the vector 
H(hkim),, = ha
u
 + ka2s + la3i + ma4, . (10.29) 
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The extensions of the concepts of interplanar distance and mesh area are analogous to 
eqns. (10.11) and (10.12), respectively. A grid of netplanes (hklm), with interplanar 
distance d^hkim),s c a n be constructed in superspace. The intersection of such a grid with 
the physical space forms an infinite set of equidistant lines. 
Owing to the lattice periodicity of the 2+2-dimensional embedded structure, each 
bond in the physical space that is intersected by a grid of netplanes (hklm), is transla-
tionally equivalent to a bond in superspace intersected by one specific hyperplane (hklm),. 
Therefore, the part of the uniform density of bonds this hyperplane intersects represents 
the bonds in the physical space that are intersected by the grid of netplanes (hklm),. 
Analogously to the one-dimensional case, this implies that calculating the broken bond 
energy per mesh area of a single hyperplane (hklm), is equivalent to calculating the av­
erage surface energy of the intersection of the grid of netplanes (hklm), with the physical 
space. 
In general, a grid of netplanes (hklm), intersects only part of the dense set of bonds 
in superspace. Therefore, the surface free energy Г in superspace is generally different for 
each hyperplane (hklm),. This selectivity principle can be used to distinguish between 
the stabilities of different grids. The principle implies that Г generally depends on the 
position of the origin. Consequently, the minimum value of Г can be found by shifting 
the hyperplane with respect to the origin. 
Analogously to the one-dimensional case, a quantity 7gnd can be defined as 
_ Г 
7grid
 ~ \^Г\ ' 
where θ denotes the angle between the normal vector Η , in superspace and its projection 
on the physical space. The value of 7 ^ has been taken as a measure for the morphological 
importance of a face (hklm),. 
Calculations have been done for faces (hklm), for which —2 < h,k,l,m < 2. Integra­
tions have been performed numerically. In order to minimise Γ, hyperplanes have been 
shifted along their normal vectors over 750 different phases. 
The plane symmetry of a two-dimensional octagonal tiling is 8mm (Steurer, 1990). 
Because of the eightfold symmetry axis the face (hklm), is equivalent to the face (mhkl),; 
because of the two mirror operations the face (hklm), is equivalent to both the face 
(mlkh) and the face (Ikhm),. The number of morphologically nonequivalent faces is 
largely reduced by this symmetry. 
Calculations have shown that the values of 7 ^ depend on the position of the grid. In 
other words, 78Гм generally alters if the grid of netplanes is shifted in the direction of the 
normal vector. The calculated minimum values of 7 g r y are listed in table 10.1. It is seen 
that faces with the same orientation in the physical space have different minimum values of 
7grid- Compare, e.g., the faces (0110),, (1001), and ( l l l l )
s
; in table 10.1, the face (0110)
s 
is represented by the face (1100),, which is equivalent because of the eightfold symmetry. 


























































































Table 10.1: Calculated values of 7gr¡d for the two-dimensional octagonal quasi-crystal. 
Only faces that are not symmetry equivalent are shown. 
10.9 Discussion 
The morphology of the two-dimensional pentagonal quasi-crystal has been discussed by Ho 
(1991). The quasi-crystal was represented there by a Penrose tiling. Each tile was regarded 
as an atom and bonds were defined between neighbouring tiles with bond directions 
perpendicular to the edges of the tiling. It was shown that the surface free energy of an 
arbitrary face is independent of its position for this structure. The argumentation leading 
to this conclusion is also valid for the two-dimensional octagonal tiling. Therefore, the 
surface free energy in a two-dimensional octagonal quasi-crystal would not depend on the 
position of the face if atoms were represented by tiles and if bonds are defined between 
neighbouring tiles, with bond directions perpendicular to the edges of the tiling. 
In the current paper, atoms are represented by the vertices of the tiling and each 
edge is considered to be a bond. It has been found that in this case the surface free 
energy of a grid of netplanes (hklm), is dependent on the position of the grid. If the 
surface free energy of a single face (hklm)s were independent of its position, 7gnd would 
not depend on the position of the grid. Thus, it is proved that in our model the surface 
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free energy of a single face is dependent on its position. Therefore, the result found by 
Ho is a consequence of the definitions of atoms and bonds used. In general, it will not 
hold if other definitions are used. Since the surface free energy of a single face (hklm), 
depends on its position, grids of netplanes (hklm), which have the same orientation in 
the physical space generally have different surface free energies, as is shown by Table 1. 
This result will be used in part II of the paper (Heijmen et al., 1995) to determine the 
surface free energy of a single face (hklm),. 
10.10 Conclusions 
The present paper shows that the superspace description for the morphology of one-
dimensional incommensurately modulated crystals can be generalised to the case of one-
dimensional quasi-crystals. 
The Fibonacci chain of atoms can be embedded in a 1+1-dimensional superspace 
in two different ways. The two descriptions prove to be equivalent in determining the 
stabilities of crystal faces. Cryslallographic faces are labeled with different indices in the 
quasi-crystal embedding compared to the embedding as a modulated crystal. Calculated 
surface free energies indicate that low-index faces are more stable than high-index faces 
in the quasi-crystal description. This correlation is less strong in the description as a 
modulated crystal. 
Several symmetry aspects concerning the equilibrium forms of quasi-crystals can be ex-
plained more easily if the superspace description is used. It is found that a one-dimensional 
quasi-periodic chain of atoms can be cut in intervals of equal length in such a way that 
only long bonds are broken. In addition, the superspace description as a quasi-crystal 
shows that the grids of netplanes (hm)„ and (rnh), intersect long and short bonds in the 
same ratio, although the two grids generally have different interplanar distances in the 
physical space. 
The superspace approach can be extended to the case of the two-dimensional octagonal 
quasi-crystal. In the present paper, it is used to calculate the average surface free energies 
of grids of netplanes. The results provide evidence that the stability of a single crystal 
face depends on its position. On the other hand, Ho (1991) has found that the stability 
is independent of the position of the face if specific definitions of atoms and bonds are 
chosen. Obviously, the problem of determining the stability of crystallographic faces in 
quasi-crystals is more complex than Ho's approach suggests. 
The superspace description of quasi-crystals proves to be of great help in solving this 
problem. In part II of the present paper (Heijmen et al., 1995), we will use this description 
to give an explanation for the equilibrium form of the two-dimensional octagonal quasi-
crystal. Our final aim is a theory, based on the superspace description, which enables 
us to deal with three-dimensional quasi-crystals for arbitrary definitions of atoms and 
chemical bonds. 
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Summary 
285 
This thesis has been devoted to the study of both optical and morphological properties 
of incommensurate crystals. In this class of crystals one can distinguish incommensu-
rately modulated crystals, incommensurate composite crystals and quasi-crystals. All of 
them have in common that they have a structure involving more than three fundamental 
Fourier wave vectors (all the others being expressible as integral linear combinations of 
these fundamental ones). Therefore, these crystals do not possess 3-dimensional lattice 
translational symmetry. The presence of such a symmetry, however, is one of the classical 
definitions of a crystal. Incommensurately modulated crystals are non-classical in this 
sense. 
The description of physical properties of classical crystals is essentially based on the 
lattice translational symmetry. This thesis treats some of the consequences of the absence 
of such a symmetry in the case of incommensurate crystals. Two points of view can be 
taken in this respect. In part I the experimental search is described for physical proper-
ties that can only result from the incommensurateness. This is done by trying to detect 
optical properties of incommensurately modulated crystals that were previously predicted 
in a theoretical approach and that would not be allowed if there were no modulation. In 
part II the other point of view is taken. There, a theoretical model is discussed allowing 
to interpret morphological observations. In this approach the possibility of embedding 
an incommensurate crystal in a so-called superspace is used. The advantage is that the 
embedded crystal again has a translation lattice, although the dimension of this lattice is 
that of the superspace. 
In part I, first a macroscopic phenomenological description is given of classical crystal 
optics. The optical properties of incommensurately modulated crystals can be treated 
along similar lines if long wavelength Fourier components of optical material tensors are 
taken into consideration. In this way one derives that gyration effects may occur in in-
commensurately modulated crystals, even if they are centrosymmetric if one averages the 
effect of the modulation. In the same way it is found that a rotation of the optical in-
dicatrix can occur in incommensurately modulated crystals that are orthorhombic after 
such an averaging. Experimentally, the optical properties of incommensurately modu-
lated crystals are studied by means of a High Accuracy Universal Polarimeter (HAUP). 
This apparatus is suited for the measurement of several very small optical effects which 
are simultaneously present together with a large linear birefringence. First, this method 
is critically reviewed. The necessary expressions are rigorously derived and the relevant 
fitting procedures are accurately reconsidered. The behaviour of the systematic errors of 
the method is studied by means of test experiments. Several flaws in both the experi-
mental set-up and the interpretation of the measurements are detected and the necessary 
improvements are described. In this way, both the sensitivity and reliability of HAUP 
have been increased to a definitely acceptable level for the study of the optical properties 
of incommensurately modulated crystals. 
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There are several examples of coloured incommensurate crystals. These absorb light 
and can, therefore, be dichroic. There is, therefore, a need for a method of measuring 
the optical properties of dichroic crystals. It is shown that HAUP is suited for this pur­
pose. The corresponding, so-called unified HAUP intensity formula is derived. This gives 
the possibility of determining the (complex) eigenpolarisations of an arbitrary sample, 
provided that the reciprocal linear birefringence (or the reciprocal linear dichroism) is 
relatively large. In the case of N1SO4 · 6H20 measurements of the linear birefringence, 
linear dichroism, circular birefringence and circular dichroism are presented. It is even 
possible to measure, with this method, non-reciprocal optical effects that can occur in 
magnetically ordered crystals. 
The HAUP method is subsequently put to use for the simultaneous measurement 
of linear birefringence and optical activity in the incommensurately modulated phase 
of ((CH3)4N)2ZnCl4. This phase is centrosymmetric if one averages the effect of the 
modulation. For the three components gn, дц and £33 of the gyration tensor that are 
studied with the thoroughly tested set-up the values are always zero or too small to be 
detected. Clearly non-zero values have been found, however, by other authors for the 
same material. The reasons for this controversy may be found in the sample quality, 
thermal treatment of the samples or an incorrect interpretation of the measurements. 
After this, the optical properties of dichroic ((СНз)4М)2СиСЦ crystals are studied 
with HAUP. Two samples are used that have been prepared in such a way that both the 
components 533 and <?із of the gyration tensor can be measured. The measurements reveal 
that the crystals have a low defect concentration. The linear birefringence clearly shows 
the presence of the incommensurate modulation, contrary to the linear dichroism. Two 
effects are observed that are symmetry-forbidden by the centrosymmetric, orthorhombic 
structure that is believed to result from averaging the effect of the modulation. The first 
of them is the rotation of the optical indicatrix, that is forbidden in an orthorhombic 
crystal. The second is non-zero optical activity <?i3, forbidden in centrosymmetric media. 
However, the observed behaviour is again different from that found by other authors. 
One has to add that the precise symmetry of the incommensurate phase has not yet been 
determined. 
The last set of measurements are performed on non-dichroic crystals of 
((CH3)4N)2ZnCl2.eBri.2. Although this is a solid solution, it is still possible to obtain 
sharp diffraction spots in an X-ray diffraction experiment. The presence of an incommen­
surately modulated phase can be observed in this way. The difference of CI and Br can 
not be neglected, however, for the optical properties. The inversion symmetry is broken 
already in the high temperature phase that precedes the incommensurate phase. A non­
zero optical activity is indeed observed in this high temperature phase. This, however, 
allows one to study the influence of the modulation on a non-zero optical activity. This 
influence is clearly shown for a sample in which the modulation is believed to lock at 
several commensurate values. 
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In part II of this thesis the equilibrium forms of incommensurate crystals are studied 
from a theoretical point of view. The more or less academic case of an incommensurately 
modulated 1-dimensional crystal is treated first. It is shown that crystallographic con-
cepts can be generalised to superspace. Using these generalisations one recognises that 
a principle of selective cuts holds in superspace. Subsequently, it is made plausible that 
this principle explains the occurrence of so-called satellite faces on the crystals. These 
are non-classical crystal faces whose orientations can be characterised by two integral in-
dices. Such a face is then perpendicular to a vector of the ^-module that characterises 
the Fourier transform of the density of the crystal. The necessity of two indices distin-
guishes incommensurately modulated from classical crystals for which only a single index 
is needed. 
Subsequently the approach is extended to the case of 3-dimensional incommensurately 
modulated crystals. As a result, at least four indices are needed four modulated crystal 
faces, whereas in the case of classical crystal faces three indices are necessary and sufficient. 
This aspect was found already in experiments. Concerning the morphology a one-to-one 
correspondence exists between faces on the actual physical crystal and crystallographic 
hyperplanes that can be identified in the embedded crystal in superspace. It is shown that 
the stability of satellite faces can indeed be attributed to the principle of selective cuts. 
Within a broken-bond model a calculation method is developed for determining surface 
free energies of faces on incommensurately modulated crystals of arbitrary complexity. 
By studying the dependence of the calculated equilibrium morphology of a modulated 
cubic crystal on several structural parameters, a first understanding is possible of the 
differences in morphology of AuTe2 and ((CHa^N^ZnCU crystals. In addition, it is 
explained that it is very likely that the superspace approach can successfully be applied 
to incommensurate composite crystals and quasi-crystals as well. 
For the latter case already some results are given for a 1-dimensional quasi-crystal 
model: the Fibonacci chain of atoms. This chain can also be considered as an incommen-
surately modulated 1-dimensional crystal. The equilibrium morphology can, consequently, 
be calculated in two different ways. It turns out that the quasi-crystal description deals 
with the occurring symmetry in a more natural way. A first investigation of 2-dimensional 
quasi-crystals is also made for the case of the octagonal tiling. It is found that the sur-
face free energy of a crystallographic face with fixed orientation is not independent of the 




Dit proefschrift is gewijd aan de bestudering van zowel optische als morfologische eigen-
schappen van incommensurabele kristallen. In deze klasse van kristallen kan men in-
commensurabel gemoduleerde kristallen, incommensurabel samengestelde kristallen en 
quasikristallen onderscheiden. Alle incommensurabele kristallen hebben gemeenschap-
pelijk dat er in hun structuur meer dan drie fundamentele Fourier golfvectoren zijn (alle 
andere kunnen worden uitgedrukt als geheeltallige lineaire combinaties van deze funda-
mentele golfvectoren). Ten gevolge daarvan hebben deze kristallen geen 3-dimensionale 
roostertranslatiesymmetrie. De aanwezigheid van zo'n symmetrie is echter een van de 
klassieke definities van het begrip kristal. Incommensurabele kristallen zijn, in deze zin, 
niet klassiek. 
De beschrijving van fysische eigenschappen van klassieke kristallen gaat vaak uit van 
roostertranslatiesymmetrie. Dit proefschrift behandelt enkele gevolgen van het ontbreken 
van zo'n symmetrie in het geval van incommensurabele kristallen. Twee uitgangspunten 
kunnen in dit verband gekozen worden. Deel I beschrijft het experimentele zoeken naar 
fysische eigenschappen die alleen veroorzaakt kunnen worden door de aanwezigheid van 
incommensurabiliteit. Dit wordt gedaan door te proberen optische eigenschappen van 
incommensurabel gemoduleerde kristallen te vinden die reeds eerder voorspeld waren in 
een theoretische benadering en die niet toegestaan zouden zijn als er geen modulatie was. 
In deel II wordt het andere uitgangspunt gekozen. Er wordt daar een theoretisch model 
gepresenteerd waarmee morphologische waarnemingen geïnterpreteerd kunnen worden. In 
deze aanpak wordt gebruik gemaakt van de mogelijkheid een incommensurabel kristal in 
te bedden in een zogenaamde superruimte. Het voordeel daarvan is dat het ingebedde 
kristal weer een translatierooster heeft, hoewel de dimensie van dit rooster gelijk is aan 
die van de superruimte. 
In deel I wordt eerst een macroscopische fenomenologische beschrijving gegeven van 
klassieke kristal optica. De optische eigenschappen van incommensurabel gemoduleerde 
kristallen kunnen behandeld worden op een gelijksoortige manier wanneer lange golflengte 
Fourier componenten van optische materiaaltensoren worden meegenomen. Men leidt op 
deze manier af dat gyratie effecten kunnen optreden in incommensurabel gemoduleerde 
kristallen zelfs wanneer deze centrosymmetrisch zijn als het effect van de modulatie wordt 
uitgemiddeld. Op dezelfde manier wordt gevonden dat een rotatie van de optische indi-
catrix kan voorkomen in incommensurabel gemoduleerde kristallen die na zo'n middeling 
orthorhombisch zijn. 
De optische eigenschappen van incommensurabel gemoduleerde kristallen worden 
experimenteel onderzocht met behulp van een High Accuracy Universal Polarimeter 
(HAUP). Dit apparaat is geschikt voor het meten van verschillende zeer kleine optische ef-
fecten die tegelijkertijd met een grote lineaire dubbelbreking aanwezig zijn. Deze methode 
wordt eerst kritisch bekeken. De benodigde uitdrukkingen worden rigoureus afgeleid en de 
relevante fitprocedures worden nauwkeurig beschouwd. Het gedrag van de systematische 
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fouten van de methode wordt bestudeerd middels testexperimenten. Verschillende zwakke 
punten in zowel de experimentele opzet als de interpretatie van de metingen worden opge-
spoord en de noodzakelijke verbeteringen worden beschreven. Zowel de gevoeligheid als de 
betrouwbaarheid van HAUP zijn hierdoor vergroot tot een voldoende acceptabel niveau 
voor de bestudering van de optische eigenschappen van incommensurabel gemoduleerde 
kristallen. 
Er zijn verschillende voorbeelden van gekleurde incommensurabele kristallen. Deze 
absorberen licht en kunnen, daarom, dichroïsch zijn. Om deze reden bestaat er een be-
hoefte aan een methode voor het meten van de optische eigenschappen van dichroïsche 
kristallen. Er wordt aangetoond dat HAUP voor dit doel geschikt is. De correspon-
derende, zogenaamde unificerende HAUP intensiteitformule wordt afgeleid. Dit geeft de 
mogelijkheid om de (complexe) optische eigenpolarisaties van een willekeurig kristal te 
bepalen, onder de voorwaarde dat de reciproke lineaire dubbelbreking (of het reciproke 
lineaire dichroïsme) relatief groot is. Voor het geval van N1SO4 · 6H20 worden metingen 
getoond van de lineaire dubbelbreking, het lineaire dichroïsme, de circulaire dubbelbre-
king en het circulaire dichroïsme. Met deze methode is. het zelfs mogelijk niet reciproke 
optische effecten te meten die kunnen optreden in magnetisch geordende kristallen. 
De HAUP methode wordt vervolgens ingezet voor het gelijktijdig meten van line-
aire dubbelbreking en optische activiteit in de incommensurabel gemoduleerde fase van 
((CHe^N^ZnCLj. Deze fase is centrosymmetrisch wanneer het effect van de modulatie 
uitgemiddeld wordt. In het geval van de drie gyratie tensor componenten gu, gì3 en 533 die 
onderzocht worden met de uitvoerig geteste methode, zijn de waarden steeds nul ofte klein 
om opgemerkt te worden. Andere auteurs hebben echter duidelijk waarden verschillend 
van nul gevonden voor hetzelfde materiaal. De oorzaken voor deze controverse kunnen 
liggen in de kristal kwaliteit, de thermische behandeling van de preparaten of in een 
onjuiste interpretatie van de metingen. 
Vervolgens worden de optische eigenschappen van dichroïsche ((СНз^Г^гСиСЦ 
kristallen bestudeerd met HAUP. Twee samples worden gebruikt die zodanig geprepa­
reerd zijn dat beide gyratietensorcomponenten 533 en дц gemeten kunnen worden. De 
metingen laten zien dat de kristallen een lage defectconcentratie hebben. De lineaire 
dubbelbreking toont duidelijk de aanwezigheid van de incommensurabele modulatie, in 
tegenstelling tot het lineair dichroïsme. Er worden twee effecten waargenomen die om 
symmetrieredenen verboden zijn in de centrosymmetrische orthorhombische structuur die 
vermoed wordt het resultaat te zijn indien het effect van de modulatie uitgemiddeld zou 
worden. Het eerste effect is de rotatie van de optische indicatrix, wat verboden is in een 
orthorhombisch kristal. Het tweede is een eindige optische activiteit «713, verboden in cen-
trosymmetrische media. Het waargenomen gedrag is echter, helaas, opnieuw anders dan 
dat gevonden door andere auteurs. Er moet worden opgemerkt dat de symmetrie van de 
incommensurabele fase nog niet precies bepaald is. 
De laatste set metingen wordt verricht aan niet dichroïsche kristallen van 
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((CH3)4N)2ZnCl2.8Bri.2. Hoewel dit een zogenaamd mengkristal is, is het toch mogelijk om 
scherp gedefinieerde diffractieintensiteiten te krijgen in een röntgendiffractieexperiment. 
De aanwezigheid van een incommensurabel gemoduleerde fase kan zo worden aangetoond. 
Het verschil tussen Cl en Br is echter niet verwaarloosbaar voor de optische eigenschap-
pen. De inversiesymmetrie is al verbroken in de hoge temperatuurfase die aan de incom-
mensurabele fase voorafgaat. Een van nul verschillende optische activiteit wordt dan ook 
al waargenomen in deze hoge temperatuurfase. Dit geeft echter de mogelijkheid om de 
invloed van de modulatie op een van nul verschillende optische activiteit te bestuderen. 
Deze invloed wordt duidelijk getoond in het geval van een kristal waarvan kan worden 
aangenomen dat de modulatie meerdere commensurabele waarden aanneemt. 
In deel II van dit proefschrift worden de evenwichtsvormen van incommensurabele 
kristallen bestudeerd middels een theoretische aanpak. Het min of meer academische 
geval van een incommensurabel gemoduleerd 1-dimensionaal kristal wordt eerst behan-
deld. Er wordt aangetoond dat kristallografische concepten naar de superruimte gegene-
raliseerd kunnen worden. Met behulp van deze generalisaties herkent men een principe 
van selectieve sneden in de superruimte. Het wordt vervolgens aannemelijk gemaakt dat 
dit principe het verschijnen van zogenaamde satellietvlakken op de kristallen verklaart. 
Satellietvlakken zijn niet klassieke vlakken wier oriëntaties gekarakteriseerd kunnen wor-
den met twee heeltallige indices. Zo'n vlak staat dan loodrecht op een vector van de 
Ж-module die de Fouriergetransformeerde van de dichtheid van het kristal karakteriseert. 
De noodzaak van twee indices onderscheid incommensurabele van klassieke kristallen voor 
welke slechts één index nodig is. 
Vervolgens wordt de aanpak uitgebreid naar het geval van incommensurabel ge-
moduleerde 3-dimensionale kristallen. Het gevolg is dat voor de incommensurabele 
kristalvlakken tenminste vier indices nodig zijn, terwijl voor klassieke kristalvlakken drie 
indices nodig en voldoende zijn. Dit aspect werd al experimenteel waargenomen. Wat 
betreft de morfologie bestaat er een één op één correspondentie tussen vlakken op het 
fysische kristal en kristallografische hypervlakken in de superruimte. Er wordt aange-
toond dat de stabiliteit van satellietvlakken inderdaad kan worden toegeschreven aan het 
principe van selectieve sneden. Binnen een gebroken binding model wordt een bereke-
ningsmethode ontwikkeld om de oppervlakte vrije energieën van vlakken op incommen-
surabel gemoduleerde kristallen met een willekeurig complexe structuur te bepalen. Door 
de afhankelijkheid van verscheidene structurele parameters te bestuderen voor berekende 
evenwichtsvormen van een gemoduleerd kubisch kristal is een eerste inzicht mogelijk be-
treffende de verschillende morfologieën van АиТег en ((ΟΗβ^Ν^ΖηϋΙ* kristallen. Verder 
wordt uitgelegd dat het erg waarschijnlijk is dat de superruimteaanpak ook met succes 
kan worden toegepast op incommensurabel samengestelde structuren en quasikristallen 
Betreffende het laatste geval worden enige resultaten getoond voor een 1-dimensionaal 
quasikristal model: de Fibonacciketen van atomen. Deze keten kan ook worden beschouwd 
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als een incommensurabel gemoduleerd 1-dimensionaal kristal. De evenwichtsmorfolo-
gie kan, daarom, op twee verschillende manieren worden berekend. De beschrijving als 
quasikristal behandelt de optredende symmetrie op een meer natuurlijke manier. Een 
eerste studie van 2-dimensionale quasikristallen wordt ook gemaakt voor het geval van de 
zogenaamde octagonale vlakvulling. Er wordt gevonden dat de oppervlakte vrije energie 
van een kristallografisch vlak met vaste oriëntatie niet onafhankelijk is van de positie van 
dat vlak. 
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