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ABSTRACT
This thesis has explored a new idea: viewing standards as interdependent artifacts
and studying them with network analysis tools. Using the set of Internet standards as
an example, the research of this thesis includes the citation network, the author affiliation
network, and the co-author network of the Internet standards over the period of 1989 to
2004. The major network analysis tools used include cohesive subgroup decomposition
(the algorithm by Newman and Girvan is used), regular equivalence class decomposition
(the REGE algorithm and the method developed in this thesis is used), nodal prestige
and acquaintance (both calculated from Kleinberg's technique), and some social network
analysis tools. Qualitative analyses of the historical and technical context of the
standards as well as statistical analyses of various kinds are also used in this research.
A major finding of this thesis is that for the understanding of the Internet, it is
beneficial to consider its standards as interdependent artifacts. Because the basic
mission of the Internet (i.e. to be an interoperable system that enables various services
and applications) is enabled, not by one or a few, but by a great number of standards
developed upon each other, to study the standards only as stand-alone specifications
cannot really produce meaningful understandings about a workable system. Therefore,
the general approaches and methodologies introduced in this thesis which we label a
systems approach is a necessary addition to the existing approaches.
A key finding of this thesis is that the citation network of the Internet standards can
be decomposed into functionally coherent subgroups by using the Newman-Girvan
algorithm. This result shows that the (normative) citations among the standards can
meaningfully be used to help us better manage and monitor the standards system. The
results in this thesis indicate that organizing the developing efforts of the Internet
standards into (now) 121 Working Groups was done in a manner reasonably consistent
with achieving a modular (and thus more evolvable) standards system.
A second decomposition of the standards network was achieved by employing the
REGE algorithm together with a new method developed in this thesis (see the Appendix)
for identifying regular equivalence classes. Five meaningful subgroups of the Internet
standards were identified, and each of them occupies a specific position and plays a
specific role in the network. The five positions are reflected in the names we have
assigned to them: the Foundations, the Established, the Transients, the Newcomers, and
the Stand-alones. The life cycle among these positions was uncovered and is one of
the insights that the systems approach on this standard system gives relative to the
evolution of the overall standards system.
Another insight concerning evolution of the standard system is the development of a
predictive model for promotion of standards to a new status (i.e. Proposed, Draft and
Internet Standards as the three ascending statuses). This model also has practical
potential to managers of standards setting organizations and to firms (and individuals)
interested in efficiently participating in standards setting processes. The model
prediction is based on assessing the implicit social influence of the standards (based
upon the social network metric, betweenness centrality, of the standards' authors) and
the apparent importance of the standard to the network (based upon calculating the
standard's prestige from the citation network). A deeper understanding of the factors
that go into this model was also developed through the analysis of the factors that can
predict increased prestige over time for a standard.
The overall systems approach and the tools developed and demonstrated in this
thesis for the study of the Internet standards can be applied to other standards systems.
Application (and extension) to the World Wide Web, electric power system, mobile
communication, and others would we believe lead to important improvements in our
practical and scholarly understanding of these systems.
Thesis Supervisor: Christopher L. Magee
Professor of the Practice of Mechanical Engineering and Engineering Systems
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Chapter 1: Introduction
1.1 The role of standards and their importance for engineering systems
Technical standards' play important roles in our modern life. Interface standards,
for instance, empower consumers who use the technology (Abbate 1999). With
manufacturers producing a certain device with a common interface (e.g. QWERTY
keyboard, forklift trucks, etc.), consumers and other users can shift from device to device
without retraining themselves or modifying other parts of their "usage system" for every
new version of the device. Compatibility standards for equipment, such as those used
in audio systems, enable consumers to acquire system elements on the basis of cost
and performance, rather than be "locked in" by lack of interoperability (Shy 2001).
Standards also play important roles in business activities and industrial development.
Currently, companies spend large amount of resources to follow and participate in the
development of industrial standards and strategically adjust their position as being the
leaders or followers of setting standards (Funk and Methe 2001). Sometimes,
companies may try to protect their established market by setting proprietary standards,
thus increase the difficulty for other vendors to offer compatible products (Grindley 1995).
Sometimes, companies may share the information of their internal standards, so that
compatible services or products can be provided to benefit both the companies and
vendors (Roush 2005). In some cases, companies may have incentive to work
collectively for open standards that can remove barriers of incompatibility to allow overall
growth and to establish a more level ground of competition (Sanders 1998).
Companies with new technology, however, may also attempt to establish market share
by setting proprietary standards (Garfinkel 2004).
1 The term, "standard", is broadly used in different industrial and technical contexts as are allied terms
such as protocol, agreement, convention, etc. Because these terms are used in similar fashion in
different engineering fields, it is not possible to consistently differentiate among them and so we simply use
standard in this thesis as covering all of these terms when used in a technical context. This term (and its
allied terms) is best defined by modifying David and Greenstein (1990) as: "A set of technical
specifications adhered to by a stakeholder, either tacitly or as a result of a formal agreement."
In a global economy, recognizing the relationship between standards and trade,
many countries are using standards not only to create a common market, but also as a
marketing device to sell their products in other countries (Krislov 1997). Since most
national governments actively promote the competitiveness of their domestic industries,
technical standards can also become matters of national policy.
Debates over standards are often discussed as a purely technical problem.
However, as with all technical design problems, there are economic, political, and
cultural issues underlying the design choices (Schmidt and Werle 1998). Indeed, for
the design of standards, the social and economic impacts can be quite broad and thus
these problems while having rich technical content almost always have equally
significant social aspects. It is this cross-cutting character involving especially the
strong technical and social aspects that make standardization an important topic for the
field of engineering systems.
1.2 Standards setting processes
Though the choices of standardization range from governmental processes through
standards setting organizations to de facto processes of market competition, companies
have to make decisions based on the trade-off between the predictable market
acceptance and the speed of setting technical specifications (Cargill 1998). Being
aware of some infamous cases in which a "standards war" (Shapiro and Varian 1999)
caused excessive loss for both the participants and the market, more and more
companies are willing to hedge (or to even totally rely upon) their standards setting
activity with participation in cooperative work within organizations. For this reason and
others, such cooperative activities have become particularly powerful to the development
of modern infrastructures. This thesis examines the Internet as an important case of a
cooperative standard setting process.
Usually, setting standards through the operation of formal or informal organizations
can reduce transaction costs, streamline the information exchange, and facilitate
negotiation among key players (Farrell and Saloner 1988). Moreover, voluntary
standards organizations can workout compromises on various issues, preserving more
social welfare in the process. With the benefits that the formal standards setting
organization can potentially provide, these organizations are, nevertheless, composed of
participants that have their respective and usually very different goals. Practitioners
participate in the standards setting organizations for different reasons. They may have
their own agenda to influence the adoption of certain standards, or they may just want to
be more informed about the latest development of standards (Schmidt and Werle 1998).
Taking the Internet related standards generated by the Internet Engineering Task
Force (IETF) for example, Table 1. 1 shows the extent to which the companies (or the
institutes) are involved in the standards setting process (Arkko 2007). Note that in the
table, the Request for Comments (RFC) is a series of IETF published documents related
to new research, innovations, and methodologies applicable to Internet technologies; the
IETF adopted a great number of them (i.e. about 2000 in May, 2007) as the standards for
the Internet. More detail about the IETF and RFCs will be introduced in Chapter 2.
Affiliation Number of RFC at
Cisco 252
IBM 99
BBN 86
Nortel 80
MIT 69
Microsoft 65
SRI 60
Sun Microsystems 60
Ericsson 58
ATT 58
Subtotal: 10 887 (27%)
Total: 1390 3300
Table 1. 1 Top 10 affiliations of the RFC authors
affiliated authors (May, 2007).
Number of RFCs generated
uthors
by the affiliated authors
663
197
241
152
180
196
147
139
120
105
2140 (45%)
4900
and the total number of RFCs generated by the
As shown in the table, the top ten affiliations of the RFC authors accounts for about
27% of all of the distinct authors. The RFCs generated by these authors account for
about 45% of all of the RFCs by July, 2007. This information indicates intensive
involvement of the companies (including institutes) in the standards setting process of
the Internet.
Though companies prefer setting standards through organizations for its more
predictable general implementation, with the combination of different intentions and
behaviors among the participants, plus the typical prolonged process of reaching
consensus, the level of implementation when a standard has finally gone through the
process can be hard to predict.
1.3 Standards as interdependent artifacts
While specifying the elements of a technology or an engineering system, standards
depend upon each other. Very often, a later developed standard incorporates some
previously developed standards as part of its specification. In fact, it is a common
practice that a new standard explicitly "cites" some previously developed standards as
part of its implementation requirements. With the incorporation of other standards, a
new standard does not have to specify every technical detail from scratch; moreover, the
chance of conflicts among standards is significantly decreased. As more and more new
standards are developed based upon the previously developed standards, the
interdependency among standards gradually increases, and an interdependency
network of standards thus emerges (Hsieh and Magee 2006).
The standards system, which characterizes all standards in terms of their
interdependency with other standards, is the viewpoint used in this thesis to understand
the structure and evolution of the Internet standards. This viewpoint is in contrast to a
more typical approach which views a standard as an independent artifact that can be
studied in isolation.
One representation of the network structure of a relevant set of technical standards,
with the standards as nodes and the citation as directed links, is analyzed in this thesis.
We intend to explore whether the citation network of standards gives us a way to identify
the technical interrelationships among various standards. We will also explore what of
practical and scholarly value can be derived by the understanding of these standards
systems particularly relative to the ongoing development of standards within such a
system. We hypothesize that citations among standards encode a considerable
amount of latent human judgment, and this type of judgment can be an important
element underlying the development of the technology or engineering system.
While having many key social and technical artifacts, this thesis argues that the
standards are a fundamental aspect of a modern engineering system and especially
when interoperability2 (Geraci 1990) is its essence. If as an example one considers the
Internet, the extensive advancements in personal computers, high speed routers,
transmission infrastructures, etc., are all essential to the existence of the system.
Nonetheless, the standards system that facilitates interconnection, interoperability and
all other "applications" such as email, file exchange, online telephony, etc., plays an
equal, if not more, crucial role to the existence of the Internet.
A potentially useful biological metaphor is to consider the study of the standards
system of the Internet as similar to an overall study of the genome of the Internet.
Under this metaphor, the study of the Internet would then be equivalent to the study of an
organism, and the study of individual standards be equivalent to the study of individual
genes and their effect on the functional aspects (or adaptation) of the organism/Internet.
In this sense the Internet standards system that currently involves more than 2000
interdependent standards is a more complex "genome" than, for example, the ASME
Boiler and Vessel Code with a single standard or the ISO freight container standards (i.e.
TC104) with 50 standards. Following the biological metaphor, the Internet thus appears
to be a more complex "organism" than a boiler or freight containers.
This thesis, to our knowledge, is the first work to focus upon the "standards system"
for the Internet. At a minimum, we expect to provide a useful framework for the study of
individual or groups of standards that are part of this system.
2 We use the definition by IEEE as: the ability of two or more systems or components to exchange
information and to use the information that has been exchanged.
As with all technical artifacts, important social influences upon the standard setting
process are expected. In this thesis, we examined several social aspects of the
relevant set of standards by looking into, for example, its coauthor network. In this
network, the nodes are the developers of the standards, and the undirected links are the
co-authorship of the standards' developers. The coauthor network can be related to the
citation network of standards by assigning the nodal properties of the coauthor network
to the corresponding standards. In this case, we will test the hypothesis that the
interdependency among standards is gradually developed under the influence of not only
the technical considerations but also social considerations.
1.4 Literature review on standards and standards setting processes
Standards exist in many technical domains and are developed and enforced by a
variety of processes. If one is to develop improved understanding of standards and
standards setting processes, it is necessary to differentiate among these many types.
For this reason, typologies of standards have been proposed by different researchers
(Cargill 1997; David and Greenstein 1990; Grindley 1995; Hemenway 1975). In this
section, we generalize these typologies, consider process differences, and suggest a
simple but we believe more comprehensive framework than previously offered for
thinking about different types of standards.
1.4.1 Standards by their purposes
Many typologies of standards proposed have noted differences and serves different
purposes. Hemenway (1975), for instance, divided uniformity standards into three
types: single product standards, intermediate standards, and compatibility standards.
Cargill (1997) differentiated three aspects of standards: importance, conceptual versus
implementation, and process versus product. Grindley (1995) categorized standards
into quality standards and compatibility standards. In this section, we generalize these
typologies and summarize three major types of standards by their purposes: guidance
standards, product standards, and operation standards.
A guidance standard specifies procedures, rules, requirements, etc. and is designed
to address either a societal hazard or problem of coordination. Although it often takes the
form of regulations, it can vary from de facto hospital sterilization procedures, through
consensus boiler and pressure vessel codes, to regulated vehicle emission standards.
A product standard specifies design variables of a product being standardized and
thus embodies product information. By specifying the characteristics of products, it
allows for product identification, interoperability, and quality control. Examples of
product standards include VCR standards, Digital Versatile Disc (DVD) standards, High
Definition Television (HDTV) standards, etc.
An operation standard is designed to facilitate transactions and interactions. It
specifies the input and output or the interface of a product, but not the product itself.
Since different devices can have the same interface, an operation standard is usually
viewed as device-independent. Examples of operation standards include standard rail
gauge, RS-232 standard used for serial binary data interconnection, various protocols
used for the Internet, etc.
1.4.2 Standards setting processes
There are generally three ways of setting standards. Standards can be set in the
marketplace on a de facto basis, can be established through regulatory processes, and
can be developed by a voluntary consensus process (generally overseen by a voluntary
standards organization).
Generally, a standard that emerges from the marketplace, whether sponsored by
companies, is a de facto standard. The QWERTY keyboard, for instance, is a famous
example of the de facto standard (David 1985). The de facto standards setting process
is the market process, where the outcome is the result of various mechanisms, involving
customer decisions, pricing, etc., that drive the market.
A standards setting process that involves government as the sole or major
participant is the regulatory process. Since regulatory standards are based on authority
relationships, the government has the legitimate power to mandate the compliance of
regulatory standards. Examples include emission standards, government procurement
standards, fire engine standards, etc.
A significant phenomenon regarding standards setting in recent years is that more
and more standards are developed through the voluntary consensus process. Any
group that has members voluntarily working together to bring about the acceptance of a
common practice can be labeled a voluntary standards organization, where the degree
of formality for the organization can be quite low as shown for the Internet case studied
in this thesis. In 2005, there were approximately 750 organizations in the United States
that are this kind of voluntary organizations (NSSN 2005). These included both private
sector organizations such as trade associations, professional societies, and labor unions,
as well as many agencies of the federal government (e.g. National Institute of Standards
and Technology). Since the basic tenet of these voluntary standards organizations is
the equality of every participant, these organizations greatly value consensus in the
process of setting standards.
1.4.3 A simple framework for standards
From section 1.4.1 and 1.4.2, the three types of standards and the three ways of
achieving standards can be paired to form a classification matrix. As demonstrated in
Table 1. 2, the matrix can serve as a simple but relatively comprehensive framework for
standards. Though in our classification scheme, the purposes of standards are not
always mutually exclusive and the standards setting processes sometimes overlap, it is
still a useful framework that can enable us to classify, generalize, and gain more insights
into the nature of standards and standards setting processes.
Standards Setting Standards by their Purposes
Process Guidance Standards Product Standards Operation Standards
Sterilization procedure; VCR standards; QWERTY keyboard,
De Facto Cardiopulmonary Forklift truck
resuscitation (CPR) (operation interface)
Vehicle emission
standards; Some FCC standardsRegulatory Government NSA encryption (e.g. TV, Radio, etc.)
standardsprocurement standards
Digital Versatile Disc TCP/IP, WWWBoiler and vessel code; (DVD);Voluntary consensus ISO 9000; ISO 14000 High Definition Smart Appliance, RFID,ISO 9000; ISO 14000 High Definition e
Television (DHTV)
Table 1. 2 Classification matrix of the standards with selected examples shown in each category.
1.5 Literature review on standards research
Many researchers have studied the issues of standards and standardization.
Generally, these studies can be divided into two groups: studies that focus on the
development of standards and studies that focus on the social effects of standardization
(Feng 2003). Within these studies, Hawkins (1996) distinguished between two types of
analytical frames: the instrumental perspective and the institutional perspective.
Recently, a third analytic frame, namely the constructional perspective, has been
gradually emerging (Fomin and Keil 2000).
Each of the three aforementioned perspectives has its own shortcomings but,
nevertheless, criticizes others for not addressing the issues that it views as important or
even crucial. Although the real world is obviously some combination of these three
perspectives, this thesis provides still another complementary perspective to address the
disadvantages of using them to understand the standards and standardization. In the
following sections, we will contrast the three perspectives in terms of standards
development and the social effects of standardization. By viewing standards as
interdependent artifacts, how this thesis can play a complementary role to these
literatures is shown in each of the section.
1.5.1 Development of standards
The literature that studies the development of standards asks the question: "How do
new standards arise?" From the instrumental perspective, standards arise in response
to technical needs identified in the marketplace. From the institutional perspective,
standards are generated from the interaction between technology and various social,
political, or economic institutions. From the constructional perspective, standards are
the outcome of some social processes. We review these perspectives that address the
issues of standards development and link them to the perspective provided in this thesis.
1.5.1.1 Instrumental perspective
An instrumental analytical frame focuses on the utility of actions rather than on the
nature of these actions (Hawkins 1996). From the instrumental perspective,
standardization is a process of solving a technical problem. Although the
socioeconomic complexity should always be considered when solving technical
problems, researchers having this perspective would often assume that under the similar
sets of socioeconomic conditions, a certain standard can always be recognized as the
obvious solution to a technical problem. Approaches with this perspective are valuable
as a constant reminder that, whatever factors are considered in studying standardization,
standards must at least function for the technical devices.
One example of this instrumental perspective is the user-provider standardization
planning model proposed by Cargill (1997) and the three cyclic phases model proposed
by OIIner (1988). With this instrumental perspective, it is relatively hard to understand
the underlying dynamics of the standards setting process. Typically, this perspective
might emphasize that standards reconcile the mismatch between the marketplace and
various technologies, but it does not consider the structure of marketplace and the
significant social and political factors that may have shaped or constrained the
technology being standardized. Moreover, with the goal of searching for a solution, the
value conflicts that interfere with the search tend to be overlooked.
This thesis proposes to view standards as interdependent artifacts. With this new
perspective, the technical fundamentals emphasized by the instrumental perspective are
incorporated by considering the technical interdependency among standards. The
utility of standardization, rather than the nature of standardization, is now understood
and measured by not only the standards themselves (e.g. new standards tend to be
developed upon more important or crucial standards) but also the interdependency
among the standards (e.g. standards' positions and roles in the interdependency network
influences their developmental potential).
1.5.1.2 Institutional perspective
From the institutional perspective, the selection, application, and evolution of
technical standards is more overtly influenced by the interactions between technology
and the social, political, or economic institutions (Hawkins 1996).
Economists having institutional perspective are historically most active in studying
standards and standardization. Their enthusiastic participation came from the insight
into some technologies having the property of network externality (Katz and Shapiro
1985). Network externality describes the situation in which a product becomes more
valuable to each consumer the more other consumers use the same or a compatible
product. The facsimile, for instance, is a product with network externality, since the
more people having facsimile machines the more valuable the machine is to everyone.
With the concept of network externality, economists study the companies' decision
to produce and consumers' decision to purchase compatible or complementary products
in different market structures. Also, they are concerned with the social welfare and its
distribution resulting from these decisions.
Some economists view standardization as part of the innovation process. In the
process, standards decisions create increasing returns, path dependencies, and
irreversibility for future technological developments (Arthur 1989; David 1987). Also
focused on the innovation process, Katz and Shapiro (1992) have studied the timing of
product introduction. They have demonstrated that: when one of the two competing
products has been introduced to the market, the firm having the second product is
generally biased against compatibility. Regibeau and Rockett (1996), however, showed
that firms' incentives for compatibility depend on decision timing. A firm which initially
favors compatibility might prefer incompatibility once one of the two competing products
has been introduced.
Game theoretic models have been broadly used to study standardization. These
models may differ in their definition of the underlying structure of the game, but they all
share the same assumption of purely rational actors. Farrell and Saloner (1988), for
instance, compared standardization using market mechanisms and committees in a
game theoretic framework. Farrell et al. (1998) discuss the emergence of standardization
alliances in a game theoretic model.
One of the possible approaches that can be used to study standardization is
agent-based modeling. Axelrod et al. (1995) proposed a theory that predicts how
companies form alliances to develop standards. The methodology they employed was
simulation using an agent-based model. Their basic assumption is that the utility of a
firm for joining a particular standard-setting alliance increases with the size of the
alliance and decreases with the presence of rivals in the alliance.
Among the researches conducted with institutional perspective, a great number of
them have focused on the de facto standards setting process. For example, the
aforementioned researches on increasing returns, path dependencies, and irreversibility
were conducted with the premise of de facto standards setting process. Other
examples are: bandwagons and coordination problems of standardization (Farrell and
Saloner 1985), strategic behavior (Grindley 1995), gateway technologies as alternatives
to standards (David and Bunn 1988), and vertical integration and subcontracting
relationships that influence standardization (Bresnahan and Chopra 1990).
As David and Greenstein explained, this abundance of research studying de facto
standardization comes from the fact that mainstream economists have difficulty in
dealing with the social-political dynamics in most voluntary standards setting process.
In these settings, rational choices become harder to identify and control in formal models
(David and Greenstein 1990). Game theoretical models have been employed to tackle
this difficulty, which apply rationality as an abstract element in discrete decision making
processes (Besen 1990; Farrell and Saloner 1988; Swann 1994). However, similar to
the situation where researchers fail to apply market/competition formalism in dealing with
a cooperative engineering design process, not much success in term of explanation
power has been achieved in the study of standardization by this approach.
One of the major critiques to the research conducted with the institutional
perspective, especially those done by economists, is the assumptions such as "perfect
competition," "perfect arrival rate of orders," "perfect expectation of network size,"
"perfect knowledge of costs and competition," and so on (Cargill 1997). To reflect a
perspective that the standards setting process is a process full of random,
non-quantifiable, and even irrational behaviors, sociologists take on the research with a
different approach.
1.5.1.3 Constructional perspective
In recent years, there has emerged a new group of scholars interested in studying
standardization. Some of them have technical background and some of them not, but
all of them have the inclination to apply sociology and/or political science to the study of
standardization. Instead of using models based on abstract theory, these scholars have
begun to empirically examine the standards setting process (Fomin and Keil 2000).
They try to determine how standardization actually happens, why volunteers participate,
and what makes the process effective or ineffective.
This new perspective has been called the constructional perspective (Fomin and
Keil 2000), since it views standards as socially constructed and standardization as a
social negotiation process. Egyedi (1996) summarized three main approaches of
studying standardization with this perspective: in terms of interests, in terms of
institutional constraints, and in terms of cognitive limitations.
Of the three approaches, political and economic interests are the most commonly
used explanation for the social dynamics of the standard setting process. Abbate
(1999), for instance, studied the Internet standardization in terms of perceived interests
by different social groups. She described how people debated over who should have
the control over network performance, as well as whose network could be connected to
the internet, and she argued that the strength of these vested social interests thus
gradually shaped the later course of Internet standardization (1999).
The second approach emphasizes the influence of institutional rules on the standard
setting processes. With this approach, researchers identify different rules that govern
various voluntary standards organizations, and argue that these rules constrain the
outcome of standardization. Schmidt and Werle (1998), for instance, argued that the
institutional setting, with its rules and procedures, imposes constraints on actors'
behaviors and strategies, thereby favoring the adoption of certain standards to others.
In this thesis, we demonstrate that the institutional setting of the Internet standards,
partially manifested by the coauthor relationship among the standards' authors, does
influence the promotion of certain standards from one status to another.
The third approach emphasizes the role of cognitive limitations in the standards
setting process. This approach was first proposed by Egyedi (1996), who suggested
that it is the training of those standards setting experts that guides their actions. She
argued that since cognitive limitation would largely constrain technical experts from
seeing all sides of a problem, their rooted discipline would mostly dominate their
interpretation of what "the problem" is. This is a familiar problem in engineering design
where different specialists must communicate and consent (Eckert and Stacey 2001).
In this thesis, we examine for the Internet standards whether there is a good match
between the functional components of the standards and the sub-organizations of the
standards developers. We also examine the matter in which the network management
related standards for various aspects of the Internet have to be developed within
different sub-organizations but still form a cohesive functional component among the
Internet standards.
The sociologist studying standards and standardization are often criticized for
downplaying the importance of technology itself, giving the impression that the social
circumstance plays the dominant role in shaping the course of standardization. More
research is needed to establish its validity. First, there were not many empirical studies
of standards setting process. Second, little research has been done on the issue of
how the standards were developed locally but later become globally recognized. Third,
though researchers with this perspective have generally agreed that standards are
"constructed", meaning that standards must be viewed in its context, few of them
empirically demonstrate the interdependency among the standards and its specific
developmental context. To this third point, this thesis examines the interdependency
among the Internet standards and the social network that accompanying the
development of these standards. It explores how the construction of the standards
system can be quantitatively studied.
1.5.2 Social effects of standardization
The literature that studies the social effects of standardization asks the question:
"What are the consequences of standardization?" In general, there have been
relatively few empirical studies of how standards and standardization might benefit (or
harm) the society. Though we know that most companies are likely to choose a specific
path of pursuing standardization based upon the cost and benefit reasoning, no study
has ever reported the alleged cost and benefit for any company. The fact that most of
the literature is at the level of broad theory, speculating upon the possible effects of
standardization, reflects the difficulties facing this line of research. The actual
evaluation of the influence of a single standard is already a complex issue, not to
mention that we first have to differentiate the influence of a single standard from the
influences of a group of related standards.
This section reviews the literature that studies the social effects of standardization.
From the instrumental perspective, the effects of standardization are viewed in terms of
technical and economic benefit. From the institutional perspective, the effects of
standardization are considered in terms of social welfare and its distribution. From the
constructional perspective, the effects of standardization are typically studied at a local
level focusing on the change of social circumstances. We review these perspectives
and link them to the perspective provided in this thesis.
1.5.2.1 Instrumental perspective
The instrumental perspective views the effects of standardization in terms of the
technical and economic benefits. Early economic researchers often adopted this
perspective to study the influences of standards on the industry. Vernon (1966), for
instance, viewed standards as instruments for reducing the variety of industrial
components, simplifying manufacturing processes, increasing technical efficiency,
decreasing waste in machines and labor, and enabling the transportability of products
from one place to another.
Some interesting research by Verman (1973) tried to quantify the technical benefits
of standardization. He investigated shipbuilding in various yards and compared the
level of component standardization with the time to build the ship. He found that
standardization improves productivity but that after a certain level, standardization can
also suffer diminishing marginal return.
1.5.2.2 Institutional perspective
In the research conducted with an institutional perspective, technology and
socioeconomic structures are considered simultaneously. From this perspective,
standards are mostly promoted on the ground of increasing social welfare. In most of
the cases, however, the economic benefits can only be asserted theoretically rather than
empirically.
Usually, the least controversial measure of the economic benefit is in terms of
monetary value. Unfortunately, information of private industrial sectors concerning their
benefits or losses due to standards activities is typically hard to obtain. In most of the
cases, even if firms were willing to provide this sensitive information, contributions from
standards activities are usually tangled with other sources. The German Institute of
Standardization (DIN), however, provided one of the few studies that estimated the
benefits of standardization. With large number of questionnaires, census data, and
macroeconomic analysis, DIN estimated that the economic benefits of new standards
generated annually to be about 1% of the German gross national product (DIN 2000).
Other less quantitative approaches were also attempted to generalize the economic
benefits of standardization. Lehr (1992), for instance, analyzed the key features that
distinguish the voluntary consensus process from other standards setting processes.
However, with no empirical observation, he could only conclude that the features leading
to a slower process may be "interpreted" as an efficient institutional response. This is
the typical difficulty faced by these economists. Though much effort has been put into
producing economic models that can be used to predict the benefits of standardization,
to what extent standardization can be beneficial is still a matter of interpretation.
With the institutional perspective, some economists tried to evaluate the relationship
between the benefit of standardization and its timing. Early standardization of products
may encourage innovation in complementary technologies, and it may promote
subsequent incremental innovation. However, early standardization with premature
technology may close off further exploration of technology, discouraging further
investment in non-incremental innovations (David and Greenstein 1990). Because of
the lack of empirical study, not much significant progress other than theory building has
been achieved so far.
1.5.2.3 Constructional perspective
Instead of evaluating the benefits of standardization in terms of technical or
economic efficiency or social welfare, scholars with constructional perspective are more
interested in understanding the change of social circumstances involved in obtaining a
standard's local universality (Timmermans and Berg 1997). Since it is only recently that
scholars have started to investigate standardization with the constructional perspective,
not much research has been conducted to understand the social effects of
standardization. However, we can expect that more and more results will come from
this line of research.
1.6 Research focus
In this section, we note the appropriate focus of standards and standardization, in
our opinion, for this thesis in the field of engineering systems research. This is based
upon the simple framework for standards introduced in section 1.4.3.
In Table 1. 2 of section 1.4.3, the operation standards developed by voluntary
consensus process may be of greater interest for research in the field of engineering
systems. There are four reasons for this interest. First, these standards systems
underlie most of the modern infrastructure systems (and were involved in older large
scale systems as well). Second, the voluntary consensus process, compared with the
other two processes, involves more participants with different backgrounds and
intentions interacting with each other and trying to reach a consensus on standards. It
has an unavoidably high degree of social complexity. Third, the operation standards,
specifying input/output and the interface, have to incorporate a broad range of
heterogeneous products or systems and to make the transaction or interaction between
these products or systems possible. Thus, this kind of standard involves a substantial
degree of technical complexity, and these standards have the potential to facilitate the
development of large scale engineering systems. Fourth, most previous research by
economists has focused on ad-hoc market processes and political scientists have
focused upon the regulatory process whereas technical studies have focused upon the
efficacy of specific standalone standards. Thus, we believe that the key system-level
area that is most important for engineering systems research has been neglected.
Some knowledge gaps can be identified from the previous review of approaches to
studying standards and standardization. First, while most of the researchers have
focused on the standards developed by the de facto process, not much research has
been conducted on the operation standards developed by the voluntary consensus
process. Second, there is no research on the topology of interrelationship or the
architecture of a closely related set of standards. For example, researchers may focus
on the standardization of TCP/IP, but they usually do not consider the interrelationship
between the standardization of TCP/IP, SMTP (email), HTTP (World Wide Web), FTP
(file transfer), TELNET (remote login), and other Internet standards. Third, there is a
lack of research on how standards build and develop on each other to serve a certain
technology or an engineering system. Fourth, there is no research that has considered
the interaction between the interrelationship of standards and the development or
architecture of the engineering system that the standards relate to.
Figure 1. 1 is a simplified knowledge map that identifies the research focus of this
thesis indicating its potential to contribute to the existing literature. As previously
mentioned and now demonstrated in this figure, the operation standards developed by
voluntary consensus process have greater interest for the field of engineering system.
Moreover, instead of studying a single such standard through the instrumental,
institutional, or constructional perspective to understand its development or the social
effects of its standardization, this thesis views these standards as coherent
interdependent artifacts and explores the possibility of using a systems approach to
understand their structure and evolution.
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Figure 1. 1 A simplified knowledge map that identifies the research focus of this thesis.
1.7 Research method
With the notion that standards are interdependent artifacts with technical and social
complexity, this thesis uses the knowledge in the field of network analysis to help us gain
insight into the structure and evolution of the standards. This has been a very rapidly
developing field over the past 10 years, and extensive reviews are available by Newman
(Newman 2003), Boccaletti et al. (Boccaletti et al. 2006), etc. Books by Watts (Watts
2003) and Barabasi (Albert and Barabasi 2002) are recommended for the interested
readers. In this section, we simply introduce some of the concepts we will use in the
thesis as introduction to Chapter 3 and Chapter 4.
1.7.1 Fundamentals
Graph theory studies graphs and is the foundation of network analysis. Generally,
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a "graph" is a collection of vertices and a collection of edges that connect the vertices.
Many types of graphs are defined mathematically to describe the relations between a
certain set of objects (Wilson 1985). For example, a graph can be directed, meaning
that there is a real distinction between every pair of vertices associated with an edge.
The citation network between the standards is a directed network, where the citation
relationships among the standards are the directed edges that link the citing and cited
standards.
Network analysis is the analysis of networks through graph theory. Usually, the
graphs of concern are complex networks, examples of which include the air
transportation network, the Internet, electric power networks, gene regulatory networks,
metabolic networks, social networks, epistemological networks, etc. The analysis
includes descriptions of structure achieved by decomposition, small-world characteristics,
power-law or other degree distributions, authority and hub of the nodes, role and position
of the nodes, etc.
In the field of network analysis, social network analysis maps relationships between
individuals in social networks. Social network analysis has emerged as a key technique
in modern sociology, anthropology, social psychology, and even information science.
Several analytic tendencies distinguish social network analysis. For example, rather
than treating individuals as discrete units of analysis, it focuses on how the structure of
ties affects individuals and their relationships. By contrast with analyses that assume
that socialization into norms determines behavior, network analysis attempts to
determine the extent to which the structure and composition of ties affect norms.
The power of social network analysis stems from its difference from traditional social
scientific studies, which assume that it is only the attributes of individual actors that
matter. Social network analysis produces an alternate view, where the attributes of
individuals are less important than their relationships and ties with other actors within the
network. This approach has turned out to be useful for explaining many real-world
phenomena.
In the recent years, network research continues to grow significantly. More and
more researchers now use networks of nodes and edges to describe the interactions
between different agents of their systems (Albert and Barabasi 2002; Dorogovt and
Mendes 2003; Guimera and Amaral 2005; Hsieh and Magee 2006)
Because most of these networks have very complicated linkage patterns, methods
that are capable of classifying vertices of a network into meaningful subgroups were
developed. In the network analysis literature, two lines of research have been pursued
to develop methods of decomposing networks into meaningful subgroups. These are
the research that seeks to identify the cohesive subgroups (Frank 1995; Wasserman and
Faust 1994) and the research that tries to find equivalent classes (Wasserman and Faust
1994) in a network.
1.7.2 Community structure in networks
One research issue that has attracted a great amount of attention recently is the
detection and characterization of community structure in networks (Danon et al. 2005;
Guimera and Amaral 2005; Newman 2006). A "community" is a subset of nodes that is
densely connected to each other but does not have many links to other nodes in the
network. Figure 1. 2 shows a simplified network containing communities in it.
I
Figure 1. 2 A simplified network with three communities denoted by the dashed circles. The three
communities have dense internal links but are only loosely connected with nodes in other
communities.
The research that seeks to identify the cohesive subgroups within networks (Frank
1995; Wasserman and Faust 1994) generates decompositions that mostly preserve the
II
#
.10loe
,, o,
cohesive structure of the network. The ability of finding community structure in
networks has significant practical importance. With a network appropriately decomposed,
we are able to better understand the architecture of the network by uncovering the
groups of nodes that are most closely related to one another. Such decomposition may
also help to identify the principle functions of the subgroups (by the interactions between
different subgroups) and the possible function of the subgroup members (by association
with subgroup members whose function is well known) (Zhou 2003).
Many methods have been proposed to detect community structure of networks
(Duch and Arenas 2005; Girvan and Newman 2002; Wasserman and Faust 1994). One
of the most used methods was proposed by Newman and Girvan (2004). Their
algorithm involves iterative removal of edges with the largest "betweenness" from the
network to split it into subgroups. The resulting decomposition therefore has higher
intra-group link density and preserves most of the local structure of the network.
1.7.3 Roles and positions
A considerable amount of effort has been devoted by the social scientists to
formalize different notions of position and role that describe the network structure
properties (Goodenough 1969; Homans 1961; Mayhew 1980; Merton 1957; Nadel 1957).
The position refers to the collections of individuals who are similar in their ties with others,
while role refers to the patterns of relations between individuals or between positions.
In this line of research, researchers are not concerned with classes in networks
constructed by grouping individuals with similar attributes. Instead, they seek to identify
classes in terms of the similarities of the relational patterns among individuals. In
others words, the definition of the position or role depends upon its regularities in the
patterns of relations to other positions or roles.
Since position is based on the similarity of ties among subsets of actors, social
network researchers use the mathematical notion of "equivalence class" to formalize the
notion of similarity. If two nodes fall in the same equivalence class, they are defined as
similar. Figure 1. 3 shows the same simplified network as that of Figure 1. 2, but the
network is now partitioned into three equivalence classes. The nodes in the same
equivalence classes have similar linkage patterns compared to the nodes in other
classes. As shown in the figure, for example, the nodes in the top-layer class all point
to at least one node in the middle-layer class; the nodes in the middle-layer classes all
point to at least one node in the bottom-layer class; the nodes in the top-layer class
never point to the nodes in the bottom-layer class.
Figure 1. 3 The same simplified network as that of Figure 1. 2 with three equivalence classes
denoted by the dashed circles.
Finding the equivalence classes in a network is thus a potential way to identify other
architectural aspects of a network. Instead of identifying groups of nodes that are most
closely interacting, this approach can identify groups of nodes that interact with other
nodes in the network in a very similar way.
In this thesis, a new method for decomposition of networks into structural
equivalence classes has been developed. A paper (under review with Social Networks)
is given in the Appendix. An extension of the method in this paper is applied in Chapter
3 which decomposes the Internet standards into regular equivalence classes.
1.7.4 Nodal (and network) properties
Two types of nodal properties are often considered for a network. The first are the
structural properties which relate to how the nodes are connected or embedded in a
network. To measure this type of nodal property, we have to use the information about
the linkage relationships among the nodes. The second is the attributes of the nodes
which cannot be obtained from measuring the structural properties of the network but
can only be obtained by utilizing the information about the nodes.
The Hypertext Induced Topic Selection (HITS) proposed by Kleinberg (Kleinberg
1999) is a link-based algorithm that measures the structural property of nodes in a
network. It uses two values which are called the prestige and the acquaintance in this
thesis to identify the authority and hub of a directed network. Kleinberg refers to a node
that is pointed to by nodes with high acquaintance as an authority, while a node pointing
to nodes with high prestige is referred to as a hub. In this thesis, we use Kleinberg's
algorithm to analyze the citation network of the Internet standards. The prestige
represents the weighted proportion of links pointing to a node, and the acquaintance
represents the weighted proportion of links pointing from a node.
In Kleinberg's algorithm, a node's prestige depends simultaneously on the
acquaintance of nodes pointing to it, while a node's acquaintance depends
simultaneously on the prestige of nodes it points to. A simple way of presenting the
solution to this iterative referencing situation is to define x; as the prestige and y, as the
acquaintance of node i. With a citation network having n standards, by defining the
adjacency matrix, A, to be the n by n matrix whose (i, j) entry equals to 1 if standard i has
standard j as its reference, we have the iterative relationship between a node's prestige
and its acquaintance as:
Ax = Ay, A Ty = px (1),
where A and p are the scaling factors. In the situation where there is no multiplicity of
the principal eigenvalue, Kleinberg (1999) proposed to use the principal eigenvector of
ATA and AAT as the prestige and acquaintance for the nodes respectively.
1.8 Chapter Summary
In this chapter, we set up a framework that categorizes the standards by their
purposes and by their processes of standardization. We surveyed the literature on the
development of standards and the social effects of standardization and showed that
scholars in this field of research can be divided into camps of three different perspectives:
the instrumental perspective, the institutional perspective, and the constructional
perspective. For the field of engineering systems research, we have identified the
operation standards developed by the voluntary consensus process as the most
appropriate focus. Accordingly, we choose to pay special attention to the Internet
standards developed by the Internet Engineering Task Force (IETF). Rather than taking
one of the three perspectives, we proposed to take a systems approach to study these
standards as interdependent socio-technical artifacts. Some research methods in the
field of network analysis used in this thesis have been reviewed.
To prepare the readers for the major case used to demonstrate our approach for
studying standards, we introduce some necessary background information and
knowledge about the Internet standards in the next chapter.
Chapter 2: The Case of the Internet
2.1 A brief history of the Internet
The story of the Internet began with the Soviet Union launching Sputnik in 1957. In
response, the Advanced Research Project Agency (ARPA) was established in 1958 "to
assure that the U.S. maintains a lead in applying state-of-the-art technology for military
capabilities and to prevent technological surprise from her adversaries (DARPA 2003)."
In the 1960s and 1970s, most of the major technological advances in communication
networks were initiated at ARPA. However, in retrospective, the Internet related work
began with the arrival of J .C. R. Licklider in 1962.
It is believed that the first conception of what would eventually become the Internet
was conceived by Licklider in 1962 (Barry M. Leiner et al. 2003). In a series of memos
discussing the concept of "Galactic Network" (Licklider and Clark 1962), he envisioned
the network of computers connected to one another and the resources and information
could be accessed from any site. At the time, computers were bulky machines and
could only process prearranged batch programs without possible human interaction.
What he envisioned closely resembles what we have today but bore no resemblance to
the computer environment of the 1950s and early 1960s.
Licklider started his tenure as the head of ARPA's Information Processing
Techniques Office (IPTO) with the belief that the possibility of swift and effective sharing
of resources can greatly increase the usefulness of any new tools or programming
language. The step that he took to facilitate the resource sharing was to fund
fundamental research that focused on time-sharing and remote access to distant
computers. Breakthroughs in both time-sharing and remote access contributed to only
a primitive version of the hub-and-terminal network. However, the interest of sharing
resources, ranging from data to software, hardware, and to system, later evolve into the
creation of the first computer network (Norberg et al. 1996).
In a series of memos written during his two years at the IPTO, Licklider described
his idea of the standardization of computer system and the interconnection of computers
across an integrated network (Licklider 1963). When Robert Taylor took over as
Director of the IPTO in 1966, though ARPA was no closer to establishing any such
computer network, his efforts would lead to the realization of Licklider's idea.
At the time, Taylor confronted the following two situations. First, he had three
separate computer terminals, each connected to a different computer using a different
set of commands, and no single terminal existed that could be connected to and
communicate with all of his computers. Taylor called it the "terminal problem" (Hafner
and Lyon 1996). Second, there was a growing request from IPTO's contractors, mostly
the research universities, for the latest computer technology. Unfortunately, the
computers were not cheap and there was an obvious duplication of the computer
resources across the research community.
Taylor proposed to solve the two problems together by building a communication
network across the country connecting all of the computers. In this case, computer
resources devoted for supporting a specific type of research could be concentrated in
one or two places, and researchers doing similar work in different sites could share the
resources more easily. At the end of 1966, Taylor brought Lawrence Roberts to ARPA
from MIT's Lincoln Labs to head the project of creating the network. Roberts initiated
the plan for ARPANET and carried it on for the next six years.
To create the network, two obstacles had to be solved. The first was to make it
possible that two dissimilar computers could communicate with each other. More
specifically, one computer had to understand the information generated by the other.
The second was to efficiently and reliably transfer data from one computer to another.
Roberts was the first to try to tackle the problems. He proposed to attach a modem
to each computer and use the existing telephone network to establish a link and transfer
data. This was not a successful solution because the long distance call was expensive
and the approach failed to address the issues of how computers can understand each
other. Wesley Clark proposed another solution that used small and dedicated
computers to handle the traffic of data on the network, and each of the networked host
computers would only need to learn a single language in order to join the network.
These routing computers were later called Interface Message Processors (IMPs).
With the concept of IMPs, to transmit data across the network without using the
telephone network, a different type of communication infrastructure had to be built. The
concept of packet switching was introduced in this stage. With the IMPs and a packet
switching network, the door to the first computer network had been opened (Okin 2005).
Host computers would only appear to communicate with each other. In reality, data
from the host would be turned into packets at an IMP minicomputer, sent across the
packet-switched IMP subnet, and finally reassembled at another IMP before being
transferred to the destination host computer.
The first link of ARPANET was established between the University of California, Los
Angeles and the Stanford Research Institute in November, 1969. By December, 1969,
a four-node computer network was created by adding the University of Utah and the
University of California, Santa Barbara. By 1973, 23 computers were connected
worldwide. At that point, Roberts turned the development over to Robert Kahn and
Vinton Cerf and left ARPA to form the first commercial packet network.
Soon after the successful implementation of packet switching methods in alternative
media including mobile radio, satellite, and cable, the question of interconnecting
ARPANET with other types of packet networks was raised (Cerf 1990). A possible
solution to this problem was proposed by Cerf and Kahn (Cerf and Kahn 1974) in the
form of an internetworking protocol and a set of gateways to connect the different
networks. With the supports from DARPA (which was renamed with D for Defense from
ARPA in 1972), this solution was further developed into a series of computer
communications protocols based on the original Transmission Control Protocol (TCP)
and its lower level counterpart, Internet Protocol (IP). The collection of these protocols,
along with others developed during the course of the research, are now referred to as the
TCP/IP protocol suite (Clark 1995).
After 20 years of operation, the ARPANET was shut down in 1989. The last IMP
was retired accordingly, but the routing protocols used by the IMPs were adopted as part
of today's protocols used by modern routers.
The term "Internet" first appeared in the document, "Specification of Internet
Transmission Control Program", by Vinton Cerf et al. in December, 1974 (Oxford
University Press. 2002). It came into more general use around the time when
ARPANET was interlinked with NSFNet, with "an internet" meaning any network using
TCP/IP protocol suite. Today, we use "the Internet" to mean the global network using
the TCP/IP protocol suite (Tanenbaum 2003).
2.2 The evolution of the Internet technical community
In the early stage of the Internet research program, only a few researchers worked
to develop and test versions of the Internet protocols. In 1979, as more and more
researchers participated in the activity, the Internet Configuration Control Board (ICCB)
was established by Vinton Cerf to guide the technical evolution of the protocol suite.
David Clark of the Laboratory of Computer Science at MIT was its first chairman.
In 1983, after TCP/IP protocol suite was declared the standard of the ARPANET, the
ICCB had to be reformed because of the growing number of people who intended to
participate. Later in the year, Barry Leiner worked with David Clark to transform the
ICCB into a series of task forces focusing on different technical aspects of the Internet.
The reorganization became the Internet Advisory Board (IAB) in September, 1984, and
then the Internet Activities Board (IAB) in May, 1986. Though the name was changed,
the acronym was kept the same. (See Figure 2. 1).
Figure 2. 1 The Internet technical community (1986).
The initial IAB members were Dave Clark as the Chair and Internet Architect,
Jonathan Postel as the RFC Editor and Protocol Czar, and the chairs of the research
task forces. The ten research task forces of the IAB in 1984 were:
Gateway Algorithm Task Force,
New End-to-End Services Task Force,
Applications Arch. and Requirements Task Force,
Privacy Task Force,
Security Task Force,
Interoperability Task Force,
Robustness and Survivability Task Force,
Autonomous Systems Task Force,
Tactical Internetting Task Force,
Testing and Evaluation Task Force.
As the Internet grew into a larger and larger system, the task forces evolved or died,
and new ones arose. Among all of the changes, the Gateway Algorithm Task Force
was replaced by the Gateways and Data Structures Task Force (GADS), and then
replaced by the Internet Architecture Task Force (INARC) and Internet Engineering Task
Force (IETF). The first IETF meeting was in January 16, 1986. It started out as the
fourth GADS meeting but ended up with the demise of GADS and the formation of the
INARC and IETF. The INARC would concentrate on long term research issues, and the
IETF would concentrate on short term operational problems (Gross 1986).
With the exponential growth of the Internet usage, the IAB and its task forces tried to
guide the technical evolution of the TCP/IP protocol suite. However, in 1989, it was
clear that the IETF disproportionably outgrew the rest of the organization. As a result,
the IAB underwent another re-organization. From 1989 to 1992, IAB was in charge of
the Internet Engineering Steering Group (IESG) and the Internet Research Steering
Group (IRSG). The IETF now came under the supervision of the IESG, with its Working
Groups (WGs) divided into eight technical Areas. The rest of the task forces as a whole
became the Internet Research Task Force (IRTF), with each task force being a different
Research Group (RG). (See Figure 2. 2).
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Figure 2. 2 The Internet technical community (1989 - 1992).
Anticipating the growing potential for commercialization of the Internet, there was an
emerging need for some institutional grounding for the IETF. In January 1992, the
Internet Society (ISOC) was formed as a U.S. District of Columbia non-profit corporation.
This international professional society was intended to provide a corporate structure to
support the Internet standards process. In the same year, the IAB was re-organized
again and renamed the Internet Architecture Board (IAB) operating under the auspices of
the ISOC. The newly reformed IAB had a more equal relationship with the IESG.
Internet Engineering
Task Force (IETF)
Area Area ... Area
WG IWG WG
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Thereafter, the IESG sets and manages IETF process and is the final authority for all
standards decisions. The current organizational rules were since then established, with
the ISOC in charge of the IESG and IAB. Since then, the selected IESG members have
to be ratified by the IAB, and the selected IAB members have to be ratified by the ISOC.
Currently, the IAB is in charge of the Internet Research Task Force (IRTF), and the IESG
is in charge of the IETF, which in turn manages many Working Groups. (See Figure 2. 3).
Figure 2. 3 The Internet technical community (2007).
Figure 2. 4 is the summary of the growth of the Internet hosts and the five major
reorganizations of the Internet technical community. As shown in the figure, from the
establishment to the latest organizational change of the Internet technical community (i.e.
1979 - 1992), the number of Internet hosts increased about 3,400 times from 213 to
727,000. Afterward, the total number of Internet hosts increased another 600 times to
about 430 million. As can be observed from the figure, the increase rate of the number
of Internet hosts is relatively stable after the last major reorganization (i.e. the
establishment of Internet Society in 1992).
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Figure 2. 4 The host number growth of the Internet and the major organizational reform of the
Internet technical community.
2.3 Internet Engineering Task Force (IETF)
2.3.1 Overview of the IETF
In an important manner, the IETF is a community rather than an organization. It
does not exist in a legal sense, is not an "official" standards setting organization, and has
no charter from any government or treaty organization. Although the IETF sets
technical standards for the Internet, because it has no formal membership or
governmental support, its standards do not have legal or mandatory power. There is no
formal recognition of the IETF standards by any government or any formal standards
organization. Its standards gain support simply because people use them to achieve
the interoperability of computer networking.
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The working scope of the IETF is generally the operational problems of the Internet
technology. Although its mission statement has evolved from focusing only on the DoD
(United States Department of Defense) Internet to the Internet in a broader context, what
almost never changed was its dedication "to produce high quality, relevant technical and
engineering documents that influence the way people design, use, and manage the
Internet ... to make the Internet work better (Alvestrand 2004)." From its inception, the
products of IETF were expected to be in the form of technical memoranda and other
documents useful to the operational agencies and their contractors (Gross 1986).
Through the years, the agencies and contractors who participated in the development of
the early DoD Internet became in a broader sense the users of the Internet. What
never changed was also the expectation that much of the developmental agenda would
be created by these users.
The operation of the IETF has the following five principles: (1) Open process: any
interested person can participate in the IETF and all of the information is publicly
available on the Internet, (2) Technical competence: the IETF only deals with the Internet
issues that it can produce works with engineering quality, (3) Volunteer core: people
voluntarily participated in IETF because they want to make the Internet work better, (4)
Rough consensus and running code: standards decisions are based on combined
engineering judgment (i.e. no voting) and real-world implementation of the specifications,
(5) Protocol ownership: the IETF is responsible for the quality of its protocols but never
attempts to exert control over others' protocols.
2.3.2 Working Groups and Areas
Currently, most of the major standards development works happens in the Working
Groups (WGs). A typical WG is a group of people who are interested in a specific
computer networking issue and work cooperatively to produce meaningful specifications
that have the potential to make the Internet work better. The activities of the WGs
mainly happen by electronic mail. Face-to-face meetings, which happen three times a
year, focus on quickly exchanging ideas about key issues. However, all of the decisions
have to be verified on the mailing list with consensus.
Each WG typically has an appointed chair. The efforts of the WGs are guided by
their charters, which are negotiated at the inception of the WGs. There are milestones
to be achieved in the charters, and the WGs are closed when their work is done. The
charter is approved by the area director and the IESG with IAB advice.
In order for the IETF to provide better technical and managerial support, the WGs
are agglomerated into Areas. In May, 2007, the IETF has 121 active Working Groups
arranged in eight areas:
Application Area,
General Area,
Internet Area,
Operations and Management Area,
Real-time Application and Infrastructure Area,
Routing Area,
Security Area,
Transport Area.
Each area has two area directors except the General Area, whose director is also
the IETF chair. The IESG is composed of these area directors and the IETF chair.
The area directors are responsible for setting direction for and managing the area.
They supervise the creation of WGs. The WG charters approved by them will then go
to the IESG for final approval. The area directors also have to review WG documents
before the IESG review.
2.3.3 Formation of a Working Group
Generally speaking, a WG may start with a Bird of a Feather (BOF) session or the
decision of an area director. A typical BOF session is formed by a group of people
interested in a specific topic. To form such a session, the initiators have to convince an
area director that the topic is worth exploring. Description and agenda, sometimes
even a draft charter, has to be prepared before a BOF session can be scheduled.
With a successful BOF session, the initiators set up descriptions, goals, and
milestones of the proposed WG and then seek the approval of the area director. The
WG proposal approved by the area director has to be sent to the IESG for further review.
The IESG makes the final decision with the advice from the IAB. If all goes well, the
WG is then created and announced in the IETF community.
It is worth noticing that for each WG there is no defined membership but only
participants (mostly through the mailing list). Since there is no formal membership,
there can be no formal voting. However, an agreement does not require unanimity. All
of the disputes that happen within the WG are resolved by discussion. The only two
ways to communicate is through mailing list or face-to-face meetings. However, all of
the final decisions must be verified on mailing list taking into account face-to-face
discussions. It is important to recognize that technically competent opposition will
clearly slow the voluntary implementation so is not likely to be ignored.
The IETF evolves constantly. New WGs are created and old ones are concluded.
In May, 2007, there are 121 active WGs. A total of 285 WGs have been concluded
since the first WG was formed in February, 1987.
2.4. The Request for Comments (RFC) document series
Published by the IETF, the Request for Comments (RFC) documents are a series of
technical memoranda that suggest solutions and related specifications for different
topics of the Internet technology. In May, 2007, close to 5,000 RFCs have been
published. However, there are many types of RFCs, including meeting minutes,
technical specifications, policies, experiments, administration process description, etc,
and not all RFCs are standards.
Many sub-series of the RFCs have been defined in the IETF, including Best Current
Practices (BCP), Experimental, Information, Proposed Standards, Draft Standards, and
the Internet Standards (STD). The tandards-track RFCs refer to the RFCs in the
sub-series of Proposed Standards, Draft Standards, and STD. These standards-track
RFCs typically specify how one computer could open a conversation with another
computer across the network, exchange information with that computer, control and
perform any number of highly specific operations, and finally close the conversation. Of
the 5,000 RFCs published by May, 2007, about 2,000 are in the standards-track.
When the RFC Editor issues a RFC, the RFC is assigned a unique serial number.
Once published, the serial number is never changed. If the document requires
amendments, a new RFC with a new number is published. Thus, some RFCs make
others "obsolete", or some RFCs "update" others. Because no RFCs are eliminated,
the RFC series fully preserves the history of the evolution of the Internet standards.
The first RFC, "Host Software", was published on April 7, 1969 by Steve Crocker of
the University of California, Los Angeles. The RFC as a document series was first
defined in RFC 3, "Documentation Conventions", in which Steve Crocker invited anyone
who is interested in "the HOST software, the strategies for using the network, and initial
experiments with the network " to participate in contributing to the document series. He
specifically stated in the document that the "membership is not closed ".
Although the RFC documents series started far earlier than the inception of the IETF,
in this research, we focus on the period, from 1989 to 2004, in which the RFCs titled
"Official Internet Standards" have been regularly published. For this period, the
evolution of the official Internet standards repository can be traced. The latest such
announcement is RFC 3700, and it was published in July, 2004. Afterward, updates of
the official standards have been announced online, which unfortunately does not leave
us document of records for the change of the Internet standards.
2.5 The Internet standards process
The process used by the IETF for the standardization of protocols is currently
described in RFC2026 "The Internet Standards Process -- Revision 3" (Bradner 1996).
It defines the stages of the standards setting process, the requirements for moving a
document between stages, and the types of documents used in different stages. This
section briefly introduces this standards process used by the IETF.
Most of the standards development work is done in a Working Group (WG) (section
2.3.2). The proposals of a WG are published as Internet Drafts (I-Ds) and are reviewed
by the area directors. In case that the proposal raises technical concerns, the area
directors may send the proposal back to the WG. After the review of the area directors,
the proposal is sent to the Internet Engineering Steering Group (IESG) for further review.
After the review by IESG, the I-D may be announced to the IETF community for the "Last
Call". With no objection or only minor comments and suggestions, the document is
then sent to the RFC Editor for publication as a RFC.
For non-IETF submission, individuals submit their I-Ds to the RFC Editor; the RFC
Editor then asks comments from the IESG. The I-Ds would be sent back to the
individuals if there are substantial concerns about the contents or editorial details. With
no objection from the IESG and the "Last Call" from the IETF community, the I-D is then
published by the RFC Editor as a RFC.
In the IETF practice, the official standards were categorized into three status levels -
the Proposed Standard, the Draft Standard, and the Internet Standard. The entry level
standard is the Proposed Standard. It is the specification that has received significant
community review and is considered potentially valuable by the community. However,
"since the content of Proposed Standards may be changed if problems are found or
better solutions are identified, deploying implementations of such standards into a
disruption-sensitive environment is not recommended (Bradner 1996)."
As introduced in section 2.2, the IESG sets and manages the IETF process and is
the final authority for all standards decisions. With the approval of the IESG, a
Proposed Standard may be elevated to the level of Draft Standard if "at least two
independent and interoperable implementations from different code bases have been
developed, and for which sufficient successful operational experience has been obtained
(Bradner 1996)." Because revisions for a Draft Standard are likely to happen only to
solve specific problems, "it is reasonable for vendors to deploy implementations of Draft
Standards into a disruption sensitive environment (Bradner 1996)."
Finally, an Internet Standard is a specification that has received a significant number
of implementations and successful operational experiences. Therefore, in addition to
its high degree of technical maturity, it is generally believed that "the specified protocol or
service provides significant benefit to the Internet community (Bradner 1996)." The
IESG rarely promotes a Draft Standard to the status of the Internet Standard. In May,
2007, among the about 2,000 standards-track RFCs, there were only 76 Internet
Standards, and the most recent announcement of an Internet Standard was in May 12,
2006 for RFC4506 "XDR: External Data Representation Standard". Figure 2. 5 shows
the number of standards-track RFCs of various status at different times superimposed by
the growth of the Internet hosts. As shown in the figure, the growth of the Internet
standards leads but nonetheless correlates fairly closely with the growth of the Internet
hosts, implying that the development of the Internet standards has the effect of
facilitating the growth of the Internet usage.
It should be noted that the standards process adopted by the IETF involves the
decisions of the IESG for moving an I-D into the standards-track or a standards-track
RFC from one status to another. Although there are objective criteria as described
officially in The Internet Standards Process (i.e. RFC2026) to guide the IESG in making
sound decision, there is no algorithmic guarantee of progress for any RFC. As noted in
RFC2026, "[t]he experienced collective judgment of the IESG concerning the technical
quality of a specification proposed for elevation to or advancement in the standards track
is an essential component of the decision-making process (Bradner 1996)."
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Figure 2. 5 The host number growth of the Internet and the growth of standards-track RFCs.
For a standards-track RFC, if it has been superseded by a new version of the
specification or a new standard-track specification for the same function is technically
superior, it could be assigned the status of "Historic" (though "Historical" is a better
usage, the use of "Historic" is historical.) A RFC in the Historic sub-series is not
recommended in any case to be implemented for the Internet.
It should be noted that, for an I-D to become a standards-track RFCs, the I-D has to
clear its reference, meaning that all of the references cited by the I-D have to be in the
status higher than itself. Therefore, for an I-D to enter the status of Proposed Standards,
all of its normative references have to be at least in the status of Proposed Standards; for
a Proposed Standard to enter the status of Draft Standards, all of its normative
references have to be at least in the status of Draft Standards. This constraint
introduces order to the development of the Internet standards and thus brings
meaningful patterns to the citation network.
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2.6 The complexity of the Internet standards process
Conceptually, the current Internet standards process is simple and straightforward:
an Internet related specification developed in a Working Group (WG) goes through a
series of revisions based upon the review of the Internet community and is finally
adopted as a standard with the ratification from the Internet Engineering Steering Group
(IESG). However, the reality of this standards process is more complicated, due to the
need to (1) reach consensus within the WG, (2) obtain widespread agreement in the
community, and (3) preserve the interest of all of the affected parties. With the fact that
the constituents of the Internet standards process and the process itself have undergone
numerous changes throughout the years, it is even more complicated when trying to
understand the outputs (i.e. the standards and the interdependency among them) of this
evolving standards process.
The current process of setting the Internet standards is the result of many years of
evolution. When the first official list of the Internet standards (i.e. RFC840 "Official
Protocol") was published in April, 1983, there was no official process of setting standards.
The list was only an effort of the then RFC Editor, Jon Postel, to put together a collection
of protocols from the Internet Protocol Transition Workbook (published in Mar., 1982), the
Internet Protocol Implementers Guide (published in Aug., 1982), and ARPANET Protocol
Handbook (published in Jan., 1978). From April, 1983 to May, 1987, eight such official
lists were published (i.e. RFC840, RFC880, RFC901, RFC924, RFC943, RFC961,
RFC991, and RFC1011) with no sign of any standards process existing.
The first official document to include a brief description of a primitive version of the
Internet standards process is RFC1083 "IAB Official Protocol Standards" (December,
1988). The document uses only six pages to present the standards process, and the
rest of the pages are for a list of the official protocol standards. Afterward, the evolution
of the Internet standards process can be observed in the subsequent six similar RFCs
(i.e. RFC1100, RFC1130, RFC1140, RFC1200, RFC1250, and RFC1280) published
from December, 1988 to March, 1992. The pages dedicated to describe the Internet
standards process increased from six in December, 1988 to 13 in March, 1992.
Finally, the first official document dedicated to the Internet standards process is
RFC1310 "The Internet Standards Process" (March, 1992). This document has 23
pages; compared with the early versions of the standards process, it significantly
advanced the design of the standards process. The standards process described by
the RFC1310 later went through two major revisions, one by RFC1602 "The Internet
Standards Process -- Revision 2" (March, 1994) with 37 pages, and the other by
RFC2026 "The Internet Standards Process -- Revision 3" (October, 1996) with 36 pages.
With the understanding that the Internet standards process has gone through
significant changes throughout the years, we now examine the evolution of the WGs and
the IESG involved in this process.
The first IETF WG was formed in February, 1987. The formation of WGs within the
IETF was a natural response to the management of the ever growing number of
participants for the development of the Internet. The responsibility of the WG in relation
to the Internet standard process was first described in the previously mentioned
RFC1083 (December, 1988). At the time, it was the Internet Activities Board (IAB) that
had the authority to assign a specification with a status (i.e. the Proposed, Draft, or
Internet Standards).
The first official document that codified the relationship between the WGs and the
IESG was RFC1130 "IAB Official Protocol Standards" (October, 1989). The document
specified that all proposed specifications had to be reviewed by the IESG. As
introduced in section 2.3.2, the IESG is composed of the area directors and the IETF
chair. Base upon the evaluation and recommendation of both the WGs and the IESG,
the IAB had the authority to assign a status to the specification.
The relationship between the WGs and the IESG kept changing. As described in
RFC1140 "IAB Official Protocol Standards" (May, 1990), the IESG became the sole party
to make recommendations to the IAB for the advancement of a specification, and the IAB
took the responsibility of ratifying. The relationships between the WGs, IESG, and IAB
remained the same in the following years as described in the two similar documents of
lAB Official Protocol Standards (i.e. RFC1200, and RFC1280) and in the first RFC that
codified the Internet standards process (i.e. RFC1310 as mentioned previously in this
section). However, in the first revision of the Internet standards process (i.e. RFC1602
published in March, 1994), the IESG took the full responsibility of moving a specification
into the standards-track or elevating a standard from one status to another. It is worth
noticing that, these aforementioned changes of relationship reasonably reflected the
organizational change of the Internet community (as described in detail in section 2.2).
Finally, since the approval of IESG and IAB had the crucial importance for a
specification's moving into or along the standards-track, lastly we examine the
significance of the people that populated the IESG and IAB.
As mentioned in section 2.2, the forerunner of the IAB was the Internet
Configuration Control Board (ICCB). It was established by Vinton Cerf and chaired by
David Clark in 1979 to expand the involvement of the research community in making
decisions about the computer networking. With the group of knowledgeable people in
place, the organization for the development of the Internet has its own life after Vinton
Cerf left ARPA's Information Processing Techniques Office in 1982.
In 1984, David Clark and Barry Leiner disbanded the ICCB and created the Internet
Advisory Board (IAB). With Clark being the chair of the IAB, Leiner worked to create
many task forces within the IAB to accommodate the growing number of participants and
to coordinate their efforts on specific aspects of the Internet technology. At the time, the
IAB was composed of the chairs of the task forces. There were no elections in the IAB,
and the new members were appointed by the chairman of the IAB, with the advice and
consent of the remaining members (Cerf 1990). As vividly described by E. Krol and E.
Hoffman, the Internet community at the time was "like a church: it has its council of elders,
every member has an opinion about how things should work, and you can either take
part or not (Krol and Hoffman 1993)." In other words, the IAB was operated by the
leadership of the experienced technicians; they made the decisions by consensus (not
voting), and the Board only let in people they wanted.
The design of the IAB survived many organizational reforms until in 1992 a series of
miscommunications regarding the solution to the depletion of the IP address space
triggered a movement within the IETF that challenged the organizational hierarchies of
the Internet community. The miscommunication was considered due to the extended
size of the Internet technical community (Crocker 1993). In the July 1992 IETF meeting
in Cambridge, Massachusetts, about 700 members of the IETF protested to the newly
established Internet Society (ISOC) the actions of the IAB and demanded that the IETF
would remain in control of the standards process (Cargill 1997).
After the incident, the Process for Organization of Internet Standards (POISED)
Working Group was formed to examine the decision process and the procedures for
populating the IESG and IAB. The new practice was specified in RFC1396 "The
Process for Organization of Internet Standards Working Group (POISED)" (January,
1993). The document specified that the IAB and IESG members would be selected by
a nomination and recruiting committee. The committee is composed of seven voluntary
members from the IETF community, with non-voting representatives from the IAB and
IESG and a non-voting chair provided by the Internet Society. The seven voluntary
members were to be selected by lot if there were more than seven volunteers. The only
requirement for the volunteers was that they must have attended at least two IETF
meetings so that they have some familiarity with the Internet community and the
standards process.
Under the new practice, the IAB and IESG members are to serve two years. Half
of them start their term in odd years and the other half in even years. As mentioned
previously in section 2.2, the selections of the IESG have to be ratified by the IAB, and
the IAB had to be ratified by the ISOC. After the process of selection and confirmation
had been exercised four times in 1992, 1993, 1994, and 1995, the whole practice was
codified in RFC2027 "IAB and IESG Selection, Confirmation, and Recall Process:
Operation of the Nominating and Recall Committees" (October, 1996). The overall
practice was kept the same, with the minor change that the voting voluntary members in
the nomination committee increased from seven to 10. This practice was revised three
times in the following years, with the first time in February, 1998, the second time in
February, 2000, and the third revision in June, 2004. These revisions never changed
the general framework but only increased the rigor of the practice.
In this section, we have investigated the complexity of the Internet standards
process. Table 2. 1 is a summary of the evolving Internet standards process, the
guidelines and procedures of the IESG and WG, and the relationship between the IESG
and WG. It was the complexity of the standards process that partially contributed to the
complexity of the standards system of the Internet examined in this thesis.
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Table 2. 1 A summary of the evolving Internet standards process, the guidelines and procedures of
the IESG and WG, and the relationship between the IESG and WG.
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2.7 Citations among the standards track RFCs
2.7.1 The significance of a citation
As technical specifications, every standards-track RFC consists of a set of
requirements that define the characteristics of a specific utility for the Internet. The
adherence to these protocol requirements ensures a finite number of interpretations for
the behaviors of a component, which in turn makes possible the interoperability that is
the essence of the Internet.
However, requirements are combined with other requirements to define a more
complex characteristic of a specific utility. A RFC uses its citations to build its
requirements on those of the other RFCs. Thus, a RFC that intends to extend an
already defined utility does not have to start from scratch. By citing other RFCs, it also
contributes to more utilities without introducing redundant interpretations. In this
research we are particularly interested in understanding such inter-relationships among
standards and we attempt to do so with the use of citation networks.
According to the RFC publication convention, a RFC can have two types of citations:
a normative reference and an informative reference. Normative references are the
specifications that, in order to implement the RFC, have to be complied with or be
implemented first. The informative references provide only additional information. For
example, an informative reference might provide supplementary backgrounds or
historical accounts for the subject being discussed in the RFC. Material in an
informative reference is not required for the implementation of the RFC.
The interdependency among the RFCs that we investigate is based only on the
normative references. Thus, the network we primarily study is the one whose nodes
are standards-track RFCs and whose edges are normative citations among these nodes.
To understand some of these citations in specific rather than abstract terms, it is
worthwhile to examine a few cases.
2.7.2 Examples of citations among RFCs
Today, every host computer on the Internet must minimally implement RFC791
"Internet Protocol" (IP) and RFC793 "Transmission Control Protocol" (TCP) so that it can
package data in an understandable format and then exchange the data with other
computers. The TCP cites IP because the operation of TCP assumes IP as its lower
level protocol. IP and the RFC792 "Internet Control Message Protocol" (ICMP) have
mutual references because IP relies on ICMP to report errors and ICMP messages are
sent using the basic header as defined in IP. With these basic protocols, each host can
then additionally implement as many application-level protocols as desirable.
Among the entire standards track RFCs, the very first application-layer protocol was
TELNET. Its purpose was to provide direct access to one computer from another
across the Internet. It was important that TELNET be the first because its primary
function, gaining access to a remote computer, would be a required function of all
host-to-host network operations. Before a file can be transferred from one computer to
another, email can be exchanged, or a Web page can be retrieved, the two computers
first need to start up a conversation and negotiate some form of remote access in order
for the requested operation to be performed. TELNET is defined in RFC854 "Telnet
Protocol Specifications". In this document, a general, bi-directional, eight-bit byte
oriented communication procedure is defined, which allows two computers with any
architectural and operational differences to find common ground on which to interact.
With the existence of TCP/IP and TELNET, the File Transfer Protocol (FTP) is
developed by using these protocols as the building blocks. The FTP uses two distinct
and separate connections for operation. One connection is used for control purposes
(i.e. exchanging commands and status information), and the other is used for
transferring the data or files. The FTP starts when the host computer initiates the
control connection and sends FTP commands to the associated FTP server. This control
connection naturally follows the TELNET protocol since the process is much the same.
Therefore, the specification of FTP - RFC959 "File Transfer Protocol (FTP)" - cites
TCP and TELNET by stating in the introduction that the protocol assumes knowledge
and implementation of the Transmission Control Protocol (TCP) and the Telnet Protocol.
While FTP has only two normative references, TCP and TELNET, it is cited by 22
standards-track RFCs in May, 2007. For example, RFC1123 "Requirements for Internet
Hosts - Application and Support" cites FTP because FTP is the primary Internet
standard for file transfer. RFC1341 "MIME (Multipurpose Internet Mail Extensions):
Mechanisms for Specifying and Describing the Format of Internet Message Bodies" cites
FTP by specifying that FTP can be one of the access-type when the actual body of the
data is not included in the message. RFC1738 "Uniform Resource Locators (URL)"
cites FTP by specifying its mapping with FTP so that it can use the functions of FTP.
RFC2228 "FTP Security Extensions" is an update of the FTP and has to be implemented
with the FTP. Some RFCs, like RFC2389 "Feature Negotiation Mechanism for the File
Transfer Protocol", RFC2428 "FTP Extensions for IPv6 NATs", and RFC2640
"Internationalization of the File Transfer Protocol" have to cite FTP, since all of them are
the augmentation schemes for the FTP functionality.
Finally, we have RFC4217 "Securing FTP with TLS" which intends to provide
Transport Layer Security (TLS) support for FTP. It is another augmentation scheme for
the FTP; therefore it cites FTP among its prerequisites. There are five normative
references listed by RFC4217. Other than FTP, it cites RFC2119 "Key words for use in
RFCs to Indicate Requirement Levels" which is an IETF document convention that every
RFC has to comply with. It cites RFC2389 which, as mentioned previously, is an
augmentation schemes for the FTP functionality specifying mechanism by which clients
of the FTP protocol can discover which new features are supported by a particular FTP
server. Finally, RFC4217 cites RFC 2246 "The TLS Protocol Version 1.0" and RFC
2228 "FTP Security Extensions" because it describes the mechanism that can be used
by FTP clients and servers to implement security and authentication using the TLS
protocol (defined by RFC 2246) and the extensions to the FTP (defined by RFC 2228).
Figure 2. 6 shows the RFCs that cites or are cited by FTP. Although FTP only cites
two other RFCs, it is cited by 22 RFCs. In a later section, we will identify such
standards as having high prestige.
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Figure 2. 6 RFCs that cites or are cited by FTP (RFC 959).
Figure 2. 7 shows the interdependency from RFC4217 to RFC791 (IP) and RFC792
(ICMP). With RFC793 being the Transmission Control Protocol (TCP) and RFC959
being the File Transfer Protocol (FTP), this figure allows one to see the entire chain of
interactions (by normative citations) between these important standards.
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Figure 2. 7 The interdependency from RFC 4217 "Securing FTP with TLS" to RFC 791 "Internet
Protocol" and RFC 792 "Internet Control Message Protocol".
2.8 Problem statement
In the previous sections, we have briefly examined the history of the Internet
Engineering Task Force (IETF) and the way it functions to develop the standards for the
Internet. However, the knowledge of how the IETF is organized and functions is not a
full understanding of the standards it generated.
Since we have proposed to view standards as interdependent artifacts and to study
them with network analysis tools, we explore the nature of the standards generated by
the IETF and use the citation relationships among the standards as the first
approximation to the interdependency among them. In the following two chapters, we
examine two major aspects of the Internet standards: the structure and the evolution of
the Internet standards.
With the complex network of the standards' interdependency, it is desirable to break
it down into meaningful subgroups so that the standards can be better understood in the
context of a more manageable surrounding. In Chapter 3 which examines the structure
of the Internet standards, we explore the usefulness of partitioning a standards' citation
network into cohesive subgroups and regular equivalence classes.
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By partitioning the Internet standards into cohesive subgroups, we test whether the
technical interdependency among the Internet standards arises from the functional
requirements of the development of these standards. The opposite possibility is that
the cohesive subgroups have no relationship to functionality. In this part, we examine
the relationship between the discovered community structure and the functional roles
played by the different Internet standards. We explore whether the community structure
generated by the Newman-Girvan algorithm (as will be introduced in section 3.1.1) can
be used as an effective representation for the technical structure of the Internet
standards. We then examine the relationship between the community structure and the
IETF organization structure. We want to understand the degree to which the
organization structure at the Working Group (WG) level is reflected in the
interdependency among the Internet standards. Furthermore, we apply the
Newman-Girvan algorithm to the author affiliation network of the Internet standards and
compare the discovered community structure with that obtained from the citation network
of the Internet standards. In this case, using the author affiliation among the standards
as the surrogate for their WG affiliation, we want to know whether there is a match
between the two structures and whether such a match arose at the earliest stage of the
development of these standards.
By partitioning the Internet standards into regular equivalence classes, we test
whether the position/role of the technical interdependency among the Internet standards
results from the life cycle of the development of these standards. In this part, we
examine the citation relationship among the classes and the linkage pattern of the
classes. Since the citation relationship among and linkage pattern of the regular
equivalence classes are subjected to constant changes during the development of the
standards system, we examine the transition relationships among the classes and the
prevalent status of the standards in different classes. More importantly, we examine
these regular equivalence classes in the context of the Internet standards. All of these
investigations have the purpose of better understanding whether the regular equivalence
classes of the Internet standards reflect the life cycle of the standards' development.
In Chapter 4, we study the evolution of the standards. With the understanding of
the IETF standards process introduced in section 2.5, we intend to obtain more
knowledge about the mechanisms that work in reality to promote a standard from one
status to another. Assuming that the technical interdependency is approximated by the
citation relationships, we first examine the correlation between the status of a standard
and its prestige (section 4.1.1) and implicit social influence (section 4.1.2). We then
explore whether these two characteristics of the standards can be useful in predicting a
standard's promotion in status. Furthermore, to better understand the dynamics of the
development of the technical interdependency among the standards, we examine some
structure and attribute related properties of the standards and investigate whether these
properties influence the likelihood of a standard's being cited by others.
This thesis explores a new idea: viewing standards as interdependent artifacts and
analyzing them with network analysis tools. To overcome the limit of the prior literature
that mostly focuses on studying standards as stand-alone specifications, we have taken
a systems approach. We intend to demonstrate in this thesis, using the set of the
Internet standards as an example, that our proposed new and different approach does
bring us more insights into the nature of the standards and standards setting process.
2.9 Chapter Summary
In this chapter, we have provided some background for the understanding of the
Internet standards. With a brief introduction of the history of the Internet, we set out to
describe the evolution of the technical community in which most of the Internet standards
were developed. More specifically, we explained in detail the organization of Internet
Engineering Task Force (IETF), its Working Group (WG) and Area sub-organizations,
and the formation of WGs. Because all of the Internet standards developed by the IETF
exist in the form of Request for Comments (RFC), we introduced the RFC document
series and explained the unique standards setting process used by the IETF to promote
RFCs in a sub-series called standards-track RFC. We then investigated the evolving
Internet standards process, the guidelines and procedures of the IESG and WG, and the
relationship between the IESG and WG that partially contributed to the complexity of the
standards system of the Internet examined in this thesis. Finally, since we propose to
view standards not as stand-alone technical specifications but as interdependent
artifacts, we use the citation relationships among the standards as the first degree
approximation to the interdependency among the standards. We explained the
meaning of citations among the Internet standards and used examples to demonstrate
the significance of them in the context of a standards system.
With our unique systems approach, the knowledge of the Internet standards, and
the Internet standards' complex network of interdependency manifested by their citation
relationship, we will investigate the structure of the Internet standards in Chapter 3 and
the evolution of the Internet standards in Chapter 4.
Chapter 3: The Structure of the Standards of the Internet
We propose in this thesis to view standards not as standalone technical
specifications but as interdependent artifacts. We use the citation relationships among
the standards as the first approximation to the interdependency among the standards.
Now with the complex network of the standards' interdependency, we have to break it
down into meaningful subgroups so that a standard can now be understood in the
context of a more manageable surrounding.
In this section, we explore the usefulness of partitioning a standards network into
cohesive subgroups and regular equivalence classes. While the cohesive subgroups of
the standards network match well with the functions of the Internet development, the
regular equivalence classes reflect the life cycle of the standards' development. These
findings help clarify the structure of the Internet standards. While this structure is
intuitively understood by those with extensive experience in developing the Internet
standards, this knowledge is not objectively know or available to "outsiders" without the
systems approach to study the Internet standards as developed in this thesis.
This knowledge is not available without the systems approach to study the Internet
standards as developed in this thesis.
3.1 The community structure of the Internet standards
In this section, we apply one of the most used community finding algorithms, the
Newman-Girvan algorithm, to identify the community structure of the Internet standards.
We first examine the relationship between the discovered community structure and
the functional roles played by the different Internet standards. We examine whether the
community structure generated by the Newman-Girvan algorithm can be used as an
effective representation for the technical structure of the Internet standards.
We then test the relationship between the community structure and the IETF
organization structure. We want to understand the degree to which the organization
structure at the Working Group (WG) level is reflected in the interdependency among the
Internet standards.
Furthermore, we apply the Newman-Girvan algorithm to the author affiliation
network of the Internet standards and compare the discovered community structure with
that obtained from the citation network of the Internet standards. We want to know
whether there is a match between the two structures and whether this match arose in the
early stages of the development of these standards.
Finally, we examine the average document ages of the different functional
subgroups of Internet standards. We hypothesize that there are some core functions of
the Internet whose renewal or supplement of standards to them is relatively infrequent.
These core standards thus maintain the stability of the standards system of the Internet.
3.1.1 Newman-Girvan algorithm
As discussed in section 1.7.2, the Newman-Girvan algorithm is one of the most used
methods for detecting communities structure in complex systems (Girvan and Newman
2002). The Newman-Girvan algorithm uses the notion of "edge betweenness" defined
as the number of shortest paths between a pair of nodes that run along it. By iteratively
removing the edge with the largest edge betweenness from the network, the algorithm
splits the network into more and more subgroups. In the case of more than one
shortest path between a pair of nodes, each path is assigned equal weight such that the
total weight of all of the paths is equal to unity.
The rationale behind the Newman-Girvan algorithm is that if a network contains
communities or groups that are only loosely connected by a few inter-group edges, all
shortest paths between different communities must go along one of these few edges.
Therefore, at least one of the edges connecting communities will have high edge
betweenness. By removing these edges, the groups are separated from one another,
and thus the underlying community structure of the network is revealed.
The algorithm's steps for community detection are summarized below (Newman and
Girvan 2004):
1. Calculate the betweenness of all edges in the network.
2. Remove the edge with the highest betweenness. If two or more edges tie for
highest betweenness, remove one of them at random.
3. Recalculate the betweenness of all remaining edges.
4. Repeat from step 2 until no edges remain.
To get a satisfactory result of finding the community structure, the recalculation of
edge betweenness after each edge removal is crucial. This is mainly because the
network is transformed into a new configuration after each edge removal. By
recalculating the edge betweenness after each edge removal, the algorithm ensures that
at least one of the remaining edges between two communities will always have a high
edge betweenness.
The end result of the Newman-Girvan algorithm is a dendrogram 3 (Mayr 1953). A
dendrogram is a branched diagram used to illustrate the similarity or relationship
between the entities. In a dendrogram, entities that are more similar or have closer
relationship to each other are placed closer to the root of the diagram before being
separated in different branches. Figure 3. 1 shows one simple example of using the
dendrogram to represent the distance relationship between the nodes.
3 The word "Dendrogram" was first used by E. Mayr in his book, Methods and principles of systematic
zoology, "Such a diagrammatic illustration of degree of relationship based on degree of similarity(morphological and otherwise) may be called a dendrogram" (p.58).
Figure 3. 1 An example of using a dendrogram to represent the Euclidean distance between nodes.
Euclidean distance is shown on the left and the dendrogram on the right.
As the Newman-Girvan algorithm runs, the dendrogram is produced from the root up
by separating nodes that belong to different communities into different branches. The
leaves of the dendrogram are individual nodes.
To know where to cut the dendrogram so that the network can be divided into the
most reasonable number of communities, Newman and Girvan proposed using a metric
they called modularity as a measure for the quality of the community structure found by
their algorithm. In essence, the modularity metric measures the number of edges falling
within communities minus the expected number in an equivalent network (i.e. a network
with the same number of nodes and edges) with edges placed at random. Newman
and Girvan suggest dividing the network into the number of communities corresponding
to the maximum value of modularity. For more information about the definition and
calculation of the modularity, see (Newman 2004). The concept of modularity will again
be used in section 5.1 for comparing the structural changes of the Internet standards
throughout the lifespan of the Internet.
3.1.2 Application to the standards network of the Internet
3.1.2.1 Interpretation of the partition with domain knowledge
Based upon the nature of the Newman-Girvan algorithm, we expect that the
standards clustered together into communities by this algorithm will be those that are
most closely related (see section 2.7) in a technical sense. This is the expectation
because functionally similar standards should more often cite one another. To explore
how the algorithm actually works in partitioning the Internet standards into meaningful
subgroups, we first apply the algorithm to the IETF official standards announced in
October, 19894 (i.e. by RFC 1130). It should be noted that the official standards
announced by the IETF periodically always include all of the standards-track RFCs (i.e.
the Proposed, Draft, and the Internet Standards).
There were 75 RFCs announced as the official standards in October, 1989. By
using the citation relationship among the RFCs, we constructed a network with RFCs as
the nodes and the normative citation relationships as the directed links. Since 18 of the
75 RFCs do not receive citation from nor cite any other RFCs, the network has 18
isolated nodes, and the rest of the 57 RFCs form a single connected component.
Figure 3. 2 shows the network of the 75 RFCs arranged by multidimensional scaling with
geodesic distances among them. This figure shows no clear structure but simply a
complex central region with some nodes linked to only one of the central nodes.
Therefore, this kind of representation which is widely used and sometimes shows
important structural aspects is not of great use in this study.
4 We removed the RFC designated to "Assigned Numbers" from the network (i.e. RFC 1010) because it
specified the values of a link, socket, port, protocol, etc used in network protocol implementation and would
later be set up as an independent database instead of a RFC. Including the RFC of Assigned Number in
our network analysis would be less meaningful because it is neither a technology specification nor an
applicability statement; it is only a registry of parameters.
Figure 3. 2 Citation network of the official Internet standards (October, 1989). Arranged by
multidimensional scaling with geodesic distances among the nodes.
Since we are more interested in finding the cohesive subgroups that are densely
connected within themselves but that do not have many links to other subgroups in the
network, the direction of the links should be indiscriminative in providing the connections
among the nodes. Therefore, we transformed the 58-nodes network into an undirected
network before applying the Newman-Girvan algorithm.
The algorithm divided the standards into 12 subgroups using the maximum
modularity as the criterion for best number of subgroups. Figure 3. 3 shows the
community structure of these standards (excluding 18 isolated RFCs).
As shown in Figure 3. 3, the 12 subgroups suggested by the Newman-Girvan
algorithm are indicated by the dashed line. These 12 subgroups consists of seven
singletons (established as part of the decomposition), which are RFC877 "Standard for
the transmission of IP datagrams over public data networks", RFC891 "DCN
Local-Network Protocols", RFC904 "Exterior Gateway Protocol formal specification",
RFC 913 "Simple File Transfer Protocol", RFC996 "Statistics server", RFC1044 "Internet
Protocol on Network System's HYPERchannel: Protocol Specification", and RFC1058
"Routing Information Protocol". Among these seven singletons, some remain in the
standards track until now (e.g. RFC877, RFC891, and RFC1044), and others were
assigned the status of "Historic" in less than five years (e.g. RFC904, RFC913, RFC996,
and RFC1058).
The five major subgroups of RFCs suggested by the Newman-Girvan algorithm are
shown in Figure 3. 3 as: (1) TELNET, FTP, and SNMP related RFCs, (2) TCP, UDP,
Domain Names, and NetBIOS related RFCs, (3) Mail-transfer related RFCs, (4)
Bootstrap related RFCs, and (5) IP related RFCs. Equipped with the domain knowledge
of the Internet standards, among these five subgroups, the compositions of subgroup (3)
and subgroup (5) are the most unambiguous. In fact, the specific topics of these two
subgroups can be understood by reading the titles of their RFCs.
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Figure 3. 3 Community structure of the official Internet standards (October, 1989). Isolated RFCs
are not included. The dashed line indicates the 12 subgroups suggested by the Newman-Girvan
algorithm (i.e. five major subgroups and seven singletons). The five major subgroups are marked
I
with brackets.
The subgroup of mail-transfer related RFCs (i.e. subgroup (3)) contains the
following 10 RFCs:
DRFC 001 Si In RA il T sf D I
RFC 822 STANDARD FOR THE FORMAT OF ARPA INTERNET TEXT MESSAGES
RFC 937 Post Office Protocol: Version 2
RFC 1081 Post Office Protocol: Version 3
RFC 1082 Post Office Protocol: Version 3 - Extended Service Offerings
RFC 977 Network News Transfer Protocol
RFC 1113 Privacy enhancement for Internet electronic mail
RFC 987 Mapping between X.400 and RFC 822
RFC 1026 Addendum to RFC 987: (Mapping between X.400 and RFC-822)
RFC 1049 Content-type header field for Intemet messages
These RFCs are either the specifications of the protocols or the specifications of the
message formats. Although there is no ambiguity that the RFCs in this subgroup are
the standards that provide the mail-transfer related service, the dendrogram generated
by the algorithm provides us more detail about the relative cohesiveness among the
subsets of RFCs within this subgroup. As shown in the dendrogram, the core of this
subgroup is the subset of RFC822, RFC937, and RFC1081 (POP3). The core then
joins with RFC821 (SMTP) and RFC1082 (extended service offering for the POP3) to
form a larger subset of RFCs. This bigger subset is clearly the core function of the
mail-transfer service for the Internet. Nevertheless, it keeps expanding to include RFCs
that relates to network news (RFC977), privacy enhancement for the mail (RFC1113),
message format mapping for the X.400 (RFC987 and RFC1026), and message
content-type header field (RFC1049), and finally forms the subgroup suggested by the
Newman-Girvan algorithm using the maximum modularity as the criterion.
The subgroup of IP related RFCs (i.e. subgroup (5)) contains the following 16 RFCs:
KF-U; 71 Internet Protocol
RFC 792 Internet Control Message Protocol
RFC 894 A Standard for the Transmission of IP Datagrams over Ethernet Networks
RFC 919 Broadcasting Internet Datagrams
RFC 922 Broadcasting Internet datagrams in the presence of subnets
RFC 950 Internet Standard Subnetting Procedure
RFC 1009 Requirements for Internet gateways
RFC 1042 Standard for the transmission of IP datagrams over IEEE 802 networks
RFC 1103 Proposed standard for the transmission of IP datagrams over FDDI Networks
RFC 1122 Requirements for Internet Hosts - Communication Layers
RFC 1088 Standard for the transmission of IP datagrams over NetBIOS networks
RFC 826 Ethernet Address Resolution Protocol
RFC 903 A Reverse Address Resolution Protocol
RFC 951 Bootstrap Protocol
RFC 1051 Standard for the transmission of IP datagrams and ARP packets over ARCNET networks
RFC: 895 Standardr for the trnn~mi~rinn of IP datanrams over experimental Fthernet netwnrks
Among these 16 RFCs, the Internet Protocol (IP) and the Internet Control Message
Protocol (ICMP) are the core specifications of the Internet, six of them are standards for
transmitting IP datagrams over different types of networks (i.e. RFC894, RFC1042,
RFC1103, RFC1088, RFC1051, and RFC895), two of them are the standards for
broadcasting Internet datagrams (i.e. RFC919 and RFC922), two of them are about
address resolution (i.e. RFC826 and RFC903), and the rest of them are related to
gateways (i.e. RFC1009), bootstrap (i.e. RFC951), subnetting (i.e. RFC950), and host
requirements (i.e. RFC1122). It is very clear that these RFCs are the standards that
directly deal with IP related issues for the Internet.
Other than the subgroups of mail-transfer related RFCs and IP related RFCs, the
other three subgroups are more or less composed of two or three topics. For example,
subgroup (1) contains the following eight RFCs:
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RFC 734 SUPDUP Protocol
RFC 854 Telnet Protocol Specification
RFC 959 File Transfer Protocol
RFC 1065 Structure and identification of management information for TCP/IP-based internets
RFC 1066 Management Information Base for network management of TCP/IP-based internets
RFC 1098 Simple Network Management Protocol (SNMP)
RFC 1095 Common Management Information Services and Protocol over TCP/IP (CMOT)
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Although all of these RFCs are application related protocols, four of them are clearly
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network-management related (i.e. RFC1065, RFC1066, RFC1098, and RFC1095). As
indicated by the dendrogram, these four RFCs and the RFC1123 "Requirements for
Internet Hosts - Application and Support" form a more cohesive subset (in terms of the
citations among them) of RFCs. This subset then joins with another subset composed
of RFC854 (TELNET) and RFC959 (FTP) to form a bigger subset. Finally this larger
subset joints with RFC734 (SUPDUP), which was established as an alternative for
TELNET, to form the whole subgroup suggested by the Newman-Girvan algorithm using
the maximum modularity as the criterion.
From the previous analysis, we observe that the Newman-Girvan algorithm
generates subgroups of the standards that have meaningful correspondence to their
actual functions for the Internet. This judgment is based upon our domain knowledge of
the Internet standards. In the next section, we will compare the subgroups generated
by the Newman-Girvan algorithm with the WG affiliation of the RFCs. A reasonable
hypothesis is that the WGs are formed to coordinate between standards that have strong
technical interaction. We want to explore how well the organization structure of IETF
follows the technical structure revealed by the Newman Girvan algorithm.
3.1.2.2 Fitting the partition with standards' organization affiliation
As mentioned previously, the first IETF Working Group (WG) was formed in
February, 1987. Since then, the official standards were populated with a growing
number of RFCs generated by WGs. Among the IETF official standards announced by
RFC1130 in October, 1989, only three of the 76 RFCs were generated by WGs. They
are RFC1095 generated by OSI Internet Management Working Group and RFC1122 and
RFC1123 generated by Host Requirements Working Group. Thus, the community
structure indicated by the Newman-Girvan algorithm cannot be compared with the WGs
because most of the standards at that time were not associated with a WG.
To assess the relationship between the IETF organization structure and the
community structure of the standards, we have to use the official standards announced
in later years that have more RFCs generated by WGs. As an example, we use the
official standards announced in July, 19945 (i.e. RFC1610).
There were 205 RFCs announced as the official standards in July, 1994. Among
the 205 RFCs, 127 RFCs were generated by 44 WGs. These 44 WGs generated
different number of RFCs. For example, the SNMP Version 2 Working Group
generated nine and the Point-to-Point Protocol Extensions Working Group generated 17.
Figure 3. 4 shows the distribution of WGs according to their number of RFCs.
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Figure 3. 4 Distribution of WGs according to their number of RFCs (July, 1994).
We constructed the network by using the standards-track RFCs as the nodes and
the normative citation relationships as the directed links. Among the 205 RFCs, 14
RFCs do not receive any citation nor cite any other RFCs; other than the main
component, there is one small component containing only two RFCs. Therefore, the
network has 14 isolated nodes, one isolated small component, and the rest of the 189
RFCs as a single connected component.
We applied the Newman-Girvan algorithm to the 189-node network that has been
transformed from a directed to an undirected network. The algorithm divided the
network into 15 subgroups using the maximum modularity as the criterion for best
number of subgroups. With the 15 subgroups and the community structure of the
5 We again removed the RFC designated to "Assigned Numbers" (i.e. RFC 1340) from the network.
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standards manifested in the form of a dendrogram, we test their relationship with the
IETF organization structure at the level of WG. More specifically, we want to analyze
whether the RFCs generated by the same WG tend to occupy a similar place in the
community structure.
Note that we will not try to identify the major functions of the subgroups again since
the main purpose of this section is to compare the RFCs' WG affiliation with their
community structure. The working focuses of the WGs being matched with the
community structure can possibly be used to interpret the function of the subgroups if
good matches do exist.
Before applying any statistical method to help us better assess the match between
the community structure of the standards and the WGs that generate them, we first
check whether the RFCs generated by the same WG tend to fall in the same subgroup.
With the 15 subgroups suggested by the Newman-Girvan algorithm, we ascribe a WG to
the subgroup in which most of its RFCs are placed and count its RFCs that are not in the
same subgroup as mismatches. In this case, there are 23 mismatches. With a total of
127 RFCs generated by WGs, the correct rate of the match between the subgroups and
the WGs is about 82%.
Figure 3. 5 shows the matches between the RFCs generated by the WGs and the
15 subgroups suggested by the Newman-Girvan algorithm. The number in the cell is
the number of RFCs belongs to a WG (in row dimension) and a subgroup (in column
dimension). With a WG being ascribed to the subgroup in which most of its RFCs are
placed, the mismatched RFCs are marked in gray. Interestingly, among the 23
mismatched RFCs, 13 of them (i.e. 57%) are in the subgroup of network management
related RFCs (i.e. Subgroup (8)). We will examine these mismatched RFCs later when
a statistical method is applied to assess the match.
WG Name (Acronym)
Router Requirements (rreq)
IP MTU Discovery (mtudisc)
Router Discovery (rdisc)
IP Over Switched Megabit Data Service (smds
TCP Large Windows (tcplw)
IS-IS for IP Internets (isis)
IP Over Large Public Data Networks (iplpdn)
IP Over FDDI (fddi)
Host Requirements (hostreq)
Open Shortest Path First IGP (ospf)
IP Over Asynchronous Transfer Mode (ipatm)
Dynamic Host Configuration (dhc)
X.400 Operations (x400ops)
OSI Directory Services (osids)
Internet Message Extensions (822ext)
MIME-MHS Interworking (mimemhs)
Intemet Mail Extensions (smtpext)
Privacy-Enhanced Electronic Mail (pem)
RIP Version II (ripv2)
Inter-Domain Policy Routing (idpr)
Inter-Domain Routing (idr)
Assignment of OSI NSAP Addresses (osinsap)
Interfaces MIB (ifmib)
TCP Client Identity Protocol (ident)
IP Over AppleTalk (appleip)
DECnet Phase IV MIB (decnetiv)
Host Resources MIB (hostmib)
Token Ring Remote Monitoring (trmon)
Remote Network Monitoring (rmonmib)
DS1/DS3 MIB (trunkmib)
FDDI MIB (fddimib)
Bridge MIB (bridge)
Ethemet Interfaces and Hub MIB (hubmib)
SNMP Security (snmpsec)
SNMP Over a Multi-Protocol Intemet (mpsnmp)
Character MIB (charmib)
X.25 Management Information Base (x25mib)
Simple Network Management Protocol (snmp)
AToM MIB (atommib)
ininterruptible Power Supply (upsmib)
)omain Name System (dns)
Vail and Directory Management (madman)
SNMP Version 2 (snmpv2)
)oint-to-Point Protocol Extensions (pppext)
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Figure 3. 5 The matches between the RFCs generated by the WGs and the 15 subgroups suggested
by the Newman-Girvan algorithm. The number in the cell is the number of RFCs belongs to a WG(in row dimension) and a subgroup (in column dimension). A WG is ascribed to the subgroup in
which most of its RFCs are placed, and the misplaced RFCs of the WGs are marked in gray.
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Previously, we have obtained a reasonable match (i.e. 82%) between the RFCs'
organizational affiliation (i.e. WG) and their community structure suggested by the
Newman-Girvan algorithm at the 15-subgroup level. Since the Newman-Girvan
algorithm generates a dendrogram that provides detailed information about the
community structure of the standards network, by comparing the RFCs' WG affiliation
with this detailed structure, we can better evaluate the match between the two in a more
compatible scale. Moreover, a meaningful statistical method can thus be applied.
We applied the permutation test (Good 2005) to test whether RFCs generated by
the same WGs tend to occupy the same subgroup in the community structure. With the
dendrogram generated by the Newman-Girvan algorithm, we transform it into the
similarity matrix of nodes, A. In this case, the similarity between every pair of nodes is
determined by the depth of bifurcation that separates them. The earlier a pair of nodes is
separated, the less similar the two nodes are. With the similarity matrix, A, for a set of
RFCs, S={s1,s 2,...,Sk}, generated by a specific WG, the test statistic is
z = j,<j A, (i, je S) (3- 1)
To test the significance of the statistic, a permutation test is performed. In this case, the
null distribution is obtained by permuting the elements of A to obtain rrA. We then again
compute the statistic as
znu, = .<j; Aij (i,jE S) (3- 2)
The rationale behind the test is that if RFCs generated by the same WG tend to occupy
the same subgroup in the community structure, their high test statistics (i.e. the sum of
the similarities among them) would rarely be reproduced by the null distribution. By
comparing z with znull generated from 1000 runs of permutation, we count the number of
runs, N, that znu is greater than z, and thus obtain the significance level, p = N/1000.
With the significance level, p, smaller than 0.05, it is statistically significant that the RFCs
generated by the specific WG tend to occupy the similar place in the structure.
Since WGs with only one RFC can always have a perfect match to any structure,
Table 3. 1 shows the test results for the 30 WGs that generate more than one RFC.
Acronym WG Name # z omen ) PRFCs (mean) (std)
fddimib FDDI MIB 2 2.000 0.190 0.349 0.000
Idpr Inter-Domain Policy Routing 2 2.000 0.197 0.358 0.000
smtpext Internet Mail Extensions 3 5.760 0.585 0.648 0.000
x25mib X.25 Management Information Base 3 6.000 0.599 0.654 0.000
Pem Privacy-Enhanced Electronic Mail 4 12.000 1.183 0.956 0.000
Snmp Simple Network Management Protocol 7 34.340 4.150 1.995 0.000
snmpv2 SNMP Version 2 9 52.020 7.111 2.754 0.000
pppext Point-to-Point Protocol Extensions 17 94.520 26.835 6.353 0.000
madman Mail and Directory Management 3 5.580 0.593 0.646 0.000
Dhc Dynamic Host Configuration 4 6.920 1.194 0.946 0.001
mimemhs MIME-MHS Interworking 3 4.400 0.596 0.658 0.001
snmpsec SNMP Security 6 10.160 2.981 1.635 0.002
Ipatm IP Over Asynchronous Transfer Mode 3 3.240 0.582 0.637 0.007
charmib Character MIB 3 3.000 0.587 0.645 0.009
mpsnmp SNMP Over a Multi-Protocol Internet 3 2.280 0.589 0.649 0.023
Idr Inter-Domain Routing 5 5.480 1.938 1.238 0.023
Dns Domain Name System 2 1.300 0.195 0.357 0.026
Ospf Open Shortest Path First IGP 3 2.040 0.595 0.653 0.033
hubmib Ethernet Interfaces and Hub MIB 2 1.000 0.197 0.356 0.038
trunkmib DS1/DS3 MIB 2 1.000 0.191 0.352 0.040
hostreq Host Requirements 2 1.040 0.202 0.365 0.040
822ext Internet Message Extensions 3 1.940 0.596 0.649 0.046
bridge Bridge MIB 2 0.880 0.194 0.357 0.062
Fddi IP Over FDDI 2 0.860 0.200 0.358 0.074
Iplpdn IP Over Large Public Data Networks 4 2.220 1.195 0.956 0.125
Osids OSI Directory Services 6 4.520 2.963 1.626 0.137
Ifmib Interfaces MIB 2 0.300 0.201 0.364 0.184
Ident TCP Client Identity Protocol 2 0.240 0.203 0.367 0.247
Rreq Router Requirements 2 0.020 0.199 0.362 0.465
ripv2 RIP Version II 2 0.020 0.198 0.358 0.472
* Statistically significant at p=0.05 level
Table 3. 1 Permutation test for the matches between the community structure and the WG affiliation
of the Internet standards.
In the table, the p value indicates the significant level of whether the RFCs
generated by the same WG tend to occupy the same subgroup in the community
structure. For example, for the four RFCs generated by the Privacy-Enhanced
Electronic Mail Working Group, the dendrogram generated by the Newman-Girvan
algorithm indicates that they should be placed together. The test statistic, z, for these
four RFCs is 12 (as shown in the table); compared with the test statistic of the null
distribution, znuli, that has a mean value of 1.183, a value this high not being a random
coincident is significant at p=0.000 level. This result indicates the detailed community
structure generated by the Newman-Girvan algorithm does identify the WG that
generates the four RFCs.
Overall, the statistically significant matches (i.e. p<0.05) for several large and key
WGs (e.g. Simple Network Management Protocol, SNMP Version 2, Point-to-point
Protocol Extension, Inter-Domain Routing, etc.) does give strong support for the
hypothesis that the organization of the WGs takes into consideration the technical
interactions among the RFCs and that the citation network and Newman-Girvan
algorithm are effective in uncovering this structure. Among the 113 RFCs that are
non-singular, 22 RFCs failed to occupy the similar places with the other RFCs generated
by the same WGs. Therefore, the correct rate is about 81%. The match is not perfect,
and examining the mismatches is important.
To examine why some of the WGs failed to have their RFCs placed together in the
community structure, we first examine the OSI Directory Services Working Group, which
has the following six RFCs:
RFC 1276 Replication and Distributed Operations extensions to provide an Internet Directory using X.500
RFC 1277 Encoding Network Addresses to Support Operation over Non-OSI Lower Layers
RFC 1484 Using the OSI Directory to achieve User Friendly Naming (OSI-DS 24 (v1.2))
RFC 1485 A String Representation of Distinguished Names (OSI-DS 23 (v5))
RFC 1487 X.500 Lightweight Directory Access Protocol
RFC 1488 The X.500 String Representation of Standard Attribute Syntaxes
By reading the dendrogram generated by the Newman-Girvan algorithm, the six
RFCs can be divided into three subgroups that occupy different places in the community
structure, with RFC1276 and RFC1277 together, RFC1484 and RFC1485 together, and
RFC1487 and RFC1488 together.
RFC1276 and RFC1277 are together in the community structure because both of
them address the issues of running OSI applications over lower layers other than the
OSI Network Service. While RFC1276 specifies a set of solutions to the extension
requirements of building an Internet Directory using X.500, RFC1277 defines a new
network address format and rules to use some existing X.500 network address formats.
Because of their specific topics, the citations of these two RFCs are different from that of
the other RFCs generated by the same WG. They are placed with the RFCs such as
RFC1006 "ISO Transport Service on top of the TCP Version: 3" and RFC1240 "OSI
connectionless transport services on top of UDP: Version 1" that specify the methods of
offering OSI upper layer services directly in the Internet.
RFC1484 and RFC1485 are together in the community structure because both of
them define a string format for representing names. While RFC1484 suggests some
conventions for representing names in a friendly manner, it is intended to be compatible
with the format of representing distinguished names specified by RFC1485.
Finally, RFC1487 and RFC1488 are grouped together because they are related to
the Lightweight Directory Access Protocol (LDAP). Before LDAP was proposed, X.500
directory services were typically accessed via the X.500 Directory Access Protocol
(DAP), which required the Open Systems Interconnection (OSI) protocol stack.
RFC1487 specifies LDAP and was intended to be an alternative protocol for accessing
X.500 directory services through the TCP/IP protocol. With RFC1487 in place,
RFC1488 further defines requirements of encoding rules for the Directory attribute
syntaxes to be used by LDAP.
As can be observed, each of the aforementioned three pairs of the RFCs have
citations between each other. However, there are only two citations between the pairs
(i.e. the pair of RFC 1487 and RFC 1488 both cite RFC 1485 which is in the other pair).
The sparseness of citations among the three pairs of RFCs and the different citation
relationships with the others due to their specific topics are the reasons that these RFCs
occupy different places in the community structure. Nevertheless, at the highest level,
these six RFCs all deal with the issues related to the OSI directory service and are
reasonable to be placed in the same WG.
With the previous analysis, the Newman-Girvan algorithm used on the citation
network of the Internet standards does give a meaningful technical community
separation overall even though it is not perfectly aligned with the WGs.
We next examine the IP Over Large Public Data Networks Working Group, which
has the following four RFCs:
RFC1490 Multiprotocol Interconnect over Frame Relay
RFC1293 Inverse Address Resolution Protocol
RFC1315 Management Information Base for Frame Relay DTEs
RFC1356 Multiprotocol Interconnect on X.25 and ISDN in the Packet Mode
According to the dendrogram generated by the Newman-Girvan algorithm, the four
RFCs occupy three different places in the community structure, with RFC1490 and
RFC1293 in one place, RFC1315 in another, and RFC1356 in still another.
By examining these four RFCs, the division is quite reasonable on a technical basis.
RFC1490 and RFC1293 are data handling specifications used over Frame Relay
backbone. These two RFCs occupy the place close to where most of the IP related
RFCs occupy in the community structure. RFC1315 is about the Management
Information Base (MIB) for Frame Relay, and it is placed with a great number of RFCs
related to the network management aspects of the Internet (e.g. SNMP, all kinds of MIB,
etc.). Finally, RFC1356 is about the encapsulation of IP and other network layer
protocols over X.25 network. X.25 is an ITU-T (i.e. International Telecommunication
Union Telecommunication Standardization Sector) protocol suite for networks using the
phone or Integrated Services Digital Network (ISDN) system as the networking hardware.
With the use of X.25 in dramatic decline, RFC1356 can be viewed as a special topic and
thus is not together with RFCs of the same WG in the community structure.
Again, the citation network and the use of Newman-Girvan algorithm do appear to
give appropriate community structure on a technical basis even when these are not quite
aligned with the standards' WG affiliation. It should be noted that, for this case, though
the four RFCs generated by the WG are technically different, at the highest level they still
deal with the same issues about IP over public data networks as specified by the WG
charter. At this point, we cannot answer the questions of whether the standards' WG
affiliation should be aligned with their community structure for the management or
developmental purposes. However, we can at least see that a perfect alignment is not
always necessary. Take RFC 1315 that deals with the MIB for Frame Relay for
example. In the community structure, it does not occupy the place where most of the
RFCs generated by the same WG occupy; instead, it is together with most of the network
management related RFCs (i.e. all kinds of MIB, etc.). However, placing all of the MIB
related RFCs in the same WG does not make sense because the development of every
MIB needs the domain knowledge at the level of WG.
Other misplacements of RFCs and their WG affiliations in the community structure
are similarly explained with close examination of the RFCs. For example, the two RFCs
generated by Interfaces MIB Working Group are not placed together because one of
them specifies objects for managing Network Interfaces (RFC1573) and the other
specifies objects for managing Ethernet-like objects (RFC1623). For example, the pairs
of RFCs generated by TCP Client Identity Protocol Working Group, RIP Version II
Working Group, and Router Requirements Working Group, respectively, are not placed
together in the community structure simply because one of them is protocol specification
and the other is Management Information Base (MIB). Most of the MIB related RFCs
occupy the similar places in the community structure, away from other types of RFCs.
From the previous analysis, it is clear that the use of Newman-Girvan algorithm on
the citation network of the Internet standards does produce a meaningful community
structure on a technical basis. Moreover, with most of the outliers of the statistical test
being explained, we do see a statistically significant match between the community
structure and the RFCs' WG affiliation, with the only exception that the MIB related RFCs
are always partitioned together. Therefore, the hypothesis that the WG structure of the
IETF is technically driven is supported.
3.1.3 Application to the affiliation network of the standards
With the statistically significant match between the community structure of the
Internet standards (i.e. technical structure) and the standards' WG affiliation, we want to
know whether such matching arose at the earliest stage in the standards development.
As mentioned previously, the difficulty of matching the community structure of the
Internet standards and their WG affiliations is that there was almost no WG prior to 1989.
With the basic understanding that most of the standards developers of the IETF are
affiliated with only one WG (see Figure 3. 6), we use the standards' affiliation of authors
to construct a network, with the standards as nodes and links as whether the two
standards share the same authors. By applying the Newman-Girvan algorithm to this
author affiliation network of the Internet standards, we test whether the generated
community structure matches well with the technical structure of the Internet standards.
In essence, with the difficulty of testing the match between the technical structure of
the Internet standards and their WG affiliations in the early years, we turn to test the
match between the standards' technical structure and their author affiliation. Since
most of the authors belong to only one WG, it is reasonable to assume that the
comparison is a meaningful alternative for using the WG affiliations for analysis.
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Figure 3. 6 Distribution of authors according to the number of their affiliated WGs (July, 2004).
We conducted our analysis by using the official standards announced in 1989 and
1994. It is worth noticing that, in 1989 the 75 official RFCs were developed by 55
authors, and in 1994 the 205 RFCs were developed by 144 authors. With the
dendrogram that we have obtained previously from the citation networks and that
obtained from applying the Newman-Girvan algorithm to the author affiliation network,
...... ...
we transformed these dendrograms into similarity matrices. We then used the Mantel
test (Mantel 1967) to test the correlation between the two matrices for the same year.
The result interestingly indicates that the author affiliation does not have a statistically
significant match with the technical structure of the official standards announced in 1989
but does have good match with that of the 1994 official standards.
For example, for the author affiliation network of the 1989 official standards, the
Newman-Girvan algorithm suggests (with the use of maximum modularity as the criterion
for the best number of subgroups) the following 15 RFCs be in the same subgroup.
TechsubgRFC854 Telnet Protocol Specification
Tech-subgroup (1) RFC959 File Transfer Protocol
T RFC768 User Datagram Protocol
Tech-subgroup (2) RFC793 Transmission Control Protocol
T RFC821 Simple Mail Transfer Protocol
Tech-subgroup (3) RFC937 Post Office Protocol: Version 2
RFC865 Quote of the Day Protocol
Tech-subgroup (4) RFC868 Time Protocol
RFC1084 BOOTP vendor information extensions
RFC791 Internet Protocol
RFC792 Internet Control Message Protocol
RFC895 Standard for the transmission of IP datagrams over experimental Ethernet networks
Tech-subgroup (5) RFC950 Internet Standard Subnetting Procedure
RFC1009 Requirements for Intemet gateways
RFC1042 Standard for the transmission of IP datagrams over IEEE 802 networks
These RFCs are grouped together mainly because J. Postel as their sole or co-author
connects all of them as a clique6 in the network. However, if we compare these RFCs
with the technical structure generated from the standards' citation network as shown in
Figure 3. 3, these RFCs are in five different technical subgroups (Tech-subgroups) as
marked by the brackets. Therefore, the community structures of the affiliation network
and the citation network of these official standards do not match.
This result may indicate that in the early stage of the standards development, fewer
people were involved and the scale of the system was still within the cognitive limitations
of the participants (as reviewed in section 1.5.1.3, see (Egyedi 1996)). Therefore, the
breakdown of the developmental work into functional subgroups or smaller tasks was not
6 A clique is a graph in which every vertex is connected to every other vertex in the graph.
necessary. Since most of the technical work in 1989 was still involved with laying the
foundations for future development, the RFCs' affiliations with developers naturally didn't
match well with the technical structure of the Internet standards.
In later stage of the standards development, as more and more people were
involved and the scale of the system got bigger and bigger, dividing the developers
according to their expertise was necessary to more effectively make progress.
Therefore, we observe that the RFCs' affiliation with developers matches well with the
technical structure of the Internet standards in 1994 and beyond.
3.1.4 The evolution of the functional components
Before we leave our investigation of the community structure of the Internet
standards, we want to examine the evolution of these functional subgroups with a time
series analysis. To do so, we first compare the average document age of the same
functional subgroups in 1989, 1994, and 2004. Note that all of these functional
subgroups are generated by applying the Newman-Girvan algorithm to the citation
network of the Internet standards.
In 1989, the most identifiable functional subgroups generated by Newman-Girvan
algorithm were the mail-transfer related RFCs and the IP related RFCs. Though the
RFCs related to network management (i.e. SNMP related RFCs) were grouped with
TELNET and FTP and did not form a separate subgroup in 1989, they became a
relatively cohesive subgroup in 1994 and 2004. We thus include these RFCs in our
analysis. Table 3. 2 shows the average document age of the aforementioned three
functional subgroups in 1989, 1994, and 2004.
Year
Functional Subgroups
1989 1994 2004
IP related 3.2 4.7 8.3(1981.09 - 1989.10) (1980.08 - 1994.05) (1981.09 - 2004.07)
Mail transfer related 2.3 2.1 4.5(1982.082- 1989.08) (1982.08 - 1993.11) (1982.08- 2004.07)
2.4 1.3 4.9SNMP related (1977.10- 1989.10) (1990.05- 1994.05) (1983.05 - 2004.06)
Table 3. 2 Average document age of the functional subgroups in 1989, 1994, and 2004.
Time-spans of the documents are in the brackets.
As shown in the table, in 1989 the IP related subgroup has only slightly larger
average document age than that of the other two subgroups. In 1994 the average age
differences between the IP related subgroups and the other two subgroups start to
increase, and in 2004 the differences became obvious, with the average age of the IP
related subgroup clearly larger than that of the other two subgroups. This result
indicates that the renewal or supplement of the IP related RFCs is relatively infrequent
compared with the RFCs in the other two subgroups. Since the IP related RFCs are the
foundational specifications of the Internet standards, their infrequent changes compared
to the RFCs of other aspects of the Internet maintain the stability of the whole system.
It is worth mentioning that there was a failed attempt to replace SNMP version 1
(SNMPv1) with SNMP version 2 (SNMPv2) in around 1993. Accompanying this attempt,
many SNMPv2 related RFCs were generated (i.e. mainly RFC1441 - RFC1452). With
the standards network of 1994, the Newman-Girvan algorithm successfully separates the
RFCs related to SNMPv1 and SNMPv2 into two subgroups. The average document
age of the SNMP related subgroup listed in Table 3. 2 is that of the SNMPv1 subgroup.
Interestingly, in 1994, the average document age of the SNMPv1 subgroup is 1.3 years,
and that of the SNMPv2 subgroup intended to replace SNMPv1 is 0.28 years. The
SNMPv2 subgroup later disappeared as its RFCs were no longer in the standards-track.
We further examine the detailed structure of the IP related subgroup in 2004 with the
help of the dendrogram generated by Newman-Girvan algorithm. Figure 3. 7 shows the
detailed structure of the IP related subgroup in 2004. In the figure, we have marked
three types of IP related RFCs with brackets: (1) the core IP specifications (i.e. IP Core)
that include RFC791 "Internet Protocol" and RFC792 "Internet Control Message
Protocol", (2) the core Dynamic Host Configuration Protocol (DHCP) specifications (i.e.
DHCP Core) that include RFC2131 "Dynamic Host Configuration Protocol" and RFC951
"Bootstrap Protocol" upon which the more advanced RFC2131 is developed, and (3)
Open Shortest Path First (OSPF) protocol related RFCs (i.e. OSPF Related).
As shown in the figure, the RFCs that belong to IP Core are embedded in the most
inner part of the IP related subgroup. The average document age of the IP Core is
about 15 years, with a time-span from 1981 to 1999. As mentioned previously, it is this
infrequent renewal of the RFCs that maintain the stability of the standards system of the
Internet. In this case, the later developed standards have a more stable technological
base, and thus the issues of backward compatibility can be managed better.
The RFCs that belong to DHCP Core were developed upon the RFCs of IP Core in a
later time; therefore, the DHCP Core is not as embedded as the IP Core and has an
average document age of about 6.4 years that spans from 1985 to 2003.
Finally, the OSPF related RFCs specify a hierarchical interior gateway protocol (IGP)
for routing in Internet Protocol. While RFCs related to one of the most widely-used
exterior gateway protocol (EGP), Border Gateway Protocol (BGP), are identified by the
Newman-Girvan algorithm as a separate subgroup (not shown in Figure 3. 7), if we
further divide the IP related subgroup into smaller subgroups, the OSPF related RFCs
are the first to be separated from it (i.e. according to the dendrogram as shown in Figure
3. 7). With the evidence of the relative cohesiveness of the OSPF related RFCs, the
average document age of the OSPF related RFCs is about 5.1 years, which is much
smaller than the IP Core.
With the observations in this section, we find that the different functional subgroups
generated by the Newman-Girvan algorithm using the citation network of the Internet
standards have different paces of development. For example, the renewal and
supplement of the IP related subgroup, which is the foundation of the Internet standards,
is relatively infrequent, and its average document age is larger than that of other
functional subgroups. Moreover, by examining the detailed structure of the functional
subgroups, it is possible to further differentiate some sub-topics from the subgroups.
The average document age of the RFCs in a sub-topic to some extent reflects the depth
of their being embedded in the functional subgroup. For example, within the IP related
subgroup, the IP Core has the largest average document age, which reflects its being the
very center of the IP related subgroup as shown in the dendrogram generated by the
Newman-Girvan algorithm.
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Figure 3. 7 The subgroup of IP related standards generated by using the Newman-Girvan algorithm
to partition the citation network of the 2004 official Internet standards.
3.2 The regular equivalence classes of the standards network
In this section, we explore the usefulness of partitioning the citation network of the
Internet standards into regular equivalence classes. We examine the citation
relationship among the classes, the linkage pattern of the classes, the transition
relationships among the classes, and the prevalent status of the standards in different
classes. Finally, we investigate the regular equivalence class in the context of the
Internet standards. We want to examine whether the regular equivalence classes of the
Internet standards reflect the life cycle of the standards' development.
3.2.1 Introduction of equivalence classes
As discussed in section 1.7.3, social network researchers use the mathematical
notion of "equivalence class" to formalize the notion of linkage similarity among subsets
of nodes. For example, in a hospital, the class of doctor is defined by the same
relationships they have with people who are in other classes such as patients, nurses,
pharmaceutical sales person, and medical record keepers.
The initial concept of the equivalence class was proposed by Lorrain and White
(1971) in the form of structural equivalence. By conceiving nodes in a network as
equivalence classes or "positions" that relate in a similar way to other positions, a
network can be transformed into a simplified model where nodes are combined into
positions and the relations between nodes become relations between positions.
For example, if two nodes link to and are linked by exactly the same set of other
nodes, they are structurally equivalent to each other. This is the most restrictive
definition of equivalence compared to most of those later developed, because once
satisfied, conditions required by other definitions of equivalence are guaranteed. In this
thesis, we are not interested in finding this type of over-strictly defined equivalence
classes for the Internet standards. Instead, we will use the notion of "regular
equivalence" (Borgatti and Everett 1989; White and Reitz 1983) to study whether the
Internet standards can be partitioned into meaningful equivalence classes.
3.2.2 The regular equivalence and REGE algorithm
By representing the standards network as a directed graph, G(V,E), which consists
of a set of nodes V (i.e. vertices) representing the standards and a set of directed links E
(i.e. edges) representing the normative citation relationships, an equivalence relation of
G is regular if, for all nodes u,ve V, u v (i.e. u and v are equivalent) implies that if
there exists a tie (u,y)e E, then there exists a node z such that (v,z)e E and y- z,
and if there is a tie (p,u)e E, then there exists a node q such that (q,v)e E and p q.
In other words, with node u and v being equivalent, if one has a tie to a third node y, then
the other one must also have a tie to an equivalent fourth node z. In the context of the
Internet standards, this means that the regularly equivalent standards cite equivalent
standards and are cited by equivalent standards.
In the real world, a network may not contain any pair or subsets of nodes that are
perfectly regularly equivalent. Therefore, a measure of the degree of regular
equivalence for pairs of nodes in a network is desirable. One of the most widely used
measures of regular equivalence, the REGE algorithm, was proposed by White and
Reitz (White and Reitz 1985). This algorithm is restrictive to only directed and acyclic
networks. It uses an iterative procedure in which estimates of the degree of regular
equivalence between pairs of nodes are adjusted in light of the equivalences of the
nodes adjacent to and from members of the pair (Wasserman and Faust 1994). The
regular equivalence for two nodes, i and j, Mj, at iteration t+1 is given by the following
equation (Faust 1988):
7 C1=max N, Mm(Mm, +ji Mm), Mt+ = (3- 3)
~ ,max (,Max•m +j, Maxi)
where
N is the number of nodes,
maxm means choose the m according to the choice of k in the numerator,
qMkm = min(xik,Xjm) + min(xki,Xmj),
ijMaxkm = max(xik,xjm) + max(xki, Xj),
xij is the value of the tie from i to j.
The REGE algorithm takes the adjacency matrix of a network as input and returns
the similarity matrix whose elements ranging from 0 to 1. The value 1 means that i and j
are perfectly regularly equivalent, while the value 0 means that there is absolutely no
regular equivalence relationship between i and j. For more information about the REGE
algorithm, see (Faust 1988).
3.2.3 Application to standards networks
To explore the value of partitioning the Internet standards into regular equivalence
classes, we applied the REGE algorithm to the citation network of the 652 RFCs
announced as IETF official standards in August, 2000 (i.e. by RFC1 360).
With the similarity matrix obtained from the REGE algorithm, we arbitrarily
partitioned the standards network into five regular equivalence classes using the method
that we had developed for this purpose (as shown in the Appendix). We started with
this number because a small number such as this may allow one to more clearly identify
positions and roles whereas the large number given by the algorithm would greatly
complicate such analysis.
With the five-class partition of the network, we permuted the rows and columns of
the adjacency matrix so that RFCs in the same class are adjacent in the adjacency
matrix. We then further simplified the adjacency matrix by collapsing the rows and
columns that contain equivalent RFCs and presented the matrix in a reduced form called
an image matrix (Wasserman and Faust 1994). Figure 3. 8 shows the image matrix for
our standards network. In this image matrix, rows and columns refer to regular classes,
rather than individual RFCs. Since we have five regular equivalence classes, the image
matrix is of size five by five. The values in the image matrix represent the number of
references from the row classes to the column classes.
Cl C2  C3  C4  C5
C1  415 0 140 17 0
C2  793 23 118 183 0
C3  0 0 2 0 0
C4  758 0 178 270 0
C5  0 0 0 0 0
Figure 3. 8 The image matrix of the official Internet standards (August, 2000). The five regular
equivalence classes are generated by using the REGE algorithm and our decomposition method
(as shown in the Appendix).
Some distinctive characteristics of the five classes can be observed from the image
matrix. For example, RFCs of Class C5 gives and receives no citations to any other
class or to itself (thus RFCs of Class C5 are isolates). RFCs in Class C3 do not refer to
RFCs of any other classes. RFCs in Class C2 do not receive references from RFCs of
other classes but cite RFCs in all other classes (except Class C5) in substantial numbers.
Finally, Class C, and Class C4 are somewhat similar to each other, citing their own
standards, citing each other and Class C3, and being cited by Class C2.
From the image matrix, we obviously have at least three classes of RFCs that have
distinctive patterns of citations. To explore the significance of categorizing RFCs into
Class C, and C4, we now further examine the citation pattern of the RFCs.
Since REGE measures the linkage pattern among the nodes, not the linkage
amount, a metric to evaluate the differences of RFCs in Class C, and Class C4 could be
the connectivity among the RFCs that cite or are cited by a RFC. In other words, we
propose to examine how connected the RFCs that cite or are cited by a RFC are to each
other. To remove the bias that larger networks naturally tend to have lower density, we
count the total number of citations among the RFCs that cite or are cited by a RFC, and
then divide it by the number of RFCs. In a sense, the measure is the average degree
(i.e. the average number of citations) of the RFCs that cite or are cited by a RFC, except
that the degrees are counted only within the in-degree or out-degree ego-network7 of
7 An "Ego" is any node in the network. An Ego-network is formed by the ego and all of the nodes to
which the ego has direct connections, including all of the links among them. The in-degree ego-network
the RFCs.
With the previous definition, Figure 3. 9 shows the average degree of the RFCs that
cite a RFC versus the average degree of the RFCs that are cited by the same RFC.
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Figure 3. 9 Average degree of the RFCs that cite a specific RFC versus the average degree of the
RFCs that are cited by the same RFC.
As can be seen from the Figure, RFCs of the Class C2 occupy the y axis where the
average degree of the RFCs that cite them is zero. RFCs of Class C3 occupy the x axis
where the average degree of the RFCs that are cited by them is zero. RFCs of Class
C5 occupy the origin of the plot, with average degree of the RFCs that cite and cited by
them being zero. The RFCs of Class C, and Class C4 occupy the interior of Figure 3. 9
and the differentiation between them is now the task. Upon close examination, we see
mentioned here is formed by the ego and all of its in-degree nodes. The same applies to the out-degree
ego-network.
that the RFCs of Class C4 only occupy the area where the average degree of the RFCs
that cite them is between zero and two. On the other hand, RFCs of Class C, are more
scattered, with no obvious bound to the average degree of the RFCs that cite or are cited
by them.
Since the linkage pattern of the regular equivalence classes that has just been
examined is subjected to constant changes during the development of the standards
system, before we examine the actual RFCs to see what characteristics in the context of
the Internet have been differentiated by decomposition into these classes, it is useful to
investigate the transition probability of the RFCs from one class to another. To do so,
the Markov matrices of transition probability from one class to another between any two
years are prepared by using the IETF official standards announced in 1992, 1994, 1996,
1998, 2000, and 2002.
Table 3. 3 is the two-year Markov transition matrix for the five classes averaged over
the period from 1992 to 2002. In this table, Class Co indicates the RFCs that were
official standards but fell out of the official standards status after two years.
C1 C2  C3  C4  C5  Co
C, 76% 5% 1% 8% 0% 9%
C2 10% 52% 1% 28% 2% 7%
C3  0% 2% 87% 0% 1% 10%
C4 28% 4% 2% 57% 0% 9%
C5  0% 3% 10% 1% 80% 6%
Table 3. 3 Two-year Markov transition matrix for the five classes (averaged over 1992 to 2002).
As shown in the table, RFCs in Class C1, (particularly) Class C3, and Class C5 have
relatively high probability of staying in the same class in two years. Overall, RFCs in all
of the five classes have the similar tendency of falling out of the official standards status.
It is worth noticing that RFCs of Class C2 have about 10% probability of moving to Class
C1 and about 28% probability of moving to Class C4. On the other hand, RFCs of Class
C4 have about 28% probability of moving to Class C1. Also RFCs of Class C5 have
about 10% probability of moving to Class C3. In general, we summarize the following
major temporal paths of a RFC's transition among the five regular equivalence classes
other than staying in the same class:
(1) Class C2 -- Class C4 -- Class C1
(2) Class C2 - Class C1
(3) Class C5 - Class C3
Comparing these three major paths to the average degree of the RFCs that cite or
are cited by a RFC as shown in Figure 3. 9, we see that RFCs that are on the left side of
the scatter plot to begin with have a tendency to move to the right side of the plot. For
example, a RFC is likely to start from the y axis where most of the RFCs of Class C2
reside, then move rightward into the region where either RFCs of Class C4 or Class C,
occupy. Another possibility is that a RFC starts from the origin where all of the RFCs of
Class C5 reside, then move rightward onto the x axis where most of the RFCs of Class
C3 Occupy. In both scenarios, the average degree of the RFCs that cite a RFC
gradually increases.
A very important point that should be made clear is that, although we normally
expect a standard to attract more citations as it matures, what we have identified by the
regular equivalence classes is not the natural increase of citations for the standards as
they mature; instead, what has been identified is the regular equivalence classes with
their unique characteristics, including their citation patterns, the citation relationship
among them, and the transition relationship among them. It should be emphasized that,
starting with any of these characteristics, there is little chance that the five regular
equivalence classes with all of these characteristics can be reconstructed.
With the understanding of the linkage pattern of the regular equivalence classes and
the transition probability among them, we now investigate the relationship among the five
regular equivalence classes and the status level of the RFCs (i.e. Proposed, Draft, and
Internet Standard, see section 2.5). Table 3. 4 shows the percentage of RFCs with
different status levels in the five regular equivalence classes.
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Proposed Std Draft Std Internet Std
C2  85% 8% 7%
C4  70% 15% 15%
C5  50% 11% 39%
C1  42% 15% 42%
C3  31% 9% 60%
Table 3. 4 Percentage of RFCs with different status in the five regular equivalence classes
(averaged over 1992 to 2002).
As shown in Table 3. 4, the regular equivalence classes do not differentiate the
status of the RFCs unambiguously. However, following the three major paths of a
RFC's transition among the five classes that we have uncovered previously, we observe
that the percentage of proposed standard drops from 85% in Class C2 to 70% in Class C4
and to 42% in Class C1. The percentage of draft standard rises from 8% in Class C2 to
15% in Class C4 and to 15% in Class C1, and the percentage of Internet standard rises
from 7% in Class C2 to 15% in Class C4 and to 42% in Class C1. The path from Class
C5 to Class C3 has a similar trend, with the percentage of proposed standard dropping
from 50% to 31%, draft standard slightly drops from 11% to 9%, and Internet standard
rises from 39% to 60%.
This result implies that the transitions noted above among the equivalence classes
are parallel to promotion of standards from Proposed Standards to Draft Standards, and
to Internet Standards. This independent process for assessing maturity of standards
can be useful but we must first examine the result in enough detail to understand its
causality.
3.2.4 Regular equivalence classes in the context of Internet standards
It is tempting to claim that the five regular equivalence classes of the Internet
standards identified by the REGE algorithm match not only the linkage pattern of the
Internet standards but also the life cycle of these standards. However, before we make
such a claim, let's take a close look at the RFCs that make up these classes in the
context of Internet technology. The following examinations are all based on the regular
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equivalence classes obtained from the citation network of the IETF official standards
announced in August, 2000.
We first want to explore what the RFCs that populate Class C2, Class C3, and Class
C5 are, namely the RFCs that receive no citation (i.e. Class C2), cites no other RFC (i.e.
Class C3), and neither cites nor receives citation from other RFCs (i.e. Class C5).
RFCs in Class C2 are the ones that receive no citation. With careful observation,
most of them are newly published RFCs. Announced in August, 2000 as official
standards, among the 190 RFCs in Class C2, 119 (i.e. 63%) were published within two
years and 160 (i.e. 84%) were published within five years. Examples of the RFCs in
this class are the ones related to the Internet Protocol Version 6 (IPv6): RFC2894
"Router Renumbering for IPv6" (Aug. 2000), RFC2740 "OSPF for IPv6" (Dec. 1999),
RFC2675 "lPv6 Jumbograms" (Aug. 1999), etc. Since the specification of IPv6 was
only published in December, 1995 (and revised again in Dec. 1998), these IPv6 related
RFCs are really the "newcomers" to the pool of official standards.
We naturally expect that the newly published RFCs receive no citations. However,
most of the RFCs in Class C2 that were published a long time ago still receive no citation.
This is due to either their narrow focus or confined scope of application. For example,
RFCl 132 "Standard for the transmission of 802.2 packets over IPX networks" is used for
transmitting Internet packets over Internetwork Packet Exchange (IPX) networks. IPX
is a proprietary standard developed by Novell and is supported by Novell's NetWare
network operating system. The usage of IPX is in decline because of the universal
adoption of TCP/IP. It is quite reasonable that a RFC in this situation has no citation.
RFCs in Class C3 are the ones that cite no other RFC. Most of the RFCs in this
class were published a long time ago. Among the 51 RFCs in Class C3, 29 (i.e. 57%)
were published at least 10 years ago. Class C3 contains most of the foundational
Internet standards, including, for example, RFC791 "Internet Protocol", RFC792 "Internet
Control Message Protocol", RFC793 "Transmission Control Protocol", RFC821 "Simple
Mail Transfer Protocol", etc. These standards are in the status of Internet Standards.
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Moreover, since these standards are the foundations for other standards to be developed
upon, it is expected that they do not cite other RFCs.
RFCs in Class C5 are the ones that neither cite nor receive citation from other RFCs.
The RFCs in this class are almost as old as the ones in Class C3. However, not like the
RFCs in Class C3, these long-ago published RFCs do not receive citation from others.
Examples of these RFCs include RFC862 "Echo Protocol", RFC863 "Discard Protocol",
RFC866 "Active Users", etc. It is understandable that no RFC cite them, because, to
some extent, each of these RFCs fulfills a special function of the Internet by itself. For
example, RFC862 "Echo Protocol" was designed to test and measure an IP network. A
host computer may connect to a server that supports the Echo protocol. The server
then sends back whatever it receives without modification. The facts that on Linux
based operating systems an echo server is usually not enabled by default and that
testing and measurement is more commonly done with ping and traceroute these days
all indicate the stand-alone feature of this RFC. The similar situation applies to most of
the other RFCs in Class C5. Therefore, these RFCs do not cite and are not cited by
other RFCs.
In rare cases, RFCs in Class C5 moves to Class C3 when cited by other RFCs. For
example, among the official standards announced in 1992, RFC867 "Daytime Protocol"
was in Class C5. It moved to Class C3 when one of the RFCs that cites it, RFC1305
"Network Time Protocol (Version 3) Specification, Implementation and Analysis" became
an official standard. In 2000, the Daytime Protocol, in the status of Internet Standards,
still has RFC1305 as its sole citer among the official standards, but RFC1305 itself
already has 11 other RFCs developed upon it.
Finally, we examine the characteristics of RFCs in Class C4 and Class C, are.
Most of the RFCs in Class C4 are in the status of proposed standards. Their average
document age is abut 2.4 years, longer than the 1.8 years of the RFCs in Class C2 but
shorter than the 4.1 years of the RFCs in Class C1. The RFCs in Class C4 are very
similar to those in Class C2, but these RFCs have obtained at least some recognition
from standards developers and start to be cited by later published RFCs. On the other
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hand, most of the RFCs in Class C1 are the ones that have already accumulated a
relatively large number of citations from other RFCs. Examples of such RFCs are some
well known standards such as RFC768 "User Datagram Protocol", RFC959 "File
Transfer Protocol", two Domain Names related RFCs - RFC1034 and RFC1035, two
RFCs related to NetBIOS service on a TCP/UDP transport - RFC1001 and RFC1002,
etc. If we use again the IPv6 related RFCs for demonstration, RFC2460 "Internet
Protocol, Version 6 (IPv6) Specification" which is well recognized as the specification for
IPv6 is in Class C1, and RFC2472 "IP Version 6 over PPP" developed upon RFC2460 is
in Class C4. With the two RFCs in different classes, we can distinguish that one RFC is
the "established" and the other is still in the "transient" state.
From the previous analyses that place the RFCs in different classes into the context
of the Internet standards, we conclude that the five regular equivalence classes identified
by REGE algorithm match not only the linkage pattern of the Internet standards but also
the life cycle of these standards. As a summary, it is useful to name the five regular
equivalence classes in the following manner:
* Class C, - the "Established",
* Class C2 - the "Newcomers",
* Class C3 - the "Foundations",
* Class C4 - the "Transients".
* Class C5 - the "Stand-alones",
The newcomers tend to move to the transients and then to the established. The
stand-alones usually remain standalones but also have a chance to join the foundations.
While the foundations and the established have the first and second highest percentage
of RFCs in the status of Internet Standards, the newcomers have the highest percentage
of RFCs in the status of proposed standards.
3.3 Chapter Summary
With the Internet standards' complex network of interdependency manifested by
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their citation relationship, we investigated the structure of the Internet standards in this
chapter. We first explored the usefulness of partitioning a standards' citation network
into cohesive subgroups. By comparing the community structure generated by the
Newman-Girvan algorithm with the functional roles played by the different Internet
standards, we demonstrated that the discovered community structure can be used as an
effective representation for the technical structure of the Internet standards. We then
showed that the IETF organization structure at the WG level closely mirrors the
interdependency among the Internet standards, with the only but reasonable exception
that the network management related standards have close technical interdependency
but were individually developed in each WG. Furthermore, by comparing the
community structure of the author affiliation network generated by the Newman-Girvan
algorithm with that obtained from the citation network of the Internet standards, we
demonstrated that a close match between the two structures did not exist in the early
stage of the standards development but emerged in the later stage. Finally, we have
illustrated that, with the help of the community structure of the Internet standards and the
time series data, the evolution of the functions of the Internet can better be understood.
With the investigation of the cohesive subgroups of the Internet standards, we then
explored the usefulness of partitioning a standards' citation network into regular
equivalence classes. With the findings that the discovered equivalence classes have a
set of unique citation relationships, a specific transition relationship among them,
individually different linkage pattern to other standards, and distinct prevalent status of
the standards, we demonstrated that the regular equivalence classes of the Internet
standards reflect the life cycle of the standards' development.
The findings of this chapter helps us better understand the structure of the Internet
standards. This knowledge is not available without the systems approach on the
Internet standards as proposed by this thesis. With the successful demonstration that
our proposed systems approach is useful in understanding the structure of the Internet
standards, we investigate the evolution of the Internet standards in the next chapter.
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Chapter 4: The Evolution of the Standards of the Internet
As discussed in section 1.2, companies have moved towards preferring setting
standards through organizations because this process leads to more predictable market
acceptance of the standards. However, with the combination of different intentions and
behaviors among the participants, plus the typically prolonged process of reaching
consensus, the level of effort that must be made before final market acceptance occurs
is a detrimental aspect of this process from the company's viewpoint. Nevertheless, the
organizations and people who manage and participate in standards development still
have great interest in understanding and, if possible, having useful predictions about the
temporal (or longitudinal) aspects of the standard development process.
As introduced in section 2.5, the standards process of the IETF involves the
promotion of standards-track RFCs from Proposed Standards to Draft Standards and
ultimately to Internet Standards. While all of the standards-track RFCs are considered
by the IETF community as valuable to the development of the Internet, the RFCs in
different status receive different endorsements from the IETF. For example, the
Proposed Standards are not recommended to be implemented in a disruption-sensitive
environment; the Internet Standards are known to have received a significant number of
implementations and successful operational experiences and thus are reasonable to be
implemented in any environment. Since these endorsements can influence people's
choice of whether to implement or to use a product that complies with a specific standard,
it is of companies' interest to understand the promotion of standards-track RFCs.
With the notion of standards as interdependent artifacts, viewing the standard in
terms of its interdependency with other standards has the potential for assessing its
promotion probability between statuses. In the section 3.2.4 analyzing the regular
equivalence classes, we have identified the transition relationship among the classes
and have linked them with the likelihood of their standards having certain status. It
should be noted that, what we have identified in that part of the investigation is the
transition relationship among the classes and the prevalent status of their standards. In
other words, we have identified only the characteristics of the classes but did not obtain
106
any knowledge of the attributes of the standards that determines their promotability from
status to status.
In this section, we empirically study some factors that influence the dynamic process
of whether new standards are promoted to higher status. Two factors have been
identified to have significant correlation with the status of the Internet standards: the
prestige and the implicit social influence. While the prestige is obtained from the
citation network of the Internet standards, the implicit social influence is obtained by
using the coauthor network of the RFC authors. With the finding that both the prestige
and the implicit social influence have predictive power concerning to the promotion of the
standards, we further examine the factors that influence the time dependence of prestige
for a standard.
With these analyses, we want to better understand the evolution of the Internet
standards. The findings in this section provide us quantitative evidence about how
standards are set through the voluntary consensus process.
4.1 Characteristics of standards
In this section, we examine two characteristics of the Internet standards. One is
the prestige and the other is the implicit social influence.
4.1.1 The prestige of a standard
As mentioned in section 1.7.4, Kleinberg (1999) proposed a link-based algorithm for
identifying the authority and hub of a directed network. In this thesis, we call the
measure of authority and hub the prestige and the acquaintance.
In Kleinberg's algorithm, a node's prestige depends simultaneously on the
acquaintance of nodes pointing to it, while a node's acquaintance depends
simultaneously on the prestige of nodes it points to. A simple way of presenting the
solution to this iterative referencing situation is to define x, as the prestige and y, as the
acquaintance of node i. With a citation network having n standards, by defining the
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adjacency matrix, A, to be the n by n matrix whose (i, j) entry equals to 1 if standard i has
standard j as its reference, we have the iterative relationship between a node's prestige
and its acquaintance as:
Ax = y AT y = (4-1),
where A and p are the scaling factors. In the situation where there is no multiplicity of
principal eigenvalue, Kleinberg (1999) proposed to use the principal eigenvector of ATA
and AAT as the prestige and acquaintance for the nodes respectively.
After applying the algorithm to the citation network of the official Internet standards
announced in 2004 (i.e. in RFC3700), we ranked the 998 standards according to their
value of prestige. If two standards had the same value of prestige, we gave them the
same rank. The ranks of these standards were divided by the largest among them to
obtain the normalized rank. Table 4. 1 shows the standards that are in the top five
percent of the ranking.
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nRank' Prestige Status2 RFC Title
0.002
0.003
0.005
0.006
0.008
0.010
0.011
0.013
0.015
0.44745
0.44435
0.43923
0.39677
0.39431
0.17157
0.16817
0.06982
0.05984
0.016 0.04873
0.018 0.04144
0.019 0.04101
0.021 0.03700
0.023 0.03601
0.024 0.03424
0.026 0.03143
0.027 0.03102
0.029 0.02969
0.031 0.02667
0.032 0.02631
0.034 0.02532
0.035 0.02508
0.037
0.039
0.040
0.042
0.044
0.045
0.047
0.048
0.050
0.02505
0.02443
0.02391
0.02310
0.02172
0.02116
0.02042
0.02007
0.01851
3 RFC2578 Structure of Management Information Version 2 (SMIv2)
3 RFC2579 Textual Conventions for SMIv2
3 RFC2580 Conformance Statements for SMIv2
3 RFC1212 Concise MIB definitions
3 RFC1155 Structure and identification of management information for TCP/IP-based
intemets
2 RFC2863 The Interfaces Group MIB
3 RFC1213 Management Information Base for Network Management of TCP/IP-based
intemets:MIB-ll
1 RFC2021 Remote Network Monitoring Management Information Base Version 2 using
SMIv2
3 RFC3411 An Architecture for Describing Simple Network Management Protocol
(SNMP) Management Frameworks
3 RFC3415 View-based Access Control Model (VACM) for the Simple Network
Management Protocol (SNMP)
3 RFC3414 User-based Security Model (USM) for version 3 of the Simple Network
Management Protocol (SNMPv3)
1 RFC2474 Definition of the Differentiated Services Field (DS Field) in the IPv4 and IPv6
Headers
3 RFC3418 Management Information Base (MIB) for the Simple Network Management
Protocol (SNMP)
1 RFC3291 Textual Conventions for Internet Network Addresses
2 RFC2115 Management Information Base for Frame Relay DTEs Using SMIv2
3 RFC2819 Remote Network Monitoring Management Information Base
3 RFC791 Intemet Protocol
1 RFC2287 Definitions of System-Level Managed Objects for Applications
2 RFC2396 Uniform Resource Identifiers (URI): Generic Syntax
1 RFC2401 Security Architecture for the Internet Protocol
2 RFC1493 Definitions of Managed Objects for Bridges
3 RFC3412 Message Processing and Dispatching for the Simple Network Management
Protocol (SNMP)
3 RFC3417 Transport Mappings for the Simple Network Management Protocol (SNMP)
3 RFC768 User Datagram Protocol
1 RFC2954 Definitions of Managed Objects for Frame Relay Service
1 RFC2514 Definitions of Textual Conventions and OBJECT-IDENTITIES for ATM
Management
1 RFC2515 Definitions of Managed Objects for ATM Management
3 RFC3416 Version 2 of the Protocol Operations for the Simple Network Management
Protocol (SNMP)
3 RFC3413 Simple Network Management Protocol (SNMP) Applications
1 RFC2856 Textual Conventions for Additional High Capacity Data Types
1 RFC3031 Multiprotocol Label Switching Architecture
' The normalized rank of standards according to their prestige
2 The status of the standards, with 1 = Proposed Standard, 2 = Draft Standard, and 3 = Internet Standard
Table 4. 1 2004 official Internet standards within the top 5 percent prestige ranking.
As shown in Table 4. 1, the top ten highest prestige RFCs are all Management
Information Base (MIB) related. Specifically, the top three RFCs have direct relation to
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Structure of Management Information (SMI). Although some might consider it
surprising that MIB related RFCs have such importance among all of the RFCs, it is a
reasonable result because issues of network management for the Internet, considering
the number of nodes involved and the number of protocols running on any node,
pervade the entire network architecture (Peterson and Davie 2007).
In the current design of the Internet, the Simple Network Management Protocol
(SNMP) is used to read and write various pieces of state information on different network
nodes. These various pieces of state information are defined, according to their
relevance, in different modules of MIBs. In order for the users to request MIB variables
with precise syntax and to represent the values returned by the server, the MIB modules
are written using a subset of OSl's Abstract Syntax Notation One (ASN.1). Among all of
the 998 official standards, RFC2578 "Structure of Management Information Version 2
(SMIv2)" has the highest prestige. It is this specific RFC that define the subset of
ANS.1 to be used for all of the MIB modules. With the understanding of the significance
of RFC2578, its being the highest prestige standard is very understandable.
We will not further argue the significance of RFC2578 being the top ranked standard.
We are more interested in whether the standards with higher status (i.e. Propose, Draft,
and Internet Standards) tend to have higher prestige as calculated from Kleinberg's
algorithm. In this regard, some standards having the status of Internet Standards, for
example, the Internet Protocol (RFC791) and the User Datagram Protocol (RFC768), are
among the standards having prestige rankings in the top five percent.
It is worth noticing that the top five percent ranked standards are composed of 22.7
percent of the Internet Standards, 5.3 percent of the Draft Standards, and 1.2 percent of
the Proposed Standards. Since we are more interested in whether the prestige of
standards has any relationship with the standards' status level, we conducted statistical
tests that compared the prestige of the standards with different status (i.e. the Proposed,
Draft, and Internet Standards). Because our observations were not independent,
instead of using parametric tests, we used randomization tests (Edgington 1995) to
obtain the significance of the mean level differences of the prestige.
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Table 4. 2 is the result of pair wise comparison of the mean level differences of the
prestige for standards having different status.
Basic statistics on prestige of standards with different status
Status'
1 - Proposed Std. 2 - Draft Std. 3 -Internet Std.
Mean prestige value 0.0015 0.0059 0.0376
Std Dev of prestige 0.0045 0.0204 0.1066
Num. of observation 848 75 75
Significance Tests
Status Difference in Mean Prestige One-Tailed Tests
Group 1 Group 2 (Group 1 - Group 2) Group 1 > Group 2 Group 2 > Group 1
2 1 0.004 0.0003 * 0.9997
3 1 0.036 0.0000 * 1.0000
3 2 0.032 0.0036 * 0.9964
Status: 1 = Proposed Standard, 2 = Draft Standard, and 3 = Internet Standard
* Statistically significant at, at least, the .05 level.
Table 4. 2 Pairwise comparison of the mean prestige versus status.
In Table 4. 2, the average prestige of the Draft Standards is statistically shown to be
significantly higher than that of the Proposed Standards, and that of the Internet
Standards in turn is significantly higher than that of the Draft Standards. Therefore, we
can conclude that standards at higher acceptance levels have higher prestige.
4.1.2 The implicit social influence of a standard
For the Internet standards studied in this thesis, each of them was developed by
either one or several developers. Since the first RFC published in 1969, there have
been about 3300 developers whose names had appeared in at least one of the 4900
RFCs (by July, 2007). A social network of these standards developers is likely to exist
by various means. In this thesis, we focused on the co-authorship among the
standards' developers.
By identifying whether the names of two developers had ever appeared as the
authors of the same RFC, we can construct the coauthor network of the RFC developers.
In this social network, the nodes are the developers, and the undirected links represent
co-authorship between them. Based upon the coauthor network of the RFC authors,
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we want to infer the social influences of the standards' developers in the IETF community.
These inferred social influences can later be related to the standards by assigning the
nodal properties of the coauthor network to the corresponding standards.
We construct the social network of the RFC authors by using the RFCs announced
in 2004 (i.e. announced in RFC3700). Since we are interested in the social influences
that any specific developer has accumulated over the years in the IETF community,
when constructing the social network, we included all of the developers whose names
had ever appeared in the RFCs that were published before the publication of RFC3700.
In this case, there are 2,550 developers included in our social network.
As discussed in section 1.7.1, the power of social network analysis stems from its
emphasizing the relationships and ties among actors rather than the attributes of
individuals. Among a great number of social network metrics designed to differentiate
between important and non-important actors, the concept of Betweenness Centrality
developed by Freeman (1977) has been most widely accepted and used by sociologists
(Wasserman and Faust 1994) and is used in this research.
For a network, Freeman defined a node's betweenness centrality as the total
number of times that a node is in the shortest path (called a geodesic) between a pair of
nodes other than itself. For the pair of nodes with more than one geodesic, we count
the number of times that the node is in the geodesics of the pair and divide it by the total
number of geodesics of the pair. Therefore, for an undirected network with n nodes, the
betweenness centrality for node n, is simply (Wasserman and Faust 1994),
CB(ni) I jk (ni ,)gjk (4- 2),
j<k
where i is distinct from j and k, gjk is the number of geodesics linking j and k, and gjk(ni) is
the number of such geodesics that contain actor i.
The betweenness centrality can be normalized as:
C, (n,) = C, (ni)/[(n - 1)(n - 2)/ 2] (4- 3),
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where the denominator, (n-1)(n-2)/2, is simply the maximum possible number of
geodesics among all pairs of nodes other than the ego.
Table 4. 3 shows the top five percent ranked authors in the coauthor network who
had contributed at least one standard to the 2004 official standards. If two authors have
the same betweenness centrality, we gave them the same rank. The normalized rank is
obtained by dividing the ranks by the largest among them.
Betweenness
Centrality
144507
117454
117040
115894
101937
98537
84342
82429
75639
73876
72244
70880
66638
64386
62140
61858
58017
57583
54766
53247
53193
Name of Authors
J.Postel
K.McCloghrie
S.Bradner
C.Perkins
S.Deering
Y.Rekhter
B.Aboba
L.Masinter
F.Baker
J.Mogul
P.Calhoun
A.Smith
R.Braden
M.Rose
B.Davie
B.Carpenter
R.Hinden
H.Alvestrand
R.Housley
C.Huitema
B.Braden
Table 4. 3 Authors of the
centrality ranking.
2004 official Internet standards with the top 5 percent betweenness
As shown in Table 4. 3, Jonathan Postel is the most influential RFC author. Jon
Postel is known for being the sole Editor of the RFCs for 28 years and the manager of
the Internet Assign Number Authority (IANA) for 26 years until his death in Oct. 1998.
The Internet Society's Postel Award is named in his honor. The significance of Jon
Postel's contribution to the development of the Internet is well recognized by the IETF
community and is clearly expressed in RFC2468 "I Remember IANA" by Vinton Cerf:
"...Jonathan B. Postel, our Internet Assigned Numbers Authority, friend, engineer,
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Normalized
Rank
0.002
0.005
0.007
0.010
0.012
0.014
0.017
0.019
0.021
0.024
0.026
0.029
0.031
0.033
0.036
0.038
0.041
0.043
0.045
0.048
0.050
Name 
of Authors
confidant, leader, icon, and now, first of the giants to depart from our midst (Cerf 1998)."
With this evidence, there is no surprise that Jon Postel has the highest betweenness
centrality among all of the RFC authors. The significance of the other top ranking RFC
authors can be checked with their holding various positions in the IETF or being the
pioneers of specific fields of the Internet, and we will not further elaborate in this thesis.
With the betweenness centrality of the developers of the 2004 official standards, we
then sum up the betweenness centrality of the developers for each RFC. For example,
RFC950 "Internet Standard Subnetting Procedure" has two authors: J. Mogul and Jon
Postel. From our previous calculation, J. Mogul has a betweenness centrality of 73876
and is ranked 10th among the authors who had contributed to at least one RFC to the
2004 official standards. Jon Postel has a betweenness centrality of 144507 and is
ranked first. Therefore, the sum of the developers' betweenness centrality for RFC950
is (73876+144507)=218383. In this case, if a standard's developers have higher
betweenness centrality, the standard would have a higher total score assigned to it. In
this thesis, we call the normalized sum of the betweenness centrality of a standard's
authors its implicit social influence (ISI).
After assigning every 2004 official standard its ISI, we then ranked the 998
standards according to these assigned values. If two standards had the same ISI, we
gave them the same rank. The ranks of these standards were divided by the largest
among them to obtain the normalized rank. Table 4. 4 shows the standards that are in
the top five percent of the ISI ranking.
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nRank' ISI Status 2  Number of RFC TitleAuthors
0.002 0.1064 1 7 RFC3035 MPLS using LDP and ATM VC Switching
0.004 0.0784 1 9 RFC3084 COPS Usage for Policy Provisioning (COPS-PR)
0.006 0.0702 3 2 RFC950 Internet Standard Subnetting Procedure
0.008 0.0650 1 3 RFC2732 Format for Literal IPv6 Addresses in URL's
0.011 0.0635 1 8 RFC3159 Structure of Policy Provisioning Information (SPPI)
0.013 0.0621 1 3 RFC1749 IEEE 802.5 Station Source Routing MIB using SMIv2
0.015 0.0609 1 5 RFC3588 Diameter Base Protocol
0.017 0.0606 1 5 RFC2674 Definitions of Managed Objects for Bridges with Traffic Classes,
Multicast Filtering and Virtual LAN Extensions
0.019 0.0605 1 2 RFC2794 Mobile IP Network Access Identifier Extension for IPv4
0.019 0.0605 1 2 RFC3012 Mobile IPv4 Challenge/Response Extensions
0.021 0.0596 1 14 RFC3212 Constraint-Based LSP Setup using LDP
0.023 0.0584 3 2 RFC1212 Concise MIB definitions
0.023 0.0584 3 2 RFC1155 Structure and identification of management information for
TCP/IP-based internets
0.023 0.0584 3 2 RFC1213 Management Information Base for Network Management of
TCP/IP-based internets:MIB-ll
0.025 0.0580 1 6 RFC3315 Dynamic Host Configuration Protocol for IPv6 (DHCPv6)
0.027 0.0577 3 2 RFC854 Telnet Protocol Specification
0.027 0.0577 3 2 RFC959 File Transfer Protocol
0.027 0.0577 3 2 RFC855 Telnet Option Specifications
0.027 0.0577 3 2 RFC860 Telnet Timing Mark Option
0.027 0.0577 3 2 RFC1042 Standard for the transmission of IP datagrams over IEEE 802
networks
0.027 0.0577 3 2 RFC856 Telnet Binary Transmission
0.027 0.0577 3 2 RFC857 Telnet Echo Option
0.027 0.0577 3 2 RFC858 Telnet Suppress Go Ahead Option
0.027 0.0577 3 2 RFC859 Telnet Status Option
0.027 0.0577 3 2 RFC861 Telnet Extended Options: List Option
0.030 0.0572 1 3 RFC2609 Service Templates and Service: Schemes
0.032 0.0571 2 3 RFC1981 Path MTU Discovery for IP version 6
0.034 0.0567 1 7 RFC3032 MPLS Label Stack Encoding
0.036 0.0566 1 4 RFC1692 Transport Multiplexing Protocol (TMux)
0.038 0.0565 2 2 RFC1191 Path MTU discovery
0.040 0.0564 2 7 RFC2616 Hypertext Transfer Protocol -- HTTP/1.1
0.042 0.0556 1 2 RFC726 Remote Controlled Transmission and Echoing Telnet option
0.044 0.0549 1 4 RFC3697 IPv6 Flow Label Specification
0.046 0.0546 1 4 RFC2136 Dynamic Updates in the Domain Name System (DNS UPDATE)
0.049 0.0532 1 3 RFC3775 Mobility Support in IPv6
The normalized rank of standards according to their average ISI
2 The status of the standards, with 1 = Proposed Standard, 2 = Draft Standard, and 3 = Internet Standard
Table 4. 4 2004 official Internet standards with the top 5 percent ISI ranking.
As shown in Table 4. 4, the top ranked RFCs include a series of TELNET related
protocols, File Transfer Protocol, some MIB definitions, etc., and their significances are
obvious. With closer examination of the table, there are two possible sources for a RFC
to have a large ISI value: one is the high betweenness centralities of its authors, and the
other is having large number of authors. Examples of the former are RFC1155,
RFC1212, and RFC1213. The authors of these RFCs are M.T. Rose and K.
McCloghrie, whose betweenness centralities are ranked 14th and 2 nd among all of the
2,550 distinct authors. Other examples are the RFCs that have Jon Postel as at least
115
one of the authors. The examples of the latter are RFC3035, RFC3084, and RFC3212.
The numbers of authors for these RFCs are seven, nine, and 14.
It should be noted that we choose not to normalize a standard's ISI with its number
of authors with the assumption that the RFC authors' influence (measured by their
betweenness centralities) is additive. We assume that, in a social network, having a
great number of authors sharing the information about their specific standards can
compensate for the authors' insignificance. In other words, a specific value of ISI can
be achieved by either a small number of large betweenness-centrality authors or a large
number of small betweenness-centrality authors.
In this regard, because of having only Jon Postel as the sole author, some
foundational Internet standards such as Internet Protocol, Internet Control Message
Protocol, Transmission Control Protocol, User Datagram Protocol, Simple Mail Transfer
Protocol, etc. are not ranked in the top five percent but in about five to ten percent among
all of the standards announced in July, 2004. Nevertheless, significantly important
standards still tend to have top ranks.
Before examining the correlation of this ranking with a standard's status, we observe
that the top five percent ranked standards are composed of 18.2 percent of the Internet
Standards, 4.0 percent of the Draft Standards, and 2.1 percent of the Proposed
Standards. We then conducted statistical tests that compare the ISI of standards
having different status. We again used randomization tests to obtain the significance of
the mean level differences of ISI.
Table 4. 5 is the result of pairwise comparison of the mean level differences of the
ISI for standards having different status.
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Basic statistics on ISI of standards with different status
Status'
1 - Proposed Std. 2 - Draft Std. 3 - Internet Std.
Mean ISI value 0.0099 0.0128 0.0249
Std Dev of ISI 0.0138 0.0164 0.0214
Num. of Observation 846 75 77
Significance Tests
Status Difference in Mean ISI One-Tailed Tests
Group 1 Group 2 (Group 1 - Group 2) Group 1 > Group 2 Group 2 > Group 1
2 1 0.0029 0.0468 * 0.9532
3 1 0.0150 0.0000 * 1.0000
3 2 0.0121 0.0000 * 1.0000
Status: 1 = Proposed Standard, 2 = Draft Standard, and 3 = Internet Standard
* Statistically significant at, at least, the .05 level.
Table 4. 5 Pairwise comparison of the mean ISI versus status.
As shown in Table 4. 5, the average ISI of the Draft Standards is significantly higher
than that of the Proposed Standards, and that of the Internet Standards is significantly
higher than that of the Draft Standards. With this result, for the 2004 official standards,
a standard having higher ISI in general implies that it has a higher level of acceptance.
Regarding the association between a standard's prestige and its ISI, with the
Pearson correlation coefficient at the level of 0.21, we can only infer a weak association
between the two. Thus, the two approaches might offer additional information about
specific standards if applied independently.
4.2 Predicting a standard's future acceptance: Logistic regression
From the previous results, a standard with higher prestige and implicit social
influence is more likely to be in higher status levels. With the result being statistically
significant, we further explore how useful that higher prestige and implicit social influence
(ISI) is in predicting the promotion of a Proposed or Draft Standard (i.e. increase its
status in the future.)
To explore this possibility, we fitted a logistics regression model with the data of
official standards announced in 1994 (i.e. RFC1610). In the logistics regression model,
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the binary dependent variable is whether the Proposed or Draft Standard would increase
its status level in the next five years. The variable is coded one if a Proposed or Draft
Standard had increased its status between year 1995 and 1999; otherwise the variable is
zero. The independent variable is the prestige and the implicit social influence of the
standards in 1994. The model was later verified with the data of the official standards of
1999 (i.e. announced by RFC2500).
The regression models fitted with the 1994 official standards are shown in Table 4. 6.
Though there are different criteria of choosing a cut value for categorizing model outputs,
we first used 0.5 as the cut value in these models. Influences of different cut values are
examined later in this section.
Model 1 Model 2 Model 3
Variable Coefficient Wald Coefficient Wald Coefficient Wald
Constant -1.482 * 7.886 -1.499 * 31.947 -1.497 * 31.605
Prestige 31.685 * 40.862 30.921 * 5.689
Implicit Social Influence 0.227 * 4.585 0.016 0.014
Model Chi-square [df] 12.759 [1] 4.474 [1] 12.773 [2]
% Correct Predictions 79.9 75.5 79.9
Hosmer & Lemeshow Test 0.403 0.114 0.364
Note: The Wald statistics are distributed chi-square with 1 degree of freedom.
* Indicates that the coefficient is statistically significant at, at least, the .05 level.
Table 4. 6 Regression models fitted with the 1994 official Internet standards.
Model 1 was fitted with the prestige of standards as the sole independent variable.
The Wald statistics indicates that the variable is significant at the 0.05 level. Model 2
was fitted with the ISI of standards as the sole independent variable. The Wald
statistics also indicates that the variable is significant at the 0.05 level. Model 3 was
fitted with both the prestige and the implicit social influence as the independent variables.
The Wald statistics indicates that the prestige of standards is significant at the 0.05 level
but the implicit social influence is not. Though the Hosmer and Lemeshow
goodness-of-fit test indicates that all of the three models are well fitted (i.e. with statistics
greater than 0.05), Model 3 is discarded due to the non-significance of one of its
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independent variables. With both Model 1 and Model 2 being feasible models, we
chose to first pursue Model 1 (with higher Chi-square statistics) for further demonstration
and return to examine if independent input from model 2 is meaningful. The
classification table of Model 1 is shown in Table 4. 7.
Predicted
Observed 0 1 Percentage Correct
0 105 1 99.1
1 28 5 15.2
Overall Percentage 79.1
Table 4. 7 Classification table of Model 1 (with 0.5 as the cut value).
According to Table 4. 7, with the cut value of 0.5, if a Proposed or Draft Standard in
1994 increased its status level in the next five years, Model I has 15.2 percent correct
rate of making the prediction at 1994. Similarly, if a Proposed or Draft Standard in 1994
did not increase its status in the next five years, Model 1 has 99.1 percent correct rate of
making the prediction at 1994. The overall percentage of correct rate is about 79.1
percent. In this case, the false positive rate is 1/(1+5)=0.17, and the false negative rate
is 28/(28+105)=0.21.
It should be noticed that, by changing the cut value for categorizing model outputs,
the correct rate of prediction can be changed. However, there is a trade-off between
the correct rate of prediction, the false positive rate, and the false negative rate,
depending on the costs of making wrong categorizations.
To better evaluate the model, the cumulative gains chart is drawn in Figure 4. 1 and
the lift chart is drawn in Figure 4. 2. Lift is a measure of the effectiveness of a predictive
model. It is the ratio between the positive prediction obtained with and without the model.
The cumulative gains and lift charts can help us assess model performance; the greater
the area between the lift curve and the baseline, the better the model.
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Figure 4. 1 Cumulative gains chart of Model 1.
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Figure 4. 1 and Figure 4. 2 both show that our model is effective in making
predictions. As mentioned previously, we used 0.5 as the cut value for categorizing
whether a Proposed or Draft Standard would increase its status level in the next five
years. In this case, we made only six positive predictions, which is about four percent
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Figure 4. 2 Lift chart of Model 1.
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of all cases. According to Figure 4. 1, if we are willing to predict 20 percent of all cases
(i.e. about 28 cases) as positive, we can capture about 40 percent of all positive cases
(i.e. about 13 cases). In Figure 4. 2, 20 percent of all cases correspond to the lift of
about 1.8, which means our model is 1.8 times more effective than making predictions by
random guessing.
Finally, the model constructed by using the data of the 1994 official standards was
verified by using the data of the 1999 official standards. With 0.5 as the cut value, the
categorization table is shown in Table 4. 8. The Cumulative Gains Chart of the
verification data is shown in Figure 4. 3.
Predicted
Observed 0 1 Percentage Correct
0 415 1 99.8
1 31 4 11.4
Overall Percentage 92.9
Table 4. 8 Classification table of the verification data (with 0.5 as the cut value).
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Figure 4. 3 Cumulative gains chart of verification data.
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According to Table 4. 8, with the cut value of 0.5, if a Proposed or Draft Standard in
1999 increased its status level in the next five years, Model 1 had 11.4 percent correct
rate of making the prediction. In this case, we made only five cases of positive
prediction, which is about 1.1 percent of all cases. The cumulative gains chart in Figure
4. 3 shows that the model is effective in making prediction. To increase the correct rate
of capturing positive cases, we may increase the number of positive predictions.
However, there is a trade-off between the correct rate and the false positive rate as
mentioned previously.
After verifying the model with the data of the 1999 official standards, we conclude
that the logistic regression model with the prestige of standards as the sole independent
variable has merit in predicting whether a Proposed or Draft Standard would increase its
status level in the next five years. Though not detailed in this thesis, Model 2, which
used the implicit social influence of standards as the sole independent variable, has the
same effectiveness in making the promotion predictions.
4.3 Examination of the outliers of prediction
We have demonstrated in the previous section the prediction power of the logistic
regression model using the prestige or the implicit social influence (ISI) as the sole
predictor. It should be noted that expecting a 100% correct rate of predicting the
promotion of standards with only one variable (i.e. the prestige or the implicit social
influence) is not reasonable, since the real world is far more complex than can be
approximated with only one variable (or even two). However, we still examine some of
the outliers of our prediction and see if they can be explained with the domain knowledge
of the Internet standards.
Among the 1994 official standards, there were 139 RFCs that were either Poposed
standards or Daft standards. In order to explore the prediction errors, we arbitrarily
examine the prediction relative to the promotion of 10% of these RFCs (i.e. 14 RFCs).
In 1999, among these 14 RFCs that were predicted to be promoted to higher status in
five years, five had failed our prediction. These RFCs were:
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RFC1445 "Administrative Model for SNMPv2"
RFC1447 "Party MIB for SNMPv2"
RFC1332 "The PPP Internet Protocol Control Protocol (IPCP)"
RFC1573 "Evolution of the Interfaces Group of MIB-II"
RFC1381 "SNMP MIB Extension for X.25 LAPB"
We first note that RFC1445 and RFC1447 are closely related documents.
RFC1445 defines the properties associated with SNMPv2 parties, SNMPv2 contexts,
and access control policies, and the purpose of RFC1447 is to define managed objects
which correspond to these properties. These two RFCs may well have been promoted
to the status of Internet Standards; however, because of the failed attempt to replace
SNMPv1 with SNMPv2 in around 1993 due to some serious disagreements over the
security framework (Stallings 1999) and the development of SNMPv3 in planning, the
two RFCs became redundant and were announced Historic standards in October, 1995.
Therefore, it was a deliberate technological choice that caused these potentially
important standards to be discarded.
The reason that RFC1332 and RFC1 381 did not get promoted to higher status might
be that they were not essential to the function of TCP/IP protocol suite. RFC1332
defines the Network Control Protocols for establishing and configuring the Internet
Protocol over Point-to-Point Protocol (PPP). Considering that currently there are only
two Internet standards that are directly related to the PPP (i.e. RFC1661 and RFC1662),
RFC1332's staying in the status of proposed standard since its publication in 1992 is
understandable. RFC1381 defines objects for managing the link layer of X.25, LAPB.
With the use of X.25 in decline for a long time, there is no surprise that this standard has
stayed in the status of proposed standard since its publication in 1992. It is worth
noticing that, if we take into consideration the potential influence of a standard's ISI to its
promotion, the two RFCs have relatively low ISI. In this case, RFC1381's ISI ranked 21
among the 61 ranks of the 139 RFCs, and RFC1332's ISI rank is 61.
Finally, RFC1573 did get promoted to the status of the Internet Standard but that
happened in 2000 and took six years. In the process, this standard was made obsolete
by RFC2233 in November, 1997 and then again by RFC2863 in June, 2000. Going
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through these two revisions is probably the main reason that the standard did not make it
to the status of the Internet Standards in five years. This examination of the outliers
supports the idea that the model is fundamentally sound but of course does not increase
the proven statistical capability.
4.4 Factors that influence the increase of a RFC's prestige
In the previous sections, we have demonstrated the relationship between a
standard's status and two of the characteristics of the standards - the prestige and the
implicit social influence. Moreover, we have demonstrated the possibility of using these
characteristics to predict whether a standard would increase its status in the near future.
With the successful demonstration, we naturally want to further examine what factors
influence the increase or decrease of these characteristics. Focusing on the prestige of
a standard of the Internet, this section explores the possibility and the methodology of
understanding these factors.
4.4.1 Citation increase as a measure for prestige increase
With the understanding that the prestige and the implicit social influence of a
standard of the Internet are the two major factors that influence the promotion of the
standard, we now narrow our focus and want to gain more insight into the mechanisms
that influence the increase or decrease of the prestige of a standard.
There is one issue that limits the viability of directly studying the factors that
influence the increase or decrease of the prestige of a standard. By definition, the
prestige values obtained for a set of interdependent standards are the normalized
measurements. Therefore, as the total number of a set of standards increases from
year to year, a standard may rise in normalized rank (i.e. the rank divided by the largest
rank) indicating its rising importance among the standards while at the same time its
prestige value decreases.
With the understanding that, for the IETF generated standards, a standard's prestige
and the total number of citations it receives are highly correlated (with the average
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between 1989 and 2004 being 0.80), to obviate the problem of not being able to have an
absolute measure of a standard's prestige over the years, in the next section we discuss
using the total number of citations that a standard receives as a workable alternative.
4.4.2 Factors that influence the citation increase of a standard
From the previous part of the analysis, we understand that there can be two
categories of the factors that influence the promotion of a standard. The prestige of a
standard belongs to the category of factors that relate to the structural property of a
standard - that is how a standard is connected or embedded in the standard's
interdependency network. To asses the factors in this category, we have to use the
information about the citation linkage relationships among the standards. On the other
hand, the implicit social influence, which is the summation of a standard's authors'
betweenness centrality, is an attribute of a standard. These attributes cannot be
obtained from measuring the structural properties of the standard but can only be viewed
as independent characteristics of the standard. Measuring the factors of this category
does not utilize information about which standard cites which other standards.
To understand the mechanisms that influence the citation increase of a standard, we
look for factors in the previously mentioned two categories. For the factors that relate to
the structural properties of a standard, we consider (1) its importance for the standards
that cite it, (2) its importance for the standards that it cites, and (3) the density of the
network that formed by the standards that cite it. For the factors that are the attributes
of a standard, we consider (1) the average popularity of the standards that cite it, (2) the
average popularity of the standards that it cites, and (3) its number of authors.
4.4.2.1 Structural Factors
Three structural factors were investigated for their influence on the increase of a
standard's citation. These factors are (1) the importance of a standard for the standards
that cite it, (2) the importance of a standard for the standards that it cites, and (3) the
density of the network formed by the standards that cite a standard.
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The importance of a standard for the standards that cite it is measured by dividing
the number of standards that cites it by the total number of references in these standards.
It measures the proportion of the citations that, belonging to the standards that cite a
specific standard, actually refers to that specific standard. Since to some extent, the
more exclusively the standards cite only the specific standard, the more crucial it is to the
completeness of the technical base of these standards, the larger this proportion is, the
more important the standard is to the standards that cite it.
To some extent, the importance of a standard to the standards that cite it has the
meaning of whether the standard has the potential of being the major base of the new
standards that developed upon it. In this case, a standard in the stage of being the
major technical base for new standards signals that the standard still has the potential of
attracting more new standards to be developed upon it. Therefore, we hypothesize that
the more important a standard is to the standards that cite it, the more likely that later
there will be more standards that cite it.
The importance of a standard for the standards that it cites is measured by dividing
the number of standards it cites by the total number of citations that these standards
receive. In other words, it measures the proportion of the citations that, belonging to the
standards cited by a specific standard, actually are from the specific standard. In a
sense, the more exclusive the citations received by the cited standards are from a
specific standard, the more crucial the specific standard is to the extension of the
technical base of the cited standards; the larger the proportion is, the more important the
specific standard is to the standards that it cites.
The importance of a standard to the standards that it cites is related to whether the
standard is the sole or dominant user of the set of cited standards. If it is, the standard
is an early or pioneering standard that essentially hypothesizes the developmental
potential of the set of standards. Being a pioneering standard means that the
technology it proposes is still in its infancy and there is no solid ground for future
standards to be developed upon it. Even if the developmental potential is realized more
standards will then be developed upon the standards cited by the standard rather than
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upon the citing standard. Thus, we hypothesize that the more important a standard is to
the standards that it cites, the less likely that later it will be cited by new standards.
The density of the network formed by the standards that cite a standard is measured
by dividing the number of references among the standards that cite the standard by the
maximum possible number of their mutual references. It measures the connectivity
among the standards that cite a standard. Since the standards that cite a specific
standard are developed sequentially, high connectivity among these standards signals
that the later developed standards cite not only the specific standard but also the other
earlier developed standards that cite the specific standard.
More of these early developed standards being cited by later standards signals that
these standards are starting to become a stable technical base; in turn, the technical
base that these standards developed upon (i.e. the specific standard) gets shielded by
the newly maturing technical base, and thus gets less and less citations from new
standards. Therefore, we hypothesize that the higher the density of the network formed
by the standards that cite a standard, the less likely that later the standard will be cited by
new standards.
4.4.2.2 The attribute related factors
The three attribute related factors investigated for their influence on the increase of
a standard's citation are: (1) the average popularity of the standards that cite it, (2) the
average popularity of the standards that it cites, and (3) its number of authors.
The average popularity of the standards that cite a standard measures the average
in-degree of the standards that cite the standard. Since the more citations a standard
has, the more often it is recognized (i.e. more popular) as a significant implementation
base for other standards, we use the number of citations that a standards has as an
indication of its popularity. In this case, the measure of the average popularity of the
standards that cite a standard takes into consideration not its popularity but the extent to
which it is the technical base of the popular standards. A standard having popular
standards cite it indicates the developmental potential of the standard itself, since the
127
standards developed upon it have already demonstrated a good chance of developing
large dependent bases. Therefore, we hypothesize that the higher the average
popularity of the standards that cite a standard, the more likely there will be more
standards that cite the standard.
The average popularity of the standards that a standard cites measures the average
in-degree of the standards that the standard cites. As mentioned previously, the
popularity of a standard is defined as the number of citations that it receives. The more
citations a standard receives, the more often it is recognized (i.e. more popular) as a
significant piece of technology for other standards' implementation base. In this case,
the average popularity of the standards that a standard cites measures the extent to
which it uses only commonly used standards as its technical base. A standard cites
popular standards contributes to the significance of other standards but not necessarily
demonstrates its own developmental potential. Therefore, we hypothesize that the
higher the average popularity of the standards cited by a standard, the less likely that
later the standard will be cited by new standards.
Authors of the standards manifest their influence through the interactions with others
in the social network. The more authors a standard has, the more initial points it has in
the social network to spread the information about their standard. Though the topology
of the social network and the locations of the initial points all influence the final results of
this information spreading process, in general the larger the number of initial points, the
greater chance a piece of information would have to reach a bigger portion of the
network. Therefore, we hypothesize that the more authors a standard has, the more
likely more new standards will cite the standard.
4.5 Likelihood of receiving new citation: Cox regression
To asses our hypotheses, we model the citation growth rate for the existing
standards. Each analysis period begins when a RFC is announced or cited and ends
when it is next cited. We employ the Cox proportional hazard model (Cox 1972) for the
analysis. Note that because the model was originally developed for survival analysis, it
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uses the word "hazard" to refer to a level of threat to life, health, property or environment.
The equitation that we use in this thesis takes the following form,
h, (t) = [ho (t)]ebO+lx+-''+bix1 , (4- 4)
where hi(t) is the hazard (i.e. risk) of receiving a new citation for the ith case at time t, ho(t3
is the baseline hazard of receiving new citation at time t, p is the number of covariates, bj
is the value of the jth regression coefficient, and xj is the value of the ith case of the jth
covariate that we hypothesize to influence the citation growth rate for the standards.
Though the Cox regression model accounts for inter-arrival time dependence with a
baseline hazard for the new citation, there are other forms of time dependence that are
likely to affect the rate of citation. In addition to modeling inter-arrival times of citation,
we include two time factors that can adjust the baseline hazard. First we include the
calendar time as a variable. Second, assuming that standards are more likely to be
cited after more other authors have known its existence, the baseline hazard should
increase as a function of the age of the standard. We therefore, include the standard's
age as a variable in the model. However, to deal with the situation where the relevance
of a standard decreases with time, we include the square of age as a variable to allow for
non-monotonic relationships (Podolny and Stuart 1995).
We estimate the citation duration model specified in Equation (4- 4) using SPSS
12.0. Hazard estimates are presented in Table 4. 9. The coefficients reported in this
table indicate how a one-unit change in an independent variable serves to multiply the
rate of citation growth. The average popularity of the standards that cite a standard and
the average popularity of the standards that are cited by a standard both have positive
and statistically significant effects on new citations according to these results.
Moreover, as shown in the table, the popularity of those that cite a standard has a
greater effect on the hazard of new citation than does the popularity of those that are
cited by the standard. To illustrate the difference, we consider how an inter-quartile shift
in both variables multiplies the rate of new citation. An inter-quartile increase in the
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average popularity of the standards that cite a standard increase the hazard of new
citation by 8.1% (exp[155.540 x 0.0005]=1.081). In contrast, an inter-quartile increase
in the average popularity of the standards cited by a standard increases the hazard of
new citation by only 1.9% (exp[38.079 x 0.0005]=1.019). In other words, the effect of
the average popularity of those that cite a standard is more than four times the
magnitude of the effect of the average popularity of those cited by the standard. The
difference in the magnitudes of these coefficients is consistent with our interpretation that
a citation to a standard is an explicit recognition of its importance and that a citation from
a standard indicates only that it recognizes important standards.
It is interesting to notice that the number of authors has positive effect on the new
citations in the model. This finding supports our social influence hypothesis which
suggests that the more there are initial points in the social network to spread the
information about a standard, the more likely the other standards developers will
recognize and incorporate the standard into their standards.
We now examine the results for the structural factors. As shown in Table 4. 9, the
importance of a standard for the standards that cite it has positive and statistically
significant effects on the new citation in the model. This result indicates that being the
major reference of a set of standards will increase the likelihood of its being cited by
more standards. On the other hand, the importance of a standard for the standards
cited by it has negative and statistically significant effects. This result indicates that
being the major citer of a set of standards will hurt the likelihood of its being cited by
other standards. Finally, as hypothesized, the density of the network formed by the
standards that cite a standard has negative and statistically significant effect on the new
citation for the model. An inter-quartile increase in the density of the network decreases
the hazard of new citation by 3.9% (exp[-0.442 x 0.089]=0.961). Thus, the results
support all of the hypotheses made.
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Table 4. 9 Parameter estimates for the hazard of receiving new citations
Variable Model 1 Model 2 Model 3
Time factors:
Age of standard 0.003**(0.000) 0.004**(0.000) 0.003**(0.000)
Age of standard squared 0.010**(0.001) 0.010**(0.001) 0.010**(0.001)
Calendar time 0.005**(0.000) 0.004**(0.000) 0.005**(0.000)
Attribute related factors:
Average popularity of the standards that cite a standard 144.492**(15.134) ... 155.540**(15.072)
Average popularity of the standards that are cited by a standard 34.178* (13.954) 38.079**(14.259)
Number of authors of a standard 0.043**(0.007) ... 0.038**(0.007)
Structure related factors:
Importance of a standard for the standards that cite it ... 1.331**(0.150) 1.339**(0.154)
Importance of a standard for the standards cited by it -0.557**(0.191) -0.599**(0.200)
Density of the network formed by the standards that cite a standard ... -0.271**(0.085) -0.442**(0.089)
Note: SEs in parenthesis.
* p < 0.05.
** p < 0.01.
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4.6 Chapter Summary
With the citation network and the coauthor network of the Internet standards, we
studied the longitudinal or time dependence of the Internet standards in this chapter.
We demonstrated that a standard in the higher status level has, on average, higher
prestige and higher implicit social influence. To test the hypothesis that a Proposed
Standard or a Draft Standard would be more likely to increase its status level in the future
if it has higher prestige or implicit social influence, we fitted a logistic regression model
with the data of 1994 official Internet standards. The regression model, verified with the
1999 official Internet standards, is effective in predicting whether a Proposed or Draft
Standard would increase its status level in the next five years. Finally, we examined the
structure and attribute related factors that influence the increase of prestige for a
standard. These findings show that standards that are important to their citing
standards, have relatively unconnected citing standards, and are unimportant to their
cited standards, are more likely to increase their prestige (and thus be more promotable)
in the future. The findings in this chapter help us better understand the evolution of the
Internet standards. This quantitative knowledge about how the standards evolve in the
voluntary consensus process would not be available without the systems approach
developed in this thesis.
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Chapter 5: Discussion and Implication of the Findings
The major thrust of this thesis is the use of network analysis tools to study the
Internet standards as Interdependent artifacts. Our results clearly demonstrate that
such techniques are possible to utilize in such work and that the standards set are
interdependent. In this chapter, the implications of the findings are considered.
5.1 The systems approach for understanding the standards
The research conducted in this thesis shows that the citations among standards can
meaningfully be used to help us better understand the standards as a system. By
viewing a given standard as embedded in a set of standards we now have a tool to
understand the functional development and the evolution of the system. The new
methods developed in this thesis provide a quantitative means to understand the
large-scale engineering system through the lens of its standards (or technical
specifications) that codify how its parts interact and interface with each other.
Our choice of taking a systems approach to study the standards as interdependent
artifacts is based on the rationale that the designs of individual standards take different
considerations when the standards have to be integrated with the set of standards that
comprise the system. Following this rationale, we examine the interdependency among
the standards that comprise the entirety of the system in order to better understand the
standards. Moreover, the approach that we use examines social and technical aspects
of the standards setting process and will contribute to our understanding of the set of
standards as a socio-technical system
133
In this thesis, we demonstrated that the existence of a standard having a specific set
of citation relationships with other standards is the result of rational engineering design.
The decomposition that divides the standards into functional components of the Internet
indicates that the rationale behind this engineering design can be revealed by our
network analysis tools. Moreover, the finding that the standards can be decomposed
into the equivalence classes that match their life cycle of development implies that there
is a rule that governs the development of a set of interrelated standards and the rule can
be uncovered by our approach.
The results in section 3.1 utilizing the Newman-Girvan algorithm shows which
Internet standards are most closely functionally interrelated and how they interrelate to
each other. We found that the Internet standards are inherently modularized into
different functional components. Such modularity or decomposability (Simon 1996) is
reasonable from an engineering design perspective because modularization results in
flexibility and ability to evolve (Baldwin and Clark 2000). Thus, the modularity can be
considered good design practice for the Internet standards system.
For example, among the IETF official standards announced in 1989, the mail
transfer related RFCs are an obvious subgroup formed in the citation network of the
Internet standards. Figure 5. 1 shows the citation network of these mail-transfer related
standards. In the figure, we use Others(1) and Others(2) to represent standards that are
not mail transfer related standards but are cited by or cite these standards. Note that
each link represents a single citation from one standard to another, except the link from
Others(2) to RFC821 represents three citations (from three different standards) and the
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link from Others(2) to RFC822 represents two citations (from two different standards).
Mail-transfer Related
QFC 1082
hEC 1081
. FC1026
AFC1049
.Q3thers{1 }
Figure 5. 1 The network of the mail-transfer related standards (1989). Others(1) represents all of
the other standards that are cited by the mail-transfer related standards, and Others(2), represents
all of the other standards that cite the mail-transfer related standards.
As shown in Figure 5. 1, the most internally cited RFC is RFC822 "Standard for the
Format of ARPA Internet Text Messages", which receives seven citations within the
subgroup. The second most internally cited RFC is RFC 821 "Simple Mail Transfer
Protocol", which receives five citations within the subgroup. These two RFCs cite each
other. The modularity of the mail transfer related standards manifests in the fact that all
of these standards rely on RFC821's reference to RFC793 "Transmission Control
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Protocol" (which is in Others(1)) to be part of the Internet related technology. We had
discussed in section 2.7 how RFC793 in turn is built on the IP and ICMP standards.
Moreover, of all of the seven citations received by these mail transfer related RFCs
from the outside RFCs (i.e. others(2)), three of them refer to RFC821 and two refer to
RFC822. In other words, if a technology has to rely on mail transfer technology, most of
the time it only has to go through a few mail transfer related RFCs and treat the rest of
the specifications as a black box. This facilitates the development of new
specifications.
The modularity of the Internet standards is a lasting feature of their development
instead of a short term phenomenon. Figure 5. 2 shows the adjacency matrix of the
mail transfer related standards extracted from the official standards announced in 1994.
All of the other standards that are cited by or cite the mail transfer related standards are
collapsed into the cell of "others". The value in each cell is the number of links to or
from other standards.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
Others 1 694 3 3 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC821 2 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC822 3 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1049 4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1327 5 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
RFC977 6 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1425 7 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1426 8 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1427 9 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1521 10 2 1 1 1 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0
RFC1522 11 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
RFC1328 12 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1421 13 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1422 14 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0
RFC1423 15 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0
RFC1424 16 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0
RFC1460 17 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1494 18 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
RFC1495 19 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
RFC1496 20 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
RFC1502 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RFC1544 22 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0
Figure 5. 2 The adjacency matrix of the mail-transfer related standards (1994).
The number of the mail transfer related standards has grown from 10 in year 1989 to
21 in year 1994. As shown in Figure 5. 2, the first and second most internally cited RFC
are still RFC822 and RFC821. These two standards cite each other, with the former
having 14 citations and the later having nine citations. Although the block of RFC977,
RFC1425, RFC1426, RFC1427, RFC1521, and RFC1522 have referenced outside
standards, none of the other mail transfer related standards cite them. Therefore,
RFC821's reference to RFC793 is still the crucial link for the email related standards to
be part of the Internet related technology.
As to the references to the mail transfer related standards from outside standards,
the total number of outside citations has increased from seven in year 1989 to nine in
year 1994. In this case, RFC822 received one more citation, and RFC1327 "Mapping
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between X.400(1988) / ISO 10021 and RFC 822" obsoleted RFC987 and had one more
citation. Overall, the feature of modularity was consistent over time.
To quantitatively explore the change of modularity or decomposability of the Internet
standards through the years, we employee the modularity measure, Q, proposed by
Newman (Newman 2004). The basic idea of this measure is the sum of the fraction of
intra-group edges minus the value that it would take if edges were place at random. It is
defined as
In the equation, with eqj being the fraction of edges in the network that connect vertices in
group i to those in group j, e1; is the fraction of edges that connect vertices in group i to
those in group i. In the equation, a1 is the fraction of all edges that go out from vertices
in group i or come in to vertices in group i (i.e. ai=.jeij or ai= 1.ejj) (Newman 2004).
To compare the modularity across different years, we normalize the measure by
unity (i.e. the largest possible fraction of intra-group edges) minus the value that it would
take if edges were place at random. Thus, the normalized modularity, Q,, is defined as
Q. = (e 5 - a (1 han (5- 2)
Figure 5. 3 shows the change of the normalized modularity from 1989 to 2004.
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Figure 5. 3 The normalized modularity for year 1989, 1994, 1999, and 2004.
As shown in Figure 5. 3, the modularity of the Internet standards gradually increased
from 0.55 in year 1989 to 0.80 in year 1999 and then dropped back to 0.74 in year 2004.
Although the general trend of the modularity is increasing, the slight drop of the
modularity in 2004 may imply the deterioration of the future flexibility and evolvability of
the Internet. With our finding in section 3.1.3 that the affiliation of developers for the
Internet standards does not have good match to their functional structure in 1989 but
does in 1994, it is possible to speculate that it was the formalization of WGs within the
IETF that facilitated the modularization of the Internet standards. If the drop in
modularity in 2004 is continuing, it is possible that some management tools or
organizational changes should be investigated to allow decomposability to continue into
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the future at high levels.
The modularity of the Internet standards fits reasonably well with the IETF
organization of the Working Groups. In other words, the formation of these organization
structures follows and presumably facilitates the modularization of the Internet standards
(Eppinger et al. 1997; Eppinger et al. 1994). The results suggest that the maintenance
and evolution of the Internet was considered during the formation of new WGs.
With the findings of this thesis, we have demonstrated the value and usefulness of
applying the systems approach to study standards as interdependent artifacts. None of
these results or the others discussed in the rest of Chapters 3 and Chapter 4 can be
derived from any prior existing approach to the study of standards.
5.2 Advances in decomposition
We have studied the structure of the Internet standards in this thesis (i.e. Chapter 3).
We demonstrated two methodologies for decomposing the citation network of the
Internet standards into meaningful subgroups. The first methodology decomposes the
Internet standards into cohesive subgroups using the Newman-Girvan algorithm, and the
second decomposes the Internet standards into regular equivalence classes using the
REGE algorithm and the method that we had developed for this purpose. Using these
two very different kinds of decomposition for a complex system or network (of any kind)
is to the best of our knowledge a unique approach introduced in this thesis.
It should be emphasized that the two decompositions applied to the Internet
standards actually identified two different types of structure for the standards. In
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section 3.1, the decomposition of the Internet standards into cohesive subgroups uses
the concept of "community". As introduced in section 1.7.2, a "community" is a subset
of nodes that is densely connected to each other but does not have many links to other
nodes in the network. By decomposing the citation network of the Internet standards
into cohesive subgroups, we preserved most of its functional structure. This
preservation has significant practical importance. As demonstrated in this thesis, with
the Internet standards appropriately decomposed, we can better understand (1) the
major functions of the Internet standards, (2) the interdependency among the major
functions, and (3) the modularity of the whole set of standards and how it changes over
time (as discussed in section 5.1).
In section 3.2, we decomposed the citation network of the Internet standards with
the concept of position and role of the nodes in a network rather than the cohesiveness
of the links among the nodes. As introduced in section 1.7.3, position refers to the
collections of individuals who are similar in their ties with others, while role refers to the
patterns of relations between individuals or between positions. For example, in a
factory, the class of managers is defined by the same relationships they have with people
who are in other classes such as foremen and workers. By decomposing the Internet
standards into regular equivalence classes, we identified classes of standards in terms of
the similarities of the relational patterns among the standards. With this identification,
we can make valid generalizations about the roles of the Internet standards.
As demonstrated in this thesis, the Internet standards can be decomposed into four
types of basic classes: (1) standards in the class of stand-alones that neither cite nor are
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cited by other standards, (2) standards in the class of foundations that cite no other
standards, (3) standards in the class of newcomers that receive no citations from other
standards, and (4) standards in the developing class that cite and are cited by standards
in other classes. If we further divide the developing class into more subclasses, these
standards can be differentiated into regular equivalence classes ranked according to the
general direction of their citations.
As demonstrated in section 3.2, the developing class was decomposed into the
class of established and the class of transients. In general, these regular equivalence
classes differentiated from the developing classes display the spectrum of being the
source of all of the citations gradually to being the terminal of all of the citations. At the
same time, standards in these classes have the tendency of moving from the class of the
source of citations to that of receiving most of the citations.
In a sense, these regular equivalence classes are standards in different stages of a
standard's life cycle. Therefore, regular equivalence classes match the life cycle of the
standards but the community they belonged to relates to the functional roles of the
standards that embody the Internet technology. This differentiation is useful as
opposed to redundant where both methods reveal the same characteristic of the Internet
standards. It is interesting to note that it never happens that a subgroup generated by
decomposing the standards into cohesive subgroups (i.e. by Newman-Girvan algorithm)
is homologous with a subgroup found by decomposing the standards into regular
equivalence classes. This shows that the functional subgroups of the Internet
standards are always dynamic and active in the process of developing the Internet.
142
Therefore, the combination of the two decompositions gives richer information about the
standards system than applying any single kind of decomposition. It is quite possible
that such findings are general because cohesive subgroups are fundamentally different
from grouping by roles; thus richer information about systems by the dual decomposition
approach is an expected result.
This thesis is the first time that the difference (and separate utility) of the two kinds of
decomposition has been demonstrated on any network system.
5.3 Quantitative time-series analysis of the standards
We demonstrated in this thesis two instances of conducting quantitative time-series
analysis of the Internet standards. In the first case, we studied the evolution of the
functional components of the Internet standards (section 3.1.4) that aimed to understand
the structure of the Internet standards from a temporal perspective. In the second case,
we studied the promotion of Internet standards from one status to another (section 4.2)
and the increase of a standard's prestige (section 4.5). This second approach uses
models for analysis, which implies the possibility of making prediction for the future
events based on known past information. To our knowledge, this thesis is the first to
conduct a quantitative time-series analysis on a large set of interrelated standards with
the help of statistical models.
In section 3.1.4 we have discussed the evolution of the functional components
generated by the Newman-Girvan algorithm using the citation network of the Internet
standards. By analyzing the standards that compose the functional components in
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different years, we found that different functional subgroups have different paces of
development. For example, the renewal and supplement of the IP related subgroup,
which is the foundation of the Internet standards, is relatively infrequent, and its average
document age is larger than that of other functional subgroups. With this analysis, we
have obtained a temporal perspective to the structure of the Internet standards. The
functional structure of the Internet standards is thus supplemented with the information
about the time that different parts of the structure were developed.
It should be noted that the uniqueness of the approach taken here is that the subject
of the temporal analysis is not an isolated standard but a set of standards that has
meaningful interrelationships. Since the stability of the functional subgroup is an
emergent property of the Internet standards, without conglomerating the standards into
meaningful subgroups, the time-series analysis cannot extract this information from
study of any isolated standard.
In our study of the promotion of Internet standards and the increase of a standard's
prestige, statistical models were used to facilitate the time-series analysis of the Internet
standards. In section 4.2, we tested whether a Proposed or a Draft Standard would
increase its status in the near future if it has higher prestige or implicit social influence.
We fitted a logistic regression model with the Internet standards using both the prestige
and the implicit social influence of the standards as the independent variables. The
model is effective in predicting whether a Proposed or Draft Standard would increase its
status in the next five years.
By examining some of the outliers of the prediction, we have obtained useful
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knowledge of why some RFCs failed our prediction for promotion. Three situations that
have the potential of rendering our prediction incorrect were observed from our analysis.
First, a next generation specification is developed to replace the standard that the model
predicted would be promoted. For example, the development of the Simple Network
Management Protocol version 3 (SNMPv3) renders our prediction for the promotion of
the SNMP version 2 (SNMPv2) incorrect. When the prediction was made that SNMPv2
was to be promoted, SNMPv3 had not entered the pool of the official standards, thus the
influence of SNMPv3 on the promotion of SNMPv2 could not have been assessed.
Second, the predicted-to-be-promoted standard is a minor alternative to the function of
the main Internet standard set (i.e. TCP/IP protocol suite). For example, the standard
related to Point-to-Point Protocol or X.25 was such a standard. As a result, it was not
promoted as predicted and has remained even today in the status of a proposed
standard. Last but not least, the standard has to go through more revisions. RFC1573
"Evolution of the Interfaces Group of MIB-Il" was such an example and went through two
revisions until it was finally promoted to the status of an Internet standard. In practice,
these three situations can easily be recognized utilizing domain knowledge of the
Internet standards. Therefore, the correct rate of predicting which standards will be
promoted in the near future can be increased accordingly.
The work on promotion of standards demonstrated that the prestige of a standard is
important and thus a better understanding of the mechanisms that influence the increase
or decrease of the prestige of a standard was conducted using citation increases as the
proxy for further analysis. The likelihood of receiving new citations for a standard has
been found to be influenced by the three structural factors and the three attributed
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related factors (section 4.4.2). It should be noted that this likelihood is simultaneously
influenced by the total of six factors. Considering only one factor is definitely insufficient
to make a sound judgment.
Overall, the time-series analysis on the promotion of Internet standards and the
increase of prestige shows that the methodology developed in this thesis based upon the
interdependency among standards has meaning and utility.
5.4 Technical and social aspects of the standards
In this thesis, we have explored two important aspects of the Internet standards: the
technical aspect and the social aspect. We have demonstrated the possibility of
quantifying the two aspects and then analyzed their combined influences on the
promotion of Internet standards and the prestige increase of the standards.
In section 4.1, from the analysis of the factors that influence the promotion of
Internet standards, we found that a standard's interdependency with others is correlated
with the standard's level of acceptance or status. We demonstrated that a standard in
the higher status level has, on average, higher prestige. This is reasonable since it
implies that the adoption of one standard in another standard is an indication that the
developers have in some measure affirmed the authority of the cited standard.
Moreover, we demonstrated that a standard in the higher status level has, on
average, higher implicit social influence. Though some researchers, especially those
who take the instrumental perspective to study the development of standards as
reviewed in section 1.5.1, would argue that technical issues should be the dominant
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factor that influences the development of the Internet standards, we demonstrated in this
thesis that the betweenness centrality of the standards' developers obtained from their
co-author relationship can also be a crucial factor to influence the acceptance level of the
Internet standards. This finding is reasonable because, to some extent, acceptance is
a social activity and thus should not be surprising to have positive correlation with the
social influences of the standards' developers. However, it is equally true that those
who would say that an artifact such as the Internet standards system is a purely social
construct miss the important technical interoperability and modularity seen in the
research reported in this thesis.
Since the prestige of a standard is demonstrated to have influence on the promotion
of the standards, in section 4.4, we used the citation increases of a standard as the proxy
for studying the increase of a standard's prestige. Three structure factors and three
attribute related factors have been identified to influence the likelihood of a standard's
receiving new citations. The three structural factors are: (1) the importance of a
standard for the standards that cite it, (2) the importance of a standard for the standards
that it cites, and (3) the density of the network formed by the standards that cite a
standard. The three attributed related factors are: (1) the average popularity of the
standards that cite it, (2) the average popularity of the standards that it cites, and (3) its
number of authors. As emphasized previously, these six factors should be considered
simultaneously when trying to assess the likelihood of a standard's receiving new
citations. Considering only one factor is definitely insufficient to make a sound judgment.
In Chapter 4, we have demonstrated that, when trying to predict the promotion of a
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standard, using only two factors (i.e. the prestige and the implicit social influence) is
sufficient to approximate a good quality prediction. However, when modeling the growth
of new citations for a standard, we need six factors to adequately reflect the reality.
We would not argue that the number of factors reflects the computational complexity
of the two different activities. However, we believe this difference does result from the
different scales of the two phenomena. To decide whether we should promote a
standard is a problem with global scale. In this case, the decision makers act with
global information and global utility (e.g. the benefit for the overall standards system).
On the other hand, choosing which other standards to cite for the standard being
developed is a problem with local scale. In this case, the standard developers act with
local information and local utility.
The interaction between the local decision of choosing citations and the global
decision of promoting standards plays an important role for managers of the standard
setting organization. Understanding this interaction is also a key for diagnosing the
health or the state of the voluntary consensus standards setting organization such as
IETF. How the standard developers self-organize themselves and follow local rules to
develop their own standards so that the global standards system of the Internet emerges
is an exciting new frontier of research.
In this thesis, we have demonstrated the potential of simultaneously using the
citation relationship among the standards and the coauthor relationship among the
standards' developers to understand the evolution of the Internet standards. We
believe this is a very important foundation for such future research.
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5.5 The implications of the findings
In this section, we illustrate the implications of our findings in this thesis to the
management of standards setting processes, the industrial firms, and the research
community.
5.5.1 The implications for the management of standards setting processes
This thesis demonstrates that the citation among standards can meaningfully be
used to objectively identify subsets of standards that are functionally similar to each other.
By using the approach demonstrated in this thesis, the managers of a standards setting
organization now can have a better idea about how well their organization (e.g. WGs) is
designed to match the development of these separate functions of the system. By
monitoring the matches (or mismatches) between the standards functional partition and
the organizational structure, we have a management tool that allows for some
quantitative evaluation of the organization. We envision this tool as being useful in
allowing managers to assess "whether they have missed anything?" However, the
possibility that factors other than technical coherence are important in the organization
would also be considered by the managers before changing the organization.
In the case of encountering a set of standards whose linkage pattern indicates that
the members of this set belong to different functional subgroups, the managers of the
standards setting organization can consider whether actions should be taken to deal with
the situation. If actions should be taken to facilitate the development of future standards,
the managers might consider reorganizing the working force of these standards into
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different subgroups. It is also possible that a set of standards form a nearly perfect
functional module and the number of standards in the set obviously outgrow the rest of
the organization, the managers of the standards setting organization might consider
severing the set from the organization for a new organization. One example of this is
the separation of the World-Wide-Web (WWW) related standards from IETF to the World
Wide Web Consortium (W3C). With the analysis tools provided by this thesis, future
separations or spin-offs can be anticipated by the managers or can possibly be planned.
The interdependency among the standards is important for the management of the
IETF standards setting process because, as explained in section 2.5, an I-D or a
standards-track RFC has to clear its references in order to be promoted to a higher
status (i.e. Proposed, Draft, and Internet Standards). In June 2007, there are about
5,000 RFCs and about 2,000 of them are in the standards-track. Knowing whether an
I-D or a RFC has cleared its references to be promoted to a higher status is relatively
easy, but knowing where the bottleneck of the promotion is not an easy task.
The bottleneck of promotion is a set of standards that most of the other standards
depend upon but cannot get promoted due to many issues, like not enough independent
and compatible implementations. In this case, using the prestige or the implicit social
influence in the regression model for indicating whether a standard will be promoted in
the near future can actually be used not as a prediction tool but as a management tool to
screen the standards whose promotion the managers should pay special attention to.
For example, if the model indicates that a certain standard will be promoted in the
near future, the manager of the standards setting organization should take a closer look
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at the standard to see if it really is in the interest of the overall system to promote this
particular standard. Typically these standards, especially standards having high prestige,
are depended upon by many other standards, thus are in a higher priority to be cleared
for other standards so that the whole standards setting process can be streamlined.
5.5.2 The implications for the industrial firms
The practitioners of setting the standards typically want to know whether the
standards they are interested in have good standing in the standards setting process or
are the "also-rans" among other competing standards. With the approach
demonstrated in this thesis, the practitioners can have a better evaluation of the
standards of their concern. For example, by measuring how exclusively a standard of
their concern is cited by the standards that cite it, the practitioners can know the
likelihood that more standards will cite this standard. For example, by observing the
density of the network formed by the standards that cite their concerned standards, the
practitioners can have a better idea of whether these standards will receive more
citations in the future.
In the context of standards being the specifications of different functional parts of the
system, the practitioners can have a reliable estimate of the developmental potential for
the parts that they pay special attention to. If no new specification is likely to cite the
specification of the parts, this means that the parts have either matured or the potential of
using them as the technological base for future development has been used up. In this
case, a company may find it most effective to deploy its technical resources in other
areas of the standard setting community.
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The findings of this thesis provide companies a tool to better evaluate the general
acceptance of the standards. For a specific aspect of the Internet, companies want to
know whether a standard has the potential to become a well-accepted one in the near
future, thus they can concentrate their limited resources on either following the
development of the standard or searching for alternative standards with more potential.
Knowing the future acceptance of a standard also greatly influences how a company
strategically place themselves in the market.
This thesis pointed out the relationship between several structural or attribute
related factors and the increase of prestige of a standard. For practitioners participating
in the standards setting work of the IETF, these factors can be considered when
designing their standards so that their standards might have a better chance to attract
more recognition from other standards and thus increase their future acceptance.
However, this should be done cautiously because of the unclear causality issue of the
mechanism. Manipulating the process may not give the company the desired result.
Finally, by observing the structure of the standards, companies can see where a
new application niche is emerging by observing the evolution of the functional
capabilities of the system. In addition to tracking numerous sub-organizations within
the standard setting organization to follow the latest updates, companies now have an
additional tool to track the development of standards by their functional characteristics.
In this case, the companies can have a holistic view of the relationship between the
standards of their concern and the rest of the standards. Standards emerging as a new
functional group can easily be checked for the relevance or potential impact on the
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standards of the companies' concern.
5.5.3 The implications for the research community
Adding to the existing approaches that study the development of standards with the
instrumental, institutional, or constructional perspective, this thesis provide a fourth
perspective, namely the systems approach, to understand the development of standards
in terms of the growth of their interdependency and their promotion in status.
The Internet is an infrastructure system whose essential value is the interconnection
of various hardware and software elements to give functionality to a disparate group of
users. In addition, the functionalities are varied but without all of them, the value of the
Internet to the users declines rapidly. Thus, the Internet is essentially a "Systems
Innovation" and a major designed element is the set of standards that are necessary to
make the Internet work. Other modern systems (e.g. the World-Wide-Web, the electric
power grid, satellites, global mobile communication system, grid computing, etc.) also
demonstrate the property of adding their essential value by being an interactive,
interconnect, and interoperable system - that is they are systems innovation.
In all such systems, the major creative act is the development of a set of standards
that allow appropriately flexible and reliable functions to be developed. The development
and demonstration of the methods that allow the study of the standards systems is thus
the most important higher level contribution of this thesis.
Previous standards research mostly focused on the development of a stand-alone
standard (e.g. QWERTY keyboard, rail gauge, 56k modem, computer operation system,
153
Web browser, etc.) With the citation among the standards and possibly the social
network among the standards developers, a closely related set of standards can now be
studied. Moreover, by using the citations as the cement among different set of
standards, a bigger picture of the development of the system can be visualized and the
relationship among the systems can be investigated. With the research findings of this
thesis focusing on the Internet standards developed by the IETF, future researchers can
have more confidence in studying, for example, the relationship among the standards
developed by the IETF and by the W3C whose main focus is on the World-Wide-Web
applications.
5.6 Chapter Summary
In this chapter, we discussed some implications of the findings of this thesis. We
have discussed the systems approach adopted for understanding the Internet standards,
the significance of using two different decomposition methodologies to understand two
different types of structure of the Internet standards, the quantitative time-series analysis
used to obtain a temporal perspective about the functional components, the promotion,
and the increase of prestige for the Internet standards, and the combined influence of the
social and technical aspects of the Internet standards on their promotion and increase of
prestige. Moreover, we illustrated the implications of these findings to the management
of standards setting processes, the industrial firms, and the research community. We
concluded that viewing standards as interdependent artifacts and analyzing them with
network analysis tools does help us better understand the standards and the standards
setting process.
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Chapter 6: Summary and Future Work
6.1 Summary
This thesis has explored a new idea: viewing standards as interdependent artifacts
and analyzing them with the network analysis tools. Researchers have long been
treating standards as stand-alone technical specifications that are developed in their
individually isolated and focused environments. However, this approach has its limit
especially when dealing with standards designed to be compatible with other standards
to facilitate transactions and interactions for large scale interoperable systems. In this
case, the technical interdependency among the standards has to be carefully considered
and managed, and the success or failure of a standard being incorporated into the
standards system is greatly influenced by its interdependency with others. To
overcome this limit, we have taken a systems approach. We have demonstrated in this
thesis that, using the set of the Internet standards as an example, viewing standards as
interdependent artifacts and studying them with network analysis tools does bring us
more insights into the nature of the standards and standards setting process.
In Chapter 1, we set up a framework that categorizes the standards by their
purposes and by their processes of standardization. We surveyed the literature on the
development of standards and the social effects of standardization and showed that
scholars in this field of research can be divided into camps of three different perspectives:
the instrumental perspective, the institutional perspective, and the constructional
perspective. For the field of engineering systems research, we have identified the
operation standards developed by the voluntary consensus process as the most
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appropriate focus. Accordingly, we choose to pay special attention to the standards of
the Internet developed by the Internet Engineering Task Force (IETF). Rather than
taking one of the three perspectives, we proposed to take a systems approach to study
these standards as interdependent socio-technical artifacts.
In Chapter 2, we have provided some background for the understanding of the
Internet standards. With a brief introduction of the history of the Internet, we set out to
describe the evolution of the technical community in which most of the Internet standards
were developed. More specifically, we explained in detail the organization of Internet
Engineering Task Force (IETF), its Working Group (WG) and Area sub-organizations,
and the formation of WGs. Because all of the Internet standards developed by the IETF
exist in the form of Request for Comments (RFC), we introduced the RFC document
series and explained the unique standards setting process used by the IETF to promote
RFCs in a sub-series called the standards-track RFC. We then investigated the
evolving Internet standards process, the guidelines and procedures of the IESG and WG,
and the relationship between the IESG and WG that contributed to the complexity of the
standards system of the Internet examined in this thesis. Finally, since we propose to
view standards not as standalone technical specifications but as interdependent artifacts,
we use the normative citation relationships among the standards as the first
approximation to the interdependency among the standards. We explained the
meaning of citations among the Internet standards and used examples to demonstrate
the significance of them in the context of a standards system.
With the Internet standards' complex network of interdependency manifested by
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their citation relationship, we investigated the structure of the Internet standards in
Chapter 3. We first explored the usefulness of partitioning a standards' citation network
into cohesive subgroups. By comparing the community structure generated by the
Newman-Girvan algorithm with the functional roles played by the different Internet
standards, we demonstrated that the discovered community structure can be used as an
effective representation for the technical structure of the Internet standards. We then
showed that the IETF organization structure at the WG level closely mirrors the
interdependency among the Internet standards, with the only but reasonable exception
that the network management related standards have close technical interdependency
but were individually developed in each WG. Furthermore, by comparing the
community structure of the author affiliation network generated by the Newman-Girvan
algorithm with that obtained from the citation network of the Internet standards, we
demonstrated that a close match between the two structures did not exist in the early
stage of the standards development but emerged later. Finally, we have illustrated that,
with the help of the community structure of the Internet standards and the time series
data, the evolution of the functions of the Internet can better be understood. In
particular, the modularity of the standards system has been relatively constant over time.
With the investigation of the cohesive subgroups of the Internet standards, we then
explored the usefulness of partitioning a standards' citation network into regular
equivalence classes. With the findings that the discovered equivalence classes have a
set of unique citation relationships, a specific transition relationship among them,
individually different linkage pattern to other standards, and distinct prevalent status of
the standards, we demonstrated that the regular equivalence classes of the Internet
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standards reflect the life cycle of the standards' development. The findings of this
chapter helps us better understand the structure of the Internet standards. This
knowledge is not available without the systems approach to the Internet standards as
proposed by this thesis.
With the citation network and the coauthor network of the Internet standards, we
studied the evolution of the Internet standards in Chapter 4. We demonstrated that a
standard in the higher status level has, on average, higher prestige and higher implicit
social influence. To test the hypothesis that a Proposed Standard or a Draft Standard
would be more likely to increase its status in the near future if it has higher prestige or
implicit social influence, we fitted a logistic regression model with the data of 1994 official
Internet standards. The regression model, verified with the 1999 official Internet
standards, is effective in predicting whether a Proposed or Draft Standard would
increase its status in the next five years. Finally, we examined the structure and
attribute related factors that influence the increase of prestige for a standard. The
findings in this chapter help us better understand the evolution of the Internet standards.
This quantitative knowledge about how the standards are evolved in the voluntary
consensus process would not be available without the systems approach proposed by
this thesis.
Finally, in Chapter 5, we discussed some implications of the findings of this thesis.
We have discussed the systems approach adopted for understanding the Internet
standards, the significance of using two different decomposition methodologies to
understand two different types of structure of the Internet standards, the quantitative
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time-series analysis used to obtain a temporal perspective about the functional
components, the promotion, and the increase of prestige for the Internet standards, and
the combined influence of the social and technical aspects of the Internet standards on
their promotion and increase of prestige. Moreover, we illustrated the implication of
these findings to the management of standards setting processes, the industrial firms,
and the research community. We concluded that viewing standards as interdependent
socio-technical artifacts and analyzing them with network analysis tools does help us
better understand the standards and standards setting process.
6.2 Future work
6.2.1 Comparison between the TCP/IP protocol suite and the others
We have investigated in this thesis the structure and the evolution of the Internet
standards developed by the IETF. Although the IETF developed TCP/IP protocol suite
is the dominant set of standards for computer networking of our time, it would be
interesting to examine, for example, the failed Open Systems Interconnection (OSI)
protocol suite or AppleTalk protocol suite for their structure and evolution.
The OSI that started in 1982 by the International Organization for Standardization
(ISO) together with the ITU-T 8 was an industry effort for a common set of computer
networking standards that intended to provide multi-vendor interoperability. However,
the actual OSI protocol suite specified as part of the project was considered too
complicated and too difficult to implement.
8 ITU: International Telecommunication Union, and ITU-T: ITU Telecommunication Standardization Sector
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For example, the OSI's X.400 e-mail standards took up several large books, while
the Internet e-mail standard (SMTP) took only 68 pages in RFC821. The fact that, over
the years there have been numerous RFCs which extended the original SMTP and
finally the whole set of email related standards took up several large books as well,
indicates that the TCP/IP protocol suite and the OSI protocol suite must have very
different structure and evolution in the process of development. A close examination
may provide us alternative answer to the eclipse of the OSI suite by the TCP/IP suite.
Alternatively, the AppleTalk protocol suite developed by Apple Inc. for computer
networking can also be a choice for close examination. AppleTalk was originally
included in the Macintosh in 1984 but was later demoted by the Apple Inc. in favor of
TCP/IP protocol suite. With a close examination, the structure and evolution of the
AppleTalk protocol suite might give us insight into its being given up by the Apple Inc.
6.2.2 Relationship between the Internet standards and other systems
This thesis has focused on using the Internet standards as the case to demonstrate
the proposed systems approach for studying the standards. Though not dealt with in
this thesis, the Internet standards often cite or are cited by the standards that are not part
of the Internet standards. By using the citations as the cement among different set of
standards, a bigger picture of the development of the system can be visualized and the
relationship among the systems can be investigated. With the research findings of this
thesis focusing on the Internet standards developed by the IETF, future researchers can
have more confidence in studying, for example, the relationship between the standards
developed by the IETF and by the World Wide Web Consortium (W3C) whose main
160
focus is on World-Wide-Web applications.
6.2.3 More examples for the systems approach to standards research
This thesis is the first to study the Internet standards as interdependent artifacts
using the network analysis tools. More examples are needed to demonstrate the
effectiveness of this approach, to find more common ground for this kind of analysis, and
to explore more fully the value of utilizing the network analysis tools in the setting of the
standards systems. More examples can help us better understand the limit and
possibility of this approach. They also help us better understand the standards system.
In this regard, study of the World Wide Web standards (i.e. by W3C), the family of
IEEE standards that deals with local area networks and metropolitan area networks (i.e.
IEEE 802), and Global System for Mobile communication (GSM) standards (i.e. by ETSI)
would be among the most valuable standards systems to study.
6.2.4 Alternative ways to construct the social network
Instead of using the coauthor relationship to construct the social network for the
standards' development, one could investigate the alternatives of building the social
network for the standards. One possibility is to construct the social network according
to the authoritative relationship within the organization. For example, we can use the
management hierarchy of the people in the standards setting organization (e.g. WG chair,
Area director, and IESG members in the case of IETF) to construct a social network.
Since we have demonstrated that the standardization is a socio-technical process, the
management hierarchy within the standards setting organization surely has influence on
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the standards development and thus might add predictive power to the evolution and
promotion models for the standards.
6.2.5 The evolution of some functional subgroups of the Internet
The evolution of some functional subgroups of the Internet standards is worth more
attention. For example, it would be interesting to examine the evolution of the security
related standards. Some people have argued that the failure of Internet security is due
to the non-consensus on where in the Internet the security standards should be
implemented. As a result, the security related standards are developed as parts of
various functional components of the Internet standards. In this thesis, we have found
that, though developed in different WGs, the network management related standards
form a cohesive functional subgroup among the Internet standards. The investigation
of the community structure focusing on the security related standards might, on the
contrary, reveal the non-coherence of these standards and thus provides us some insight
into the natural of the development of the security standards.
6.2.6 Self-organization of the standards developers with local rules
As mentioned previously, the interaction between the local decision of choosing
citations and the global decision of promoting standards plays an important role for the
evolution of the standards. Therefore, it is an exciting new frontier of research as to
how the standard developers self-organize themselves and follow local rules to develop
their own standards so that the global standards system of the Internet emerges.
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6.2.7 Multiple decomposition research
An important approach pioneered in this thesis has been the decomposition of the
complex Internet standards system by two very different methodologies. The first is to
find cohesive subgroup for which we used the Newman-Girvan algorithm. The second
is to find regular equivalence classes for which we used REGE algorithm and the
algorithm developed as part of this thesis. Each of these two decompositions gives us
useful information about the structure of the Internet standards system. However, it is
the combination of the two that provides a more comprehensive understanding that is not
possible by examining only one structural aspect of the Internet standards system.
It appears that such improved understanding would be of value in a wide variety of
systems and that a comparative study across a variety of systems might be particularly
interesting. Systems such as electric power grids, air transportation, ground
transportation (road and rail), assembly systems, organizational networks, and a wide
variety of other systems could all be included in such a study.
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Appendix - An Algorithm and Metric for Decomposition from Similarity Matrices:
Application to Positional Analyses
By Mo-Han Hsieh and Christopher L. Magee
(This article has been submitted to Social Networks in August, 2007)
A-O. Abstract
We present an algorithm for decomposing a social network into an optimal number of
structural equivalence classes. The k-means method is used to determine the
decomposition of the social network for various numbers of subgroups. The most
appropriate number of subgroups into which to decompose a network is determined by
minimizing the intra-cluster variance of similarity subject to the constraint that the
improvement in going to more subgroups is better than a random network would achieve.
We also describe a decomposability metric that assesses how closely the derived
decomposition approaches an ideal network having only structural equivalence classes.
Three well known network data sets were used to demonstrate the algorithm and
decomposability metric. These demonstrations indicate the utility of the approach and
suggest how it can be used in a complementary way to Generalized Blockmodeling.
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A-1. Introduction
In the network analysis literature, two lines of research have been pursued to
develop methods of decomposing networks into meaningful subgroups (Wasserman and
Faust 1994). These are: (1) research that seeks to identify cohesive subgroups (Frank
1995); and (2) research that seeks equivalence classes in a network (Breiger et al. 1975;
Lorrain and White 1971). While numerous methods have been proposed to
conceptualize the idea of cohesive subgroups (including the algorithm recently proposed
by Newman and Girvan (2004)), the recent efforts in social networks research have been
on developing methods that identify equivalence classes.
The initial concept of the equivalence class was proposed by Lorrain and White
(1971) in the form of structural equivalence. By conceiving nodes in a network as
equivalence classes or "positions" that relate in a similar way to other positions, a
network can be transformed into a simplified model where nodes are combined into
positions and the relations between nodes become relations between positions. For
example, if two nodes link to and are linked by exactly the same set of other nodes, they
are structurally equivalent to each other. Many definitions of equivalence have been
proposed, see (Wasserman and Faust 1994) for further discussion.
Among the methods that identify structural equivalence classes, Batagelj et al.
(1992b) proposed to divide them into direct and indirect methods. While the direct
method involves optimizing a pre-specified block model with the network data, an indirect
method typically composes two major parts: (1) a definition of dissimilarity for the
selected type of equivalence (e.g. the corrected Euclidean-like dissimilarity (Burt and
Minor 1983)) and (2) an algorithm that produces good clustering solutions (e.g.
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hierarchical clustering). The indirect method is indirect in the sense that the relational
information among vertices is first used to create a partition, and the partition is then
evaluated with an explicit criterion function (Batagelj et al. 1992b). While the evaluation
of the partition with a criterion function is not imperative for the indirect method, one
example of the criterion function is the specified goodness-of-fit measure proposed by
Batagelj et al. (1992a) originally designed for the use of their optimization approach in
finding equivalence classes. While most of these indirect methods generate
dissimilarity measures that are compatible 9 with structural equivalence, the
decompositions based on these dissimilarity measures are generally not satisfying.
The often used method, CONCOR (Breiger et al. 1975), is considered as having the
aspects of both the indirect and direct method (Batagelj et al. 1992b). However, the
CONCOR procedure always splits a set of vertices into exactly two subsets. Repeated
application of CONCOR results in a series of subdivided bi-partitions of the original
network. Thus, the partition outcome is at least partially determined by the procedure,
not by the actual structure of the network (Schwartz 1977).
The most recently developed approach in identifying equivalence classes is
Generalized Blockmodeling (GBM) (Doreian et al. 2005). The method considers ideal
blockmodels and uses optimization methods to fit them to empirical data. This direct
method allows for use of context information in forming hypotheses and gives a criterion
function (i.e. inconsistencies) that measures the fit of a specified blockmodel or
decomposition structure to the actual data. GBM has been shown to give "better"
9 A dissimilarity measure is compatible to structural equivalence if it satisfies the condition that the
dissimilarity of a pair of nodes is zero if and only if the two nodes are structurally equivalent (Doreian,
Batagelj et al. 2005, p181).
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decompositions of social network data based upon comparing inconsistencies (Batagelj
et al. 1992b; Doreian et al. 2005). GBM finds better decompositions by a clear
procedure, but as noted in (Doreian et al. 2005) hypotheses with a greater variety of
block types can always be found to lower the number of inconsistencies towards zero.
In the case of using BGM to find the structural equivalence partition of a network, though
it is possible to identify the most appropriate number of subgroups by observing the jump
of inconsistencies, to some extent it still involves subjective judgment and thus lacks a
fully objective criterion for stopping decomposition.
Another approach to decomposition of networks is based upon network models
(Fienberg and Wasserman 1981; Snijders and Nowicki 1997; Tallberg 2005; Wasserman
and Anderson 1987). Recently, the development of stochastic models in the field of
cluster analysis has lead to its application to social networks (Handcock et al. 2007; Hoff
et al. 2002). The attractive features of using these approaches to find structural
equivalence classes include, for example, statistical inferences with full models and
statistical criteria for determining the number of classes. However, the potential
disadvantages of this approach are the difficulty of model selection and the potentially
large number of parameters to be estimated. Both of these disadvantages make
theoretical interpretation of positions and blocks for social networks problematic.
In this paper, we propose a new indirect method of partitioning a network into
structural equivalence classes. Overall, the method consists of: (1) an unsupervised
clustering method, in which vertices are assigned to clusters to minimize the intra-cluster
variance of dissimilarity; (2) an approach that takes into consideration not only the
dissimilarity between the pair of vertices but also the pair's dissimilarities with all other
vertices; (3) a quantitative stopping criteria for determining the number of subgroups that
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a network should be divided into to better represent its underlying structural equivalence
structure. The method is seen as a companion to GBM offering additional insight in
certain kinds of studies (where inductive learning is useful) and having a similar limitation.
The paper presents the new method for finding structural equivalence classes and
its application to ideal structural equivalence networks in Section 2. In section 3, we
develop a normalized decomposability metric for assessing how close non-ideal
networks are to the ideal networks found by our (or any) decomposition methodology.
Application of our method including the decomposability metric to three known social
networks is presented in Section 4. Brief concluding remarks are given in Section 5.
A-2. A New Method for Finding Structural Equivalence Classes
The method starts with any dissimilarity measure of vertices that is compatible with
structural equivalence. For an n-node network, the dissimilarity measures can be
arranged in an n by n matrix, whose entries give the dissimilarity between the row
vertices i and the column vertices j. Hierarchical clustering generates the hierarchy of
vertices by using these measures and different definitions of dissimilarity between the
new clusters. Our method treats the n by n dissimilarity matrix as n data points in the
n-dimensional space that we wish to partition. That is, we read row i of the dissimilarity
matrix as the n-dimensional coordinates of the ith data point. Since the dissimilarity
matrix is symmetric, the coordinates can also be read as the column elements.
With n data points in the n-dimensional space, we then repeatedly apply the
k-means method (Hartigan and Wong 1978; MacQueen 1967) to partition the n data
points into k=2 to k=n clusters. Information about the k-means method and its many
variations can be found in (Kaufman and Rousseeuw 2005). In this study, Lloyd's
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k-means algorithm (Lloyd 1982) was used. Lloyd's algorithm begins with a set of k
reference points which are randomly selected from the data set. All of the data points
are partitioned into k clusters by assigning each point to the cluster of its closest
reference point. In each iteration, the centroid for each cluster is calculated. A partition
is then made using the newly calculated centroids as reference points for all of the data
points. It has been proven (Bottou and Bengio 1995) that the iterative process will
eventually converge to a configuration where each data point is closer to the reference
point of its cluster than to any other reference point and each reference point is the
centroid of its cluster. Since different initial reference points can generate different
partitions, multiple sets of initial points are used to evaluate whether the obtained partition
has approached its minimum sum of intra-cluster distances.
For each round of the k-means method that partitions the n data points into k
clusters, we have the sum of the within cluster points-to-centroid distances as
ADk IZ E= S x-i 2 (A-1)
where Si (i=1,2,...,k) is the cluster and c, is the centroid or mean point of all of the data
points xj in cluster Si.
In the process of decomposing the network into more subgroups (i.e. as k
increases), Dk gradually decreases as more centroids are generated. A smaller Dk is
desirable because we want a partition that has a smaller intra-cluster variance. Dk is
zero when all of the equivalence classes (including singletons) have been identified by at
least one centroid. We define ideal networks as those having only structural
equivalence classes (i.e. zero discrepancies for GBM), and for such networks an
algorithm that stops further partitioning the network when Dk is zero would be appropriate.
178
However, for most real networks, the monotonically decreasing Dk goes to zero only after
numerous singletons have been individually identified as unique equivalence classes.
In the case of k = n, Dk is always zero because every node is identified as itself an
equivalence class. The result of identifying a great number of singletons is relatively
meaningless since it does not inform us about the underlying structure of the network.
To avoid generating an excessive number of classes for real networks, a quantitative
criterion must be designed to appropriately stop further decomposition of the network.
For any assigned number of subgroups, the k-means method seeks to minimize Dk
with the same number of centroids. Because nodes of the same equivalence class
have the same coordinates, a lower Dk can be obtained by first grouping them with
centroids. Therefore, if a network has equivalence classes that have more than one
node, Dk decreases significantly with newly added centroids until every such equivalence
class has been identified by at least one centroid. The decrease of Dk slows down with
larger k when singletons start to appear as classes.
These singletons, with their unique linkage patterns, are similar to randomly wired
nodes in a network. We found that the gradual decrease of Dk during the generation of
singletons is similar to that of the random networks with the same size and linkage
density1o. Thus, we stop further dividing a network into additional subgroups if the
decrease of Dk (form k to k +1) is smaller or equal to the average decrease of Dk obtained
from a sample of random networks with the same size and density. We thus define a
10 We use the Erd6s-R~nyi model to generate random networks. The model considers all pairs of nodes
in a graph and puts an edge between the nodes with a fixed probability (which in our case equals to the
linkage density). Since a random network with larger size and density has larger step decrease of Dk, the
network's decrease of Dk (from k to k+1) should be compared with that of the random networks with the
same size and density.
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fitness index as simply
random real
Fk = Dk - DA (A-2)
where D""ano"' is the sum of intra-cluster point-to-centroid distances obtained by
averaging over the results of a sample of random networks and D-•e" is that of the real
network. We find the maximum of Fk as a function of k, and the corresponding k
represents the most appropriate subdivision of the network because further subdivision is
only reducing Dk'I at random (or less than random) rates. The nodes belonging to the
k different clusters then form the equivalence classes of the network.
The number of random networks sampled to obtain the appropriate Dr'" "'" in
Equation (A-2) is determined by the standard deviation of Dnd""'m relative to the
decrease of Dr"e"'" k Since our simulation indicate that Da""'n o"' is normally distributed,
our procedure is to sample 30 random networks and then determine the appropriate
sample size, N, according to
N > z skAF• (A-3)
where z is the ordinate on the Normal curve corresponding to the desired probability a
(.05 in our case), Sk is the sampled standard deviation of Dn'" ' , and AFk is the
difference between Fk and either Fk-1 or Fk+1. We iteratively increase sample size until
the repeatedly recalculated N satisfies Equation (A-3).
In theory, our method should work for ideal networks having only structural
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equivalence classes because nodes of the same equivalence class cause a larger
decrease of the sum of intra-cluster point-to-centroid distances than nodes that belong to
no equivalence class (i.e. nodes of random networks). It should be noted that, if an
ideal network has a singular node as a structural equivalence class, it is possible that our
algorithm will not identify this node as an equivalence class. This is due to the difficulty
of differentiating the linkage pattern of a meaningful node from that of a randomly placed
node. In this case, our fitness index as shown in Equation (A-2) can fail to indicate the
most appropriate number of structural equivalence classes and thus the most appropriate
decomposition. Nevertheless, our method works for ideal networks with all of their
structural equivalence classes having at least two nodes.
Our method works in practice as we have tried the algorithm for a variety of ideal
networks, and the algorithm identifies the correct subgroups for all of them. However,
there are easy and difficult cases of using the fitness index to identify the right number of
classes that the network has.
The difficult cases are the networks whose decrease of the sum of intra-cluster
point-to-centroid distances is only slightly higher than that of a random network. Figure
A-1 shows two sets of comparison between these difficult and easy cases. Each fitness
value in the figure is normalized between zero and one so that we can compare their
relative easiness of identifying the peak of fitness index.
Figure A-1(a) shows the fitness index for two ideal networks with the same minimum
equivalence class size (i.e. C=5) but different network size (i.e. n=25 and 100). As
shown in the figure, it is easier to identify the peak of fitness index for the network with
smaller size. Figure A-1(b) shows the fitness index for two ideal networks with the same
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network size (i.e. n=50) but different minimum equivalence class size (i.e. C=2 and 10).
As shown in the figure, identifying the peak of fitness index is now easier for the network
with larger minimum equivalence class size.
In general, the ideal networks having only small equivalence classes and larger
network sizes are the difficult cases for use of the fitness index to identify the right
number of classes. Nonetheless, the method identifies the correct equivalence classes
of these ideal networks. The more important issue is how to assess its value in the
less-than-ideal networks that are typically observed for social networks. The next two
sections of the paper address this topic.
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Figure A-i. (a) Fitness index for ideal networks with the same minimum equivalence class size (i.e. C=5)
but different network size (i.e. n=25 and 100). (b) Fitness index for two ideal networks with the same
network size (i.e. n=50) but different minimum equivalence class size (i.e. C=2 and 10).
A-3. Measuring the decomposability of a network
By applying our class finding algorithm, networks are divided into subgroups that
correspond to their underlying structural equivalence structures. However, we want to
differentiate among networks whose subgroups are not all ideal equivalence classes.
In this case, we define perfect decomposability of a network as that achieved when a
network is composed of only equivalence classes.
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Having a normalized objective measurement of decomposability is useful. For
example, we can compare two networks and determine which network is more similar to
an ideal network having only equivalence classes. Lower decomposability can be used
to infer that the suggested decomposition is more forced and thus should be cautiously
utilized in further analysis. Moreover, if other variables (or time series data) are known,
the change of the decomposability metric with the variables (or with time) affecting the
network can be found. This can allow one to find how various variables influence the
structural roles in a given network or a variety of different networks. To be able to
compare the decomposability of networks of different size and density, it is necessary to
normalize the metric for these effects.
To determine the normalized decomposability of a network, we construct a metric
that places networks with only equivalence classes at one end and those without any
equivalence class at the other. We use the sum of intra-cluster distance, Dk, Of
Equation (A-1), to quantify the similarity between a real network and an ideal network.
For an ideal network having only equivalence classes, its sum of intra-cluster distance,
Dideal, equals zero. This is because every member of the same equivalence class, when
viewed as a node in the multidimensional space, has the same coordinates. Therefore,
their intra-cluster distances are zeros and the sum of these distances, Dideal, is zero.
In addition to the value of Dideal, we want the upper bound of the sum of intra-cluster
distance, Dmax(n,k), for networks having n nodes and k clusters. With the lower bound,
Dideal=O, and the upper bound, Dmax(n,k), we can thus obtain the normalized
decomposability metric, Q, for the network as
Dk -1 D3 e = DkQ = 1 Dk ideal = Dk (A-4)
max(n,k) ideal Dmax(n,k)
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which defines Q as 1 for perfect decomposability and 0 for Dk = Dmax(n,k) which is
equivalent to no decomposability. To obtain the upper bound, Dmax(n,k), we are seeking a
network that has the maximum possible value of Dk while having the same size and is
divided into the same number of clusters as that of the ideal network. To obtain the
upper bound of Dk, various Monte Carlo methods can be applied to obtain an
approximate solution for the network with size, n, and number of clusters, k. In this
study, we used a genetic algorithm (GA) as the optimization method to search for Dmax(n,k).
To apply the GA, the solution domain was represented by rearranging the adjacency
matrix of a network into an array of bits, the fitness function was Dk, and the two-point
crossover was used to generate a new generation of solutions. For more information
and implementation details about GA, see (Mitchell 1996).
By using the corrected Euclidean-like dissimilarity (Burt and Minor 1983) as the
dissimilarity measure for structural equivalence. Table A-1 shows some examples of
Dmax(n,k) (with three significant figures) for network with different sizes and number of
classes.
SIZE OF NETWORK (N)
6 7 8 9 10 11 12 13 14 15
2 21.3 32.2 44.6 60.3 76.7 96.4 120 146 168 196NUMER OF 3 14.3 23.2 33.5 46.8 61.7 77.4 97.2 121 144 168CLUSTERS
R(K) 4 8.39 16.4 26.5 36.8 49.5 65.1 82.8 102 125 146
5 4.51 10.5 17.8 27.6 41.4 54.6 68.8 86.9 106 131
Table A-1. Dmax for network with different sizes and number of clusters
In Table A-1, the maximum possible Dk for a 9-node network, for example, divided
into three classes is Dmax(n,k)=Dmax(9,3)= 4 6 .8 . With this information, we consider three
9-node networks as shown in Figure A-2.
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Network I and its adjacency matrix
1 2 3 4 5 6 7 8 9
1 0 1 1 0 0 0 0 0 1
2 1 0 1 0 0 0 0 0 0
3 1 1 0 0 0 0 0 0 0
4 0 0 0 0 1 1 0 0 0
5 0 0 0 1 0 1 0 0 0
6 0 0 0 1 1 0 0 0 0
7 0 0 0 0 0 0 0 1 1
8 0 0 0 0 0 0 1 0 1
9000100110
Network 2 and its adjacency matrix
Network 3 and its adjacency matrix
Figure A-2. Network 1, 2, and 3 and their adjacency matrixes.
Note that the only difference between Network 1 and Network 2 is the directed link from
node 7 to node 1. Network 3 differs from Network 2 by its additional links from node 2 to
node 7 and from node 4 to node 8. The result of applying our class finding algorithm to
Network 1 and Network 2 shows that the two networks are divided into the same k = 3
subgroups (i.e. node 1, 2, and 3, node 4, 5, and 6, and node 7, 8, and 9). Moreover,
following Equation (A-4), with k = 3, we have Dk = D3 for Network 1 as 8.71 and for
Network 2 as 11.2. Therefore, the decomposability metric for Network 1 is
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011000001
101000000
110000000
000011000
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000110000
100000011
000000101
000100110
0 0 0 1 0 0 1 1 0
1
2
3
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8
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011000001
101000100
110000000
000011010
000101000
000110000
100000011
000000101
000100110
0 0 0 1 0 0 1 1 0
D3Q, =1- = 1-8.71/46.8= 0.81
max(9,3)
and the decomposability metric for Network 2 is
Q2 = 1-11.2/46.8 = 0.76.
Similarly, our class finding algorithm tells us that Network 3 should be divided into still the
same k = 3 classes. With its sum of intra-cluster distance, D3, equal to 16.2, we obtain
its decomposability metric as
Q3 =1-16.2/46.8= 0.65.
With Network 1 having the highest decomposability and Network 3 having the lowest, the
decomposability metric confirms what visual inspection tells us; Network 2 is closer to the
ideal network than is Network 3 but is further from ideal than is Network 1.
It should be noted that, the decomposability metric can be calculated only after we
know the number of subgroups that the network should be divided into. Since the
decomposability metric monotonically increases as the number of subgroups increases
(and equals to unity as every node of the network is itself a subgroup), it cannot be used
to determine the appropriate number of subgroups in a network. To do so, we still have
to use the fitness index as introduced in Equation (A-2). The fitness index compares the
decrease of D' e" l resulting from increases in the number of subgroups to that of D"' "' " m
and thus can be used for determining the most appropriate number of subgroups.
Since the decomposability can be viewed as a measure of deviation of real
networks from ideal networks that contain only equivalence classes, we explored the
relationship between a network's decomposability and its deviation from an ideal network.
To do this, we examine the decomposability of 10,000 pseudo real networks generated
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from randomly perturbing " all possible linkages of ideal networks (i.e. adding or
removing links) with six different percentages. Ideal networks with sizes between 30
and 60 were sampled. Furthermore, we sample ideal networks with the assumption that
the number of classes for each network is normally distributed and the size of each class
within a network is also normally distributed. Since real networks typically have very low
density, we only sample ideal networks with density lower than 0.2.
Figure A-3 shows the average decomposability metric of the pseudo real networks
(with one standard deviation also plotted) versus their percentage of linkage perturbation
from ideal networks. Although, the linear relationship between the two has an R-square
value of 0.99, the results also show some clear non-linearity. However, if we limit the
applicability of the decomposability metric to networks with decomposability of 0.4 and
higher, the linear equation gives a reasonable estimate of the linkage perturbation.
With this result, we can calculate the deviation of our previous three networks.
Referring to Figure A-3, the decomposability of Network 1, 2, and 3 (calculated above)
are equivalent to 4.8%, 6.1%, and 8.9% linkage perturbation of their underlying ideal
network. We note that the lower the decomposability the more questionable the ideal
network that we associate with the decomposition is. Other networks with slightly more
deviations might also describe the network in these cases.
11 The perturbation can be viewed as arising from an error in observation or arising because real social
relationships are more complex than the ideal.
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method indicates that the most appropriate decomposition of the network is into five
equivalence classes. These equivalence classes are: (1) the President and Pete, (2)
Katy, Bill, Ann, and Andy, (3) Minna, Amy, and Lisa, (4) Peg, Rose, Tina, Mike, and Marry,
and (5) Emma herself. This partition, though not perfect, corresponds reasonably well
with the organizational chart shown in Figure A-4(b).
We recognize that there is an exact structural equivalence partition of the network
into seven classes, with the President, Pete, Minna, and Emma as four individual
structural equivalence classes. As shown in Figure A-5(a), the sum of intra-cluster
point-to-centroid distances, D e" t , of the network (i.e. the dark gray bars) is zero starting
from k=7. However, our fitness index indicates that, among the four singleton structural
equivalence classes, Emma is the only one whose linkage pattern is differentiable from a
random arrangement, and thus it suggests a partition that groups the President and Pete
together and combines Minna with Amy and Lisa in the same class.
With the same procedure, we partition the social network into k=2 to k=15
subgroups, we first obtain the sum of intra-cluster point-to-centroid distances of the
social network and the random network as shown in Figure A-6(a). The fitness index
thus obtained is shown in Figure A-6(b).
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(a) (b)Figure A-6. (a) The sum of intra-cluster point-to-centroid distances of Thurman's office social network (darkgray bars) and that of the random networks with the same size and density (light gray bars). (b) Thefitness index of Thurman's office social network as a function of the number of subgroups.
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Figure A-4. (a) The social network and (b) the organizational chart of Thurman office data.
By applying our method to first partition the authoritative network into k=2 to k=15
subgroups, the sum of intra-cluster point-to-centroid distances as a function of k is
obtained and is shown in Figure A-5(a) as dark gray bars. To obtain the fitness index,
we need the comparable sum of a sample of random networks that have the same size
and density as the authoritative network. This sum of intra-cluster point-to-centroid
distances as a function of k is shown in Figure A-5(a) as light gray bars. The fitness
index generated by subtracting the one of the authoritative network from that of the
random networks is shown in Figure A-5(b).
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(a) (b)Figure A-5. (a) The sum of intra-cluster point-to-centroid distances of Thurman's office authoritative
network (dark gray bars) and that of the random networks with the same size and density (light gray bars).(b) The fitness index of Thurman's office authoritative network as a function of the number of subgroups.
As shown in Figure A-5(b), the fitness index has its maximum at k=5, which by our
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method indicates that the most appropriate decomposition of the network is into five
equivalence classes. These equivalence classes are: (1) the President and Pete, (2)
Katy, Bill, Ann, and Andy, (3) Minna, Amy, and Lisa, (4) Peg, Rose, Tina, Mike, and Marry,
and (5) Emma herself. This partition, though not perfect, corresponds reasonably well
with the organizational chart shown in Figure A-4(b).
We recognize that there is an exact structural equivalence partition of the network
into seven classes, with the President, Pete, Minna, and Emma as four individual
structural equivalence classes. As shown in Figure A-5(a), the sum of intra-cluster
point-to-centroid distances, Deal"' of the network (i.e. the dark gray bars) is zero starting
from k=7. However, our fitness index indicates that, among the four singleton structural
equivalence classes, Emma is the only one whose linkage pattern is differentiable from a
random arrangement, and thus it suggests a partition that groups the President and Pete
together and combines Minna with Amy and Lisa in the same class.
With the same procedure, we partition the social network into k=2 to k=15
subgroups, we first obtain the sum of intra-cluster point-to-centroid distances of the
social network and the random network as shown in Figure A-6(a). The fitness index
thus obtained is shown in Figure A-6(b).
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Figure A-6. (a) The sum of intra-cluster point-to-centroid distances of Thurman's office social network (dark
gray bars) and that of the random networks with the same size and density (light gray bars). (b) The
fitness index of Thurman's office social network as a function of the number of subgroups.
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The fitness index shown in Figure A-6(b) is a maximum at k=6, indicating that the
most appropriate decomposition is into six equivalence classes. Figure A-7 shows
these six classes and the block model as revealed by using our method.
Class Members
1 Amy, Katy, Tina
2 Ann, Pete, Lisa
3 President
4 Emma
5 Mary, Rose, Mike, Peg
6 Bill, Andy, Minna
1 2 3 4 5 6
1 1.00 1.00 0.11
2 1.00 1.00 1.00 0.67 0.17 0.11
3 1.00 1.00
4 0.67 1.00 . 1.00 0.33
5 0.17 1.00
6 0.11 0.11 0.33
(1) Amy, Katy, Tina
(2) Pete, Ann, Lisa (6) Bill, Andy, Minna
(3) President (4) Emma (5) Mary, Rose, Mike, Peg
Figure A-7. Class members, block density, and image graph of the Thurman social network
As shown in Figure A-7, the first class includes Amy, Katy, and Tina, and the second
class includes Ann, Pete, and Lisa. There is strong interaction within and between the
two classes. What differentiates them is that the second class has strong interaction
with the President. According to Thurman (1979), Pete is characterized as the center of
a social circle that included Lisa, Katy and Amy. Ann arrived under the sponsorship of
Pete, and Lisa has the ear of the President (Thurman 1979). It is worth noticing that the
fourth class comprises only Emma, who has strong interaction with the President, the
members of the second class, and the members of the fifth class. According to
Thurman (1979), she plays a special role in the social network and thus identifying her as
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a unique class seems appropriate considering the context information.
With the network size equal to 15 and the number of subgroups equal to five for the
authoritative network and six for the social network, we have the upper bound of the sum
of intra-cluster distance, Dmax(15,5) =130.71 and Dmax( 15,6) =113.07. By using Equation
(A-4), the decomposability metrics for the authoritative network and the social network
are 0.95 and 0.65 respectively. While both of these decomposability metrics are
reasonably high, the authoritative network is much more similar to an ideal network in
terms of its equivalence structure and thus is more reliably discussed in terms of this
structure.
By using the relationship between the decomposability and the linkage perturbation
of the ideal network shown in Figure A-3, we can infer that the authoritative network is
about 1.2% linkage perturbation from the ideal network and the social network is about
8.9% linkage perturbation from the ideal network. This strongly indicates that the
authoritative network is more solidly linked to the data but the inferred equivalence
structure of the social network might be substituted for easily with more observation or
slight changes in interaction patterns.
The inter-organizational Search and Rescue (SAR) network created after a disaster
in Kansas (Drabek 1981) is used as the second example to demonstrate the use of the
new method. The SAR network has 20 organizations. The dichotomized
communication data among these organizations are shown in Table A- 2.
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A BC DEF G H I J KL MNO PQ R ST
OSAGE COUNTY SHERIFF'S DEPARTMENT A 0 1 1 0 1 1 1 0 1 0 1 0 0 0 1 1 1 0 0 1
OSAGE COUNTY CIVIL DEFENSE OFFICE B 1 0 1 0 1 1 1 0 1 0 0 0 0 1 0 1 1 0 0 0
OSAGE COUNTY CORONER'S OFFICE C 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 0 1 0 0 0
OSAGE COUNTY ATTORNEY'S OFFICE D 1 1 1 0 1 1 1 0 1 0 0 0 0 1 0 0 0 0 0 0
KANSAS STATE HIGHWAY PATROL E 1 0 1 1 0 1 1 0 0 0 1 1 1 1 0 1 1 0 0 1
KANSAS STATE PARKS AND RESOURCES AUTHORITY F 1 0 1 1 1 0 1 0 1 0 1 1 0 1 0 0 0 0 0 0
KANSAS STATE GAME AND FISH COMMISSION G 1 0 1 1 1 1 0 0 1 1 0 0 0 0 0 1 0 0 0 0
KANSAS STATE DEPARTMENT OF TRANSPORTATION H 1 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
U.S. ARMY CORPS OF ENGINEERS I1 0 1 0 1 1 1 0 0 0 1 1 0 0 0 0 1 0 0 0
U.S.ARMY RESERVE J 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
CRABLEAMBULANCE K 1 0 1 0 1 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0
FRANKLIN COUNTY AMBULANCE L 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0
LEE'S SUMMIT UNDERWATER RESCUE TEAM M 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
SHAWNEY COUNTY UNDERWATER RESCUE TEAM N 1 0 1 0 1 1 1 0 1 0 0 0 1 0 0 0 1 1 0 1
BURLINGAME POLICE DEPARTMENT 0 1 0 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 0 1
LYNDON POLICE DEPARTMENT P 1 1 0 0 1 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0
AMERICAN RED CROSS Q 1 1 1 0 1 1 1 0 1 1 0 0 0 1 0 0 0 0 0 0
TOPEKA FIRE DEPARTMENT RESCUE #1 R 1 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
CARBONDALE FIRE DEPARTMENT S 1 1 0 0 1 1 1 0 1 0 0 0 0 0 0 0 1 0 0 0
TOPEKA RADIATOR AND BODY WORKS T 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0
Table A- 2. Kansas SAR Inter-organizational Network
To present the basic structure of the network, Drabek used CONCOR to partition
the network into five clusters as:
1. Authority position: (A, E).
2. Primary support: {C, F, G, I, K).
3. Critical resources: [D, L, N}.
4. Secondary support, 1: {M, O, P, Q, R, T}.
5. Secondary support, 2: [B, H, J, S}.
While these five subgroups are potentially useful in understanding this network,
Doreian et al. (2005) showed that this partition has 79 inconsistencies when examined
with their GBM criterion function for structural equivalence. They found a five-cluster
alternative that has only 57 inconsistencies (indicating the weakness of CONCOR
discussed in the Introduction to this paper):
1. Authority: [A, E}.
2. Bodies and Survivors: [C, F, G, I}.
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3. Infrastructure: {B, D, K, N, P, Q}.
4. Primary Rescue Operators: {H, J, L, M, R, S, 7}.
5. Secondary Rescue Operators: {O}.
Applying the method presented in this paper to find the structural equivalence
classes of the SAR network, we again partition the network into k=2 to k=20 subgroups.
The sum of intra-cluster point-to-centroid distances of the SAR network and that of the
random network with the same size and density is shown in Figure A-8(a). The fitness
index is shown in Figure A-8(b).
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(a) (b)Figure A-8. (a) The sum of intra-cluster point-to-centroid distances of the SAR network and random
network with the same size and density. (b) The fitness index of the SAR network.
The fitness index shown in Figure A-8(b) has its maximum at k=4, indicating that
the most appropriate decomposition is into four equivalence classes. Figure A-9 shows
these four classes and the block model as revealed by using our method.
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Class Members
1 A, E
2 C, F, G,I
3 B, D, K, N, O, P, Q
4 H, J, L, M, R, S, T
1 2 3 4
1 1.0 0.9 0.7 0.3
2 1.0 0.9 0.4 0.1
3 1.0 0.9 0.4 0.2
4 1.0 0.1 0.2 0.0
Figure A-9. Class members, block density, and image graph of the SAR network found by the algorithm
in this paper
As shown in Figure A-9, our partition differs from that of Doreian et al. (2005) only in
that ours combines their two classes, (B, D, K, N, P, Q} and (0), into one class thus
including "secondary rescue operators" with "infrastructure". By using the criterion
function for structural equivalence proposed by Doreian et al., our partition has 64
inconsistencies, which is considerably better than the 79 for the five subgroups
suggested by CONCOR but seven more than the five subgroup partition proposed by
Doreian et al using their direct method. Since more subgroups will decrease the
inconsistencies, we examine the five-class decomposition of our method12:
1 . A, E}),
2. {C, F, G, I},
3. (B, N, O},
4. {D, K, P, Q},
5. (H, J, L, M, R, S, T}.
This partition breaks the third class of our four-class partition into two classes as {B,
N, 0} and {D, K, P, Q} thus decomposing "infrastructure" but differently than Doreian et al.
This decomposition has the same number of inconsistencies (i.e. 57) as that of the
different five-class partition of Doreian et al. when examined with their criterion function.
12 Our stopping algorithm indicates that four groups are appropriate but we examine what the k-means
method would yield if allowed for five groups only for comparative purposes.
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Thus, our method appears more effective than CONCOR and relative to GBM is capable
of finding interesting decompositions that are worthy of consideration along with various
hypotheses arrived at by other information.
With the network size equal to 20 and the number of subgroups equals to four for
our first partition and five for the other partitions., we have the upper bound of the sum of
intra-cluster distance, Dmax(20 ,4) =298.51 and Dmax(20 ,5) =271.56. With these upper
bounds, our first partition has a decomposability metric of 0.42, which is greater than the
five subgroup partition of Drabek et al (i.e. 0.41) and slightly lower than that of the
partition of Doreian et al (i.e. 0.44) and that of our five subgroup partition (i.e. 0.45). We
feel it is more important to notice that the decomposability metric of 0.42 is about 15%
perturbation from the ideal network. With this high percentage of linkage perturbation,
we should be cautious when using any of the inferred equivalence structures of the SAR
network. Conversely, we can use the low decomposability of the SAR network data and
the lack of clarity about structure derived from that data to support the contention that
communication structures were weak in this instance (Drabek 1981).
Our third example is the political actor network reported by Doreian and Albert
(1989). In this network, the nodes are the prominent political actors in a local
community and the links represent "strong political ally" among the actors. Figure A-10
shows the three-class partition obtained by using CONCOR in the original analysis.
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Figure A-10. Political actor network with 32 inconsistencies and the decomposability metric of 0.42.
According to Doreian et al. (2005), this partition has 32 inconsistencies when
examined with the GBM criterion function for structural equivalence. They proposed a
three-cluster alternative shown in Figure A-11 that has only 26 inconsistencies.
Figure A-11. Political actor network with 26 inconsistencies and the decomposability metric of 0.37.
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By applying our method to find the structural equivalence classes of the network,
maximization of the fitness index indicates that the network is best decomposed into four
equivalence classes. The four-class partition is shown in Figure A-12. When
examined with the criterion function proposed by Doreian et al. (2005), it has 25
inconsistencies, which is one less than that of the partition shown in Figure A-11.
Figure A-12. Political actor network with 25 inconsistencies and the decomposability metric of 0.49.
Since reduced inconsistency is expected with more subgroups, we also explore the
three subgroup solution from the inductive method. In this case, our method suggests
the same partition as derived by CONCOR (i.e. the partition in Figure A-10). Though it
has more inconsistencies than that of the partition shown in Figure A-11, the former has
a decomposability metric of 0.42 that is higher than 0.37 of the latter. This result clearly
shows that our four-class partition, with 25 inconsistencies and a decomposability metric
of 0.49, has the best quality in terms of both the criterion function and the
decomposability. However, the relatively low decomposability of this network indicates
that any of these interpretations is open to change if more or slightly modified data was
obtained about these networks. Alternatively, the relatively low decomposability
indicates that the structure is significantly deviated from any ideal model and thus the
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political actor network is relatively weakly structured.
A-5. Conclusion and Discussion
The algorithm described in this paper appears to bring additional theoretical utility to
existing methodology for decomposing networks into structural equivalence classes.
The theoretical advantage is its ability to find all ideal structural equivalence classes but
yet has an objective stopping criterion for continuing decomposition of non-ideal
networks. The algorithm also appears to bring additional practical utility to existing tools
such as the Generalized Blockmodeling by suggesting different decompositions of clear
comparative merit to even well-studied examples as shown in Section 4.
When the algorithm is used in combination with Generalized Blockmodeling, one
might obtain the advantages of combining inductive and deductive approaches. For
example, with new data sets, one could start with finding the decompositions inductively
(best and near best) and by in-context study of these possibly arrive at a new hypothesis
to test by various criteria. In general, applying both methods seems to be appropriate in
all cases because the results in Section 4 indicate they can deliver slightly different and
yet interesting decompositions. In addition, the examples show the potential merit of
using our metric for decomposability. The metric provides an objective assessment of
the normalized decomposability of various networks (and for various decompositions).
The algorithm can be used in combination with the widely applied hierarchical
clustering. For structural equivalence the method described here can quickly suggest a
more appropriate decomposition into a specific set of block models. This can be
compared with the suggested hierarchy and provide additional structural information of
interest. Interesting future research could include: (1) application of the algorithm in
biological, economic and engineering system classification problems and (2) comparison
of the results of this algorithm with the one developed by Newman and Girvan based
upon cohesive subgroups in a wide variety of network types.
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