The development of communication channels at the ultimate size limit of atomic scale physical dimensions will make the use of quantum entities an imperative. In this regime, quantum fluctuations naturally become prominent, and are generally considered to be detrimental. Here we show that for spin-based information processing, these fluctuations can be uniquely exploited to gate the flow of classical binary information across a magnetic chain in thermal equilibrium. Moreover, this information flow can be controlled with a modest external magnetic field that drives the system through different many-body quantum phases in which the orientation of the final spin does or does not reflect the orientation of the initial input. Our results are general for a wide class of anisotropic spin chains that act as magnetic cellular automata, and suggest that quantum phase transitions play a unique role in driving classical information flow at the atomic scale.
As the size of information processing platforms decreases, quantum mechanics becomes more prominent, both as a resource [1] and also as an intrinsic source of fluctuations [2, 3] . Given the dramatic recent advances in the ability to engineer finite structures of interacting atomic or molecular spins [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , it becomes important to explore whether finite nano-scale chains of interacting quantum entities in thermal equilibrium are a viable on-chip connector for transmitting bits using either their charge or spin degrees of freedom. However, despite the potential of these structures for low-dissipation spin-based information technology [9, 11, 15] , there has been no investigation of the capacity of their robust thermal (static) states to convey classical information, in particular, in the sense of Shannon's quantitative theory [16] . Moreover, in the atomic regime, quantum fluctuations, rather than being merely noise, play a fundamental role and can actively drive a phase transition in a many-body system [17, 18] . Here we show that these quantum phase transitions can produce striking changes in the information transfer capacity and thereby demonstrate a fully quantum methodology for gating the classical information flow through a large class of magnetic chains.
We consider a generic setup for transmitting classical digital information through the equilibrium state of a quantum spin chain (Fig. 1) . As in recent experiments [9] , the magnetic island on the left has uniaxial anisotropy so that it only has two ground states and therefore encodes one bit of classical information. This input is inserted into a spin chain via exchange coupling to the first quantum spin S 1 . Every other spin S j of the chain is coupled to its nearest neighbors. The magnetic island is sufficiently large as to be described with a classical magnetization S 0 , and to make the back action of the quantum spins negligible. The logical state of the island can be controlled independently, for example by using external magnetic pulses [9] . In this system the output is defined by the orientation of the last spin S L , where L counts the number of quantum spins in the the chain. The readout can be realised using spin-polarised tunnelling [19] . Typically the initialization and measurement times are much slower than the equilibration time, so during the output measurement the chain is in .. S L (gray balls) in a chain on a surface (solid grey rectangle) coupled by an interaction with strength J (blue arrows). The first spin S 1 is coupled to a large, semi-classical spin S 0 (purple rectangle) via an interaction J (blue arrow). Also shown are the axial and transverse anisotropy terms, D (red arrows) and E (orange arrows) respectively, and the components of an externally applied magnetic field B (gray arrows). Green and purple arrows indicate the magnetic orientation of the spins for an antiferromagnetic coupling.
its equilibrium state.
If we ignore both quantum and thermal fluctuations, so that the spin chain is described with classical Ising spins at T = 0, with two equivalent ground states, perfect transmission occurs from the island to the opposite boundary: fixing the logical state of the first spin S 1 selects one of the two ground states for the entire chain. It can be readily seen that thermal fluctuations, at the classical level, destroy this ideal picture. To quantify this, we make use of Shannon's seminal work [16] , where he showed that the maximum rate at which information can be transmitted over a memory-less communications channel with arbitrarily small decoding error is given by the so-called channel capacity C (Supplementary Information). The capacity is 1 for error-free channels, 0 for fully broken ones, and in some simple cases is a function of the probability P f of bit-flip errors at the output. Applying this formalism to the classical Ising model at inverse temperature β = 1/(k B T ) (Supplementary Information), where each spin can point either up or down, we find P f = 0 at T = 0 and the chain perfectly transfers information. However, at high temperature the capacity goes down as C exp(−4Le −2βJ ), where J is the strength of the Ising coupling. Therefore, thermal fluctuations limit the maximum length of the chain for reliable information transfer to L ≈ e 2βJ . Whereas it is possible in principle to suppress classical fluctuations by reducing T , the same will not be true for quantum spin fluctuations, making a study of their effects imperative. Once we switch from classical to quantum systems, the reconstruction of the output density matrix is necessary to determine the ultimate rate of classical information transfer [20] [21] [22] [23] [24] (see also the Supplementary Information). However, motivated by an experimental perspective in adatom chains, we focus on a simpler scheme where the digital output is encoded into the sign of the magnetization S z L of the last spin, as described above, and we study the information capacity when the channel spins are described with the anisotropic Heisenberg Hamiltonian:
where ( Fig. 1 ) L is the length of the chain, S α n is the quantum spin operator along the direction α = x, y, z acting on the n-th spin, B is the magnetic field (with the Bohr magneton and the Landé g-factor absorbed into the definition of B), D is the (axial) zero field splitting, E is the planar (transverse) anisotropy of the crystal field interaction, and J is the exchange integral between neighboring sites. This Hamiltonian can describe a variety of different physical phenomena, depending on the relative value of the exchange interaction and anisotropy, as well as the value of the spin S . Importantly, these quantities can be tuned experimentally and the model has been used to successfully describe experimentally realised spin chains [6, 8, 11, 12] .
The effect of a large magnetic island, whose orientation can be tuned externally [9] , can be described by a classical magnetic field B 0 = J S 0 pointing along the z-direction, so that the total Hamiltonian is H = H chain + B 0 S z 1 . Here we will focus on antiferromagnetic (AFM) chains (i.e. J > 0), which have shown considerable stability at low temperatures [11] . Although we find that FM systems generally have a higher capacity than their AFM counterparts, this capacity is highly sensitive to external fields in the z-direction (Supplementary Information).
We first consider a chain with isotropic spin-spin couplings, with B = E = D = 0. Figure 2 shows the digital channel capacity (Supplementary Information) of such finite length quantum spin chains, where we use a DMRG algorithm [25] to compute the ground state. It is apparent that the channel capacity is smaller for chains of lower spins, with isotropic S = 1/2 systems being particularly poorly suited for information transfer. Even for larger spins, the capacity clearly decreases as the length of the chain increases (Fig. 2) because the perturbation due to the local coupling with the island, which breaks the rotational symmetry of the state of the spin chain, is not able to propagate along the chain.
To stabilise only the two states |m z n =±S , it is therefore natural to consider spin systems with S ≥ 1 and large negative D. As seen in Fig. 2 , as we increase the uniaxial anisotropy, the channel capacity increases and becomes less dependent on the channel length. For sufficiently large uniaxial anisotropy (D = −5J, E = 0) the channel is similar to classical Ising spins at T = 0. Therefore, both temperature and antiferromagnetic flip-flop interactions driven by exchange can compromise the channel capacity.
We now show that there is yet another factor that affects the channel capacity decisively: quantum spin tunnelling of the individual spins, driven in this system by the transverse anisotropy [26] E. As shown in Fig. 3 , where we keep E/D fixed and vary D/J, the capacity remains relatively large (above 0.9) for S = 3/2 and S = 2, even with finite values of E once a sufficiently large (|D| J) axial anisotropy is present. In sharp contrast, however, the case of S = 1 (Fig.  3 ) exhibits a rapid decrease in capacity down to zero above a critical value. The role played by the in-plane anisotropy E, (Table I ) with the same parameters. A single black line is used when the results are independent of η.
very different from the effect of the uniaxial anisotropy D, can be understood analytically, in the limit |D/J| 1 and D < 0. In this case, each spin S ≥ 1 is approximated [27] with an effective two-level system |±S , namely with a pseudo-spin τ = 1/2. At the single spin level, Kramers theorem ensures that these two levels are degenerate for half-integers spins, but are in general split due to single-spin quantum spin tunnelling (SS-QST) in the case of integer spins. This splitting acts as an effective field in the pseudospin space, so that the resulting model for the channel is the quantum Ising model (QIM) in a transverse field λ (see Table I ), which is one of the paradigmatic systems for the study of quantum phase transitions [17] . The QIM has two distinct phases. The interaction dominated phase, with |λ| < 1, has two ordered ground states, characterised in the thermodynamic limit (L → ∞) by longrange correlations, and a non-zero order parameter τ z n . For |λ| > 1, the field dominated phase, there is a unique paramagnetic ground state that results in a quantum disordered phase with short-range correlations and a vanishing order parameter. 
O( β ) where 0 < η < 1, 0 < β < 1 and keeping only the dominant terms. Within these assumptions, no 2 corrections are present for S = 1.
Within the QIM, we can find an analytical expression (Supplementary Information) for the magnetization of the output spin after the local perturbation introduced by the island:
when L 1, where µ ∝ B 0
J (see Table I ). Equation (3) shows that in the thermodynamic limit m z L is a non-analytic function of µ and depends only on its sign, while for finite systems this non-analytic behaviour is smoothened. Finite-size effects are negligible far from the critical point, and can be estimated from conformal invariance at λ ≈ 1 [29, 30] . From Eq. (3), the capacity C can be evaluated and we find in the thermodynamic
for |λ| < 1, while the capacity is zero when m z L = 0. This shows that the chain acts as a "wire" able to carry digital information from the island to the distant opposite end only in the ordered phase, while when |λ| > 1 the appearance of a unique gapped ground state blocks the information flow.
The dependence of λ on the physical parameters of the chain is very different for S = 1 (Table I) , and can be used to account for the very different behaviour shown in Fig. 3 . In particular, for S = 1 as λ E J is increased, the system undergoes a quantum phase transition. In contrast, for S = 3/2 there is no zero field splitting, in agreement with Kramers theorem, and λ = 0 for B = 0. For S = 2, λ E 2 DJ , which is much smaller than for S = 1. As a result, for fixed E/D, the fluctuation dominated paramagnetic phase can only be achieved when D/J is very large, D/J > (E/D) −2 -see also Supplementary Section II.B and Fig. S1 . As seen in Fig. 3 , the effective model presented in Table I is in excellent agreement with the DMRG results (for |D| J), showing that S = 1 systems are unique in providing a flexible system where the flow of information depends on quantum phases.
Having unveiled the relevant role played by quantum fluctuations and SS-QST permits us to devise a strategy to control the spin chain channel capacity using externally tunable parameters. For this, we use the fact that, at the single-spin level, the application of a magnetic field B x along the hardaxis modulates the quantum spin tunnelling splitting [31, 32] , which acts as an effective magnetic field λ in the pseudospin space, and thereby also affects the collective state in the spin chain. This is seen in Fig. 4 where we consider a spin chain with S = 1 at two different values of the anisotropy: E = 0.5J in Fig. 4a , and E = 1.5J in Figs. 4b,c. Without applied fields, the chain of Fig. 4a is in the ordered phase (λ = 0.5) with an imperfect capacity, and that of Fig. 4b is in the quantum disordered phase (λ = 1.5) with vanishing channel capacity. In this non-trivial regime, as seen in Fig. 4c , the AFM configuration is preserved only around the magnetic island while far from this boundary all the spin components m α n are zero, meaning that each spin is highly entangled with the others [33] . Moreover, at λ = 1 the magnetization profile along the chain can also be obtained from conformal invariance [29, 30] . As we start increasing B x , the SS-QST decreases in both cases and the channel capacity is improved. This effect is even more dramatic in Fig. 4b) where, in an initially disordered chain, λ(B x ) is decreased below the critical value λ = 1 and magnetic order along the z axis is established due to application of a magnetic field along the orthogonal x axis. At the optimal field B c , it is λ = 0 and the channel capacity is maximal (see also Fig. 4c ). As the magnetic field B x is further increased, the system eventually reaches the trivial limit where the Zeeman energy dominates all other energy scales, and the capacity to transmit information vanishes. Our numerical calculations show that the dramatic effect of the transverse magnetic field on the channel capacity is remarkable for anisotropic S = 1 chains, the only ones for which λ is independent of the uniaxial anisotropy D at B x = 0. The channel capacity of chains with S = 3/2 spins shows a weak dependence on B x , expected from the functional dependence of λ(B x ) (see Table I ), while in higher-spin systems only the regime λ 0 is accessible due to the damping of the QST splitting for large |D|. To the leading orders in perturbation theory (see Supplementary Information for more general arguments), maximal capacity (λ = 0) corresponds to the "diabolic points" [32] where the QST splitting of each spin vanishes. On the other hand, in a chain the energy splitting is small (vanishes in the thermodynamic limit) in the whole interval |λ| < 1 (see Fig. 4a,b) , so the regions of non-zero capacity correspond to quantum ordered chains with (almost) degenerate ground states.
The theoretical framework introduced here uses the standard metric from information theory for the first time to analyze the transfer of classical information along a quantum magnetic chain in thermal equilibrium. Our approach highlights the deep relationship between quantum magnetic phases and information transmission. Thus we find a way to take advantage of the competition between various energy scalessuch as uniaxial and in-plane anisotropy as well as exchange interactions and Zeeman coupling -to devise a non-trivial method to tune magnetic order, and thereby the channel capacity in the spin chain, using external magnetic fields. Given the typical values of anisotropy and spin coupling that have been observed for magnetic atoms on surfaces [4, 6, 9, 12, [34] [35] [36] [37] (|D| ∼ 0.1 − 1 meV, |E| ≤ |D|/3, and |J| ∼ 0.1 − 10 meV), B c can be below 10 T and therefore easily accessible with current experimental probes. Future work will consider the additional effects of electronic coupling of the spins in the chain to the substrate, which can be tuned by fabricating the structures on top of superconducting [38] or even insulating materials, the latter of which would require the use of force-based microscopy for the fabrication and readout. Our results also suggest that more complex quasi-one-dimensional spin structures, such as spin chains with next nearest neighbor coupling or spin ladders, may also exhibit intriguing phenomena that can be used to manipulate their classical information capacity. Finally, we note that STM-based pump-probe techniques [39] may be extended in the future with multiple tips to enable experimental exploration of the propagation of the dynamics along the chain. To formally define the capacity of a classical channel, the input set is X = {0, 1} where 0 and 1 refer to positive and negative magnetization respectively. Next, we call Y = {0, 1, E} the output set where 0 and 1 refers to positive and negative magnetization S z L while E is an error where the sign of the magnetization cannot be specified, e.g. when the magnetization is zero. Assuming that the channel is memoryless (i.e. independent of the prior use), for the sake of the error analysis all input messages can be specified with a probability distribution p in (x) over the inputs x ∈ X, e.g. the concentration of bits 0 in the message. The resulting output distribution p out (y), for y ∈ Y depends on the input one and on the conditional probability p(y|x) to obtain the outcome y given that the input is x. The mutual information between the input and the output distributions is given by I(X :
, where H(Y) = − y p out (y) log 2 p out (y) is the Shannon entropy and H(Y|X) = x p in (x)H(Y|X=x) = − x p in (x) y p(y|x) log 2 p(y|x). The channel capacity is then defined by [40] 
For a binary input p 0 = p and p 1 = 1 − p, so the above equation can be solved numerically by maximizing over the single variable p. Therefore, the only quantities that we have to obtain from the model are the conditional probabilities p(y|x). In our model, x refers to the orientation of the magnetic island while y is the sign of the last spin in the chain along the z direction. Therefore, setting the applied field to either ↑ or ↓, one can get the conditional outcome
where |m z are the eigenstates of S z , i.e. S z = m z |m z m z | and ρ L is the reduced density matrix of the last spin of the chain. Clearly p(E|x) is different from zero only for integer spins. However, this definition can be extended also to consider experimental imperfections in detecting the sign of the last spin.
When we can neglect the error outcome (namely p(E|x) = 0) and there is the symmetry p(1|0) = p(0|1) = P f , p(0|0) = p(1|1) = 1 − P f , then the channel implements a binary symmetric channel whose capacity can be evaluated analytically [40] as H[P f ], where P f is the probability of bit-flip errors and
is the binary entropy function. However, when the channel is not symmetric its capacity cannot be specified with a single parameter P f , because there is different bit-flip probability depending on whether the input was either 0 or 1. For instance, in a fully polarized FM chain in the state |↑↑↑ . . . the states |↑ are perfectly transferred while the states |↓ are never transferred. This simple argument shows that the channel capacity is the most natural quantity to look at in the general case. The Ising model with both longitudinal and transverse magnetic fields is a paradigmatic model for non-integrable systems [41] . However, since in our case the longitudinal field is only on the first site, we can map the chain of Table I to a quadratic fermionic Hamiltonian with a linear perturbation. Following Kitaev [42, 43] , the Hamiltonian of Table I can 
where the bars denote vectors with 2L components,
. Unlike the Kitaev Hamiltonian [42] , Eq.(S1), has also linear term which cannot be removed with a Bogoliubov transformation; such transformations can remove the linear term only when µ is a Grassmann variable [44] , an unphysical case in spin systems. In order to diagonalize Eq.(S1) we define the unitary transformation U = e k ig k w k /2 and we want to find the vector g k which removes the linear term from the Hamiltonian, namelỹ H eff = UH eff U † = i jΛi j w i w j /2 . After long but simple passages, we find that the above requirement is satisfied if g satisfies the linear equation Λg = −i g tan g µ . This system of equations is solved by evaluating the normalized solution of Λg = −iµ, which we callg, and then finding the normalization factor such that g = g g. We find that tan ḡ = 
SinceH eff is quadratic without linear terms it can be diagonalized using standard methods [42] . In particular,Λ can be cast into the canonical form via an real orthogonal transformation [42] W, namely W TΛ W = Ω ⊗ σ y being Ω a real diagonal matrix whose diagonal elements ω n > 0 are the eigenfrequencies of the Hamiltonian.
The expectation value τ
n=1 w n is the parity of the chain. We find m z L = τ z L =g L p sin ḡ , where p is the parity of the transformed chain, which is the only quantity that depends on the initial state. When the chain is in its ground state p = sign(det W) = ±1, while in the thermal case |p| = L k=1 tanh[βω k ] < 1. Our analytical treatment unveils many important informations. The vectorg is independent of strength µ of the local field, being normalized, so the dependence upon the strength is encoded only in g . To make this dependence more explicit Table I in the main text.
we define φ such that Ξ = (tan ḡ )/ μ = (tan ḡ )/|µ| where tan φ does not depend on µ. Therefore,
The above equation shows the dependence of the magnetization of the Lth spin on the applied field on the first spin. It holds beyond linear response theory, being exact and nonperturbative. If µ tan φ 1, then m z ≈ sign(µ)g L so the magnetization does not depend on the strength of the local field, but only the properties of the chain Hamiltonian via the term g L . We found that when |λ| < 1 it is Ξ ≈ e L/α , α > 0 so in this region the approximation m z ≈ sign(µ)g L is well justified, as long as µ is not exponentially small in the system size.
Comparison with numerical results
In Fig. S5 we can extend the analysis performed in Fig. 3 of the main text to study the validity of the effective model for larger values of D while maintaining a fixed ratio D/E, to see whether one can observe the predicted phase transition also in spin 2 and spin 3/2 systems. In principle, by enlarging D with the typical experimental constraint that the ratio D/E is fixed, one may break at a certain point the assumption of the effective theory, namely that D is the only large parameter. Nonetheless, as seen in Fig. S5 , the spin 2 simulations are in excellent agreement with the theoretical predictions of the effective model, while for S = 3/2 there is a small deviation, possibly due to higher order terms in the effective Hamiltonian that have been neglected. Therefore, as predicted by the effective model, one can generally observe a transition for all S ≥ Finally in Fig. S6 we study the length dependence in the capacity. As predicted by Eq. (S3), finite size effects are negligible (exponentially small) far from the critical points. On the other hand, around λ ≈ 1 the capacity displays a length dependence because of the critical scaling of the magnetization. 
where the sign depends on the state of the island. Indeed, the output magnetization is the difference between the probability of having positive magnetization and that of having a negative one. Therefore
where
exp(−2Le −2βJ ). At zero temperature, P f = 0 and the chain perfectly transfers information; at higher temperature the capacity goes down as C exp(−4Le −2βJ ), where J is the strength of the Ising coupling. Therefore, thermal fluctuations limits the maximum length of the chain for reliable information transfer to L ≈ e 2βJ .
Appendix D: Quantum encoding and decoding
Quantum systems enable new forms of information processing which exploit peculiar quantum features such as superposition and entanglement. Indeed the quantum (spin) states are not described anymore by a binary value, but rather by a (2S +1)×(2S +1) density matrix which encodes much more information. In our calculation for simplicity we used the capacity of a classical channel: even though our channel is physically implemented with quantum objects, both our inputs and outputs are binary values. On the other hand, in the general formalism, both input and output states are described by a quantum density matrix. To send classical information, namely a collection of binary inputs, the two input states, 0 and 1, are encoded into some quantum input states ψ 0 and ψ 1 that are sent through the channel. The resulting output state at the end of the channel (namely at the last spin of the chain) is then described by a density matrix ρ(ψ) that depends on the input state ψ. From the reconstructed states ρ(ψ) for different ψ one can then define the classical capacity of a quantum channel C Q , namely the capacity of a quantum channel to transfer classical information. Considering only a single use of the channel, the capacity C Q is defined as
where S [ρ] = − Tr ρ log ρ . When multiple uses of the channel are considered, then C Q provides a lower bound to the capacity [21] . The capacity C Q is more complicated to measure than Eq. (S1) because requires a full state tomography of the output state to determine all of the components of the density matrix. Moreover, it requires also an optimization over the initial encoding of the bits into two states ψ.
In order to compute C Q and to compare it with C we make some simplifications. First we assume that ψ 0 and ψ 1 , namely the states of the island, can only be initialized in either up or down along the z direction, as discussed in the main text. Secondly, we consider the effective description of Table I . In this effective spin-1/2 system, the final state is completely specified only by m 
) is the capacity described in the main text and in (S1), C Q (m
Therefore, when 0 < C < 1, a quantum state encoding and decoding can enhance the capacity of the channel, but it cannot turn a broken channel into a non-broken one (C Q = 0 whenever C = 0).
be understood (at least to the leading order in the J/|D| expansion) at the single spin level in terms of SS-QST and diabolic points [32] . Indeed, the single-spin curves which define the "diabolic points" almost completely match the curves of maximal capacity, as shown in Fig. S9 . Such relationship between high-capacity and (almost) degenerate ground states is extended to the many-body case in Fig. S9 where one can see that the regions of high-capacity are in one-to-one correspondence to the regions where the energy difference between the many-body ground state and the first excited state is small.
To explain this fact let us consider again the Ising effective description. As shown in the main text, non-zero capacity corresponds to the ordered phase |λ| < 1. This phase in the thermodynamic limit is characterized by two degenerate ground states, while for finite chains there is a finite energy splitting between a unique ground state and the first excited state which goes to zero in the thermodynamic limit. Therefore, unlike the single-spin case where degeneracy occurs only at specific discrete values of B x , in a chain the degeneracy occurs in a whole region. For instance in spin 1 chains the ordered region −1 < λ < 1 corresponds to √ 2|D|(E − J) < B x < √ 2|D|(E + J), when E > J, and so it can be expanded with a larger J.
Moreover, as shown in Fig. S9 , this relationship between quasi-degeneracy and high-capacity is more general than the effective Ising description as it holds also when B x and E/3 are comparable with |D| where the perturbative effective Ising model becomes less accurate. 
