Multiple-source data are often collected to provide better information of some underlying construct that is difficult to measure or likely to be missing. In this article, we describe regressionbased methods for analyzing multiple-source data in Stata. We use data from the BROMS Cohort Study, a cohort of Swedish adolescents who collected data on body mass index that was selfreported and that was measured by nurses. We draw together into a single frame of reference both source reports and relate these to smoking onset. This unified method has two advantages over traditional approaches: 1) the relative predictiveness of each source can be assessed and 2) all subjects contribute to the analysis. The methods are applicable to other areas of epidemiology where multiple-source reports are used.
Therefore, many epidemiologic studies use a single source of information, typically by asking subjects to self-report their weight and height.
The BROMS Cohort Study, a seven-year cohort of Swedish pupils (Galanti et al. 2001) , has used information collected from two sources: one is the typical self-report information and the other is a measurement taken on the same students by school nurses. By collecting reports from multiple sources, one expects that BMI can be more accurately and reliably determined.
In recent years, multiple-source reports (also known as multiple-informant data, proxy reports, and coinformants) have been used in a variety of different fields of study. Multiplesource data can be used to better define both the exposure and the outcome of interest. However, many of the traditional methods for analyzing multiple-source data are not completely satisfactory.
In response to the shortcomings of existing analytic methods for multiple-source data, Horton and colleagues (Horton, Laird, and Zahner 1999; Horton and Fitzmaurice 2004) have proposed regression methodology for simultaneously analyzing information from multiplesource predictors. These models allow separate regressions to be analyzed together, tested for differences, and simplified if appropriate to determine a final overall regression. Partially observed multiple-source reports may be incorporated into these regression models to account for differential missingness.
Our goal with this article is to illustrate how to implement these models in Stata using data from a cohort study (the BROMS Cohort Study) where the multiple reports of BMI (selfreported and measured by nurses) are used as predictors in a regression model to understand the association between being overweight and subsequent smoking onset in Swedish adolescents.
2 Example: Multiple reports of BMI and smoking onset
Study sample
In this article, we analyze data from the BROMS (Swedish acronym for Children's Smoking and Environment in the Stockholm County) cohort, established at the Stockholm Centre of Public Health to study the uptake of smoking in Swedish adolescents over time (Galanti et al. 2001) . The cohort was selected in 1998 through a random sample of all schools in the Stockholm region. The data consist of observations on 3,020 children of both sexes recruited in the fifth grade of compulsory school (at the age of 11 years) with follow up until age 18. Cigarette smoking was self-reported by the adolescents in a yearly paper-and-pencil questionnaire. Parental cigarette smoking was reported at baseline and categorized dichotomously as "at least one parent" versus "neither parent" currently smoking cigarettes.
During the school survey at age 14, the adolescents' weight and height were measured by the school nurses using a standardized protocol (standing, without clothes and shoes) as well as self-reported by the adolescents with a questionnaire, under the same specified conditions of measurement. Among students with complete data on smoking habits, 2,052 students provided information on their anthropometric measures, and 2,349 were visited by the school nurse, who was able to provide the same measurement. Although 1,743 subjects had both types of information available, 915 had only one report available (309 with only a self report and 606 with only a nurse report). These 2,658 subjects constitute the sample of interest in this article.
Variables
Smoking onset at age 18 ( beginsmo18) will be the binary outcome variable in these analyses, with predictor variables bmi14_nurse (BMI at age 14 measured by the nurses) and bmi14_self (BMI at age 14 measured by the students). In addition, we will also use a covariate that records a student's gender ( female) and a binary covariate that records the parental smoking status ( famsmoke).
• 
Methods
We first establish some notation. We assume that there are N independent subjects. Let Y denote a univariate outcome for a given subject (smoking onset in our example). Let X j denote the jth multiple-source predictor. In the BROMS Cohort Study, we have two sources (J = 2), where X 1 denotes the first source report (BMI self-reported by students) and X 2 denotes the second source report (BMI measured by nurses). The latent variable Q represents the unobserved true value of BMI. Let Z denote a vector of other covariates of interest for the subject (gender and parental smoking status). The general regression model of interest is f(Y|X, Z).
Analytic approaches
Consensus decision-A first approach when the multiple sources are categorical could be to force a consensus decision. The model would be f (Y|Q, Z) . This forced decision generally needs to be done at the data-collection stage and as a result may not always be possible.
Separate analyses for each source-Another simple but grossly inefficient (and too common!) approach is to use only one source and fit either he model f(
This approach, however, addresses sensitivity of choice of the source: 1) separate analyses yield multiple (and often differing) sets of results for the different sources, which may be difficult to interpret; 2) separate analyses provide no formal means of evaluating how similar or different the results are across the various sources (or of summarizing them in a single set of results, if they are sufficiently similar); and 3) separate analyses may be based on different subsets of the data if some subjects are missing data from one source and others are missing data from another source.
Combining (pooling) sources-The "pooling" strategy, where information from multiple sources is combined into a single summary number for each subject, has been a common alternative to separate analyses in the past. A variety of strategies and algorithms for pooling multiple-source data have been introduced (Horton, Laird, and Zahner 1999) . For example, a strategy that is appealing when the source data are quantitative is to take the arithmetic average of the multiple-source data:
The model of interest will then be f(Y|MEAN, Z).
When the multiple sources are dichotomous, variants such as "OR" rules or "AND" rules may be useful.
Although this approach simplifies the analysis, there are many reasons why the pooling of data from multiple sources is not very desirable: 1) the optimal algorithm for combining multiple-source data depends on the type of measurement error present; 2) pooling does not permit the examination of differences in risk-factor effects across sources; and 3) many pooling algorithms are not clearly defined in the presence of missing data from one or more sources.
Including both source reports-Another standard approach is to fit a regression model that includes both source reports:
Here the regression parameters are interpreted in terms of the effect of a report from one source, conditional on the report of the other source. This may be the appropriate model if prediction is of primary interest. However, in many settings, the marginal association of each source report with the outcome may be of greater scientific interest. In addition, the association between the risk factor and the outcome will generally be attenuated in this model because of the conditioning on all source reports.
Unified multiple-source regression model-Analytic methods of analysis for multiple-source predictor data have been described independently by Horton, Laird, and Zahner (1999) and Pepe, Whitaker, and Seidel (1999) . They proposed the simultaneous estimation of separate regression equations, one for each source report. In the BROMS example, this could be represented by the following model:
One advantage of this approach is that it facilitates testing for source effects, that is, whether the regression models are sensitive to the choice of source. If the values γ are nonzero, then he models depend on the source. A test of γ 1 = 0 can be used to determine if the effects of BMI on the outcome differ by source. A test of γ 2 = 0 can be used to determine if the effects of other covariates on the outcome differ by source.
The following bivariate (two lines per subject) regression allows a single regression model to be fit to the multiple-source predictor data specified by (2):
where NURSE is an indicator variable included in the model to indicate whether the BMI value was self-reported by the student (NURSE = 0) or measured by the nurse (NURSE =1) and where Equation (3) assumes that the association between BMI and smoking onset as well as the association between the covariate and smoking onset may vary by source (nurse or student).
Here each subject in the study contributes two lines to the dataset, with different values of the NURSE variable for the two lines. Additional predictor variables and interactions can be incorporated.
In general, source-related differences in the effect of BMI can be evaluated via tests of the γ parameters equaling zero. For example, the simplified bivariate regression model (4) assumes that neither the association between BMI and outcome (γ 1 = 0) nor the association between covariate and outcome (γ 2 = 0) vary by source.
This methodology is a special case of the generalized estimating equations (GEE) approach (Liang and Zeger 1986) , in which the relationship between the outcome and each predictor can be modeled separately (but estimated simultaneously). Unlike a traditional GEE, the outcomes are the two outcomes for the two lines per subject, but the value of the predictor differs. An independence working correlation matrix is specified, along with an empirical (robust in Stata parlance) variance estimator. The model can incorporate complex survey sampling designs (Särndal, Swensson, and Wretman 1992; Horton and Fitzmaurice 2004) and can easily be fit using Stata.
Results
We begin by reading in the dataset and creating the analytic set:
• use broms_source
• keep bmi14_nurse bmi14_self beginsmo18 female famsmoke
Summary statistics and distribution of variables
We then describe the variables of interest:
• tabulate beginsmo18 
Analytic approaches
Separate analyses for each source- Figure 1 displays a lowess (locally weighted smoothing spline) and straight-line fit for the association between age of onset of smoking and nurse-reported BMI.
Figure 2 displays a lowess and straight-line fit for the association between age of onset of smoking and self-reported BMI.
The assumption of a linear association between nurse-reported, as well as self-reported, BMI and the probability of smoking seems reasonable in the midrange of BMI values, though there is greater deviation between the straight line and the lowess with self-reported BMI.
We first fit a logistic regression model separately for each source, controlling for gender and parental smoking status. Nonsignificant interaction terms are dropped from the models.
• logistic beginsmo18 bmi14_nurse female famsmoke Neither report of BMI is statistically significant. However, while this model may be attractive if the primary goal is prediction of the outcome, the regression parameters now are interpreted in terms of he effect on the outcome of a one-point increase in the BMI report from one source, conditional on the report of the other source (and of the other covariates) being held fixed. In addition to being challenging to interpret, this model will tend to have an attenuated association if both sources have a positive correlation.
Unified multiple-source regression model-To fit the models of Horton, Laird, and Zahner (1999) as specified in (3), we need to reshape the dataset from wide to long format (that is, from one observation per subject to two observations per subject).
• generate id = _n
• rename bmi14_nurse bmi141
• rename bmi14_self bmi140
• list id female bmi141 bmi140 famsmoke beginsmo18 if id < 6 id female bmi141 bmi140 famsmoke beginsmo18 We fit a logistic regression model accounting for the clustering of multiple-source observations within subject. The regression model controls for the main effect of source, gender, and parental smoking status, as well as the interaction between each variable and source (the γ terms). We retained interactions if the overall p-value was less than or equal to 0.05. Other strategies may be used to find a balance between a parsimonious and flexible model. Correlation: independent max = 2 wald chi2(7)=74.40 There is little evidence for source effects (testing γ 3 = γ 2 = γ 1 = 0):
• testparm nurse#c.bmi14 nurse#female nurse#famsmoke (1) In addition, none of the individual CIs came close to excluding 0 (all γ p-values were greater than or equal to 0.205). We then refit a regression similar to (4) after dropping he nonsignificant interactions (and the source main effect):
• xtgee beginsmo18 bmi14 female famsmoke, link(logit) corr(ind)
> family(binomial) vce(robust) eform Researchers in epidemiology are often interested in the results of regression models based on multiple-source reports. Separate regression models for each source are straightforward to fit but difficult to interpret if they provide differing results. Also, interpretability of models where both sources are included can be problematic. In the BROMS Cohort Study, how should we interpret the effect on smoking onset of a one-unit increase of self-reported BMI while holding the nurse report constant? However, regression models for the combined reports have disadvantages in that they must often make a number of a priori assumptions, and they can yield biased estimates of the regression parameters and standard errors when there are missing source reports and the data are missing at random (Goldwasser and Fitzmaurice 2001) .
We have illustrated methods using a single model that have several advantages over approaches that combine the reports. The proposed methods allow formal assessment of whether covariate (for example, risk factor) effects vary according to the source and allow for the pooling of information from different sources when appropriate. For example, in the analysis of the BROMS data, there are no significant source effects, so a single model that pooled information from nurse report and self report is fit to these data. This joint analysis of both source reports results in smaller standard errors than those obtained from separate analyses of each source report. As an example, the robust standard error for family smoking is 0.146, while for each of the separate source models it is at least 0.154.
Another appealing feature of the proposed methods is that they can be implemented using existing, general-purpose, statistical software. These methods are attractive because they can account for complex survey designs and can be generalized to other epidemiologic investigations that use multiple-source reports.
Our models assumed that the functional form of the relationship between BMI and smoking onset was approximately linear, though there was some indication in figures 1 and 2 of nonlinearity for extremely low and extremely high values. Additional analyses (not reported here) that allowed for quadratic form of the association yielded similar results. This is likely because of the relatively small number of subjects with extreme values.
A practical concern in analyzing multiple-source reports is the presence of missing data. While a full review of missing-data methods is beyond the scope of this article, missingness can induce bias and loss of efficiency (Little and Rubin 2002) . This model allows partially observed subjects to contribute to the analysis and fully uses all available information. A limitation is that the GEE approach assumes that data are missing completely at random; that is, missingness does not depend on observed or unobserved measurements. Horton et al. (2001) described how to fit a weighted estimating equation model, which is unbiased when the missingness is missing at random in the sense of Little and Rubin (2002) . Table 1 Odds ratio, CI, and standard error for different models 
