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RESUMO
Esta tese de doutorado investiga dois aspetos relevantes na Teoria do
Controle Supervisório (TCS) de Sistemas a Eventos Disretos (SEDs):
(i) o grau de diuldade enfrentado ao modelar espeiações para se-
rem umpridas pelo sistema sob ontrole; (ii) a omplexidade ompu-
taional do proedimento de síntese de uma solução para o Problema
do Controle Supervisório (PCS). Para tratar desses aspetos, são pro-
postas duas diferentes abordagens: o uso de Distinguidores e o uso de
Autmatos Finitos Estendidos (AFEs).
A abordagem om distinguidores onsiste em renar o onjunto origi-
nal de eventos do modelo de um SED, em um novo onjunto. Cada
renamento é apropriadamente esolhido para identiar uma instân-
ia partiular em que o evento original oorre no sistema. Então, um
mapa hamado distinguidor é proposto para estabeleer a relação entre
as adeias dos alfabetos original e renado. Fazendo-se uso de eventos
renados, pode-se simpliar a modelagem de espeiações de on-
trole uja representação seria bastante omplexa no alfabeto original.
Além disso, é mostrado que resolver o PCS usando distinguidores leva
diretamente à solução ótima de ontrole, porém, sem vantagens ompu-
taionais na síntese em relação ao método não-renado. Nesse sentido,
é também mostrado omo onstruir aproximações para o modelo re-
nado de um SED. Ao serem usadas na síntese de supervisores, as apro-
ximações permitem reduzir o usto omputaional do proedimento, ao
mesmo tempo em que permitem preservar a ontrolabilidade, a máxima
permissividade e o não-bloqueio da solução de ontrole.
A segunda proposta a ser apresentada onsiste em modelar um SED
através de AFEs. Os AFEs são estruturas de estados ujas transições
são estendidas om fórmulas que atualizam variáveis de tal modo que
seus valores passam a fazer parte dos estados. Assim, fazendo-se uso
de valores de variáveis, pode-se failmente expressar a semântia de
uma espeiação através de ondições lógias, implementadas sobre o
modelo de um SED. Mostra-se que o uso de AFEs leva diretamente à
solução ótima para o PCS a qual, no entanto, é obtida sem vantagens
omputaionais, em relação ao método onvenional. Isso oorre, por-
que os valores das variáveis, ainda que implíitos no modelo do sistema,
preisam ser onsiderados na síntese, o que elimina possíveis ganhos tra-
zidos pela simpliação da modelagem. Nesse sentido, propõe-se um
método para abstrair ertas variáveis no AFE que modela um SED. Ao
serem usadas na síntese, tais abstrações reduzem o usto omputaio-
nal do proedimento, ao mesmo tempo em que permitem preservar a
ontrolabilidade, a máxima permissividade e o não-bloqueio da solução
de ontrole. Um algoritmo para obter supervisores, a partir de AFEs,
também é apresentado e ilustrado por meio de um exemplo.
Sempre que possível, as duas abordagens propostas são omparadas
e ilustradas por exemplos. Em partiular, o exemplo de um sistema
de manufatura é adotado ao longo da tese para permitir a análise dos
diferentes métodos de síntese.
Como ontribuição nal, propõe-se assoiar o uso de distinguidores a
um método desentralizado de síntese, em partiular ao Controle Modu-
lar Loal (CML). Iniialmente, mostra-se que o uso direto de distingui-
dores, em geral, omplexia a resolução do CML. Essa inonveniênia
é mitigada pela síntese ombinada, um método por meio do qual super-
visores loais são obtidos usando distinguidores apenas quando apro-
priado. Esse método leva a um omportamento global ontrolado que
é equivalente ao CML original, porém, que também é proessado om
equivalente usto omputaional. Nesse sentido, mostra-se ainda omo
ombinar vantagens do CML, de distinguidores e de aproximações. O
mesmo exemplo do sistema de manufatura ilustra essa ontribuição -
nal.
Palavras-have: Sistemas a Eventos Disretos. Teoria do Controle
Supervisório. Distinguidores. Aproximações. Autmatos Finitos Es-
tendidos. Abstrações. Controle Modular Loal.
ABSTRACT
This dotoral dissertation deals with two relevant aspets of the Super-
visory Control Theory (SCT) of Disrete Event Systems (DES): (i) the
degree of diulty faed when modelling speiations to be fullled
by the system under ontrol; (ii) the omputational omplexity of the
proedure to synthesize a ontrol solution to the Supervisory Control
Problem (SCP). In order to address these aspets, one proposes two
dierent approahes: the use of distinguishers and the use of Extended
Finite-state Automata (EFA).
The approah with distinguishers onsists in rening the original set of
events of a DES model into a new set. Eah renement is properly ho-
sen to identify a partiular instane in whih the original event ours in
the system. A map named Distinguisher is then proposed to establish
the relationship among strings of the original and rened alphabets.
By using rened events, one an simplify the modelling of ontrol spe-
iations whose design would be rather omplex in the original alpha-
bet. Besides this, it is shown that solving the SCP using distinguishers
diretly leads to the optimal ontrol solution, yet without providing
omputational advantages in synthesis with respet to the nonrened
method. In this sense, one shows how to onstrut approximations
for the rened DES model. Approximations an be used in synthesis,
reduing its omputational ost, while preserving ontrollability, least
restritiveness and nonbloking of the ontrol solution.
The seond approah to be proposed onsists in modelling a DES using
EFA. EFA are strutures of states whose transitions are augmented
with formulas that update variables in suh a way that their values
turn to be part of the reahed states. Thus, by taking advantages of
variable values, one an easily model formulas to restrit a DES model.
One shows that EFA an be used in synthesis and this diretly leads to
the optimal solution to the SCP, yet without providing omputational
advantages. This happens beause variable values have to be unfol-
ded in synthesis, eliminating possible gains brought by simplifying the
modeling. In this sense, one shows how to abstrat some variables
in the EFA modeling a DES. Abstrations an be used in synthesis,
reduing its omputational ost, while preserving ontrollability, least
restritiveness and nonbloking of the ontrol solution. An algorithm
to ompute supervisors from EFA is also proposed and illustrated by
an example.
In the dissertation, whenever possible, the two proposed approahes
are ompared and illustrated by examples. In partiular, an example
of a manufaturing system is adopted along the doument to allow to
ompare the dierent synthesis methods.
As a nal ontribution, one proposes to assoiate distinguishers to a
deentralised method of synthesis, in partiular to the Loal Modular
Control (LMC). It is initially shown that the diret use of a distin-
guisher, in general, omplexies the resolution of the LMC. This in-
onveniene is mitigated by the ombined synthesis, a method through
whih loal supervisors are obtained with distinguishers only when ap-
propriate. The ombined method leads to a global ontrolled behaviour
that is equivalent to the original LMC, however, it is proessed also with
equivalent omputational ost. In this sense, it is further shown how
to ombine advantages from LMC, distinguishers and approximations.
The same example of the manufaturing system illustrates this nal
ontribution.
Keywords: Disrete Event Systems. Supervisory Control Theory.
Distinguishers. Approximations. Extended Finite-state Automata.
Abstrations. Loal Modular Control.
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1 INTRODUÇO
Os sistemas omputaionais são um suporte fundamental para o
resimento da adeia produtiva industrial, inueniando diretamente
na eonomia do mundo globalizado. Assim sendo, é natural que esses
sistemas evoluam muito rapidamente e também se tornem ada vez
mais abrangentes e omplexos. Fato tal deorre da grande demanda por
tenologia e da aparentemente inesgotável disponibilidade de reursos
omputaionais que, quando aliados à riatividade dos projetistas de
software, dão origem a sostiados sistemas automatizados.
O que se observa atualmente, no entanto, é que o aporte tenoló-
gio tem tomado dimensões tais que a apaidade de raioínio humano,
aera de uma possível solução ténia, pode ser um gargalo no desen-
volvimento de sistemas. Além do mais, a exigênia por exibilidade
nos proessos industriais torna inviável depender apenas da inspira-
ção do engenheiro para o desenvolvimento de soluções omputaionais.
Rapidamente essa prátia vem sendo aliada a operações automátias
exeutadas sobre modelos de sistemas, representados om alto nível de
abstração e, assim, em melhor sintonia om a perepção humana.
A modelagem de um sistema se justia por inúmeras razões.
Dentre elas, o fato de que nem sempre é possível, ou mesmo seguro,
atuar experimentalmente sobre sua estrutura real, tendo em vista os
efeitos prátios desse tipo de interferênia. Além disso, um modelo
permite abstrair detalhes do sistema modelado que podem ser irre-
levantes em determinado ontexto, failitando, assim, ompreender o
sistema, manipulá-lo a partir de diferentes perspetivas, entre outras
oisas. Ténias avançadas de Engenharia de Software integram mo-
delos para diversos ns, inluindo a síntese automátia de sistemas, a
veriação formal, a geração de ódigo, et.
O onteúdo desta tese também se desenvolve sob esse prisma,
ou seja, sob a modelagem de sistemas para a síntese automátia de
software. A partiularidade é que a proposta é entrada na síntese de
ontroladores para uma família espeía de sistemas, os hamados Sis-
temas a Eventos Disretos (SEDs) (CASSANDRAS; LAFORTUNE, 2008).
Os SEDs têm omo araterístia o fato de serem guiados pela oor-
rênia assínrona de eventos, em oposição aos sistemas dirigidos pelo
tempo, e abrangem importantes ategorias de sistemas, omo os de
manufatura, de teleomuniações, de transações eletrnias, de jogos e
entretenimento, et.
Em geral, os subsistemas que ompõem um SED apresentam a
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tendênia de operar em paralelo, onorrendo por reursos do sistema
e guiados pela oorrênia assínrona de eventos. Essa araterístia
altera o estado global do sistema nas mais variadas e imprevisíveis
maneiras, limitando bastante a ompreensão, e onsequentemente, a
ação humana sobre o seu omportamento. Esse enário se torna ainda
mais omplexo quando se trata de um SED de grande porte, ou quando
o SED é modiado para envolver novos omponentes, ou mesmo para
alterações nos seus requisitos funionais, o que é bastante omum na
prátia (QUEIROZ; CURY, 2000b) (MALIK; FABIAN; ÅKESSON, 2011).
Se por um lado é um desao ontrolar o omportamento de um
SED, por outro lado, essa é uma neessidade. Além do mais, por uma
questão de sobrevivênia de merado, o desempenho e a qualidade da
adeia produtiva imperam no meio industrial, e normalmente são al-
ançados através do ontrole ótimo dos inúmeros reursos integrados.
Controlar adequadamente o omportamento de um SED e, ao mesmo
tempo, garantir o aproveitamentomáximo de seus reursos, é omplexo,
em geral.
Um método que permite intervir, preisamente, no omporta-
mento de um SED, é dado pela Teoria do Controle Supervisório (TCS)
(RAMADGE; WONHAM, 1987b, 1989). A TCS baseia-se na Teoria dos
Autmatos Finitos (AFs) e Linguagens para desrever formalmente a
síntese de supervisores (ou ontroladores) ótimos para SEDs. Supervi-
sores ótimos são estruturas que atuam sobre o modelo de um SED de
maneira minimamente restritiva e não-bloqueante, desabilitando even-
tos onforme espeiações de ontrole.
Embora seja amplamente explorada e onstantemente estendida
e melhorada, a TCS apresenta dois aspetos que limitam a prátia do
ontrole supervisório, a saber:
• o esforço omputaional neessário para sintetizar supervisores
ótimos; e
• o esforço despendido pelo engenheiro para expressar ertas espe-
iações que devem ser umpridas sob ontrole.
Em termos gerais, esses dois aspetos direionam o onteúdo
desta tese e estão estreitamente relaionados ao oneito de informação.
Informação é um aspeto have para a resolução de um Problema de
Controle Supervisório (PCS) de SEDs. A forma omo as informações a
respeito do sistema são interpretadas, disponibilizadas e manipuladas,
inuenia nas ondições para a resolução do problema. Algumas dessas
ondições se relaionam à existênia ou não de uma solução, ao usto
omputaional envolvido para omputar essa solução, à diuldade para
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expressar as espeiações que, ao serem umpridas sob ontrole, levam
à solução, et.
Ao ontrolar um SED, pode oorrer que as restrições impostas
pelos anais de omuniação, que onetam o sistema aos ontrolado-
res, induzam à observabilidade parial dos eventos do sistema. Isso
pode se dar devido à impossibilidade de observar ertos eventos, tais
omo os sinais de sensores (LIN; WONHAM, 1988; CIESLAK et al., 1988;
LIN; WONHAM, 1990; HUANG; RUDIE; LIN, 2008), ou devido ao uso de
arquiteturas desentralizadas de ontrole, aso em que os ontroladores
loais possuem aesso a apenas uma parte dos eventos gerados pelo sis-
tema (RUDIE; WONHAM, 1992; LIN; WONHAM, 1990; YOO; LAFORTUNE,
2002a).
A observação parial de eventos altera as ondições de existênia
de uma solução para o PCS, em relação à observabilidade total. Mesmo
que uma solução exista, a forma omo ela é alulada é partiular,
assim omo o é a omplexidade do proedimento de síntese. Alguns
trabalhos têm investigado formas de obter um onjunto de eventos que,
quando observáveis, garantem a existênia de uma solução para o PCS
(YOO; LAFORTUNE, 2002b; HAJI-VALIZADEH; LOPARO, 1996; KHULLER;
KORTSARZ; ROHLOFF, 2004).
A informação também pode ser examinada de outra perspetiva:
a do nível de abstração om que o sistema é modelado. Esse aspeto
inuenia diretamente na forma omo as espeiações de ontrole po-
dem ser expressas. Por exemplo, onsidere a oorrênia de um erto
evento observável ao longo da evolução do sistema. Dependendo do
nível de abstração om que o sistema é visto (modelado), o engenheiro
de ontrole pode ter de rastrear (memorizar) outras ombinações de
eventos que levam a uma oorrênia espeía, para que, só então, on-
siga interpretar o signiado orreto daquela oorrênia. É o aso, por
exemplo, da modelagem de uma espeiação que previne o underow
em um buer qualquer. Modelar essa espeiação pode depender do
rastreamento de todos os eventos que inserem e retiram elementos do
buer, para que, só então, se possa identiar o evento que o torna
vazio. Por outro lado, se o nível de abstração adotado for tal que
expliita, dentre todos os eventos possíveis, aquele evento que de fato
torna o buer vazio, então expressar essa espeiação tende a ser mais
simples.
Algumas extensões do ontrole hierárquio foam na abstração
do modelo original do sistema em um modelo de mais alto nível, a partir
do qual algumas espeiações, originalmente omplexas, passam a ser
failmente modeladas através do uso de símbolos de alto nível. Duas
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dessas extensões podem ser identiadas na literatura: a primeira ons-
trói o modelo abstrato apagando eventos do modelo original através de
projeções naturais (CUNHA; CURY, 2007; SCHMIDT; MOOR; PERK, 2008;
FENG; WONHAM, 2008); a segunda, atribui ao modelo abstrato seu pró-
prio onjunto de eventos e onstrói o modelo em alto nível om base
em um mapa-repórter, que notiia quando o modelo original alança
ertos estados (ZHONG; WONHAM, 1990; WONG; WONHAM, 1996). Em
ambos os asos, ada oorrênia de evento no modelo abstrato pode
representar a oorrênia de uma adeia de eventos no modelo original.
Em oposição à abordagem bottom-up, sobre a qual o ontrole hie-
rárquio é fundamentado, pode aonteer que o nível de abstração om
o qual um SED é modelado seja, originalmente, alto. Nesses asos, mo-
delar espeiações de ontrole também pode ser omplexo. Enquanto
a habilidade humana para estruturar uma modelo limita-se a algumas
dezenas de estados, o modelo para uma únia espeiação pode envol-
ver milhares de estados (CURY et al., 2012; TEIXEIRA; CURY; QUEIROZ,
2011, 2013). Dessa forma, explorar uma abordagem top-down para a
modelagem de SEDs pode ser de grande valia. Nessa abordagem, ao
invés de ser abstraído, o modelo original do sistema é enriqueido (re-
nado) om informações aera da oorrênia de ertos eventos (BOU-
ZON; QUEIROZ; CURY, 2008, 2009), ou sobre o status de ertos estados
(SKÖLDSTAM; ÅKESSON; FABIAN, 2007; OUEDRAOGO et al., 2011), o que
pode viabilizar a modelagem de espeiações omplexas. Nesses asos,
ada evento do modelo original representa diferentes irunstânias no
universo renado, expliitando a oposição à abordagem bottom-up.
Esta tese é estruturada sobre a abordagem top-down. Dentre
seus objetivos gerais está a estruturação de dois métodos para modiar
o modelo de um SED, renando-o onforme a abordagem top-down,
menionada anteriormente. Após serem individualmente apresentados,
disutidos e exempliados, esses dois métodos são ainda omparados,
para que se oriente o engenheiro na apliabilidade de ada um deles.
Finalmente, um dos métodos é estendido a uma abordagem de síntese
desentralizada. Esses objetivos gerais são espeiados a seguir.
O primeiro método a ser apresentado baseia-se no renamento
do onjunto original de eventos do AF que modela um SED. O modelo
renado do sistema, além de inorporar um novo onjunto de eventos, é
também assoiado a um Distinguidor, um meanismo que mapeia ada
adeia de eventos originais em adeias ompostas por eventos renados.
Cada adeia renada representa oorrênias dos eventos originais om
uma semântia em partiular. A ideia de um distinguidor foi original-
mente proposta em Bouzon, Queiroz e Cury (2008, 2009). Esta tese dá
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ontinuidade à investigação relaionada a distinguidores, generalizando,
melhorando e estendendo os resultados em diversas esferas.
Já o segundo método a ser apresentado, baseia-se no uso de Aut-
matos Finitos Estendidos (AFEs). Os AFEs são estruturas de estados,
similares aos AFs, mas estendidas om fórmulas assoiadas às transi-
ções de estados do modelo. Essas fórmulas atualizam variáveis após
ada transição, de modo que os valores das variáveis passam a ompor
a semântia dos estados. Assim, ao invés de renar informações sobre
eventos, omo no aso dos distinguidores, essa abordagem rena infor-
mações sobre os estados de um modelo. O uso desse método remete
a vantagens equivalentes às observadas om o renamento de eventos,
tanto em relação à modelagem quanto à síntese de supervisores. Em-
bora o uso de AFEs não seja inédito na TCS, esta tese estrutura a abor-
dagem de maneira mais vantajosa (e, sob erto aspeto, mais simples)
em omparação aos trabalhos enontrados na literatura (SKÖLDSTAM;
ÅKESSON; FABIAN, 2007; OUEDRAOGO et al., 2011), prinipalmente em
relação ao usto omputaional da síntese de supervisores.
Será mostrado, no deorrer da tese, que ambos os métodos usados
para renar o modelo de um SED, distinguidores ou AFEs, permitem:
(i) viabilizar a modelagem de espeiações omplexas de ontrole,
fazendo-se uso dos eventos renados ou dos valores das variáveis;
(ii) obter uma solução ótima de ontrole;
(iii) omputar as soluções renadas om um usto omputaional equi-
valente ao da síntese original (aso essa fosse proessada sem re-
namentos).
Mesmo em fae às laras vantagens, sumarizadas nos itens aima,
os métodos propostos não permitem, diretamente, reduzir a omplexi-
dade de síntese. Assim sendo, o esforço omputaional permanee sendo
um obstáulo para a resolução do PCS. Nesse sentido, uma ontribuição
adiional desta tese é mostrar omo os distinguidores e os AFEs podem
ser explorados para a onstrução, respetivamente, de aproximações e
abstrações para o modelo renado de um SED. Ao serem usadas em
síntese, tais aproximações ou abstrações permitem resolver o PCS om
ganhos omputaionais. Ainda, são derivadas as ondições que garan-
tem a ontrolabilidade, o não-bloqueio e a máxima permissividade da
solução de ontrole, nesses asos.
Como ontribuição nal desta tese (não neessariamente expos-
tas nessa ordem textual) propõe-se assoiar a ideia de renamentos
a uma arquitetura desentralizada de ontrole, aqui representada pelo
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Controle Modular Loal (CML) (QUEIROZ; CURY, 2000b, 2000a). Como
justiativa, argumenta-se que, mesmo em fae às vantagens providas
pelos métodos de renamento propostos, a síntese de supervisores per-
manee sendo proessada monolitiamente. Em ontrapartida, o CML
dene um método de síntese desentralizado. Assim, propõe-se esten-
der o CML para inorporar o renamento de eventos. Essa extensão
é feita de forma a se obter as vantagens paralelas de distinguidores,
aproximações e CML.
A ideia de renar o modelo de um SED, omo apresentada nesta
tese, tem sido adotada na literatura para propósitos espeíos. Por
exemplo, o renamento de eventos tem sido usado omo um dos pas-
sos da síntese omposiional (MOHAJERANI et al., 2011), para evitar
não-determinismo de AFs. Essa estratégia otimiza a onstrução de abs-
trações para reduzir o usto omputaional de síntese, mas não trata
da simpliação da modelagem. Em ontrapartida, a simpliação da
modelagem é alvo de investigações através do uso de AFEs (OLIVEIRA;
CURY; KAESTNER, 2004; CHEN; LIN, 2000; KUMAR; GARG, 2005; OU-
EDRAOGO et al., 2011). Porém, essas abordagens não implementam a
ideia de usar abstrações para reduzir o usto omputaional de síntese.
As ontribuições desta tese são ilustradas no ontexto de diversos
exemplos. Em partiular, um sistema de manufatura om retrabalho de
materiais é introduzido no Capítulo 3 e retomado nos demais apítulos
para ilustrar as propostas apresentadas, failitando, assim, ompará-
las. Esse exemplo ontém uma espeiação omplexa, que é então
modelada om o auxílio de distinguidores e também de AFEs. Então,
a síntese é proessada em ada abordagem, iniialmente sobre a estru-
tura renada e posteriormente sobre aproximações/abstrações para os
modelos renados. Quando se obtém uma solução subótima, mostra-se
omo a síntese pode ser melhorada para garantir o resultado minima-
mente restritivo e, ao mesmo tempo, manter importantes ganhos om-
putaionais. Outros exemplos são abordados: o algoritmo de síntese
om AFEs é ilustrado através de um exemplo simples de um sistema
de manufatura (que permite desrever o passo-a-passo da operação) e
um exemplo de um sistema de estoagem também é apresentado para
ilustrar a assoiação entre distinguidores e AFEs.
A estrutura da tese é organizada onforme desrição a seguir.
O Capítulo 2 traz um apanhado geral sobre os SEDs. Disutem-
se as araterístias, propriedades e algumas alternativas para a mode-
lagem dessa lasse de sistemas, em espeial, os Autmatos e as Lingua-
gens, ujos oneitos básios também são apresentados no apítulo.
O Capítulo 3 apresenta a TCS, onforme originalmente proposta.
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Apresenta-se um problema de ontrole uja resolução é ilustrada através
de um exemplo.
O Capítulo 4 introduz a ideia do renamento de eventos. O on-
eito de um distinguidor é apresentado, suas propriedades são desritas,
e seu uso na TCS é exempliado. Este apítulo também estrutura o
oneito de D-aproximações, sua onstrução, propriedades e seu uso na
TCS, para uma síntese omputaionalmente eiente.
O Capítulo 5 apresenta o CML e suas extensões para envolver
distinguidores e aproximações. Um exemplo é usado para ilustrar as
diversas alternativas de síntese modular loal.
O Capítulo 6 desreve a abordagem de síntese om AFEs. Após
apresentar suas prinipais propriedades, mostra-se omo o PCS pode
ser resolvido a partir de AFEs. Em seguida, introduz-se uma lasse
de abstrações para serem usadas em síntese. Um algoritmo para a
omputação de supervisores, a partir de AFEs, também é apresentado
e exempliado.
As abordagens apresentadas nos apítulos 4 e 6 são omparadas
no Capítulo 7, e exemplos são apresentados para ilustrar omo elas se
relaionam.
Finalmente, o Capítulo 8 traz as onsiderações nais, os objetivos
alançados om a tese, e algumas sugestões de trabalhos futuros.
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2 SISTEMAS A EVENTOS DISCRETOS
A modelagem omputaional de sistemas é estruturada sobre
dois fundamentos básios:
(i) o oneito de estado, que identia o status do sistema em deter-
minada irunstânia; e
(ii) um meanismo de transição de estados, araterizando a evolução
do sistema.
Assim, lassiar uma família de sistemas que ompartilhe de
alguma araterístia em omum, passa, sobretudo, por araterizá-los
dentro desses dois fundamentos. Por exemplo, alguns sistemas têm
em omum o fato de que seus estados são mapeados ontinuamente e
suas estruturas de transição são regidas pelo tempo. Inúmeras grande-
zas físias ompõem essa ategoria, omo temperatura, uxo, pressão,
et. Na modelagem de tais sistemas, os estados podem ser represen-
tados por variáveis ontínuas e a dinâmia de transição, guiada pelo
tempo. Assim, equações difereniais se tornam alternativas naturais
para representá-los.
Em outros asos, a modelagem via equações difereniais pode
não ser adequada, pelo fato de que o espaço de estados de um sistema
pode não ser ontinuo, e a dinâmia de transições pode não depender
do tempo, mas de eventos instantâneos e assínronos. Considere, por
exemplo, o proessamento de um dado em algum dispositivo omputai-
onal. Nesse aso, o onjunto de estados possíveis é laramente disreto,
e poderia ser dado, por exemplo, por E = {parado, processando}.
Ademais, as transições entre esses dois estados visivelmente não se re-
laionam ao tempo, mas a eventos assínronos, omo lok, entrada de
dados, interrupção, et.
Sistemas que ompartilham dessa dinâmia, i.e., que represen-
tam estados por onjuntos disretos, e ujos meanismos de transição
são guiados por eventos oorridos em pontos disretos do tempo, são
denominados Sistemas a Eventos Disretos (SEDs) (CASSANDRAS; LA-
FORTUNE, 2008). Exemplos de SEDs inluem sistemas de manufatura,
de teleomuniações, de transações eletrnias, jogos, et.
A modelagem de SEDs se dá, normalmente, através de diagramas
de transições, nos quais é possível mapear a evolução do sistema dentro
de um espaço de estados, de forma intuitiva, apturando apenas o que é
relevante no ontexto de uma dinâmia disreta (CURY, 2001). Alguns
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dos formalismos existentes para a modelagem de SEDs são apresentadas
a seguir.
2.1 MODELAGEM DE SED
A modelagem de um sistema se justia por inúmeras razões.
Dentre elas, o fato de que nem sempre é possível, ou mesmo seguro,
atuar experimentalmente sobre sua estrutura real, tendo em vista os
efeitos prátios desse tipo de interferênia. Além disso, um modelo
permite abstrair detalhes do sistema modelado que podem ser irrele-
vantes para determinado ontexto, failitando assim, ompreender o
sistema, manipulá-lo a partir de diferentes perspetivas, entre outras
oisas.
Sob o ponto de vista dos SEDs, a atividade de modelagem nor-
malmente se utiliza de estruturas disretas de diagramação que supor-
tam representar problemas de natureza, tamanho e omplexidade vari-
ados. Dentre os formalismos mais onheidos estão: as Redes de Petri
(e suas inúmeras extensões) (MURATA, 1989; DESROCHERS; AL-JAAR,
1994), a Teoria das Filas (BOLCH et al., 2006; TRIVEDI, 2002), a Teoria
dos Autmatos e Linguagens (HOPCROFT; ULLMAN; MOTWANI, 2001;
ROSEN, 2007), et. Nenhuma dessas alternativas formais é, ontudo,
unanimemente aeita. Isso porque ada formalismo suporta, em geral,
representar apenas parialmente as propriedades de um SED.
Nesta tese, a Teoria dos Autmatos e Linguagens é adotada omo
formalismo de modelagem. A esolha se dá, sobretudo, pelo fato de que
as operações sobre Autmatos e Linguagens alierçam a abordagem a
ser introduzida no Capítulo 3, a qual é de relevânia entral para a
tese por formalizar a síntese de ontroladores ótimos para SEDs. Isso
pode não ser trivial, ou mesmo possível, através de outros formalismos,
que normalmente se limitam a ténias de análise formal. Nesse sen-
tido, apresentam-se a seguir os prinipais fundamentos dos Autmatos
e Linguagens, no ontexto da modelagem de SEDs.
2.2 TEORIA DAS LINGUAGENS FORMAIS
Considere um SED, uja evolução se dá em razão da oorrênia
de eventos. Naturalmente, o resultado dessa dinâmia remete a uma
trajetória formada por sequênias de eventos. Para ada uma dessas
sequênias dá-se o nome de adeia. É intuitivo pensar que modelar um
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SED nada mais é, então, do que desrever tais adeias e, analogamente,
proessar operações sobre o modelo de um SED onsiste em manipular
suas adeias. A seguir, essas ideias são formalizadas e algumas opera-
ções básias são introduzidas.
2.2.1 Evento
O primeiro passo para modelar um SED é identiar os eventos
que guiam a dinâmia do sistema. Cada um desses eventos é então
etiquetado por um símbolo, distinto dos demais.
Identiar eventos em um SED pode ser relativizado ao nível de
abstração om que o sistema é interpretado, ou à neessidade de obser-
var determinados eventos para ns prátios. De todo modo, tratam-se
de atividades de engenharia e que, portanto, dependem da experiênia
do engenheiro. É omum, porém, que o sistema naturalmente aponte
para um onjunto de eventos, omo por exemplo sinais de iníio e m
de operações em máquinas, sinais providos por sensores ao identiar
uma situação partiular, iníio e m de movimentos robótios, et.
2.2.2 Alfabeto
Alfabeto é omo é onheido o onjunto de eventos identiados
em um SED. Nesta tese, assume-se que o alfabeto é nito, não-vazio e
denotado por Σ.
2.2.3 Cadeia
Dene-se por adeia uma sequênia nita de eventos pertenentes
ao alfabeto Σ. Um aso partiular de adeia é a adeia vazia (denotada
por ε), a qual orresponde a uma sequênia om nenhum evento.
Denota-se por Σ∗ o onjunto de todas as adeias possíveis de
serem ompostas om eventos em Σ, inluindo a adeia ε. Conven-
ionalmente, o tamanho de uma adeia s ∈ Σ∗ é denotada por |s|,
representando a quantidade de eventos que ompõem s. Por exemplo,
|abcd| = 4, |ε| = 0, e assim por diante.
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2.2.4 Linguagem
O oneito de linguagem, formalmente denido, não difere da
intuitiva noção de linguagem natural, falada. Considerando-se, por
exemplo, o voabulário relaionado a determinado idioma, existe um
onjunto de palavras (adeias) que são oerentes ou orretas no on-
texto do idioma. Tais palavras são ompostas uniamente por letras
(símbolos) do seu alfabeto. Mas, também, é possível realizar a livre
omposição de novas palavras, embora elas possam não ser reonhei-
das no voabulário. À entidade que dene esse voabulário válido dá-se
o nome de linguagem.
Formalmente, uma linguagem L é um subonjunto de adeias
em Σ∗, i.e., L ⊆ Σ∗, que determina quais são as ombinações possíveis
de eventos em Σ que levam a adeias reonheidas em determinado
ontexto (voabulário).
Uma araterístia importante das linguagens formais é que elas
podem ontemplar um número innito de adeias, embora ada adeia
seja nita e oriunda de um alfabeto também nito. Por exemplo, seja
Σ = {a, b}. Uma linguagem L que ontempla todas as adeias possíveis
em Σ∗ orresponde a L = {ǫ, a, b, aa, bb, ab, ba, aab, · · ·}. Nesse aso, L
ontém um número innito de adeias nitas.
2.2.5 Operações sobre Linguagens
Sendo uma linguagem um onjunto, por denição, então todas as
operações onvenionais sobre onjuntos - união, interseção, potênia,
entre outras - se apliam às linguagens. Além dessas, outras operações
podem ser denidas espeiamente para esse ontexto. Algumas delas
são apresentadas a seguir.
2.2.5.1 Operações Morfológias
Seja Σ um alfabeto e s = uvw uma adeia, om u, v, w ∈ Σ∗.
Então, diz-se que:
• u é um prexo de s;
• v é uma subadeia de s;
• w é um suxo de s;
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2.2.5.2 Conatenação
Para duas linguagens, L1, L2 ⊆ Σ∗, a onatenação de L1 om
L2, denotada por L1L2, é denida por:
L1L2 = {s ∈ Σ
∗ | (s = s1s2) ∧ (s1 ∈ L1 ∧ s2 ∈ L2)}.
2.2.5.3 Prexo-fehamento
Para uma linguagem L ⊆ Σ∗, o prexo-fehamento de L, deno-
tado por L, é denido por:
L = {s ∈ Σ∗ | (∃t ∈ Σ∗), st ∈ L}.
Ou seja, L onsiste na linguagem que ontém todos os prexos
de todas as adeias de L. Sendo assim, se L for prexo-fehada, então
L = L e qualquer prexo, de qualquer adeia de L, também é uma
adeia em L.
2.2.5.4 Projeção Natural de adeias e linguagens
De maneira informal, projetar uma adeia denida em Σ∗1 sobre
outro onjunto de adeias Σ∗2 signia apliar um mapeamento sobre
os eventos da primeira adeia, de forma a obter omo resultado uma
versão da adeia original, em Σ∗2. Um aso partiular é aquele no qual
Σ2 ⊆ Σ1 e a ação de projeção é a de apagar eventos da adeia original
que não estejam no alfabeto projetado.
Formalmente, sejam dois alfabetos Σm e ΣM , tal que Σm ⊆ ΣM .
A projeção natural de uma adeia em Σ∗M sobre Σ
∗
m é obtida através
de um mapa P : Σ∗M → Σ
∗
m, denido omo segue:
P(ε) = ε;
P(σ) =
{
σ se σ ∈ Σm; ou
ε se σ ∈ ΣM \ Σm;
P(sσ) = P(s)P(σ), para s ∈ Σ∗M e σ ∈ ΣM .
As projeções de adeias diretamente se estendem a linguagens se
o mapeamento se aplia a todas as adeias da linguagem. Para uma
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linguagem L ⊆ Σ∗M , a projeção natural de L sobre Σ
∗
m é denida por:
P(L) = {t ∈ Σ∗m | t = P(s), para algum s ∈ L}. (2.1)
Outra forma de projeção se dá através do mapeamento inverso
de uma adeia. Considere um mapa P−1 : Σ∗m → 2
Σ∗M
, denido de
modo tal que:
P−1(t) = {s ∈ Σ∗M | P(s) = t}.
De maneira análoga à primeira, a projeção inversa também pode
ser estendida para linguagens Lm ⊆ Σ∗m, tal que:
P−1(Lm) = {s ∈ Σ
∗
M | P(s) = t, para algum t ∈ Lm}. (2.2)
Como se pode notar, a operação de projeção é aninhada na de-
nição do mapa inverso. Ou seja, a projeção inversa de uma adeia t
om eventos em Σm é omposta pelo onjunto de todas as adeias om
eventos em ΣM , ujas projeções resultam na própria adeia t.
2.2.5.5 Composição sínrona de linguagens
Linguagens podem ser formalmente ombinadas através da ope-
ração de omposição sínrona, que é geralmente denotada pelo símbolof
.
Seja Σ um alfabeto tal que Σ =
⋃n
i=1 Σi, para i = 1, · · · , n, e
seja Li uma linguagem tal que Li ⊆ Σ
∗
i . A omposição sínrona das
linguagens Li é denotada por
fn
i=1 Li ⊆ Σ
∗
e é denida omo:
nn
i=1
Li =
n⋂
i=1
P−1i (Li)
= {s ∈ Σ∗ |
n∧
i=1
Pi(s) ∈ Li}. (2.3)
2.2.6 Classes de Linguagens
De um modo geral, uma linguagem pode ser lassiada on-
forme duas perspetivas distintas: (i) a regularidade e (ii) a não-regularidade.
Uma linguagem é regular quando pode ser expressa por um onjunto
nito de reursos (muito embora o número de possíveis adeias que
ompõem essa linguagem possa ser innito). Inversamente, uma lin-
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guagem é não-regular quando nem sempre pode ser representada por
uma estrutura nita.
Dada a natureza dos aspetos abordados nesta tese, é de inte-
resse partiular a exploração da lasse das linguagens regulares. De
fato, note que a modelagem de SEDs normalmente ompreende uma
quantidade nita de elementos. Em geral, o omportamento desses ele-
mentos pode ser representado por meanismos formais de estruturação,
também nitos.
As Expressões Regulares, por exemplo, são notações algébrias
apazes de reonheer todas (e somente) as linguagens regulares (HOP-
CROFT; ULLMAN; MOTWANI, 2001). Esse formalismo se assemelha às
linguagens de programação, no sentido de que o reonheimento (ou
não) de adeias de uma linguagem é denido delarativamente, por
meio de expressões.
Uma das grandes diuldades da modelagem de SEDs através de
Expressões Regulares é a falta de lareza e a omplexidade de notação
(CASSANDRAS; LAFORTUNE, 2008). Nem sempre é simples representar
sequênias de eventos de um SED de uma maneira puramente algé-
bria. Meanismos de diagramação omo, por exemplo, os Autmatos
Finitos, podem simpliar substanialmente essa atividade. Os Aut-
matos forneem uma notação intuitiva de modelagem sem, ao mesmo
tempo, abdiar do rigor formal. Ademais, essas estruturas são mais
adequadas à manipulação omputaional do que as Expressões Regu-
lares. Nesta tese, os Autmatos (e algumas extensões) são adotados
omo formalismo de modelagem, e são apresentados a seguir.
2.3 AUTÔMATOS FINITOS
Um Autmato Finito (AF) é uma estrutura formal de diagra-
mação que permite representar problemas de diversas naturezas, tama-
nhos e omplexidades, através de um método prátio e intuitivo. Um
AF pode ser formalmente apresentado omo uma quíntupla 〈Σ,Q, q
◦,
Qω,→〉, onde:
• Σ é o alfabeto nito;
• Q é o onjunto nito de estados;
• q◦ ∈ Q é o estado iniial;
• Qω ⊆ Q é o subonjunto de estados marados;
• → ⊆ Q × Σ ×Q é a relação de transição de estados.
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Denota-se por q1
σ
→ q2, uma transição do estado q1 para o estado
q2 om o evento σ ∈ Σ. Por AF
s
→ q denota-se que uma adeia s é
possível em um dado autmato AF .
Na prátia, a estrutura formal de um autmato pode ser assoi-
ada a uma onvenção gráa que failita sua interpretação e manipula-
ção e, ao mesmo tempo, preserva o seu aráter formal. Usualmente, a
interfae adotada para representar um autmato é inspirada na teoria
dos grafos direionados. Dois exemplos de autmatos são apresentados
na Figura 1.
PSfrag replaements
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Figura 1  Exemplo de Autmato (a) e de Gerador (b).
Os nós do diagrama (írulos) representam os estados do aut-
mato. As mudanças de estado se dão por meio de transições, denotadas
por aros direionados onetando estados. Cada transição é etiquetada
om os eventos que podem desenadeá-la. O estado iniial é indiado
por uma seta unionetada e os estados marados são denotados por
írulos duplos, uja semântia aponta para um estado aeitável de pa-
rada. Em geral, estados marados são assoiados à ideia de tarefas
ompletas.
Coneitualmente, as estruturas (a) e (b) da Figura 1 visam mo-
delar o mesmo proesso, ontemplando o iníio (evento i) e o m (evento
f) de operação em uma máquina qualquer, admitindo a possibilidade
de quebra (evento q) e de reparo (evento r). A diferença é que em (a)
a relação → é, na verdade, uma função denida para todo elemento
de Σ, i.e., em ada um dos estados, todos os eventos são possíveis, ao
ontrário do que é modelado em (b).
Na modelagem de SEDs, é bastante provável que apenas um
subonjunto de eventos esteja habilitado em ada estado. Na Figura 1,
por exemplo, estando o sistema no estado iniial 0, a transição 0
q
→ 2
não deve ser modelada, no sentido de expressar que a quebra de uma
máquina não oorre em seu estado de repouso. Esse raioínio remete
ao oneito de Gerador (b), uma lasse partiular de autmatos para
a qual a relação → representa uma função parial, i.e., não é denida
para todo evento, em ada estado. Para ns prátios, nesta tese a
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menção a autmato inorpora indistintamente o oneito de gerador.
2.3.1 Autmatos omo reonheedores de linguagens
Como visto, um autmato permite implementar a noção de es-
tados, transições e eventos e, assim, se torna uma esolha direta para
a modelagem de SEDs. Em muitos asos, o omportamento modelado
por um autmato preisa ser adiionalmente interpretado em termos de
linguagens, i.e., em razão das possíveis adeias de eventos produzidas
pelo autmato.
Dois tipos de linguagens podem ser denidas a partir de um
autmato A qualquer: a linguagem gerada e a linguagem marada,
denidas respetivamente omo segue.
L(A) = {s ∈ Σ∗ | A
s
→ q ∈ Q};
Lω(A) = {s ∈ Σ∗ | A
s
→ q ∈ Qω}.
Em palavras, a linguagem gerada L(A) ontempla o onjunto de
todas as adeias possíveis do autmato A, enquanto que a linguagem
marada Lω(A) representa o onjunto de todas as adeias que levam a
estados marados. L(A) e Lω(A) sintetizam, em termos de linguagem,
o omportamento modelado por AFs.
2.3.2 Composição sínrona de autmatos
Assim omo as linguagens, os autmatos também podem ser
ompostos entre si, resultando um modelo ujo omportamento om-
bina os omportamentos gerado e marado individuais. Nesta tese, a
mesma notação usada para ompor linguagens (‖), é também adotada
para ompor autmatos, e é denida omo segue.
Sejam dois autmatos, A = 〈ΣA, QA, q
◦
A, Q
ω
A,→A〉 e B = 〈ΣB,
QB, q
◦
B, Q
ω
B,→B〉. A omposição sínrona de A e B é denida pelo
autmato
A‖B = 〈ΣA ∪ ΣB, QA ×QB, (q
◦
A, q
◦
B), Q
ω
A ×Q
ω
B ,→〉,
em que:
• (qA, qB)
σ
→ (q′A, q
′
B), se σ ∈ ΣA ∩ ΣB;
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• (qA, qB)
σ
→ (q′A, qB), se σ ∈ ΣA \ ΣB;
• (qA, qB)
σ
→ (qA, q′B), se σ ∈ ΣB \ ΣA.
A operação
f
força a oorrênia simultânea dos eventos ompar-
tilhados e interala, em qualquer ordem, os não ompartilhados. Então,
dados os autmatos Gi = 〈Σi, Qi, q
◦
i , Q
ω
i ,→i〉, para i = 1, · · · , n, um
modelo global G pode ser obtido por meio da omposição sínrona
G =
nn
i=1
Gi, tal que Σ =
n⋃
i=1
Σi.
Pode-se mostrar (WONHAM, 2002) que os omportamentos ge-
rado e marado são tais que:
L(G) =
nn
i=1
L(Gi) e Lω(G) =
nn
i=1
Lω(Gi).
A omposição sínrona é partiularmente útil por permitir que
se lide individualmente om modelos mais simples, ompondo-os a pos-
teriori.
Uma lasse partiular de omposição de autmatos pode ser ob-
tida om base na sinronia de eventos. Sejam G1 e G2 dois autmatos
denidos sobre ΣG
1
e ΣG
2
, respetivamente. Diz-se que G1 e G2 são
assínronos se ΣG
1
∩ ΣG
2
= ∅. Uma forma de se obter autmatos as-
sínronos (representá-los via sistema-produto (RAMADGE, 1989)) se dá
por meio da omposição sínrona (‖) de todos, e somente, os autmatos
individuais que são sínronos entre si.
2.4 SUMÁRIO
Neste apítulo foram apresentados os SEDs, uma lasse de siste-
mas ujo omportamento evolui em razão de eventos e não do tempo.
Por ompartilharem de um onjunto de araterístias disretas, os
SEDs são tipiamente modelados por estruturas também disretas, e
não via equações difereniais, por exemplo.
A Teoria dos Autmatos e Linguagens foi então apresentada
omo uma alternativa natural para a modelagem de SEDs.
Por m, foram introduzidas algumas das operações usualmente
apliadas sobre autmatos e linguagens, que permitem modelar propri-
edades omuns aos SEDs.
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Nos apítulos seguintes, os autmatos e as linguagens são investi-
gados em mais detalhes no ontexto da modelagem e ontrole de SEDs,
à luz da Teoria do Controle Supervisório.
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3 TEORIA DE CONTROLE SUPERVISÓRIO
Lógias de ontrole para SEDs podem, em geral, ser implemen-
tadas usando-se os próprios formalismos utilizados na modelagem. Na
literatura, algumas frentes investigam o ontrole de SEDs através da
Álgebra de Dióides (Max-Plus) (SPACEK et al., 1996; SCHUTTER; BOOM,
2008), outras usam Lógia Temporal (PNUELI, 1977; JIANG; KUMAR,
2006), ainda outras exploram a Teoria das Redes de Petri (GIUA; DICE-
SARE, 1994; DARONDEAU, 2005) e dos Autmatos e Linguagens (CAS-
SANDRAS; LAFORTUNE, 2008; RAMADGE; WONHAM, 1987b), et.
Na maioria dessas abordagens, a lógia de ontrole é implemen-
tada de maneira empíria e então é heada para a análise das proprie-
dades de interesse, tais omo o não-bloqueio, a vivaidade, a limitação,
et. Nesse sentido, a Teoria do Controle Supervisório (TCS) diferenia-
se por permitir a síntese automátia de supervisores (ontroladores)
ótimos para SEDs.
Estruturada fundamentalmente na Teoria dos Autmatos e Lin-
guagens (abordada no Capítulo 2), a TCS permite que o omporta-
mento de um SED, e suas espeiações de ontrole, sejam individual-
mente desritos por meio de um onjunto de autmatos. Então, ope-
rações matemátias são efetivadas sobre a omposição desses autma-
tos, levando a uma lógia de ontrole apaz de supervisionar o sistema
e interferir no seu omportamento de forma minimamente restritiva
e não-bloqueante. A TCS é, em geral, apliável a toda a lasse dos
SEDs, muito embora alguns aspetos relativos à, por exemplo, natu-
reza do problema de ontrole ou ao porte do sistema a ser ontrolado,
apresentem impliações importantes, em termos de omplexidade, e são
objetos de investigação nesta tese.
Os fundamentos básios da TCS (RAMADGE; WONHAM, 1987b,
1989) têm sustentado, ao longo dos anos, uma vasta linha de pesqui-
sas, levando a uma série de novas propostas e adendos à teoria iniial.
Dentre elas, o Controle Temporizado (BRANDIN; WONHAM, 1993), o
Controle Hierárquio (CUNHA; CURY, 2007), o ontrole om observabi-
lidade parial do sistema (LIN; WONHAM, 1990), o Controle Modular
Clássio (RAMADGE; WONHAM, 1987a), a abordagem Modular Loal
(QUEIROZ; CURY, 2000b), o uso de autmatos estendidos om variáveis
(OUEDRAOGO et al., 2011), o renamento de eventos (BOUZON; QUEI-
ROZ; CURY, 2009), entre muitos outros.
Este apítulo apresenta a TCS, tal omo originalmente proposta
por Ramadge e Wonham. Disutem-se os proedimentos, as proprie-
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dades e as ondições elementares para a obtenção de supervisores para
SEDs. Um exemplo, então, ilustra a abordagem. No ontexto desse
mesmo exemplo, são apontados alguns aspetos que podem limitar a
apliabilidade prátia da TCS. São esses aspetos que fundamentam
esta tese.
3.1 MODELAGEM DO SISTEMA
O primeiro passo a ser onsiderado na TCS de SEDs, é a mode-
lagem dos omponentes do sistema. Em um SED, esses omponentes
(ou subsistemas) são individualmente organizados dentro de um arranjo
lógio, de modo que a exeução onjunta desses elementos determina
o omportamento global do sistema, também onheido omo planta.
Uma planta está em malha aberta quando reete o omportamento do
sistema sem qualquer interferênia externa, oordenação ou ação de
ontrole.
Modelar a planta de um SED em malha aberta requer, sobre-
tudo, a identiação do omportamento de ada subsistema. Logo, o
modelo da planta pode assumir diferentes níveis de abstração e a eso-
lha de qual deles usar é uma tarefa puramente de engenharia. Na TCS,
autmatos são empregados omo formalismo de modelagem e é usual
que os subsistemas sejam individualmente representados. Assim, obter
o modelo para a planta de um SED onsiste na assoiação dos autma-
tos de ada subsistema, normalmente materializada pela operação de
omposição sínrona (‖).
A Figura 2 ilustra um exemplo simples de um SED omposto por
duas máquinas (subsistemas), M1 e M2, modeladas respetivamente
por G1 e G2, tal que G = G1‖G2 representa o modelo da planta em
malha aberta.
PSfrag replaements
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G = G1‖G2
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Figura 2  Modelagem da planta de um SED.
Assume-se que o omportamento das máquinas M1 e M2 é des-
rito em termos de eventos de iníio e nal de operações. Os eventos
a e c modelam os respetivos iníios, enquanto b e d modelam os nais
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de operações. Quando ompostos, G1 e G2 resultam no modelo global
da planta, G, tal que L(G) representa o omportamentos gerado em
malha aberta e Lω(G) o seu omportamento marado, representando
tarefas ompletas pelo sistema.
3.2 MODELAGEM DAS ESPECIFICAÇÕES
Uma vez modelada a planta em malha aberta, o próximo passo à
luz da TCS é fehar a malha. Para isso, são implementadas restrições
as quais espera-se que o sistema umpra quando em funionamento.
Restringir uma planta passa, basiamente, pela denição do que res-
tringir e, em seguida, pela implementação da semântia de ada uma
das restrições em forma de espeiações de ontrole.
Na TCS, uma espeiação nada mais é do que a representa-
ção de uma ação proibitiva no sistema. Quando assoiada ao modelo
da planta, ela interfere em determinados eventos possíveis em malha
aberta, adequando o omportamento da planta aos requisitos de on-
trole. Não ostuma ser a meta de uma espeiação enumerar as possí-
veis ações no sistema, uma vez que isso, em tese, já faz parte do ompor-
tamento da planta. Objetiva-se, por outro lado, umprir um requisito
de ontrole simplesmente observando eventos na planta e desabilitando
aqueles que são onsiderados proibidos, quando eles puderem oorrer.
O resultado da ação de uma espeiação (ou de um onjunto
delas) sobre uma planta remete ao que pode ser informalmente des-
rito omo o omportamento desejado para o sistema sob ontrole, ou
em malha fehada. Assim omo os modelos de subsistemas, também as
espeiações podem ser representadas individualmente através de um
autmato, expressando os requisitos de ontrole na forma de desabili-
tação de eventos em estados. A Figura 3 mostra um exemplo simples
de um modelo de espeiação para a planta G, apresentada na Figura
2.
PSfrag replaements
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Figura 3  Modelagem de uma espeiação.
Independentemente de relevânia prátia, a espeiação E tem
por objetivo ontrolar a planta G de maneira a evitar o iníio de ope-
ração da máquina M2 (evento c proibido no estado iniial), sem que
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antes M1 tenha nalizado uma operação (evento b).
3.3 CONTROLE SUPERVISÓRIO
No exemplo anterior, a omposição E‖G modela a ação de on-
trole de E sobre G. Logo, é natural pensar em utilizar essa ompo-
sição para implementar um ontrolador para G. Na prátia, porém,
uma planta pode onter eventos que não podem ser diretamente de-
sabilitados. O nal de operação de uma máquina ou a quebra de um
equipamento, por exemplo, araterizam eventos uja oorrênia é invo-
luntária e independe de qualquer polítia de ontrole. Logo, ao modelar
tais eventos é neessário levar em onta esses aspetos, sob pena de oa-
sionar uma inonsistênia semântia entre o sistema e sua solução de
ontrole.
Nesse sentido, a TCS dene uma estrutura de ontrole para a
planta G, dada pelo partiionamento de seu onjunto de eventos Σ =
Σc∪Σu, tal que Σc é o onjunto de eventos ontroláveis, uja oorrênia
pode ser evitada na planta, e Σu é o onjunto ontendo os eventos não-
ontroláveis, os quais não podem ser diretamente desabilitados.
O elemento da TCS que efetivamente implementa as ações de
ontrole na planta é denominado supervisor. Um supervisor é um mapa
S : L(G) → 2Σ , assoiado a uma linguagem LS ⊆ Lω(G) que, após
qualquer adeia s ∈ L(G), observa eventos possíveis na planta e in-
forma, dentre eles, quais devem ser, de fato, habilitados. Nesta tese,
S é onsiderado ser um tipo espeial de supervisor, denominado super-
visor marador (RAMADGE; WONHAM, 1987b). A ação de ontrole de
um supervisor marador S sobre G, denotada por S/G, além de habi-
litar eventos do onjunto S(s) ⊆ Σ, também mara adeias s ∈ LS. A
estrutura de supervisão que interage om a planta de forma a fehar a
malha de ontrole, é ilustrada na Figura 4.
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Figura 4  Fluxo de Controle
Assume-se que eventos σ ∈ Σ oorrem espontaneamente na
planta. Quando σ é observado, após uma adeia qualquer s ∈ L(G),
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o supervisor S atualiza o onjunto S(s) de eventos habilitados. Os
eventos possíveis na planta que não pertenem a S(s) são justamente
aqueles que estão sendo inibidos pela ação de ontrole.
O onjunto de adeias de L(G) que sobrevive sob ontrole repre-
senta o omportamento gerado em malha fehada, e é dado pela lingua-
gem L(S/G). O omportamento marado em malha fehada, por sua
vez, é dado por Lω(S/G) = L(S/G)∩LS. S é hamado não-bloqueante
quando L(S/G) = Lω(S/G). Finalmente, o problema de ontrole pode
ser enuniado, omo segue.
Problema 1 - Problema de Controle Supervisório (PCS) (RAMADGE;
WONHAM, 1989): Dada uma planta G, om eventos em Σ, e uma
espeiação E ⊆ Σ∗, denindo um omportamento desejado K =
E∩Lω(G), enontre um supervisor não-bloqueante S tal que Lω(S/G) ⊆
K.
Enontrar uma solução para o PCS passa, sobretudo, pelo on-
eito de ontrolabilidade. Uma linguagemK ⊆ Σ∗ é dita ser ontrolável
em relação a L quando
KΣu ∩ L ⊆ K.
Ou seja, após qualquer prexo deK, se um evento não-ontrolável
é observado em L, a adeia resultante ontinua sendo um prexo de K.
Garante-se, então, que nenhum evento não-ontrolável, possível em L,
esteja sendo desabilitado pela ação de ontrole.
A ontrolabilidade de uma linguagem não vazia K ⊆ Lω(G) é
uma ondição neessária e suiente para a existênia de um supervisor
marador não-bloqueante S, tal que Lω(S/G) = K. Nesse aso, S, tal
que Lω(S/G) = K, pode ser implementado por um autmato V , tal
que K = Lω(V ) ∩ Lω(G) e K = L(V ) ∩ L(G). A ação de ontrole
de S é implementada pela desabilitação de eventos possíveis em L(G),
os quais não são possíveis em L(V ), após uma adeia s ∈ L(S/G). A
função de maração orresponde a marar adeias que são maradas
em ambos V e G.
Seja C(K,G) = {L ⊆ K | L é ontrolável em relação a L(G)}.
C(K,G) possui um elemento supremo únio, denotado por supC(K,G),
o qual representa o omportamento menos restritivo possível de ser
implementado por um supervisor não-bloqueante S sobre G. Então S,
tal que Lω(S/G) = supC(K,G) e L(S/G) = supC(K,G), é uma solução
ótima para o PCS.
Quando um problema de ontrole é resolvido através de uma
únia estrutura de supervisão, omo no PCS, diz-se que a solução é
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monolítia. A omputação de supC(K,G) é a operação mais omplexa
do PCS, onforme disutido a seguir.
3.3.1 Complexidade da síntese monolítia
A omplexidade omputaional, envolvida em uma operação mo-
nolítia de síntese, é polinomial no número de estados de G e E (RA-
MADGE; WONHAM, 1987b). Por onseguinte, tais operações são onsi-
deradas omputaionalmente tratáveis, já que uma resposta pode ser
obtida em um tempo que é limitado por uma função polinomial.
Na prátia, porém, o grande empeilho omputaional da TCS
reside no fato de que a estrutura G‖E pode apresentar um aumento do
número de estados de ordem exponenial. Por exemplo, seja um SED
modelado por G e restrito por E, ompostos omo segue.
G =
pn
j=1
Gj E =
en
i=1
Ei
Considerando-se que adaGj tem no máximom estados, entãoG
possui mp estados, no pior aso. Ainda, se ada Ei possui no máximo
n estados, então E pode possuir até ne estados. Logo, a operação
monolítia de síntese possui omplexidade na ordem de O[(ne.mp)2].
Portanto, o álulo de um supervisor monolítio, embora seja
polinomial no número de estados de G‖E, é exponenial na quanti-
dade de modelos envolvidos no problema. Isso signia que, embora
uma operação de síntese seja omputável, ela pode não ser tratável na
prátia. A solução para muitos problemas de ontrole é inviabilizada
por esse entrave omputaional, prinipalmente para aqueles problemas
que requerem uma solução entralizada, mas que envolvem múltiplos
subsistemas e espeiações, o que é típio em SEDs de grande porte.
Na sequênia, apresenta-se um exemplo que ilustra a obtenção
de uma solução monolítia de ontrole para um SED, através do qual
a omplexidade das operações de síntese pode ser dimensionada.
3.4 UM EXEMPLO DE UM SISTEMA DE MANUFATURA
Considere o sistema de manufatura om retrabalho, mostrado na
Figura 20.
Nesse exemplo, um rob (R) alimenta om materiais duas má-
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Figura 5  Pequena fábria om retrabalho de materiais.
quinas, M1 e M2, que produzem peças para serem testadas em uma
tereira estação de trabalho, TU . A partir do teste, as peças podem
ser aprovadas (evento y), desartadas (evento n) ou retrabalhadas em
M1 (evento r). A interonexão entre os subsistemas se dá por meio de
armazéns (buers) intermediários, om apaidade unitária. A Figura
21 apresenta os autmatos G1, G2, G3 e G4, que modelam, respeti-
vamente, os subsistemas R,M1, M2 e TU .
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Figura 6  Modelos para os subsistemas R, M1, M2 e TU .
Os modelos G1, G2 e G3 ontemplam apenas eventos de iníio e
de m de operações em ada respetivo equipamento. Em G4, ambos
os eventos, g e h, são habilitados no estado iniial, modelando que TU
pode proeder a duas operações distintas: (i) um teste geral (evento g),
que evita um desarte, levando à aprovação ou ao retrabalho das peças
em M2 (respetivos eventos y ou r); ou (ii) um teste nal (evento h),
que evita o retrabalho e leva as peças a deixarem a linha de manufatura,
sendo aprovadas (evento y) ou rejeitadas (evento n).
A planta do sistema é modelada pela omposição
G = G1‖G2‖G3‖G4
om Σ = {a, b, c, d, e, f, g, h, r, y, n}, onde é assumido que Σc = {a, c, e,
g, h} e Σu = {b, d, f, n, y, r}.
Como objetivo de ontrole, onsidera-se evitar overow e un-
derow nos buers B1, B2 e B3. Para isso, são modeladas, respe-
tivamente, as espeiações
1 E1, E2 e E3, onforme apresentadas na
Figura 7.
1
Por lareza, foram removidos das espeiações os autolaços ontendo os eventos
que não são neessários para a modelagem, os quais são assumidos estarem sempre
habilitados. Para os resultados que seguem, todavia, onsidera-se a linguagem da
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Figura 7  Modelos para as espeiações E1, E2 e E3.
Por exemplo, após a inserção de uma peça no buer B1 (eventos
b ou r) o modelo E1 evita uma nova inserção (overow) até que a peça
seja removida do buer (evento c). Adiionalmente, o modelo evita a
retirada de uma peça (underow) sem que antes esta tenha sido depo-
sitada no buer (evento c no estado iniial). As demais espeiações
são semantiamente equivalentes.
Enquanto modelar espeiações omo E1, E2 e E3 é uma tarefa
bastante simples, estruturar autmatos para outros tipos de espei-
ações pode ser substanialmente mais omplexo. A seguir, propõe-se
uma espeiação omplementar para esse mesmo exemplo, ujo es-
forço de modelagem destoa daquele observado nos modelos da Figura
7.
3.4.1 Uma nova espeiação de ontrole
Antes de obter um supervisor para a planta do exemplo, onsi-
dere expandir os objetivos de ontrole para envolver uma nova espei-
ação. Suponha que E4 é uma espeiação destinada a ontrolar a
quantidade de ilos de trabalho a que ada peça é submetida. Assim
sendo, E4 deve: (i) evitar a rejeição de uma peça sem que não tenha
sido retrabalhada ao menos uma vez e (ii) evitar que uma mesma peça
seja retrabalhada mais de uma vez.
Obter um modelo para E4 requer, sobretudo, que sejam desabi-
litados os eventos g ou h após a oorrênia de um evento f . A om-
plexidade inerente a essa deisão está no fato de que esolher entre a
desabilitação de g ou h depende do número de vezes em que f oorre
para uma mesma peça, i.e., h é desabilitado após a primeira oorrênia
de f e g é desabilitado no aso ontrário. Como f oorre no ontexto
de um ilo de exeução do sistema, o qual permite o proessamento de
mais de uma peça em paralelo, então ontar" as vezes em que f oorre
para uma mesma peça requer enumerar suas oorrênias, expliitando
todas as ombinações possíveis de eventos no ilo, até que uma deisão
espeiação no ontexto de Σ∗.
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de ontrole sobre g ou h possa ser tomada.
Um modelo para E4 pode ser obtido através da estruturação de
um autmato om 32 estados. Por razões de lareza, tal autmato não
é mostrado, mas a sistemátia subjaente a essa onstrução é expliada
no ontexto do modelo parial de E4, apresentado na Figura 8.
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Figura 8  Modelo parial para a espeiação E4, om eventos em Σ.
O autmato da Figura 8 apresenta o núleo da modelagem de
E4. Parte-se da primeira oorrênia de f , no estado iniial, onde então
o evento h é desabilitado. Nesse estado, perante a oorrênia de um
primeiro retrabalho (evento r), desenadeia-se uma estruturação lógia
no autmato, de modo que se possa rastrear todas as ombinações
possíveis de eventos no sistema até que, para ada ombinação, se possa
desabilitar o evento g.
Por exemplo, a partir do estado iniial, após r (estado 1), o
buer B1 ontém uma peça, uja retirada é modelada pelo evento c
(estado 2). Caso o sistema proesse uma únia peça, então a únia
sequênia admitida é a que leva aos estados 3, 4 e 5 onde, por m,
proíbe-se o evento g. Como o sistema pode proessar mais de uma peça
em paralelo, tão logo B1 seja desoupado (estado 2), um novo evento
r (estado 6) é admitido (para uma nova peça). Esse evento aaba
por riar um novo uxo, representando um novo ontexto possível de
exeução que, por sua vez, leva a novos uxos, e assim por diante.
Todos eles preisam ser ombinados até que uma segunda oorrênia
de f seja observada em quaisquer dos uxos e, assim, um evento g possa
ser proibido.
Usando o modelo ompleto de E4, om 32 estados, e os de-
mais modelos de espeiações e plantas apresentados anteriormente,
resolve-se o PCS para o exemplo proposto. O número de estados dos
autmatos, envolvidos na síntese monolítia de um supervisor ótimo
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para o exemplo, é apresentado na Tabela 1.
Tabela 1  Síntese Monolítia de Controle.
Solução para o PCS
Modelo G = ‖4i=1 G
i E = ‖4i=1 E
i K = G‖E V
Node Estados 24 108 1.394 121
V é um autmato para o supervisor supC(K,G) e pode ser usado
para implementar uma solução ótima para o PCS.
3.4.2 Um problema motivador
Embora não seja uma tarefa trivial, estruturar um modelo para
a espeiação E4, om 32 estados, pode ser onsiderada uma tarefa
manualmente realizável. Esse problema, porém, pode se tornar subs-
tanialmente mais omplexo se, por exemplo, forem onsiderados mais
ilos de retrabalho para ada peça ou novos subsistemas forem inseri-
dos dentro desse ilo.
Suponha, por exemplo, que sejam admitidos agora até 2 ilos
de retrabalho para ada peça. Pode ser mostrado (usando métodos a
serem propostos nesta tese) que o modelo para essa espeiação requer
a estruturação de um autmato om 560 estados. Um aumento para
3 ilos eleva esse indiador para 15.803 estados. E assim por diante.
Isso fornee uma estimativa do esforço que uma tarefa de modelagem
omo essa pode requerer, ao passo que sua oorrênia prátia é bastante
razoável.
É sobre essas onjeturas que a proposta desta tese se insere e é
distribuída nos apítulos seguintes. A primeira grande meta é prover
alternativas para simpliar a modelagem de espeiações; adiional-
mente, objetiva-se lidar om a omplexidade omputaional requerida
para obter uma solução de ontrole. Propostas serão apresentadas nesse
sentido. Por m, apresenta-se uma alternativa para modularizar o pro-
edimento de síntese de supervisores, ombinando o uso das propostas
supraitadas.
3.5 SUMÁRIO
Neste apítulo foi apresentada a Teoria do Controle Supervisório
e omo obter uma solução monolítia para o Problema de Controle
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Supervisório. Os oneitos apresentados foram exempliados através
de um estudo de aso, que permitiu dimensionar o esforço, manual e
omputaional, requerido para soluionar o problema de ontrole.
Por m, foi introduzido um exemplo motivador para evideniar
launas existentes na TCS, as quais podem limitar sua adoção prá-
tia. Tais inonveniênias ontextualizam as ontribuições desta tese,
apresentadas nos apítulos seguintes.
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4 TCS COM DISTINGUIDORES
Este apítulo apresenta o oneito de um Distinguidor. Distin-
guidores foram originalmente pensados omo tipos espeiais de sensores
que, ao serem assoiados ao modelo de um SED, permitem renar in-
formações sobre ertos eventos do sistema (BOUZON; QUEIROZ; CURY,
2008, 2009). Esta tese preserva a ideia entral de um distinguidor, em
termos de renamento de eventos, mas a apresenta om uma perspe-
tiva distinta, que estende e melhora a abordagem iniial sob diversas
esferas, prinipalmente em termos de onstrução, de resultados e de
exemplos.
A abordagem om distinguidores, omo proposta nesta tese, on-
siste basiamente das seguintes etapas. Primeiramente, os eventos a
serem renados são seleionados dentre os demais, em razão da diul-
dade para modelar alguma espeiação de ontrole. Em seguida, ada
evento esolhido é mapeado em um onjunto de renamentos (novos
eventos). Normalmente, ada renamento renomeia o evento original
de modo que se possa identiar uma instânia partiular em que ele
oorre no sistema. Assim, fazendo-se uso de um alfabeto mais rio,
pode-se failmente expressar a semântia de uma espeiação, evi-
tando que, por vezes, extensas sequênias de eventos tenham de ser
estruturadas. Além disso, mostra-se que os modelos renados podem
ser usados para a síntese de supervisores, sem que isso implique no
aumento da omplexidade omputaional requerida para tratar do pro-
blema de ontrole, em relação ao método sem renamentos. Por m,
ainda mostra-se omo distinguidores podem ser usados para a ons-
trução de aproximações para os modelos renados, as quais permitem
sintetizar uma solução para o PCS om ganhos omputaionais.
Os resultados a serem apresentados neste apítulo permitem de-
terminar a ontrolabilidade, a máxima permissividade e o não-bloqueio
de uma solução de ontrole obtida via distinguidores, bem omo sua
relação om a solução original, não renada. Por m, retoma-se o
exemplo do sistema de manufatura, a m de ilustrar os benefíios da
abordagem.
4.1 UMA INTRODUÇO AOS DISTINGUIDORES
Considere um SED, modelado om eventos em Σ. Na abordagem
om distinguidores, assume-se que ada evento σ ∈ Σ passa a represen-
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tar uma másara para eventos de um onjunto ∆σ 6= ∅. Eventos em
∆σ são esolhidos de maneira a identiar diferentes instânias em que
σ pode oorrer no sistema.
Para as másaras σ1, σ2 ∈ Σ, tal que σ1 6= σ2, onsidera-se que
∆σ1∩∆σ2 = ∅. Ou seja, ada másara possui um onjunto partiular de
renamentos, distinto dos demais, e não vazio. Então, Σ passa a ser um
onjunto de másaras para eventos do alfabeto renado ∆ =
⋃˙
σ∈Σ∆
σ
.
A relação entre os alfabetos Σ e∆ é estabeleida por um mapa, denido
omo segue.
Denição 1 (Mapa Masarador) Um mapa masarador Π : ∆∗ →
Σ∗é denido reursivamente por
Π(ǫ) = ǫ,
Π(tδ) = Π(t)σ, para t ∈ ∆∗, δ ∈ ∆σ e σ ∈ Σ.
Ou seja, Π é um mapa que atribui, a ada adeia de eventos re-
nados, a adeia original (no alfabeto Σ). Esse mapa pode ser estendido
para qualquer linguagem Ld ⊆ ∆
∗
por
Π(Ld) = {s ∈ Σ
∗ | ∃t ∈ Ld, Π(t) = s}.
Omapamasarador é um aso partiular domapa repórter (ZHONG;
WONHAM, 1990), introduzido no ontexto do ontrole hierárquio para
omutar os níveis de proesso (baixo nível) om o de gerênia (alto
nível). O mapa Π tem omo partiularidade o fato de que um evento
em alto nível (evento original) é sempre a másara de eventos em baixo
nível (renamentos). Ainda, todo renamento é reportado para o alto
nível, ou seja, não existem transições sileniosas.
Enquanto mapa repórter, Π é prexo-preservante, ou seja, se s ≤
t, então Π(s) ≤ Π(t). Além disso, Π omuta om o prexo-fehamento
(WONG; WONHAM, 1996), ou seja, para Ld ⊆ ∆
∗
, Π(Ld) = Π(Ld).
Denição 2 (Mapa Masarador Inverso) O mapa masarador in-
verso Π−1 : Σ∗ → 2∆
∗
é denido por
Π−1(s) = {t ∈ ∆∗ | Π(t) = s}.
Esse mapa também pode ser estendido para qualquer linguagem L ⊆ Σ∗
por
Π−1(L) = {t ∈ ∆∗ |Π(t) ∈ L}.
Denida a relação entre os alfabetos Σ e ∆, um distinguidor
pode ser formalmente apresentado omo segue.
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Denição 3 (Distinguidor) Dado um alfabeto Σ e um alfabeto re-
nado ∆ =
⋃˙
σ∈Σ∆
σ
, um mapa D : Σ∗ → 2∆
∗
é um distinguidor se
∀s ∈ Σ∗, σ ∈ Σ, r ∈ ∆∗ e δ ∈ ∆
i) D(ǫ) = {ǫ};
ii) rδ ∈ D(sσ) ⇒ r ∈ D(s) ∧ δ ∈ ∆σ;
iii) r ∈ D(s) ⇒ ∃δ′ ∈ ∆σ, rδ′ ∈ D(sσ).
Em prosa, um distinguidor D é um mapa prexo-preservante que
substitui ada adeia em Σ∗, por um onjunto não vazio de adeias em
∆∗. As adeias em ∆∗ representam instânias das adeias originais, no
alfabeto renado. Na prátia, tais adeias podem ser onstruídas pela
substituição de ada másara que ompõe uma adeia em Σ∗ por re-
namentos daquela másara. Note que o mapa Π−1 é um aso partiular
de um distinguidor e D(s) ⊆ Π−1(s), ∀s ∈ Σ∗.
Um distinguidor pode ser estendido para qualquer linguagem
L ⊆ Σ∗, por
D(L) = {r ∈ ∆∗ | ∃s ∈ L, r ∈ D(s)}.
A partir da Denição 3, as seguintes proposições podem ser enun-
iadas.
Proposição 1 Para um distinguidor D : Σ∗ → 2∆
∗
, om um mapa
masarador Π : ∆∗ → Σ∗e qualquer linguagem L ⊆ Σ∗, é verdade que
Π(D(L)) = L.
Prova: Como D(L) ⊆ Π−1(L), então Π(D(L)) ⊆ Π(Π−1(L)) =
L. Agora, seja s ∈ L ⊆ Σ∗ e t ∈ D(s) ⊆ Π−1(s). Então t ∈ D(L) e
s = Π(t) ∈ Π(D(L)). Logo, Π(D(L)) = L.
Proposição 2 Para um distinguidor D : Σ∗ → 2∆
∗
e qualquer lingua-
gem L ⊆ Σ∗, é verdade que D(L) = D(L).
Prova: Seja r ∈ D(L). Existe u ∈ ∆∗ e t ∈ L tal que ru ∈ D(t).
Então, os itens (i) e (ii) da Denição 3 impliam, por indução no
tamanho da adeia r, que existe s ∈ Σ∗, om s ≤ t, tal que r ∈ D(s).
Como s ∈ L, então r ∈ D(L). Agora, seja r ∈ D(L). Existe s, t ∈ Σ∗ tal
que st ∈ L e r ∈ D(s). Então, pelo item (iii) da Denição 3, tem-se, por
indução no tamanho de r, que existe u ∈ ∆∗ tal que ru ∈ D(st) ⊆ D(L).
Logo, r ∈ D(L).
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Uma linguagem, em partiular, que pode ser assoiada om o
uso de um distinguidor é LD, denida omo segue.
Denição 4 Para D, omo na Denição 3, LD ⊆ ∆
∗
é uma linguagem
distinguidora tal que LD = D(Σ
∗).
Para um distinguidor D, em partiular, LD = LD ⊆ ∆
∗
é uma
linguagem prexo-fehada que ontempla todas as possíveis distinções
de Σ∗. LD habilita ao menos uma adeia, em ∆
∗
, para ada adeia
original, em Σ∗. Note que Π(LD) = Σ
∗
se segue diretamente da Pro-
posição 1.
A partir das denições apresentadas, o efeito de um distinguidor
D sobre uma linguagem pode ser reesrito omo segue.
Proposição 3 Seja um distinguidor D, omo na Denição 3, e uma
linguagem LD, omo na Denição 4. Para uma linguagem L ⊆ Σ
∗
, o
efeito de D sobre L é tal que
D(L) = Π−1(L) ∩ LD.
Prova: Seja r ∈ D(L). É verdade que r ∈ Π−1(L) pois, por
denição, D(L) ⊆ Π−1(L). Além do mais, existe um s ∈ L, tal que
r ∈ D(s), o que implia que r ∈ LD, uma vez que LD = D(Σ
∗) e s ∈ L ⊆
Σ∗. Portanto, D(L) ⊆ Π−1(L)∩LD. Agora, seja r ∈ Π
−1(L)∩LD. De
r ∈ LD = D(Σ
∗), tem-se que r ∈ D(s) e Π(r) = s, para algum s ∈ Σ∗.
Mas, omo também r ∈ Π−1(L), então Π(r) = s ∈ L ⊆ Σ∗. Assim,
omo r ∈ D(s) e s ∈ L, tem-se que r ∈ D(L) e D(L) ⊃ Π−1(L)∩LD.
A Proposição 3 implia que um distinguidor D pode ser identi-
ado por uma linguagem LD. Como LD é prexo-fehada (pela De-
nição 4) e o mapa Π−1 é um aso partiular de um distinguidor D
(pela Denição 3), então (pela Proposição 2) LD e Π
−1(L) são não-
onitantes, para qualquer linguagem L ⊆ Σ∗. Essa propriedade é
formalizada pela proposição seguinte.
Proposição 4 Para LD, omo na Denição 4, e Π
−1
, omo na Deni-
ção 2, é verdade que, para qualquer linguagem L ⊆ Σ∗, Π−1(L) ∩ LD =
Π−1(L) ∩ LD.
Prova: Π−1(L) ∩ LD = D(L) = D(L) = Π−1(L)∩LD = Π−1(L)∩
LD.
Considerando-se um SED modelado por um autmato G, então
D(L(G)) = Π−1(L(G)) ∩ LD e D(Lω(G)) = Π−1(Lω(G)) ∩ LD repre-
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sentam o efeito de D sobre G. Ou seja, o distinguidor rena adeias
de L(G) em adeias em ∆∗, através do mapa inverso Π−1(L(G)), e
distingue a oorrênia dessas adeias de aordo om a linguagem dis-
tinguidora LD.
Note que o efeito do mapa inverso Π−1 pode ser representado
em autmatos, simplesmente substituindo os eventos de ada transi-
ção pelos onjuntos orrespondentes de eventos renados. Equivalen-
temente, o efeito do mapa Π também pode ser representado, desta vez
substituindo-se os eventos renados pelas respetivas másaras. Um
guia para a onstrução de um distinguidor D é apresentado na Sub-
seção 4.1.2 e um exemplo de omo estruturar um autmato HD que
modela D, de tal modo que L(HD) = LD, é apresentado na Subseção
4.2.2.
Uma estrutura que ilustra a introdução de um distinguidor em
um sistema modelado por G é apresentada na Figura 9. Nesse esquema,
a interação entre o distinguidor e a planta é ontextualizada em termos
de uxo de eventos, observados através de uma suessão de estágios.
PSfrag replaements
G Π−1 LD
Distinguidor
σ ∈ Σ ∆σ ⊆ ∆ δ ∈ ∆′ ⊆ ∆σ
Figura 9  Fluxo de eventos ao usar um distinguidor na planta.
Assume-se que eventos σ ∈ Σ oorrem espontaneamente em G.
Então, ada evento σ é mapeado em um subonjunto ∆σ de renamen-
tos, através do mapa inverso Π−1, os quais são ltrados pela linguagem
distinguidora LD, estabeleendo quais deles são de fato elegíveis na
planta.
4.1.1 Classes de distinguidores
Distinguidores podem ser lassiados sob duas diferentes pers-
petivas, omo segue.
Denição 5 (Distinguidor Preditível) Um distinguidor D : Σ∗ →
2∆
∗
é preditível se, para todo s ∈ Σ∗, |D(s)| = 1. Do ontrário, D é
dito ser não-preditível.
Em prosa, D é preditível se qualquer adeia em Σ∗ é mapeada
em um onjunto om exatamente uma adeia em ∆∗, i.e., se após ada
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adeia r ∈ LD existe um, e apenas um, evento renado elegível para
ada másara σ ∈ Σ. Assim, a linguagem LD permite sempre predizer
a próxima distinção de qualquer másara. Os exemplos apresentados
na sequênia ilustram essas duas lasses de distinguidores.
4.1.1.1 Exemplos simples de distinguidores
Seja G o modelo da planta de um dispositivo que retira peças de
um buer B. Seja Σ = {α}, tal que α representa o evento máquina
removeu uma peça de B". O omportamento do sistema é, então, dado
por L(G) = Σ∗. Em seguida, mostram-se dois exemplos de distingui-
dores para esse aso partiular, um preditível e um não-preditível.
Distinguidor preditível: Considere modelar um distinguidor
para identiar a remoção de peças do buer, de maneira a sinalizar
toda a vez que um número par de peças foi retirado. Então, pode-se
denir ∆ = ∆α = {αP , αI} a m de renar a másara α nos seguintes
eventos:
• αP , máquina removeu um número par de peças de B" ; e
• αI , máquina removeu um número ímpar de peças de B".
Agora, seja a linguagem distinguidora dada por LD = (αIαP )
∗(ǫ+αI).
Nesse aso, D é laramente preditível, uma vez que para qualquer s ∈
Σ∗, |D(s)| = 1, i.e., qualquer adeia em Σ∗ possui exatamente uma
respetiva adeia em ∆∗.
Por exemplo, para uma adeia s = αα, D(s) é tal que
D(s) = {αIαP }.
Assim, após a adeia αα, é possível predizer que a próxima oor-
rênia de α será αI .
Distinguidor não-preditível: Suponha agora que, ao invés de
identiar a remoção de um número par de peças do buer B, um dis-
tinguidor é usado para identiar as ores das peças removidas. Assuma
que existam duas ores aleatoriamente possíveis: vermelho e azul.
Sendo assim, a oorrênia do evento α é renada de maneira
tal que ∆ = ∆α = {αV , αA}. Nesse aso, os renamentos possuem a
seguinte semântia:
• αV , máquina removeu uma peça vermelha de B" ; e
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• αA, máquina removeu uma peça azul de B".
Para esse exemplo, onsidere que a linguagem do distinguidor
é dada por LD = (αB + αW )
∗
. Esse distinguidor é laramente não-
preditível, pois existe um s ∈ Σ∗ tal que |D(s)| > 1. Por exemplo, para
s = αα, D(s) é tal que
D(s) = {αV αV , αV αA, αAαV , αAαA}.
4.1.2 Construção de um distinguidor
Vem sendo argumentado, ao longo desta tese, que, para muitos
problemas prátios de ontrole, pode ser mais simples modelar espe-
iações usando eventos de um alfabeto renado ∆ do que eventos
diretamente observáveis na planta, os quais ompõem Σ. Essa ideia é,
então, formalizada através do oneito de distinguidores.
Contudo, a onstrução de um distinguidor pressupõe algumas
etapas de modelagem, as quais preisam ser detalhadas. É o aso, por
exemplo, da identiação dos eventos a serem renados, omo eles são
renados e omo atribuir uma semântia a ada renamento. Essas
tarefas expliitam, de modo prátio, o formalismo sobre o qual um
distinguidor é fundado.
Oorre que a onstrução de um distinguidor envolve, por natu-
reza, tarefas de engenharia. Como tais, elas dependem, sobretudo, da
apaidade humana para serem realizadas, de modo que se torna in-
onveniente sistematizá-las por ompleto. Ainda assim, alguns passos
dessa onstrução podem ser evideniados. Apresenta-se, na sequênia,
o que poderia ser usado omo um guia para obter um distinguidor.
(i) Identiação de um onjunto iniial de eventos σ ∈ Σ a serem
renados: o primeiro passo para a onstrução de um distingui-
dor é identiar quais eventos em Σ, quando renados, poderiam
simpliar a modelagem de uma dada espeiação de ontrole.
(ii) Denição das instânias de renamentos δ ∈ ∆σ: a partir do
passo (i), deve-se determinar quais instânias devem ser assoia-
das a ada um dos eventos seleionados para o renamento. Tais
instânias modelam diferentes irunstânias em que o evento ori-
ginal pode oorrer. Assim, ada instânia também arrega uma
semântia em partiular, que preisa ser implementada pelo mo-
delo distinguidor (passo (iv)).
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(iii) Complementação do onjunto ∆: dado o onjunto iniial de even-
tos a serem renados e seus respetivos onjuntos de instânias,
a onstrução de um modelo que distingue a oorrênia das dife-
rentes instânias de ada onjunto pode depender de outros re-
namentos. De fato, o signiado de uma erta instânia de um
evento pode se materializar apenas quando o sentido de outro
evento é onheido. Logo, tal evento também deve ser renado e
suas instânias distinguidas. Tratar dessas dependênias semân-
tias requer revisitar os passos (i) e (ii) e, assim, orretamente
araterizar o alfabeto renado ∆.
(iv) Modelagem do distinguidor HD: nalmente, aproveitando-se os
demais passos, onstrói-se um modelo que estabelee as inter-
dependênias entre as instânias de renamentos em ∆. Essa
tarefa onsiste na estruturação de um autmato HD, tal que
L(HD) = LD, normalmente simples em termos de modelagem
e, em geral, pode ser projetado modularmente.
Ao longo desta tese serão mostrados exemplos de omo apli-
ar os passos aima para onstruir um distinguidor, bem omo formas
de modelá-lo através de autmatos e métodos de modularização. Na
próxima seção, é disutida a relação entre modelos onstruídos sobre
alfabetos renados e não renados, no ontexto de um problema de
ontrole.
4.2 PCS COM DISTINGUIDORES
Representar o efeito de um distinguidor D sobre o PCS requer
onsiderar dois diferentes aspetos: primeiro, o fato de que o onjunto
de eventos Σ é expandido em um onjunto de eventos renados ∆ e,
segundo, que as informações trazidas pelo distinguidor preisam ser
levadas em onta ao modelar as espeiações de ontrole.
Sob o ponto de vista de modelagem, denota-se por Gd (ou D(G))
um autmato tal que L(Gd) = D(L(G)) e L
ω(Gd) = D(L
ω(G)), e por
Ed uma espeiação denida em ∆. Ed deve expressar os mesmos
requisitos expressos por E no PCS, porém, agora, usando informações
adiionais providas pelo distinguidor, i.e., Ed é tal que Ed ∩ L
ω(Gd) =
Kd = D(K), onde K = E ∩ Lω(G). Nesse aso, a espeiação K ⊆
Lω(G) seria dada por K = Π(Ed ∩Π
−1(Lω(G)) ∩ LD).
Já sob o ponto de vista de ontrole, embora o renamento de
eventos possa enriqueer as informações providas pela planta, a on-
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trolabilidade dos eventos renados deve permaneer equivalente nesse
novo enário, i.e., se σ ∈ Σu, então δ ∈ ∆u, para todo δ ∈ ∆
σ
. Por-
tanto, a estrutura de ontrole denida sobre o alfabeto renado é tal
que:
∆ = ∆c ∪˙∆u
para
∆u =
⋃
σ∈Σu
∆σ e ∆c =
⋃
σ∈Σc
∆σ.
Além disso, as ações de ontrole denidas no PCS original de-
vem ser onsistentemente expressas no problema om renamentos, i.e.,
sempre que um evento é habilitado em∆, todos os eventos om a mesma
másara também devem ser habilitados. Por exemplo, se após uma a-
deia s ∈ L(Gd) um evento δ ∈ ∆
σ
é habilitado na planta, então todo
evento δ′ ∈ ∆σ, tal que sδ′ ∈ L(Gd), também será habilitado. Essa
ideia leva à denição da seguinte lasse de supervisores.
Denição 6 (Supervisor não-ambíguo) Um supervisor Sd : L(Gd)→
2∆ é não-ambíguo se ∀s ∈ L(Gd) e ∀σ ∈ Π(Sd(s)), tem-se que s∆
σ ∩
L(Gd) ⊆ sSd(s).
Finalmente, pode-se introduzir um novo problema de ontrole,
orrespondendo ao PCS original, modiado para onsiderar o uso de
um distinguidor.
Problema 2 - PCS om Distinguidores (PCS-D): Dado G e K, omo
no PCS, e um distinguidor D, seja Gd tal que L(Gd) = D(L(G)) e
Lω(Gd) = D(L
ω(G)). Para uma espeiação Ed ⊆ ∆
∗
, denindo
um omportamento esperado Kd = Ed ∩ L
ω(Gd), onde Kd = D(K),
enontre um supervisor não-ambíguo e não-bloqueante Sd : ∆
∗ → 2∆,
tal que Lω(Sd/Gd) ⊆ Kd.
No PCS-D, a ideia de que Ed deve ser uma espeiação expres-
sando os mesmos requisitos que E no PCS é apturada porKd = D(K),
i.e., Kd orresponde, na verdade, ao modelo K distinguido por D. Na
sequênia, é assumido que garantir a equivalênia de Ed em relação
a E é uma tarefa de modelagem, tal que se pode onsiderar o PCS-
D bem-denido a partir do problema original, o PCS. A Figura 10
ontextualiza a arquitetura do problema de ontrole supervisório om
distinção de eventos.
Quando a oorrênia de um evento δ é observada na planta Gd,
após uma adeia qualquer r ∈ L(Gd), o supervisor não-ambíguo Sd
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Figura 10  Arquitetura de Controle Supervisório om supervisores
não-ambíguos.
atualiza o onjunto γd de eventos ujas másaras no onjunto γ são
permitidas na planta. Observe que se Gd é uma planta resultante da
distinção de G por um distinguidor preditível, então qualquer super-
visor que iniba somente eventos elegíveis em LD é um supervisor não-
ambíguo. Como onsequênia, qualquer supervisor implementado por
um autmato V , tal que L(V ) ⊆ LD, é um supervisor não-ambíguo.
Os resultados apresentados na sequênia evideniam o fato de
que uma solução ótima para o PCS pode ser obtida através da resolução
do PCS-D, e vie-versa.
Teorema 1 Dados G e K, omo no PCS, e um distinguidor D, seja
Gd um autmato para G distinguido por D e Kd = D(K), então
Π(supC(Kd, Gd)) = supC(K,G) (4.1)
e
supC(Kd, Gd) = D(supC(K,G)) (4.2)
Os lemas seguintes auxiliam na demonstração do Teorema 1.
Lema 1 Para G e K, omo no PCS, e Gd e Kd, omo no PCS-D,
tem-se que
Π(supC(Kd, Gd)) ∈ C(K,G).
Prova: Primeiro, observe que
supC(Kd, Gd) ⊆ Kd
⇒
Π(supC(Kd, Gd)) ⊆ Π(Kd) = K.
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Agora, para σu ∈ Σu, seja s tal que
s ∈ Π(supC(Kd, Gd))σu ∩ L(G)
= Π(supC(Kd, Gd))σu ∩ L(G).
Ainda, seja t ∈ supC(Kd, Gd) tal que s = Π(t)σu.
Como LD = D(Σ
∗) e
t ∈ Kd = Π−1(K) ∩ LD ⊆ LD,
então ∃δu ∈ ∆
σu
, tal que tδu ∈ LD. Mas,
Π(tδu) = Π(t)σu = s ∈ L(G).
Portanto,
tδu ∈ Π
−1(L(G)) ∩ LD = L(Gd).
Pela ontrolabilidade de supC(Kd, Gd) e.r.a. L(Gd), tem-se que
tδu ∈ supC(Kd, Gd). Logo
s = Π(tδu)
∈ Π(supC(Kd, Gd))
= Π(supC(Kd, Gd)),
o que é suiente para provar o Lema 1.
Lema 2 Para G e K, omo no PCS, e Gd e Kd, omo no PCS-D,
também tem-se que
D(supC(K,G)) ∈ C(Kd, Gd).
Prova: Primeiro, observe que
D(supC(K,G)) = Π−1(supC(K,G)) ∩ LD
⊆ Π−1(K) ∩ LD
= Kd.
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Então, para δu ∈ ∆u, om Π(δu) = σu, tem-se
{D(supC(K,G))}δu ∩ L(Gd)
= {D(supC(K,G))}δu ∩ L(Gd) (pela Proposição 2)
= {Π−1(supC(K,G)) ∩ LD}δu ∩ L(Gd) (pela Proposição 3)
⊆ {Π−1(supC(K,G))}δu ∩ L(Gd)
⊆ Π−1(supC(K,G))Π−1(σu) ∩ L(Gd)
= Π−1(supC(K,G)σu) ∩ L(Gd)
= Π−1(supC(K,G)σu) ∩Π
−1(L(G)) ∩ LD
= Π−1(supC(K,G)σu ∩ L(G)) ∩ LD
⊆ Π−1(supC(K,G)) ∩ LD (pela ontrolabilidade de supC(K,G))
= D(supC(K,G)) (pela Proposição 3)
= D(supC(K,G)) (pela Proposição 2).
Lema 3 Para um distinguidor D : Σ∗ → 2∆
∗
, um mapa masarador
Π : ∆∗ → Σ∗e uma linguagem qualquer Ld ⊆ LD ⊆ ∆
∗
, é verdade que
Ld ⊆ D(Π(Ld)).
Prova: Seja t ∈ Ld ⊆ LD e s = Π(t). Então, t ∈ Π−1(s) ∩LD =
D(s) ⊆ D(Π(Ld)).
Prova: Agora prova-se o Teorema 1.
(4.1) Do Lema 1, tem-se que
Π(supC(Kd, Gd)) ⊆ supC(K,G).
Da Proposição 1 e do Lema 2, é verdade que
supC(K,G) = Π(D(supC(K,G)))
⊆ Π(supC(Kd, Gd)).
Portanto,
Π(supC(Kd, Gd)) = supC(K,G).
(4.2) Do Lema 2, tem-se que
D(supC(K,G)) ⊆ supC(Kd, Gd).
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Dos lemas 1 e 3, é verdade que
supC(Kd, Gd) ⊆ D(Π(supC(Kd, Gd)))
= D(supC(K,G)).
Portanto,
supC(Kd, Gd) = D(supC(K,G)).
Sob as ondições do Teorema 1, resolver o PCS-D leva a uma
solução de ontrole equivalente à resolução do problema original, o PCS,
e vie-versa.
4.2.1 Complexidade de síntese om distinguidores
Para o PCS e o PCS-D, seja n (nd) e m (md), respetivamente,
o número de estados dos autmatos que modelam a planta G (Gd) e a
espeiação E (Ed). A solução de ontrole para esses problemas, ou
seja, a omputação da máxima linguagem ontrolável, possui ordem de
resimento de O[(n.m)2] (O[(nd.md)2]) no tempo.
Observe que, em geral, md < m. Porém, nd > n, i.e., se por
um lado usar renamento de eventos permite simpliar tarefas de mo-
delagem de espeiações, por outro lado a planta renada se torna
mais omplexa pelo fato de que preisa ser assoiada ao modelo do
distinguidor. Em geral, espera-se que O[(n.m)2] = O[(nd.md)2], i.e.,
que ambos os problemas, PCS e PCS-D, requeiram o mesmo esforço
omputaional para serem resolvidos.
4.2.2 Sistema de manufatura modelado om Distinguidores
Considere o exemplo do sistema de manufatura om retrabalho,
apresentado no Capítulo 3 e reproduzido na Figura 11.
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Figura 11  Pequena fábria om retrabalho de materiais.
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Sobre esse proesso foram denidas quatro espeiações de on-
trole: E1, E2 e E3, destinadas a evitar o overow e o underow de
ada respetivo buer ; e E4, modelada para limitar o número de i-
los de retrabalho. Foi mostrado que a modelagem de E1, E2 e E3
é simples e envolve autmatos om apenas 2 estados ada. Por outro
lado, mostrou-se que modelar E4 é substanialmente mais omplexo e
essa diuldade aumenta om a esalabilidade do proesso, omo, por
exemplo, aumentando o número permitido de ilos.
Nessa seção, mostra-se que modelar E4 se torna trivial se feito
através de um alfabeto renado, oordenado por um distinguidor. Pri-
meiramente, seguem-se os passos desritos na Subseção 4.1.2 para ons-
truir um distinguidor. Então, apresenta-se a modelagem da planta e
das espeiações em ∆ e, por m, mostra-se a estatístia de síntese.
4.2.2.1 Modelagem do distinguidor
Para o exemplo apresentado, o distinguidor pode ser onstruído
omo segue:
(i) Identiação de um onjunto iniial de eventos a serem renados:
Modelar E4 onsiste em desabilitar eventos g ou h após a oor-
rênia de f . A omplexidade dessa atividade reside no fato de
que esolher entre a desabilitação de g ou h depende do número
de vezes em que f oorre para uma mesma peça no sistema, i.e.,
h é desabilitado após a primeira oorrênia de f , enquanto g é
desabilitado do ontrário. Portanto, simpliar E4, laramente,
requer renar o evento f .
(ii) Denição das instânias de renamentos: Esse passo trata da
denição de quantas e quais serão as instânias de renamentos
para o evento f , identiado no passo anterior. Tal atividade
está diretamente assoiada à espeiação, ou seja, requer saber
o limite de ilos permitidos para, então, denir quantas vezes f
pode oorrer para uma mesma peça. No exemplo da Seção 3.4,
por simpliidade, foi onsiderado apenas um ilo de retrabalho.
Suponha agora onsiderarmos o aso introduzido no exemplo mo-
tivador (Seção 3.4.2), onde até dois ilos são permitidos. É fáil
notar que, nesse aso, o evento f pode oorrer até três vezes para
uma mesma peça: uma vez no primeiro ilo e mais duas vezes nos
retrabalhos. Logo, renar f onsiste em assoiá-lo a três instân-
ias renadas, identiadas por f0, f1 e f2, i.e., ∆
f = {f0, f1, f2};
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semantiamente, f0 modela a oorrênia de f pela primeira vez
(0 retrabalhos), enquanto f1 e f2 modelam f oorrendo, respe-
tivamente, no primeiro e no segundo retrabalho. Agora, om o
renamento de f , a espeiação E4 pode ser failmente mode-
lada pelo autmato apresentado na Figura 12.
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Figura 12  Modelo preliminar para a espeiação E4d .
(iii) Complementação do onjunto ∆: Note que distinguir as ins-
tânias de f depende da identiação de ada ilo. Um ilo
omeça em B1, om os eventos b (um novo ilo) ou r (reinii-
ando um ilo). Naturalmente, os eventos suessores de b e r
devem onduzir a semântia do ilo identiado, ao longo do
sistema, até que por m as instânias de f possam ser distin-
guidas. Nesse sentido, os seguintes eventos devem também ser
renados: ∆c = {c0, c1, c2}; ∆
d = {d0, d1, d2}; ∆
e = {e0, e1, e2};
∆g = {g0, g1}; ∆
r = {r1, r2}; ∆
σ = {σ}, ∀σ ∈ {a, b, h, n, y}.
Para estes novos renamentos, a semântia equivale àquela de-
nida para as instânias de f . Por m, o alfabeto renado é dado
por ∆ =
⋃˙
σ∈Σ∆
σ
.
(iv) Modelagem do distinguidor: Resta, para este exemplo, modelar a
relação entre os renamentos em∆. Este é o papel desempenhado
pelo modelo distinguidor, o qual visa apontar qual instânia de
ada evento deve ser habilitada em ada ilo de trabalho, sem
que para isso sejam impostas quaisquer restrições sobre o sistema.
As restrições impostas pelo distinguidor são apenas em termos de
esolha"por uma instânia dentre as possíveis, para renamentos
om a mesma másara. Para x ∈ {c, d, e, f, g, r}, modela-se um
distinguidor modular Hx, omo mostrado na Figura 13.
O módulo Hc distingue o evento c0 de c1 e c2 no estado iniial,
e distingue c1 e c2 dos demais, após o primeiro e o segundo re-
trabalho (r1 e r2), respetivamente. Isso signia, por exemplo,
que quando uma peça é desarregada no sistema pela primeira
vez (pelo rob R no buer B1 om o evento b), a únia instânia
de c habilitada é c0; se a peça é oriunda do primeiro retraba-
lho (evento r1), então c1 é habilitado; se a origem é o segundo
retrabalho (evento r2), então o evento habilitado é c2.
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Figura 13  Módulos distinguidores HD.
Por sua vez, o módulo Hd distingue as instânias d0, d1 e d2
onforme a oorrênia dos predeessores c0, c1 ou c2. Equiva-
lentemente, os módulos He, Hf , Hg e Hr distinguem os eventos
om másaras em e, f , g e r, guiados pela oorrênia dos eventos
predeessores.
Note que o distinguidor proposto na Figura 13 é não-proibitivo,
no sentido de que ada módulo habilita, em ada estado, ao menos
uma instânia (exatamente uma nesse aso partiular) dos eventos
a quem objetiva-se distinguir, e todas as instânias dos demais
eventos.
Compondo-se os autmatos modulares da Figura 13 obtém-se o
modelo do distinguidor, denotado por HD = Hc ‖ Hd ‖ He ‖
Hf ‖ Hg ‖ Hr ‖ H∆, onde L
ω(H∆) = ∆
∗
e L(HD) = LD. H∆
é um autmato om apenas um estado, iniial e marado, on-
tendo uma transição em autolaço, etiquetada om os eventos ∆,
omplementando o alfabeto em HD. Para este exemplo em par-
tiular, HD possui 308 estados. Como este modelo preserva, em
ada estado, um únio renamento habilitado para ada másara,
então ele representa, na verdade, um distinguidor preditível.
4.2.2.2 Modelagem das espeiações
Fazendo uso da abordagem de renamentos proposta, pode-se
modiar o autmato da Figura 12 para obter o modelo da espeiação
E4, agora sobre o alfabeto ∆, a qual é denotada E4d e é mostrada na
Figura 14.
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PSfrag replaements
h
E4
d
:
f2g0
g1
Figura 14  Modelo para a espeiação E4d , onstruído om eventos
em ∆.
Esse modelo proíbe um teste geral (eventos g0 e g1) quando o
buer B3 possui uma peça que já tenha sido rejeitada duas vezes (após
f2); e proíbe um teste nal do ontrário (evento h no estado iniial).
As demais espeiações, E1, E2 e E3, as quais foram inii-
almente modeladas em Σ, são agora projetadas em ∆, i.e., E1d =
Π−1(E1), E2d = Π
−1(E2) e E3d = Π
−1(E3). Esses novos modelos são
apresentados na Figura 15.
PSfrag replaements
E1
d
: E2
d
: E3
d
:
f
c0, c1, c2
d0, d1, d2
e0, e1, e2
f0, f1, f2b, r1, r2
h, g0, g1
Figura 15  Modelo para as espeiações E1d , E
2
d e E
3
d em ∆.
A implementação do mapa inverso Π−1 sobre autmatos pode
ser onretizada pela simples substituição de ada másara, em ada
transição, pelo respetivo onjunto de renamentos.
4.2.2.3 Modelagem da planta
Similarmente às espeiações, também as plantas que foram
modeladas em Σ, na Seção 3.4, são agora projetadas no novo alfa-
beto ∆, i.e., G1a = Π
−1(G1), G
2
a = Π
−1(G2), G
3
a = Π
−1(G3) e G
4
a =
Π−1(G4). Esses modelos são apresentados na Figura 24.
PSfrag replaements
a
b
h
G1a : G
2
a : G
3
a : G
4
a :
3
c0, c1, c2
d0, d1, d2
e0, e1, e2
f0, f1, f2
g0, g1
y, r1, r2
y, n
Figura 16  Modelos para os subsistemas R, M1, M2 e TU , em ∆.
Assim, a planta renada do sistema é modelada pela omposição
Ga = G
1
a ‖ G
2
a ‖ G
3
a ‖ G
4
a , e a ontrolabilidade dos eventos renados
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segue a oerênia em relação à respetiva másara. Note que Ga on-
templa o mapeamento dos eventos da planta original, em Σ, para o
alfabeto ∆, sem implementar nenhuma oordenação entre eles, i.e.,
Ga = Π
−1(G). Para ns prátios, Ga tem de ser assoiada om o dis-
tinguidor, o que é mostrado a seguir, no ontexto da síntese de ontrole.
4.2.2.4 Solução de Controle
Agora, obtém-se a solução ótima de ontrole para o exemplo
apresentado. A segunda linha da Tabela 9 mostra a solução para o PCS-
D, ontextualizada em termos do número de estados dos autmatos
usados para modelar:
• a planta distinguida Gd = Ga‖HD, tal que L(Gd) = Π−1(L(G)) ∩
LD;
• a espeiação Ed = E
1
d ‖E
2
d ‖E
3
d ‖E
4
d ;
• a espeiação global Kd = Ed ∩ L
ω(Gd); e
• o supervisor supC(Kd, Gd), modelado pelo autmato Vd tal que
Lω(Vd) = supC(Kd, Gd).
A solução para o PCS também é apresentada, para ns ompa-
rativos. Os autmatos orrespondentes, usados na síntese do PCS, têm
número de estados omo mostrado na primeira linha da Tabela 9.
Tabela 2  Número de estados dos autmatos usados na síntese do PCS
e do PCS-D.
G E K V
24 1080 7220 212
Gd Ed Kd Vd
2160 12 7220 212
Observe que os modelos das espeiações globais (K eKd), bem
omo o dos supervisores (V e Vd), possuem o mesmo número de estados.
Teniamente, a únia diferença é que, no PCS-D, a arga omputa-
ional é movida da espeiação (uma tarefa de modelagem) para a
planta (uma omposição). Quando assoiados, no entanto, planta e
espeiação levam a um modelo globalmente equivalente.
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Salienta-se que ao resolver o PCS não foi possível obter o modelo
da espeiação E4 diretamente, i.e., usando apenas os eventos em Σ.
De fato, essa modelagem envolve um raioínio similar àquele usado
no Capítulo 3, Figura 8, para obter o modelo de E4, porém, é ainda
mais omplexa por onsiderar um ilo extra de retrabalho. Portanto,
para modelar essa espeiação utiliza-se a própria abordagem om dis-
tinguidores. Note que uma vez que E4d foi modelada em ∆, se torna
possível obter uma espeiação orrespondente em Σ, através da om-
posição do autmato de E4d om o distinguidor HD. Então, mapeia-se
essa omposição para o alfabeto Σ, tal que E4 = Π(E4d ‖LD). Nesse
aso em partiular, o modelo para E4 possui 560 estados.
Um aspeto relevante em relação ao uso de distinguidores é que,
enquanto o modelo de uma espeiação pode se tornar bastante om-
plexo quando o sistema esala, o esforço para modelar um distinguidor
permanee essenialmente o mesmo. Por exemplo, para o aso de um
ilo adiional de retrabalho (4 no total), foi dito que o modelo da
espeiação envolve mais de 15 mil estados. Por outro lado, HD on-
tinuaria sendo representado por autmatos modulares de, no máximo, 5
estados. Alguns autores apontam ainda alternativas para modularizar
o distinguidor, tornando a modelagem ainda mais simples em termos
de números de estados (AGUIAR, 2013; CURY et al., 2012).
4.3 USANDO APROXIMAÇÕES NO PCS-D
Vem sendo disutido, neste apítulo, omo reformular o PCS
para onsiderar a introdução de um distinguidor. Essa abordagem per-
mite expressar omplexas espeiações de maneira simples e, ainda
assim, leva a uma solução de ontrole equivalente à solução do PCS
original. Um exemplo vem sendo apresentado para ilustrar essa abor-
dagem.
Mesmo em fae de laros benefíios, mostrou-se que o PCS-D
não provê eonomias omputaionais no proedimento de síntese. De
fato, os ganhos resultantes do uso de modelos mais simples de espei-
ações são ompensados pela introdução do modelo distinguidor na
planta. Desse modo, o usto omputaional total para tratar de ambas
as versões dos problemas, om e sem renamentos, é em geral equiva-
lente.
Sob ertas ondições, no entanto, pode ser possível obter uma
solução para o PCS-D, de maneira omputaionalmente mais simples.
A ideia básia é fazer uso de espeiações modeladas sobre um alfa-
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beto renado, omo no PCS-D, substituindo, na síntese, a planta Gd
por uma aproximação Ga. A pergunta que surge, então, e que motiva
os resultados a serem apresentados na sequênia é:
Dado um problema de ontrole om distinguidores (PCS-D), sob
quais ondições é possível resolver esse problema e, onsequentemente,
o problema original, usando uma aproximação Ga para a planta Gd, tal
que se possa também prover vantagens omputaionais na síntese?
Os resultados apresentados a seguir objetivam responder a essa
pergunta. Iniialmente, propõe-se uma forma de onstruir aproxima-
çõesGa para a plantaGd, assumindo queGd é tal que L(Gd) = D(L(G)),
em que D é um distinguidor preditível. Então, disute-se omo tais
aproximações levam a uma solução para o PCS-D, obtida om um me-
nor esforço omputaional. Finalmente, apresentam-se ondições sob
as quais se pode determinar a máxima permissividade de supervisores
obtidos via aproximações.
4.3.1 Construindo Aproximações
Esta seção formaliza uma maneira de se onstruir uma aproxi-
mação Ga para uma planta Gd. É de interesse desta tese explorar uma
lasse partiular de aproximações, om propriedades que as tornam
adequadas para a síntese de supervisores. Essa lasse é denida omo
segue.
Denição 7 (D-aproximação) Sejam D um distinguidor preditível,
Da um distinguidor tal que LD ⊆ LDa ⊆ ∆
∗
e Gd uma planta tal
que L(Gd) = D(L(G)). Ga, tal que L(Ga) = Da(L(G)) e L
ω(Ga) =
Da(L
ω(G)), é dita ser uma D-aproximação para Gd.
A Denição 7 estabelee uma lasse de distinguidores Da om
a araterístia de preservar toda adeia distinguida por D, sendo D
preditível. Quando apliado sobre uma plantaG de um SED, Da produz
uma aproximação Ga para Gd, tal que L(Gd) ⊆ L(Ga) e L
ω(Gd) ⊆
Lω(Ga).
Resta mostrar omo Da pode ser modelado de modo que, ao ser
assoiado a G, produza uma D-aproximação Ga omo na Denição 7.
Assumindo que o autmato HD, tal que L(HD) = LD, é obtido pela
omposição de um onjunto de autmatos modulares (omo exempli-
ado na Seção 3.4), então a omposição de qualquer subonjunto desses
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autmatos modela um possível Da, uma vez que LD ⊆ LDa.
Um aso partiular é, por exemplo, modelar Da usando apenas
o módulo H∆. Nessa situação, LDa = ∆
∗
representa, na verdade, a
D-aproximação Ga mais relaxada" possível de ser produzida para Gd,
pois L(Ga) = Π
−1(L(G)). Outras D-aproximações podem ser ons-
truídas através da omposição inremental de módulos do distinguidor.
O uso de regras heurístias (AGUIAR, 2013) pode ajudar na esolha
de módulos espeíos a serem ompostos, em razão de resultados de
síntese.
4.3.2 Propriedades das D-Aproximações
Esta seção formaliza a relação entre uma D-aproximação e o
modelo orrespondente, não aproximado. Os resultados a serem apre-
sentados se baseiam no oneito de Λ-Preservânia, apresentado omo
segue.
Denição 8 (Λ-Preservânia) Dadas duas linguagens L1 ⊆ L2 ⊆
∆∗, um mapa masarador Π : ∆∗ → Σ∗e um onjunto de másaras
Λ ⊆ Σ, L1 é Λ-Preservante e.r.a. L2 se ∀σ ∈ Λ e t ∈ L1,
t∆σ ∩ L2 6= ∅ ⇒ t∆
σ ∩ L1 6= ∅.
Ou seja, L1 é Λ-Preservante e.r.a. L2 se, para toda másara
σ ∈ Λ, sempre que um evento renado pertenente a ∆σ é habilitado
em L2, pelo menos uma instânia em ∆
σ
é também habilitada em L1.
Para as linguagens L1 ⊆ L2 ⊆ ∆
∗
e Λ ⊆ Σ, dene-se o onjunto
PΛ(L1, L2) = {K ⊆ L1 | K é Λ-Preservante e.r.a. L2}.
Pode ser mostrado que PΛ(L1, L2) possui um elemento supremo,
denotado por supPΛ(L1, L2), que pode ser omputado em um tempo
limitado por uma função polinomial, om grau orrespondente ao nú-
mero de estados dos autmatos que modelam L1 e L2. Um algoritmo
para omputar supPΛ(L1, L2) é apresentado em (BOUZON; QUEIROZ;
CURY, 2008).
A partir da Denição 8, a relação entre Ga e Gd pode ser esta-
beleida omo segue.
Proposição 5 Para dois distinguidores quaisquer D1,D2 : Σ
∗ → 2∆
∗
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e uma linguagem L ⊆ Σ∗ tal que D1(L) ⊆ D2(L),
D1(L) é Σ-Preservante e.r.a. D2(L).
Prova: Primeiro, note que ∀ σ ∈ Σ e ∀ t ∈ D1(L), t ∈ D1(Π(t))
e, pela Denição 3 (iii), existe δ ∈ ∆σ, tal que tδ ∈ D1(Π(t)σ). Então,
t∆σ ∩ D2(L) 6= ∅ implia que Π(t)σ ∈ L e, então, existe δ ∈ ∆
σ
, tal
que tδ ∈ D1(Π(t)σ) ⊆ D1(L). Portanto, t∆
σ ∩D1(L) 6= ∅.
A partir da Proposição 5, pode-se enuniar o seguinte lema.
Lema 4 Seja Gd omo no PCS-D e Ga uma D-aproximação para Gd,
tal que L(Gd) ⊆ L(Ga), então L(Gd) é Σu-Preservante e.r.a. L(Ga).
Prova: Pela Proposição 5, L(Gd) é Σ-Preservante e.r.a. L(Ga).
Pela Denição 8, é verdade que para duas linguagens quaisquer L1 ⊆
L2 ⊆ ∆∗, se L1 é Λ-Preservante e.r.a. L2, então L1 também é Λ
′
-
Preservante e.r.a. L2, para qualquer subonjunto de másaras Λ
′ ⊆ Λ.
Como Σu ⊆ Σ, então é verdade que L(Gd) é Σu-Preservante e.r.a. L(Ga).
4.3.3 Resolvendo o PCS-D usando Aproximações
O teorema seguinte mostra que uma solução para o PCS-D pode
ser obtida através de uma D-aproximação Ga para a planta Gd. O
teorema também provê um meio de hear se uma solução aproximada
é a menos restritiva, sem que o resultado supC(Kd, Gd) seja, de fato,
omputado.
Teorema 2 Dados Gd e Ed, omo no PCS-D, seja Ga uma D - apro-
ximação para Gd. Para Ka = Ed ∩ L
ω(Ga), se supC(Ka, Ga) e LD fo-
rem não-onitantes, então um supervisor Sa que implementa supC(Ka,
Ga) ∩ LD é uma solução para o PCS-D. Além disso,
supC(Ka, Ga) ∩ LD ⊆ supC(Kd, Gd) ⊆ supPΣu(Ka, L(Ga)) ∩ LD.
Os lemas 5 e 6 auxiliam na prova do Teorema 2.
Lema 5 Dadas as linguagens L1, L2 ⊆ ∆
∗
, om L1 ⊆ L2, se L1 é
ontrolável e.r.a. L2, então L1 é Σu-Preservante e.r.a. L2.
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Prova: Da estrutura de ontrole, introduzida para o alfabeto
renado, tem-se que para ada ∆σ ⊆ ∆u, Π(∆
σ) ∈ Σu. Seja L1
ontrolável e.r.a. L2. Então, para ada ∆
σ ⊆ ∆u e s ∈ L1, s∆
σ ∩L2 ⊆
L1. Isso implia que s∆
σ ∩ L2 = s∆
σ ∩ L2 ∩ L1 = s∆
σ ∩ L1. Assim,
s∆σ ∩ L2 6= ∅ implia que s∆
σ ∩ L1 6= ∅, provando o Lema 5.
Lema 6 Considere o mapa Π : ∆∗ → Σ∗, um alfabeto Λ ⊆ Σ e as
linguagens L1 ⊆ L2 ⊆ L3 ⊆ ∆
∗
. Se L1 é Λ-Preservante e.r.a. L2 e L2
é Λ-Preservante e.r.a. L3, então L1 também é Λ-Preservante e.r.a. L3.
Prova: Para todo s ∈ L1 e todo σ ∈ Λ, é verdade que
s∆σ ∩ L3 6= ∅ ⇒
s∆σ ∩ L2 6= ∅ ⇒
s∆σ ∩ L1 6= ∅.
Prova: (para o Teorema 2).
• supC(Kd, Gd) ⊆ supPΣu(Ka, L(Ga)) ∩ LD:
Primeiro, note que supC(Kd, Gd) é ontrolável e.r.a. L(Gd). En-
tão, pelo Lema 5, supC(Kd, Gd) é Σu-Preservante e.r.a. L(Gd). Além
disso, observe que sendo Ga uma D-aproximação para Gd então, pela
Denição 7, L(Gd) ⊆ L(Ga) e, pelo Lema 4, L(Gd) é Σu-Preservante
e.r.a. L(Ga).
Assim, omo supC(Kd, Gd) ⊆ L(Gd) ⊆ L(Ga) então, pelo Lema
6, é verdade que supC(Kd, Gd) é Σu-Preservante e.r.a. L(Ga). Como
também supC(Kd, Gd) ⊆ Ka, então supC(Kd, Gd) ⊆ supPΣu(Ka, L(Ga)).
Por m, supC(Kd, Gd) ⊆ L(Gd) implia que
supC(Kd, Gd) ⊂ supPΣu(Ka, L(Ga)) ∩ L(Gd)
= supPΣu(Ka, L(Ga)) ∩ Π
−1(L(G)) ∩ LD ∩ LDa
= supPΣu(Ka, L(Ga)) ∩ L(Ga) ∩ LD
= supPΣu(Ka, L(Ga)) ∩ LD.
• supC(Ka, Ga) ∩ LD ⊆ supC(Kd, Gd):
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Note que L(Gd) ⊆ L(Ga) implia na ontrolabilidade de supC(Ka,
Ga) e.r.a. L(Gd), pois
supC(Ka, Ga)∆u ∩ L(Gd) ⊆ supC(Ka, Ga)∆u ∩ L(Ga)
⊆ supC(Ka, Ga).
Ainda, omo L(Gd) ⊆ LD, então LD é ontrolável e.r.a. L(Gd).
Logo, pelo não onito entre supC(Ka, Ga) e LD, tem-se que supC(Ka,
Ga) ∩ LD é ontrolável e.r.a. L(Gd). Além do mais,
supC(Ka, Ga) ∩ LD ⊆ Ka ∩ LD
= Kd.
Portanto, pela inlusão de supC(Ka, Ga) ∩ LD em Kd e pela sua
ontrolabilidade e.r.a. L(Gd),
supC(Ka, Ga) ∩ LD ⊆ supC(Kd, Gd).
• supC(Ka, Ga) ∩ LD é uma solução para o PCS-D:
Esse resultado segue da ontrolabilidade de supC(Ka, Ga) ∩ LD
e.r.a. L(Gd), do não onito entre supC(Ka, Ga) e LD, e da inlusão
supC(Ka, Ga) ∩ LD ⊆ supC(Kd, Gd) ⊆ Kd.
Portanto, existe um supervisor Sa tal que
Lω(Sa/Gd) = supC(Ka, Ga) ∩ LD
⊆ Kd.
Além disso, omo Sa pode ser implementado por um autmato
Va om L
ω(Va) = supC(Ka, Ga)∩LD e omo L(Va) = supC(Ka, Ga) ∩ LD
⊆ LD, então Sa é um supervisor não-ambíguo, e uma solução para o
PCS-D.
O Teorema 2 mostra que um supervisor Sa implementado por um
autmato Va, tal que L
ω(Va) = supC(Ka, Ga) ∩ LD e L(Va) = Lω(Va), é
uma solução para o PCS-D, embora essa solução possa ser mais restri-
tiva do que uma implementada por supC(Kd, Gd).
A proximidade entre supC(Ka, Ga) e supPΣu(Ka, L(Ga)) fornee
uma ideia do quão distante supC(Ka, Ga) ∩ LD pode estar da solu-
ção ótima supC(Kd, Gd). Em partiular, se supC(Ka, Ga) é igual a
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supPΣu(Ka, L(Ga)), então a solução obtida om a D-aproximação Ga
é ótima, omo sugere o Corolário seguinte.
Corolário 1 Dados Gd, Ed e Ga, omo no Teorema 2, se supC(Ka, Ga)
e LD forem não-onitantes, então
supC(Ka, Ga) = supPΣu(Ka, L(Ga))
⇒
supC(Kd, Gd) = supC(Ka, Ga) ∩ LD.
O Corolário 2 provê outra ondição suiente para garantir que
a solução obtida através de uma D-aproximação é ótima.
Corolário 2 Dados Gd, Ed, Ga e Ka, omo no Teorema 2, se Ka é
ontrolável e.r.a. Ga e não-onitante om LD, então Kd = Ka ∩ LD é
ontrolável e.r.a. Gd e, assim, um supervisor Sa que implementa Ka∩LD
é uma solução ótima para o PCS-D.
Prova: Primeiro, note que
Ka ∩ LD = Ed ∩ Π
−1(Lω(G)) ∩ LDa ∩ LD
= Ed ∩ Π
−1(Lω(G)) ∩ LD
= Ed ∩ L
ω(Gd)
= Kd.
Como Ka é ontrolável e.r.a. Ga e não onitante om LD, então
Kd = Ka ∩ LD
= supC(Ka, Ga) ∩ LD
⊆ supC(Kd, Gd) (pelo Teorema 2).
Como, por denição, também supC(Kd, Gd) ⊆ Kd, então supC(Kd,
Gd) = Kd. Portanto, Kd é ontrolável e L
ω(Sa/Gd) = Ka ∩ LD = Kd.
De modo geral, o Teorema 2 mostra que o PCS-D pode ser re-
solvido usando uma D-aproximação Ga para a planta Gd. Se, eventu-
almente (pelo Corolário 1), essa abordagem levar a uma solução su-
bótima, o resultado pode ser melhorado por intermédio da distinção
inremental da aproximação.
Note que ao onsiderar LDa = ∆
∗
têm-se a vantagem de modelar
espeiações em ∆, sem que isso introduza omplexidade alguma ao
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modelo da planta. Nesse aso, Ga, tal que L(Ga) = Π
−1(L(G)), é um
autmato om o mesmo número de estados de G, modelado em Σ.
Por outro lado, ao onsiderar LDa = LD têm-se vantagens equi-
valentes na modelagem, mas sem nenhum ganho omputaional na sín-
tese já que, nesse aso, Ga = Gd. Quando o modelo HD do distingui-
dor é onstruído modularmente (omo no exemplo anterior), pode-se
onstruir aproximações intermediárias através da introdução gradual de
módulos de HD na planta. O exemplo seguinte ilustra essa abordagem.
Vale notar que omputar um supervisor Sa, que resolve o PCS-D,
não requer alular expliitamente a interseção supC(Ka, Ga)∩LD. Ao
invés disso, o ontrolador pode ser implementado por dois autmatos
onorrentes, Va e HD, de maneira tal que L
ω(Va) = supC(Ka, Ga) e
Lω(HD) = LD. Esses autmatos são dirigidos por eventos gerados
por Gd e a ação de ontrole resultante é tal que, após uma adeia
s ∈ L(Sa/Gd), os eventos elegíveis são aqueles habilitados em ambos
Lω(HD) e L
ω(Va). Como supC(Ka, Ga) e LD são não-onitantes, então
Sa é não-bloqueante.
Finalmente, note que o teste de não onito é a únia operação
que de fato requer a interseção om a linguagem LD. Simpliar esse
teste não é objetivo desta tese, mas algumas abordagens permitem
exeutá-lo om menor esforço omputaional, omo por exemplo as
ténias de projeções de linguagens (PENA; CURY; LAFORTUNE, 2009)
ou de veriação omposiional (FLORDAL; MALIK, 2009).
4.3.4 Sistema de manufatura modelado om aproximações
Esta seção revisita o exemplo do sistema de manufatura apre-
sentado na Seção 3.4. Naquela oasião, foi ilustrado omo um distin-
guidor pode ser útil para a modelagem de espeiações de ontrole,
mas não foram explorados aspetos de redução de omplexidade de sín-
tese. Nesta seção, exemplia-se omo o uso de uma D-aproximação
permite manter as vantagens de modelagem e, ao mesmo tempo, obter
eonomia omputaional.
4.3.4.1 Exemplo de síntese om uma D-aproximação
Ao usar uma D-aproximação para resolver um problema de on-
trole, é intuitivo pensar em onstruir um modelo que permita o má-
ximo possível de vantagens omputaionais. Nesse sentido, a primeira
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D-aproximação a ser onsiderada neste exemplo é uma representada
pela linguagem LD1a = ∆
∗
. Esse efeito pode ser reproduzido na planta
através da distinção de G por um distinguidor D1a, modelado por H∆,
um autmato om apenas um estado, iniial e marado, ontendo uma
transição em autolaço, etiquetada om os eventos ∆.
Nesse aso, LD ⊆ LD1a = ∆
∗
e, pela Denição 7, Ga1, tal que
L(Ga1) = D
1
a(L(G)) = Π
−1(L(G)), é uma D-aproximação para Gd.
Então, a síntese de ontrole ontempla a D-aproximação Ga1, a espe-
iação Ed e a espeiação global Ka1 = Ed ∩ L
ω(Ga1), levando à
obtenção de um supervisor supC(Ka1, Ga1), modelado pelo autmato
Va1. A segunda linha da Tabela 3 apresenta o número de estados desses
autmatos. Para ns omparativos, a primeira linha da tabela reproduz
a síntese sem aproximações, tal omo apresentada anteriormente.
Tabela 3  Síntese de ontrole usando D-aproximações.
Gd Ed Kd Vd Vd‖HD
2160 12 7220 212 212
Ga1 Ed Ka1 Va1 Va1‖HD
24 12 228 62 196
Ga2 Ed Ka2 Va2 Va2‖HD
48 12 576 92 212
A síntese de Va1 requer um esforço omputaional muito menor
do que o neessário para omputar Vd, uma vez que o autmato para
Ka1 possui apenas 228 estados, enquanto o modelo de Kd possui 7.220
estados. Além do mais, é possível mostrar que supC(Ka1, Ga1) e LD são
não-onitantes. Portanto, Va1 e HD (om L(HD) = LD) podem ser
usados para implementar um supervisor não-ambíguo Sa1 para a planta
G distinguida por D.
Entretanto, pode também ser mostrado que
supC(Ka1, Ga1) 6= supPΣu(Ka1, L(Ga1)).
Como essa diferença não satisfaz as ondições do Corolário 1,
então nada pode ser dito a respeito da otimidade da solução de ontrole,
i.e., Sa1 pode ser mais restritivo do que Sd.
Para ompreender a razão pela qual Sa1 pode ser subótimo, on-
sidere uma análise informal do proesso mostrado na Figura 11. Note
que a espeiação E4d modela a proibição dos renamentos de g ou de
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h onforme qual instânia renada de f é elegível. Uma vez que a dis-
tinção dessas instânias foi omitida da síntese, então toda vez que um
evento f é possível na planta, as três instânias, f0, f1 e f2, se tornam
habilitadas. Assim, não tendo o supervisor Sa1 a informação de qual
instânia será de fato elegível, ele pode preisar prevenir o ingresso de
peças no sistema (por razões de overow em B1), até que uma delas
de fato oorra e assim permita ao supervisor efetivar a ação de ontrole
espeiada em E4d , om a garantia de não-overow em B1. Como
onsequênia, Sa1 é de fato mais restritivo que Sd.
Contudo, suponha que a distinção dos renamentos de f seja in-
orporada à síntese. Isso implia que imediatamente após a oorrênia
de um dos renamentos sobre a másara e, já se saiba qual instânia
de f será habilitada. Logo, a ação de ontrole já pode ser prevista e
o ingresso de peças no sistema pode ser liberado, quando esse for o
aso. Nem sempre distinguir as instânias de uma únia másara me-
lhora o resultado de síntese, mas fornee perspetivas para tal. Além
do mais, distinções podem ser inorporadas gradualmente à síntese, até
que resultem em melhorias.
4.3.4.2 Exemplo de síntese om uma D-aproximação melhorada
Suponha agora prover à síntese de ontrole, informações aera
da distinção dos renamentos sobre a másara f . Mais preisamente,
onsidere inorporar o módulo Hf ao modelo da planta. Então, seja
Ga2 uma nova D-aproximação para Gd, onstruída pela apliação de
um distinguidor D2a sobre G. D
2
a é, nesse aso, modelado pelo aut-
mato Hf‖H∆. Então, para LD2a = L(Hf‖H∆), é verdade que LD ⊆
LD2a ⊆ ∆
∗
e, portanto, Ga2 é uma D-aproximação omo na Denição 7
e L(Ga2) = D
2
a(L(G)) = Π
−1(L(G)) ∩ LD2a .
A síntese é então omplementada pelos autmatos da espeia-
ção Ed e a espeiação global Ka2 = Ed ∩ L(Ga2), resultando em um
supervisor Va2 tal que L
ω(Va2) = supC(Ka2, Ga2). O número de estados
desses modelos é mostrado na última linha da Tabela 3.
A síntese de Va2 envolve, agora, um modelo Ka2 om 576 estados
e, portanto, passa a ser mais omplexa do que a síntese de Va1, efetuada
sobre o modelo Ka1, om 228 estados. Contudo, essa omplexidade é
ainda substanialmente menor do que a observada para omputar Vd,
a qual envolve um modelo om 7.220 estados.
Como supC(Ka2, Ga2) e LD são não-onitantes, supC(Ka2, Ga2)∩
LD é uma solução para o PCS-D, pelo Teorema 2. Além disso, agora é
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verdade que
supC(Ka2, Ga2) = supPΣu(Ka2, L(Ga2))
Pelo Corolário 1, isso garante que Va2 e HD podem ser usados
para implementar uma solução ótima de ontrole para o sistema de
manufatura, tal que
Lω(Sa2/Gd) = supC(Ka2, Ga2) ∩ LD
= supC(Kd, Gd).
4.4 SUMÁRIO
Este apítulo apresenta o oneito de distinguidor, proposto para
simpliar a modelagem de espeiações e, ao mesmo tempo, levar a
uma solução de ontrole equivalente ao método sem distinguidores.
O preço a ser pago por essa simpliação é que o modelo da
planta se torna mais omplexo pela inorporação do modelo distin-
guidor, de modo que, omputaionalmente, o esforço para obter uma
solução de ontrole é equivalente, usando ou não distinguidores.
Por isso, foi introduzida uma lasse de aproximações que po-
dem substituir a planta omplexa da síntese, proporionando impor-
tantes ganhos omputaionais, enquanto as espeiações simples po-
dem ainda ser usadas. Foram mostradas as ondições sob as quais a
solução de ontrole, omputada através de aproximações, permanee
equivalente à original, sem distinguidores.
As vantagens da abordagem proposta neste apítulo foram ilus-
tradas no ontexto de um exemplo de um sistema de manufatura.
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5 USANDO DISTINGUIDORES NO CONTROLE
MODULAR LOCAL
Em alguns problemas de ontrole, prinipalmente naqueles envol-
vendo sistemas de grande porte, ompostos por inúmeros subsistemas
e espeiações, a obtenção de um supervisor monolítio pode ser om-
putaionalmente inviável. Isso, porque uma operação monolítia requer
a omposição, em uma únia estrutura, dos autmatos onsiderados no
problema, o que pode levar à explosão no espaço de estados, tornando
o PCS intratável.
Alternativamente, nas extensões da TCS têm-se sugerido a mo-
dularização do problema de ontrole, de modo que partes possam ser
tratadas individualmente e, em tese, de maneira mais simples. Então,
ondições são providas para mostrar que a ação onjunta das soluções
modulares resolve o problema global de ontrole. São inúmeras as for-
mas de modularização sugeridas, inluindo o partiionamento baseado
em estágios omposiionais (MOHAJERANI et al., 2011), em eventos ge-
rados pelo sistema (CAI; WONHAM, 2010), em espeiações de ontrole
(RAMADGE; WONHAM, 1987a), em plantas e espeiações (QUEIROZ;
CURY, 2000a), et.
Contudo, modularizar a resolução de um problema não implia,
diretamente, em viabilizar tal resolução, pois, omo vem sendo disu-
tido ao longo desta tese, modelar ertos problemas de ontrole pode ser
uma tarefa irrealizável. Nesse sentido, este apítulo propõe a assoiação
de uma das abordagens de síntese apresentadas anteriormente, em par-
tiular o uso de distinguidores, a uma estrutura modular. Os resultados
a serem apresentados permitem avaliar os efeitos dessa assoiação, bem
omo ombinar as vantagens de ada método.
5.1 CONTROLE MODULAR CLÁSSICO
O Controle Modular Clássio (CMC) (RAMADGE;WONHAM, 1987a;
WONHAM; RAMADGE, 1988) representa uma alternativa para minimizar
a sobrearga omputaional observada em um proedimento monolítio
de síntese. No CMC, ao invés de se onstruir um únio supervisor S
que atenda a um onjunto global de espeiações I = {1, · · · ,m}, é
sintetizado um supervisor modular Si para ada espeiação i ∈ I. A
Figura 17 ilustra a arquitetura do CMC.
Toda vez que, após uma adeia s ∈ Σ∗ qualquer, um evento
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PSfrag replaements
G
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σ ∈ Σ
S1(s) ⊆ Σ
Sm(s) ⊆ Σ
⋂
g
Figura 17  Estrutura de ontrole no CMC.
σ ∈ Σ for observado na planta, ada supervisor modular mapeia um
subonjunto Si(s) ⊆ Σ de eventos a serem habilitados. Assim, se um
evento é observado e não zer parte de ambos os subonjuntos Si(s),
ele é desabilitado na planta.
Um dos prinipais benefíios do CMC é a exibilidade agregada
pela resolução de um problema de ontrole por módulos, o que permite
alterar, inserir ou remover um requisito em partiular, sem afetar o
sistema omo um todo. Além disso, as operações individuais de síntese
são, em geral, mais simples se omparadas à uma operação monolítia.
5.1.1 Complexidade de síntese no CMC
Seja um SED modelado por p+ q subsistemas, om no máximo
m estados ada, de modo que mp+q é o número de estados do aut-
mato que modela a planta G. Ainda, seja G restrito pelas espeiações
Ei, i ∈ I = {1, · · · , e}, tendo Ei no máximo n estados. Considerando
que ada Ei restringe apenas uma parte p dos subsistemas p+ q, e que
q ompõe os subsistemas que não são afetados por nenhuma das espe-
iações, então q não preisa fazer parte da síntese dos supervisores
modulares.
Logo, a omplexidade de síntese no CMC é na ordem deO[(n.mp)2]
e, portanto, é laramente mais simples do que no PCS, onde é na or-
dem de O[(ne.mp+q)2]. Na prátia, as vantagens do CMC em relação
ao PCS vertem de duas fontes prinipais: (i) do fato de que as espei-
ações não são ompostas entre si; e (ii) do uso de um modelo parial
da planta na síntese, o qual não ontempla os subsistemas assínronos
om as espeiações.
Porém, note que é pouo razoável que um subsistema que não
preise ser ontrolado (não ompartilhe eventos om nenhuma espei-
ação) faça parte do problema de ontrole. Logo, pode-se assumir que
a planta G ompõe, na verdade, todos os p + q subsistemas. Como o
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fator p + q determina o resimento de G, então o CMC se torna de-
gradado pela impossibilidade de tratar de problemas de grande porte.
Uma extensão do CMC, o Controle Modular Loal, revitaliza o oneito
de ontrole supervisório modular, e é apresentada na sequênia.
5.2 CONTROLE MODULAR LOCAL
O Controle Modular Loal (CML) (QUEIROZ; CURY, 2000a, 2000b)
ontorna uma das prinipais launas do CMC: o fato de que, embora
a síntese seja desentralizada, o modelo da planta onsiderado para a
síntese é ainda monolítio, o que pode ser um empeilho omputaional
para resolver problemas de ontrole.
Similarmente à abordagem lássia, o CML também projeta a
onstrução de um supervisor para ada espeiação i ∈ I envolvida
no problema. A diferença é que ada supervisor é obtido a partir de
uma versão parial da planta e, logo, exere a função de um supervisor
loal para o sistema. A Figura 18 sumariza a arquitetura do CML.
PSfrag repla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Figura 18  Estrutura de ontrole no CML.
Nessa arquitetura, plantas loais são denotadas por Giloc e são
onstruídas por omposições espeías de modelos de subsistemas.
Quando um evento σ ∈ Σ é observado loalmente, o respetivo su-
pervisor Siloc mapeia um subonjunto de eventos S
i
loc(s) ⊆ Σ a serem
habilitados na planta loal. Eventos possíveis em Giloc que não fazem
parte de Siloc(s) ⊆ Σ são inibidos pela ação de ontrole.
A esolha por quais plantas devem ser ompostas loalmente é
regida pela interseção entre os alfabetos das plantas modulares e o de
uma espeiação em partiular. A Figura 19 exemplia a omposição
de plantas loais para um aso espeío envolvendo m = 3 modelos
de espeiações e n = 4 modelos de plantas assínronas.
Na gura, os onetivos entre as espeiações e as plantas de-
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Figura 19  Composição de plantas loais no CML.
notam o ompartilhamento de eventos entre eles. Note que as plantas
loais G1loc, G
2
loc e G
3
loc, onstruídas respetivamente para as espei-
ações E1, E2 e E3, são ompostas por todas e somente as plantas que
possuem eventos em omum om a espeiação. Essa ideia pode ser
formalizada omo segue.
Denição 9 Para um SED uja planta é modelada por autmatos as-
sínronos Gj , j ∈ J = {1, · · · , n}, denidos em ΣG
j
, seja Ei, i ∈ I =
{1, · · · ,m} um onjunto de espeiações modeladas em ΣE
i
. Para
ada Ei, dena uma planta loal Giloc tal que:
Giloc =
j∈Jin
Gj
Ji = {j ∈ J | Σ
Gj ∩ ΣE
i
6= ∅}.
O CML dene, então, o uso de Giloc na síntese de supervisores
loais. Na sequênia, o PCS é reintroduzido para inorporar essa ideia.
Problema 3 - PCS Modular Loal (PCS-ML): Dada uma planta loal
Giloc para uma espeiação E
i ⊆ ΣE
i∗
⊆ Σ∗, denindo um ompor-
tamento desejado Kiloc = E
i ∩ Lω(Giloc), enontre um supervisor loal
não-bloqueante Siloc, tal que L
ω(Siloc/G
i
loc) ⊆ K
i
loc.
Dois aspetos relevantes surgem no ontexto do PCS-ML. O pri-
meiro é a neessidade de se onheer as impliações do uso de uma
planta loal (parial) para obter um supervisor Siloc, em substituição
de uma planta monolítia. O segundo aspeto remete à relação global
de equivalênia entre o onjunto de soluções loais para o PCS-ML e
uma solução monolítia para o PCS. Esses dois aspetos são apresen-
tados a seguir.
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5.2.1 Uma análise loal do PCS-ML
Como ada supervisor Siloc é obtido a partir de uma planta loal,
é fundamental investigar a equivalênia de Siloc em relação a um super-
visor orrespondente, aso esse fosse obtido usando o modelo ompleto
da planta. Mostrar tal equivalênia passa, sobretudo, por mostrar que
o omplemento" da planta, ou seja, os modelos que não fazem parte
da planta loal, não é de fato neessário à síntese. Essa equivalênia é
formalizada a seguir e se apoia no oneito de planta omplementar.
Denição 10 - Para Ei, Gj e Giloc, omo na Denição 9, seja C
i
tal
que:
Ci = {j ∈ J | ΣG
j
∩ ΣE
i
= ∅}.
Uma planta omplementar Gic é denida para G
i
loc omo:
Gic =


f
j∈Ci G
j
se Ci 6= ∅
xxx
Giloc do ontrário .
Em prosa, uma planta omplementar para Giloc ompõe todo
Gj que não faz parte da planta loal. Se Giloc aopla todo G
j
, então
não há omplemento de planta e Gic é assumida omo sendo a própria
planta loal. A seguinte proposição mostra o efeito de desonsiderar
uma planta omplementar da síntese de supervisores loais.
Proposição 6 (QUEIROZ; CURY, 2000a) - Para Ei e Giloc, omo na
Denição 9 e Gic , omo na Denição 10, é verdade que
supC(Ei, Giloc) ‖ L
ω(Gic) = supC(E
i, Giloc ‖ G
i
c).
Ou seja, se um modelo de subsistema não é afetado por eventos
de uma espeiação, então ele pode ser removido da síntese loal sem
que isso interra no álulo do supervisor. O efeito disso, globalmente,
é investigado omo segue.
5.2.2 Uma análise global do PCS-ML
Ainda que supervisores loais sejam não-bloqueantes, a ação on-
junta desses supervisores leva a um omportamento global que pode ser
onitante. Isso porque, sendo ada supervisor loal obtido om base
em uma espeiação partiular, sua síntese não leva em onta os de-
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mais aspetos de ontrole, denidos por outras espeiações. Assim
sendo, ada supervisor observa e ontrola loalmente a tomada de re-
ursos do sistema, pelos subsistemas. Logo, toda vez que um reurso
é ompartilhado por mais de um subsistema, nase a possibilidade de
onitos, os quais seriam naturalmente prevenidos pela síntese monolí-
tia. A ondição neessária e suiente para a garantia do não-onito
é:
mn
i=1
Lω(Siloc/G
i
loc) =
mn
i=1
Lω(Siloc/G
i
loc).
Ou seja, sempre que um prexo é ompartilhado pelos supervi-
sores loais, ao menos uma adeia marada, ontendo aquele prexo,
também é ompartilhada.
O teste de não-onito é a etapa mais omplexa para resolver o
PCS-ML, já que requer a omposição de todos os supervisores loais.
Isso se equipara, na verdade, à omplexidade para tratar do PCS mo-
nolítio, o que reverte parte das vantagens do CML. Algumas ténias,
porém, permitem reduzir a omplexidade desse teste. O uso de abstra-
ções de linguagens (PENA; CURY; LAFORTUNE, 2009) e proedimentos
de veriação omposiional (FLORDAL; MALIK, 2009), por exemplo,
permitem que o teste de não-onito seja equivalentemente proessado
sem neessitar, entretanto, da plena omposição dos supervisores loais.
A Proposição 7 mostra que, se o supervisores loais forem glo-
balmente não-onitantes, então a ação onjunta desses supervisores
leva a um omportamento equivalente ao do supervisor monolítio or-
respondente.
Proposição 7 (QUEIROZ; CURY, 2000b) Dados G e K, omo no PCS,
e Giloc e E
i
, omo no PCS-ML, se o onjunto {supC(Ei, Giloc), i =
1, · · · ,m} for não-onitante, então
supC(K,G) =
mn
i=1
supC(Ei, Giloc).
Os asos em que essa ondição não é observada requerem po-
lítias de resolução de onitos. A entralização de módulos loais
espeíos, por exemplo, é uma alternativa natural para isso. Ou-
tras alternativas inluem ténias de oordenação de eventos (WONG;
WONHAM, 1998), de prioridade de exeução (CHEN; LAFORTUNE; LIN,
1995), et.
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5.2.3 Complexidade da síntese Modular Loal
Seja um SED modelado por p subsistemas om no máximo m es-
tados ada. Então, mp é o número máximo de estados para o autmato
que modela a planta. Ainda, seja esse sistema restrito por e espei-
ações modeladas om no máximo n estados. Como ada espeiação
restringe apenas uma parte k dos p subsistemas, então o álulo de um
supervisor modular loal tem omplexidade na ordem de
O[(n.mk)2].
Comparativamente, no CMC a omplexidade é na ordem de
O[(n.mp)2]
e, no aso monolítio, na ordem de
O[(ne.mp)2].
Claramente, a síntese no CML tende a ser omputaionalmente
mais vantajosa do que no CMC e, onsequentemente, do que no pro-
edimento monolítio. De fato, o fator de omplexidade p é direta-
mente dependente do número de subsistemas envolvidos no problema,
enquanto que o fator k varia apenas em razão do número de subsis-
temas afetados pela espeiação. Isso torna o porte do sistema, sob
erto aspeto, irrelevante no CML.
5.2.4 CML apliado ao sistema de manufatura
Retoma-se aqui o exemplo do sistema de manufatura que vem
sendo disutido ao longo desta tese. No apítulo anterior, o exemplo
foi explorado no sentido de ilustrar omo uma solução para o PCS-D
pode ser obtida por meio de um proedimento mais simples, tanto de
modelagem quanto de síntese, ao mesmo tempo em que se preservava
a equivalênia em relação ao PCS original. Mesmo em fae dos laros
benefíios, o tratamento do problema era proessado monolitiamente,
i.e., sobre uma omposição únia de plantas e espeiações.
Nesta seção, parte-se do problema original e obtém-se uma solu-
ção de ontrole, também equivalente à do PCS, mas omputada de
modo desentralizado, através da resolução do PCS-ML. Posterior-
mente, retoma-se o exemplo para ilustrar a resolução do PCS-MLD,
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a extensão do PCS-ML om distinguidores.
5.2.4.1 Uma solução para o PCS-ML
Considere o sistema de manufatura da Figura 20 do Capítulo 4,
reproduzido a seguir.
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Figura 20  Pequena fábria om retrabalho de materiais.
A planta do sistema é modelada pelos autmatos G1, G2, G3 e
G4 da Figura 21.
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PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
c
d
G2 :
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
e
f
G3 :
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
g
h
G4 : n, y
r, y
Figura 21  Modelos para os subsistemas R, M1, M2 e TU .
Sobre esse sistema, foram denidas quatro espeiações de on-
trole, sendo E1, E2 e E3 destinadas a evitar o overow e o underow
de ada respetivo buer, e E4 visando limitar o número de ilos de
trabalho, o que neste exemplo é assumido ser de, no máximo, 3 (2
retrabalhos). Os autmatos modelando essas espeiações são apre-
sentados na Figura 22.
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
c
E1 :
b, r
(560 estados)
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
d
e
E2 :
(560 estados)
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
f
E3 :
g, h
(560 estados)
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
E4 : Π(E4
d
‖LD)
(560 estados)
Figura 22  Modelos para as espeiações E1, E2, E3 e E4.
Por lareza, o modelo de E4, om 560 estados, não é mostrado.
Tal omo disutido no Capítulo 4, esse modelo foi novamente obtido
via renamento de eventos, om projeção, a posteriori, em Σ. Resolver
o PCS-ML onsiste, então, em obter um supervisor loal Siloc para ada
uma das espeiações Ei, i ∈ I = {1, 2, 3, 4}, usando para isso uma
planta Giloc, onstruída onforme a Denição 9. As plantas loais e os
demais autmatos usados na síntese, são assim ompostos:
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• Plantas loais:
 G1loc = G
1‖G2‖G4;
 G2loc = G
2‖G3;
 G3loc = G
3‖G4;
 G4loc = G
1‖G2‖G3‖G4.
• Espeiações loais:
 Kiloc = E
i‖Giloc, para i ∈ I, é um modelo para L
ω(Ei‖Giloc).
• Supervisores loais:
 V iloc, para i ∈ I, é um autmato para supC(E
i, Giloc).
A Tabela 6 apresenta a estatístia da síntese de ada um dos
supervisores loais. A resolução do PCS também é apresentada, para
efeitos omparativos.
Tabela 4  Uma solução para o PCS-ML.
i ∈ I Giloc E
i Kiloc V
i
loc
1 12 2 24 14
2 4 2 8 6
3 6 2 12 9
4 12 560 1.872 1.656
Teste de não-onito: ‖i∈I V iloc = 276
Resolução do PCS
Monolítio G = 24 E = 1080 K = 7.220 V =212
Nesse exemplo em partiular, o teste de não-onito falha, i.e.,
(
fm
i=1 V
i
loc) 6= V . Note que V
1
loc é um supervisor loal que previne
o overow e o underow no buer B1 desonsiderando, para isso, o
restante do omportamento do sistema. Sendo assim, é possível que
V 1loc permita oupar B1 tão logo ele esteja livre. Agora suponha que
os demais buers também estejam oupados. Nesse aso, nenhuma
máquina pode omeçar a operar, pois os eventos de m de operação são
não-ontroláveis e não há reurso algum de buer disponível. Então,
um bloqueio se arateriza (a menos que se trate do último ilo, no
qual o m de operação de TU não leva a um retrabalho). Contudo,
um supervisor monolítio não-bloqueante reserva o reurso B1 toda a
vez que houver a possibilidade de que uma peça do retrabalho neessite
desse reurso.
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A resolução efetiva deste bloqueio foge ao esopo desta tese, mas
pode ser feita através da entralização da síntese de módulos espeíos.
Objetiva-se, na sequênia, manter a ondição de onito estável sob as
diferentes abordagens de síntese a serem apliadas no exemplo, i.e., a
seguir busa-se obter um mesmo modelo om 276 estados ao ompor
os supervisores loais.
Note que a operação de síntese mais omplexa no PCS-ML é a
omputação de V 4loc, envolvendo um autmato K
4
loc om 1.872 estados.
Contudo, no PCS, a síntese é onduzida sobre um modelo K om 7.220
estados, o que, de erta forma, dimensiona os ganhos que podem ser
alançados pela substituição do proedimento monolítio pelo modular
loal.
O prinipal inonveniente é que a modelagem de E4, om eventos
em Σ, é uma tarefa irrealizável, na prátia. Isso sugere a assoiação de
distinguidores ao CML, o que permitiria resolver todos os problemas
loais sobre um alfabeto renado. A seção seguinte formaliza essa ideia
e ilustra o efeito disso sobre esse mesmo exemplo.
5.3 CML COM DISTINGUIDORES
Dada a estrutura do CML, omo apresentada na Seção 5.2, on-
sidere a introdução de um distinguidor para simpliar alguma tarefa
de modelagem. A questão que surge, então, é: qual o efeito disso na
obtenção de supervisores loais? Esta seção visa responder a essa per-
gunta.
Iniialmente, o CML é estendido para onsiderar um alfabeto
renado e a introdução de um modelo distinguidor. Posteriormente,
o PCS-ML é reintroduzido à luz desse novo enário. Então, alguns
resultados são apresentados para mostrar a relação entre soluções loais
e globais de ontrole, om e sem distinguidores. Por m, o exemplo é
retomado para ilustrar a abordagem.
Denição 11 Para um onjunto de espeiações I = {1, · · · ,m} e
um onjunto de plantas J = {1, · · · , n}, sejam:
• Gja , j ∈ J , modelos assínronos dos subsistemas de um SED, tal
que L(Gja ) = Π
−1(L(Gj)), om ∆G
j
a ⊆ ∆ e ΣG
j
⊆ Σ;
• Eid , i ∈ I, espeiações modeladas em ∆
Eid ⊆ ∆, expressando
requisitos equivalentes a Ei no PCS, om ΣE
i
⊆ Σ;
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• HD, o modelo de um distinguidor D, denido sobre ∆
HD
, tal que
L(HD) = LD ⊆ ∆
∗
.
O aoplamento entre Gja e HD deorre de eventos ompartilhados entre
eles, o que é sintetizado pelos autmatos G
′j
d , j ∈ J , onstruídos omo
segue:
• G
′j
d =


Gja ‖ HD se (∆
Gja ∩∆HD) 6= ∅;
xxx
Gja do ontrário.
Então, para L = {1, · · · , p}, dena:
• Gld, l ∈ L, omo a estrutura assínrona dos modelos G
′j
d , i.e.,
onstruída através da omposição de modelos sínronos em J .
Uma planta loal Gd.
i
loc, usada para sintetizar um supervisor para ada
espeiação Eid, é onstruída omo segue:
Gd.
i
loc =
l∈Lin
Gld
| Li = {l ∈ L | (∆
Gld ∩ ∆E
i
d ) 6= ∅}.
Por m, o PCS-ML é reintroduzido para inorporar essa nova
denição.
Problema 4 - PCS-ML Distinguido (PCS-MLD): Dadas uma planta
loal Gd.
i
loc e uma espeiação E
i
d ⊆ ∆
Eid
∗
⊆ ∆∗, denindo um om-
portamento desejado Kd.
i
loc = E
i
d ∩ L
ω(Gd.
i
loc), enontre um supervisor
loal não-bloqueante Sd.
i
loc, tal que L
ω(Sd.
i
loc/Gd.
i
loc) ⊆ Kd.
i
loc.
Enontrar uma solução loal para o PCS-MLD tende a ser mais
omplexo do que no PCS-ML. Isso porque, ao serem distinguidas por
HD, as plantas renadas passam a ter mais hanes de ser aopladas
em Gd.
i
loc, do que as não renadas em G
i
loc.
Por exemplo, suponha que uma planta Gj não ompartilha even-
tos om uma dada espeiação Ei e, portanto, não ompõe Giloc.
Agora, seja Gja um modelo para Π
−1(L(Gj)), o qual também não om-
partilha eventos om o orrespondente Eid. Porém, G
j
a é distinguido
por HD. Como é bastante provável que HD seja sínrono om algum
evento de Eid , então G
j
a tende a ompor Gd.
i
loc indiretamente, por efeito
do modelo distinguidor. O que se observa, em geral, é
L(Gd.
i
loc) ⊆ D(L(G
i
loc)) e Kd.
i
loc ⊆ D(K
i
loc).
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A seguir, um exemplo ilustra esse efeito.
5.3.1 CML renado apliado ao sistema de manufatura
Considere o sistema de manufatura mostrado na Figura 20 da
Subseção 5.2.4, para o qual foram denidas as espeiações E1, E2,
E3 e E4. O problema omplexo de modelagem reside na espeiação
E4, e é aqui modelado por meio de um alfabeto renado. As demais
espeiações mantêm a mesma estrutura, sendo apenas projetadas no
novo alfabeto. A Figura 23 apresenta esses modelos.
PSfrag replaements
E1
d
: E2
d
: E3
d
: E4
d
:
f2g0
g1
c0, c1, c2
d0, d1, d2
e0, e1, e2
f0, f1, f2b, r1, r2
h, g0, g1 h
Figura 23  Modelos das espeiações em ∆.
É assumido que as estruturas de renamentos e de distinções de
eventos são omo as apresentadas no Capítulo 4. Por lareza, a planta
renada é reapresentada na Figura 24.
PSfrag replaements
a
b
h
G1a : G
2
a : G
3
a : G
4
a :
c0, c1, c2
d0, d1, d2
e0, e1, e2
f0, f1, f2
g0, g1
y, r1, r2
y, n
Figura 24  Modelos dos subsistemas R, M1, M2 e TU em ∆.
Resolver o PCS-MLD onsiste, então, em obter um supervisor
loal Sd.
i
loc para ada uma das espeiações E
i
d , i ∈ I = {1, 2, 3, 4},
usando para isso uma planta loal Gd.
i
loc, denida onforme a Denição
11. As plantas loais e os demais modelos usados na síntese renada
são ompostos omo segue.
• Relações entre plantas e distinguidor:
 G
′1
d = G
1
a ;
 G
′2
d = G
2
a ‖ HD;
 G
′3
d = G
3
a ‖ HD;
 G
′4
d = G
4
a ‖ HD.
103
• Representação assínrona dos modelos G
′i
d :
 G1d = G
′1
d = G
1
a ;
 G2d = G
′2
d ‖G
′3
d ‖G
′4
d = G
2
a ‖G
3
a ‖G
4
a ‖HD.
• Plantas loais renadas:
 Gd.
1
loc = G
1
d ‖G
2
d ;
 Gd.
2
loc = Gd.
3
loc = Gd.
4
loc = G
2
d .
• Espeiações loais:
 Kd.
i
loc = E
i
d‖Gd.
i
loc é um modelo para L
ω(Eid‖Gd.
i
loc).
• Supervisores loais:
 Vd.
i
loc é um modelo para supC(E
i
d , Gd.
i
loc).
A Tabela 6 apresenta a estatístia da síntese de ada supervisor
loal renado. A resolução do PCS-D é reapresentada para efeitos
omparativos.
Tabela 5  Uma solução para o PCS-MLD.
i ∈ I Gd.iloc E
i
d Kd.
i
loc Vd.
i
loc
1 2.160 2 2.928 1.044
2 1.080 2 1.428 600
3 1.080 2 1.800 900
4 1.080 2 1.872 1.656
Teste de não-onito: ‖i∈I Vd.iloc = 276
Resolução do PCS-D
Monolítio Gd = 2.160 Ed = 12 Kd = 7.220 Vd =212
Primeiramente, note que E4d é agora modelada por um aut-
mato de apenas 2 estados. Além disso, a ondição global de onito
entre os supervisores loais permanee inalterada, i.e., Π(‖mi=1 Vd.
i
loc) =
‖mi=1 V
i
loc, omo era o objetivo. Por m, a síntese no PCS-MLD é mais
simples, em omparação à monolítia, já que a operação mais omplexa
envolve um autmato om 2.928 estados, ao invés de 7.220, omo no
PCS-D.
No entanto, usar o distinguidor para resolver os problemas que
eram originalmente simples, omo os dos módulos 1, 2 e 3, agregou
omplexidade à síntese loal. Note que, no PCS-ML, os modelos para
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K1loc, K
2
loc eK
3
loc ontinham apenas 24, 8 e 12 estados, respetivamente,
e agora, ompõem plantas omplementares aopladas pelo modelo HD.
A abordagem de síntese ombinada é apresentada a seguir omo uma
maneira de ontornar esse problema.
5.4 COMBINANDO LOCALMENTE PCS-ML E PCS-MLD
Se por um lado resolver o PCS-MLD é mais omplexo do que
resolver o PCS-ML, por outro lado distinguidores podem ser neessários
para viabilizar o tratamento de alguns problemas de ontrole. Nesse
sentido, esta seção mostra omo as vantagens de ambos os métodos
podem ser ombinadas loalmente, de maneira que uma solução global
ombinada seja equivalente à do PCS-ML original.
Plantas omplementares são redenidas, agora em um novo on-
texto, para formalizar a relação entre o PCS-ML e o PCS-MLD.
Denição 12 Seja Ei, Gj e Giloc, omo no PCS-ML, HD e G
j
a , omo
na Denição 11, e Cid , denido omo segue
Cid = {j ∈ J | Σ
Gj ∩ ΣE
i
= ∅ ∧ ∆G
j
a ∩∆HD 6= ∅}.
Uma planta omplementar Gicd, para G
i
loc e.r.a. Gd.
i
loc, é tal que
Gicd =


f
j∈Ci
d
Gj se Cid 6= ∅;
xxx
Giloc do ontrário.
Ou seja, Gicd é omposta por toda planta não-renada G
j
, que
não ompõe Giloc, mas uja planta renada orrespondente, G
j
a , ompõe
Gd.
i
loc por efeito do modeloHD. A partir da Denição 12, a fáil notar
que
L(Gd.
i
loc) = D(L(G
i
loc)‖L(G
i
cd)) e Kd.
i
loc = D(K
i
loc‖L
ω(Gicd)).
A proposição seguinte usa essa ideia para mostrar a relação loal entre
o PCS-ML e o PCS-MLD.
Proposição 8 (Equivalênia loal) : Seja Ei e Giloc, omo no PCS-
ML, Eid e Gd.
i
loc, omo no PCS-MLD e G
i
cd, omo na Denição 12.
Então,
Π(supC(Eid , Gd.
i
loc)) = supC(E
i, Giloc)‖L
ω(Gicd).
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Prova:
Π(supC(Eid , Gd.
i
loc)) = Π(supC(E
i
d ,D(G
i
loc ‖ G
i
cd)))
= Π(supC(Eid ,D(G
i
loc) ‖ D(G
i
cd)))
= Π(supC(Eid ,D(G
i
loc))) ‖ Π(D(L
ω(Gicd)))
(pela Proposição 6)
= supC(Ei, Giloc) ‖ L
ω(Gicd),
provando a Proposição 8.
Os resultados da Proposição 8 sugerem que ada supervisor loal
possa ser omputado usando distinguidores ou não, sempre que apro-
priado. O Teorema 3 mostra que essa ombinação loal não altera o
omportamento global, ou seja, o resultado da síntese que ombina o
PCS-ML e o PCS-MLD leva a um omportamento global equivalente à
solução para o PCS-ML.
Teorema 3 (Equivalênia global) : Para Ei e Giloc, omo no PCS-
ML e Eid e Gd.
i
loc, omo no PCS-MLD, seja I
′ ⊂ I = {1, · · · ,m} e
I ′′ = I − I ′. Então,
i∈In
supC(Ei, Giloc)=
(
n
i∈I′
supC(Ei, Giloc))
n
(
n
i∈I′′
Π(supC(Eid , Gd.
i
loc))).
Prova:
n
i∈I′
supC(Ei, Giloc)
n n
i∈I′′
Π(supC(Eid , Gd.
i
loc))
=
n
i∈I′
supC(Ei, Giloc)
n n
i∈I′′
supC(Ei, Giloc) ‖ L
ω(Gicd)
(pela Proposição 8)
=
n
i∈I
supC(Ei, Giloc)
n
Lω(Gicd)
=
n
i∈I
supC(Ei, Giloc),
provando o Teorema 3.
O Teorema 3 mostra que o onjunto de espeiações pode ser
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partiionado em dois diferentes subonjuntos, a m de que possam
ser individualmente resolvidos onforme o PCS-ML e o PCS-MLD. As
espeiações que originalmente não requerem o uso de um distinguidor
ompõem o subonjunto I ′, enquanto as omplexas, para as quais um
modelo depende do distinguidor, denem o subonjunto I ′′.
Na abordagem ombinada, tanto a omplexidade de síntese quanto
as soluções de ontrole são equivalentes em relação ao PCS-ML, loal
e globalmente.
5.4.1 Síntese ombinada apliada ao sistema de manufatura
Retoma-se aqui o exemplo que vem sendo abordado neste a-
pítulo, no sentido de ilustrar a síntese loal ombinada. Seguindo a
ideia do Teorema 3, onsidere partiionar o onjunto de espeia-
ções I = {1, 2, 3, 4}, tal que I ′ = {1, 2, 3} ⊂ I ontém as espeia-
ções simples, que podem ser resolvidas onforme o PCS-ML, enquanto
I ′′ = {4} ⊂ I ontém a espeiação omplexa, que requer o uso do
distinguidor.
Então, as plantas loais e os demais modelos usados na síntese
ombinada são ompostos onforme a resolução de ada um dos proble-
mas mostrados anteriormente (Subseções 5.2.4 e 5.2.4), ujos resultados
são sumarizados na Tabela 6.
Tabela 6  Uma solução para o PCS-ML obtida via síntese ombinada.
i ∈ I ′ Giloc E
i Kiloc V
i
loc
1 12 2 24 14
2 4 2 8 6
3 6 2 12 9
i ∈ I ′′ Gd.iloc E
i
d Kd.
i
loc Vd.
i
loc
4 1.080 2 1.872 1.656
Teste de não-onito: (
f3
i=1 V
i
loc) ‖ (Π(Vd.
4
loc)) = 276
Ao usar o distinguidor para tratar somente do problema no sub-
onjunto I ′′, evita-se omplexiar a síntese em I ′. Ao mesmo tempo,
viabiliza-se a modelagem de E4d e, logo, a omputação de Vd.
4
loc.
Finalmente, o teste de não-onito pode ser naturalmente exe-
utado, Π-projetando-se o supervisor Vd.
4
loc no alfabeto Σ, tal que a
omposição (
f3
i=1 V
i
loc)
f
(Π(Vd.
4
loc)) possui, novamente, 276 estados.
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5.5 CML COM APROXIMAÇÕES
Combinar o PCS-ML e o PCS-MLD é vantajoso por duas ra-
zões prinipais. A primeira, é que o esforço omputaional de síntese
se equipara ao PCS-ML, que é muito menor do que, por exemplo, em
uma operação entralizada ou no CMC. A segunda, é que os benefíios
de modelagem são aproveitados loalmente sem inueniar desneessa-
riamente outros módulos.
Contudo, essa abordagem não reduz o esforço de síntese em re-
lação ao PCS-ML original. Vantagens omputaionais podem ser adi-
ionadas a módulos da síntese ombinada, através do uso de aproxima-
ções, para lidar om os problemas pertenentes ao subonjunto I ′′, i.e.,
aqueles para os quais um distinguidor é usado.
As aproximações foram apresentadas no Capítulo 4, no ontexto
do uso de distinguidores na síntese monolítia. Nesta seção, elas são
assoiadas ao CML e as impliações disso são disutidas. Os resultados
a serem apresentados permitem preservar a ontrolabilidade, o não-
bloqueio e a máxima permissividade de uma solução obtida usando
aproximações, tanto loal quanto globalmente. Começa-se estendendo
o CML para envolver aproximações, onforme a seguir.
Denição 13 Para um onjunto de plantas Gj , j ∈ J = {1, · · · , n} e
de espeiações Ei, i ∈ I = {1, · · · ,m}, sejam:
• Gja , j ∈ J , modelos assínronos dos subsistemas de um SED, tal
que L(Gja ) = Π
−1(L(Gj)), om ∆G
j
a ⊆ ∆ e ΣG
j
⊆ Σ;
• Eid , i ∈ I, espeiações modeladas em ∆
Eid ⊆ ∆;
• HD, o modelo de um distinguidor preditível D, om L(HD) =
LD ⊆ ∆
∗
;
• HDa, o modelo de um distinguidor Da tal que L(HDa) = LDa ⊇
LD e ∆
HD = ∆HDa .
O aoplamento entre Gja e HDa deorre dos eventos ompartilhados en-
tre esses dois modelos, o que é sintetizado pelos autmatos G′a.j , j ∈ J ,
onstruídos omo segue:
• G′a.j =


Gja ‖ HDa se (∆
Gja ∩∆HDa) 6= ∅;
xxx
Gja do ontrário.
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Então, para L = {1, · · · , p}, dena:
• Gla, l ∈ L, omo a estrutura assínrona dos modelos G
′
a.j , i.e., G
l
a
é onstruída pela omposição de modelos sínronos em J .
Uma planta loal Ga.
i
loc, usada para sintetizar um supervisor para ada
espeiação Eid , i ∈ I, é onstruída omo segue:
Ga.
i
loc =
l∈Lin
Gla
| Li = {l ∈ L | (∆
Gla ∩ ∆E
i
d ) 6= ∅}.
A partir da Denição 13, a relação entre as plantas loais Ga.
i
loc
e Gd.
i
loc, em termos de aoplamento de plantas modulares, pode ser
mostrada omo na Proposição 9.
Proposição 9 Sejam Eid, G
j
a , Gd.
i
loc e Ga.
i
loc, omo nas denições 11 e
13. Então,
∆G
j
a ∩∆Gd.
i
loc 6= ∅ ↔ ∆G
j
a ∩∆Ga.
i
loc 6= ∅.
Prova: Por denição, ∆HD = ∆HDa . Suponha que exista uma
planta Gja , tal que:
∆G
j
a ∩∆Gd.
i
loc 6= ∅ ∧ ∆G
j
a ∩∆Ga.
i
loc = ∅ (5.1)
ou
∆G
j
a ∩∆Gd.
i
loc = ∅ ∧ ∆G
j
a ∩∆Ga.
i
loc 6= ∅. (5.2)
Em (5.1), ∆G
j
a ∩∆Gd.
i
loc 6= ∅ implia que ∆G
j
a ∩∆HD 6= ∅ pois,
do ontrário, ∆G
j
a ∩ ∆E
i
d 6= ∅, o que impliaria ∆G
j
a ∩ ∆Ga.
i
loc 6= ∅,
ontradizendo (5.1). Mas, então, ∆G
j
a ∩∆HDa = ∆HD 6= ∅ e, portanto,
∆G
j
a ∩∆Ga.
i
loc 6= ∅, e (5.1) é falso. Pelo mesmo raioínio,∆G
j
a ∩∆Ga.
i
loc 6=
∅ em (5.2) leva a ∆G
j
a ∩ ∆HDa 6= ∅, impliando que ∆G
j
a ∩ ∆HD =
∆HDa 6= ∅ e, então, ∆G
j
a ∩∆Gd.
i
loc 6= ∅, ontradizendo (5.2).
A Proposição 9 mostra que Gd.
i
loc e Ga.
i
loc ompõem loalmente
as mesmas plantas modulares. Note, ontudo, que isso não implia
que a omplexidade das plantas loais seja a mesma. De fato, omo
LD ⊆ LDa, então HDa tende a ser modelado por um autmato mais
simples do que HD, em termos de número de estados. Isso implia que,
além de L(Gd.
i
loc) ⊆ L(Ga.
i
loc), também o autmato Ga.
i
loc é, em geral,
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mais simples do que Gd.
i
loc.
Em fae disso, a Proposição 10 mostra outra relação entre as
plantas loais, desta vez em termos de Σ-Preservânia de eventos.
Proposição 10 Sejam Gd.
i
loc e Ga.
i
loc, respetivamente omo nas de-
nições 11 e 13, tal que L(Gd.
i
loc) ⊆ L(Ga.
i
loc). Então,
L(Gd.
i
loc) é Σ-Preservante e.r.a. L(Ga.
i
loc).
Prova: Segue diretamente de L(Gd.
i
loc) ⊆ L(Ga.
i
loc) e da apliação
da Proposição 5 (Capítulo 4) a um aso loal.
Resta, então, investigar o efeito de substituir uma planta Gd.
i
loc
por uma aproximação Ga.
i
loc na síntese loal do PCS-MLD. Os resulta-
dos a serem apresentados na sequênia estendem o uso de aproximações
(Capítulo 4) para um aso loal. A partir disso, tem-se uma ondição
suiente para determinar se uma solução loal, obtida através de uma
aproximação, é ótima.
Proposição 11 Sejam Gd.
i
loc e E
i
d, omo no PCS-MLD, e Ga.
i
loc uma
a aproximação loal para Gd.
i
loc. Se supC(E
i
d , Ga.
i
loc) e LD forem não-
onitantes, então um supervisor Sa.
i
loc que implementa supC(E
i
d , Ga.
i
loc)∩
LD é uma solução loal para o PCS-MLD. Além disso,
supC(Eid , Ga.
i
loc) ∩ LD ⊆ supC(E
i
d , Gd.
i
loc)
⊆ supPΣu(E
i
d , L(Ga.
i
loc)) ∩ LD.
Prova: Segue diretamente dos resultados do Capítulo 4, aplia-
dos a um aso loal.
Da Proposição 11, tem-se que Sa.
i
loc é uma solução loal, on-
trolável e não-bloqueante para o PCS-MLD. Quando, além disso, as
ondições do Corolário 3 são satisfeitas, então a solução também é lo-
almente ótima.
Corolário 3 Sobre as mesmas ondições da Proposição 11,
supC(Eid , Ga.
i
loc) = supPΣu(E
i
d , L(Ga.
i
loc))
⇒
supC(Eid , Gd.
i
loc) = supC(E
i
d , Ga.
i
loc) ∩ LD.
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Caso as ondições do Corolário 3 não sejam satisfeitas ao se usar
uma dada planta loal Ga.
i
loc, a aproximação pode ser reonstruída de
maneira a parialmente onsiderar o modelo HD. Quando o Corolário
3 é satisfeito, então pode-se enuniar os seguintes resultados.
Proposição 12 Sobre as ondições da Proposição 11 e do Corolário
3, é verdade que
n
i∈I
supC(Eid , Gd.
i
loc) =
n
i∈I
(supC(Eid , Ga.
i
loc) ∩ LD).
Prova:
n
i∈I
supC(Eid , Gd.
i
loc) =
n
i∈I
supC(Eid , Ga.
i
loc‖HD)
=
n
i∈I
supC(Eid , Ga.
i
loc) ∩ LD
(pela Proposição 11 e Corolário 3).
Ou seja, se as soluções loais aproximadas satisfazem individu-
almente as ondições do Corolário 3, então elas resolvem globalmente
o PCS-MLD. Além do mais, nesse aso, o seguinte orolário pode ser
enuniado.
Corolário 4 Sobre as ondições do Corolário 3, também é verdade que
n
i∈I
Π(supC(Eid , Ga.
i
loc) ∩ LD) =
n
i∈I
supC(Ei, Giloc).
Prova: Deorre da Proposição 12 e do Teorema 3.
A ombinação dos orolários 3 e 4 mostra que o uso de apro-
ximações loais resolve também o PCS-ML original. No entanto, a
Proposição 8 mostra que
Π(supC(Eid , Gd.
i
loc)) = supC(E
i, Giloc‖L
ω(Gicd))
e, pressupondo o Corolário 3, então
Π(supC(Eid , Ga.
i
loc) ∩ LD) = supC(E
i, Giloc‖L
ω(Gicd)).
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Ou seja, a síntese om aproximações ainda é loalmente mais
omplexa do que no PCS-ML. Uma alternativa seria usar, na síntese
ombinada, os módulos loais resolvidos om aproximações, o que é
investigado a seguir.
5.5.1 Combinando CML, Distinguidores e Aproximações
Mostra-se, aqui, omo ombinar as vantagens do PCS-ML, do
PCS-MLD e das aproximações, para resolver um mesmo problema de
ontrole. A abordagem se assemelha à síntese ombinada, apresentada
anteriormente, mas a estende no sentido de denir uma nova partição,
I ′′′, do onjunto de espeiações I. I ′′′ ⊆ I ′′ é denido para permitir
separar de I ′′ ertas espeiações, as quais são então tratadas usando
aproximações.
Em um aso geral, poderia ser assumido que I ′′ = I ′′′. No en-
tanto, o fato de que a onstrução de uma aproximação insere um passo
adiional na resolução do problema de ontrole, e que então esse passo
deveria ser evitado, sempre que possível, justia a abordagem de par-
tiionamentos adotada a seguir.
Teorema 4 Seja I = {1, · · · ,m}, I ′ ⊂ I, I ′′ = I − I ′ e I ′′′ ⊂ I ′′. Sob
as ondições do Corolário 3, para os problemas i ∈ I ′′′, é verdade que
n
i∈I
supC(Ei, Giloc)
=n
i∈I′
supC(Ei, Giloc)
n
n
i∈I′′\I′′′
Π(supC(Eid , Gd.
i
loc))
n
n
i∈I′′′
Π(supC(Eid , Ga.
i
loc)‖LD).
Prova 1 Deorre diretamente das provas Teorema 3 e da Proposição
12.
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OTeorema 4 mostra omo integrar os três tipos de soluções loais
apresentadas, de modo a resolver o problema original de ontrole, o
PCS-ML.
5.5.2 Nova abordagem ombinada apliada ao sistema de ma-
nufatura
No exemplo da síntese ombinada, apresentado na Subseção 5.4.1,
foi apliada a ideia do Teorema 3 para partiionar o onjunto de espe-
iações I = {1, 2, 3, 4} em I ′ = {1, 2, 3} ⊂ I e I ′′ = {4} ⊂ I. Assim,
ada subonjunto foi tratado loalmente, sem e om distinguidores,
respetivamente.
Agora, onsidere que I ′′ = I ′′′ e que o problema 4 é tratado
usando-se uma aproximação loal Ga.
4
loc ao invés de usar Gd.
4
loc. Pela
Denição 13, tal aproximação é onstruída distinguindo-se as plantas
modulares, através de um distinguidor Da, tal que LDa ⊇ LD, onde LD
é a linguagem de um distinguidor preditível. Assim, o primeiro passo
desse exemplo é denirDa. Considere iniialmente usar um distinguidor
D1a, tal que LD1a = ∆
∗
. O distinguidor, a planta loal e os demais
elementos usados na síntese do módulo 4, são assim estruturados:
• HD1a = H∆, tal que L
ω(H∆) = ∆
∗
;
• G1a .
4
loc = G
2
a ‖G
3
a ‖G
4
a ‖HD1a ;
• K1a .
4
loc = E
4
d ‖G
1
a .
4
loc é um modelo para L
ω(E4d ∩G
1
a .
4
loc); e
• V 1a .
4
loc é um modelo para o supervisor supC(K
1
a .
4
loc, G
1
a .
4
loc).
A Tabela 7, primeira linha, mostra a estatístia de síntese de
V 1a .
4
loc. Comparativamente, a última linha traz a síntese de Vd.
4
loc, usando
um distinguidor preditível. Note que a síntese de V 1a .
4
loc é proessada
sobre um autmato de 24 estados, enquanto Vd.
4
loc é obtido, no PCS-
MLD, a partir de um modelo om 1.872 estados.
Como supC(K1a .
4
loc, G
1
a .
4
loc) é ontrolável, e não-bloqueante em re-
lação a LD, então um supervisor S
1
a .
4
loc, que implementa supC(K
1
a .
4
loc,
G1a .
4
loc) ∩ LD, é uma solução loal para o módulo 4 do PCS-MLD (pela
Proposição 11). Nesse aso, o ontrolador pode ser implementado pela
exeução onorrente dos autmatos V 1a .
4
loc e HD. Além disso, ao on-
siderar uma aproximação para resolver esse módulo, a ondição global
de onito permanee inalterada (276 estados).
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Porém, pode ser mostrado que
supC(K1a .
4
loc, G
1
a .
4
loc) 6= supPΣu(K
1
a .
4
loc, G
1
a .
4
loc).
De fato, enquanto o autmato V 1a .
4
loc‖HD possui 1.248 estados, ambos
Vd.
4
loc e V
4
loc possuem 1.656 estados. Isso sugere que a solução loal apro-
ximada pode ser mais restritiva. As razões para isso são exatamente as
que vem sendo disutidas ao longo deste doumento, ou seja, ao omitir
o distinguidor da síntese, a ação de ontrole previne o ingresso simultâ-
neo de peças no sistema, a m de oordenar adequadamente ada ilo
de retrabalho.
Tabela 7  Solução para o módulo 4 usando aproximações loais.
Módulo G1a .
4
loc E
4
d K
1
a .
4
loc V
1
a .
4
loc V
1
a .
4
loc‖HD
4 12 2 24 18 1.248
Não-onito: (
f
i∈I′ S
i
loc)
f
(Π(S1a .
4
loc‖LD) = 276
Módulo G2a .
4
loc E
4
d K
2
a .
4
loc V
2
a .
4
loc V
2
a .
4
loc‖HD
4 24 2 48 42 1.656
Não-onito: (
f
i∈I′ S
i
loc)
f
(Π(S2a .
4
loc‖LD) = 276
Módulo Gd.
4
loc E
4
d Kd.
4
loc Vd.
4
loc
4 1.080 2 1.872 1.656
Nesse sentido, a mesma alternativa adotada no exemplo do Capí-
tulo 4 é onsiderada, aqui, para melhorar a aproximação, i.e., introduz-
se o módulo Hf do distinguidor na síntese. Hf traz informações sobre
as distinções das oorrênias do evento f na planta, fazendo om que
a ação de ontrole resultante passe a ser mais permissiva.
Para isso, onsidere a onstrução de um novo distinguidor, deno-
minado D2a, tal que LD2a = L(Hf )‖∆
∗
. O distinguidor, a planta loal e
os demais elementos da síntese ombinada são modelados omo segue:
• HD2a = Hf‖H∆, om L
ω(H∆) = ∆
∗
;
• G2a .
4
loc = G
2
a ‖G
3
a ‖G
4
a ‖HD2a ;
• K2a .
4
loc = E
4
d ‖G
2
a .
4
loc é um modelo para L
ω(E4d ∩G
2
a .
4
loc); e
• V 2a .
4
loc é um modelo para o supervisor supC(K
2
a .
4
loc, G
2
a .
4
loc).
A Tabela 7, última linha, mostra a estatístia de síntese do su-
pervisor V 2a .
4
loc, agora omputado sobre um autmato K
2
a .
4
loc, om 48
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estados. Esse modelo é mais omplexo do que K1a .
4
loc, om 24 estados,
mas é muito mais simples do que Kd.
4
loc, om 1.872 estados.
Do não-onito entre supC(K2a .
4
loc, G
2
a .
4
loc) e LD, tem-se que um
supervisor S2a .
4
loc, implementando supC(K
2
a .
4
loc, G
2
a .
4
loc)∩LD, é uma solu-
ção loal para o módulo 4 do PCS-MLD. Também, ao onsiderar essa
nova solução aproximada, a ondição de onito entre os superviso-
res loais, permanee globalmente inalterada (276 estados). Ademais,
agora tem-se que
supC(K2a .
4
loc, G
2
a .
4
loc) = supPΣu(K
2
a .
4
loc, G
2
a .
4
loc),
o que pode ser heado pelo número de estados dos autmatos Vd.
4
loc e
V 2a .
4
loc‖HD. Então, pelo Corolário 3, V
2
a .
4
loc e HD podem ser usados para
implementar um supervisor S2a .
4
loc, tal que
supC(K2a .
4
loc, G
2
a .
4
loc) ∩ LD = supC(Kd.
4
loc, Gd.
4
loc)
representando, portanto, uma solução loalmente ótima para o módulo
4.
Finalmente, pelo Teorema 4, S2a .
4
loc e S
i
loc, i = 1, 2, 3 podem ser
ombinados para resolver o PCS-ML. A Tabela 8 resume a estatístia
de síntese, onsiderando-se a ombinação de módulos loais e do uso de
aproximações.
Tabela 8  Solução para o PCS-ML através da síntese ombinada om
aproximações.
i ∈ I ′ Giloc E
i Kiloc V
i
loc
1 12 2 24 14
2 4 2 8 6
3 6 2 12 9
i ∈ I ′′′ G2a .
i
loc E
i
d K
2
a .
i
loc V
2
a .
i
loc
4 24 2 48 42
Teste de não-onito: (‖i∈I′ V
i
loc) ‖ (Π(V
2
a .
4
loc‖HD)) = 276
Como pode ser notado, esse método de síntese ainda preserva a
ondição de onito, ao mesmo tempo em que retém apenas as vanta-
gens providas pelo CML e pelo uso de distinguidores.
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5.6 SUMÁRIO
Neste apítulo foram apresentados os oneitos preliminares re-
laionados ao CMC e ao CML, alternativas imediatas para reduzir a
arga omputaional proedente da síntese monolítia de supervisores
para SEDs.
Foi mostrado que a modularização de um problema de ontrole,
em geral, simplia o proedimento de síntese, embora não altere a
forma omo as espeiações são modeladas. Isso poderia representar
um entrave quando se lida om espeiações omplexas.
Nesse sentido, o CML foi estendido om a inorporação de dis-
tinguidores, possibilitando tratar dos aspetos de modelagem. Porém,
foi mostrado que essa abordagem é omputaionalmente mais ustosa,
se omparada ao CML original.
Então, a síntese ombinada é introduzida omo alternativa para
equilibrar a relação entre usto omputaional e benefíios de modela-
gem, porém ainda sem ganhos (omputaionais) em relação ao proe-
dimento original.
Isso é ontornado através da inorporação do uso de aproxima-
ções ao CML om distinguidores. A síntese ombinada é, então, ajus-
tada para admitir a resolução de problemas loais om aproximações
e, ao mesmo tempo, preservar o omportamento global ontrolado.
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6 TCS COM AUTÔMATOS FINITOS ESTENDIDOS
No mesmo sentido que a abordagem om distinguidores, apresen-
tada no Capítulo 4, este apítulo propõe uma segunda alternativa para
simpliar a modelagem de espeiações e a síntese de supervisores
para SEDs. Trata-se do uso de Autmatos Finitos Estendidos (AFEs).
AFEs têm sido usados na TCS e em outras ténias omputaionais
(omo veriação formal), basiamente omo uma forma de simpliar
autmatos (SKÖLDSTAM; ÅKESSON; FABIAN, 2007; OUEDRAOGO et al.,
2011). Nesta tese, a abordagem é reestruturada e as seguintes ontri-
buições são derivadas: (i) mostra-se que o uso de AFEs na TCS leva,
na verdade, a uma solução para o PCS original; (ii) apresenta-se um
novo método de síntese que pode ser onduzido om vantagens om-
putaionais; (iii) dene-se um algoritmo para omputar supervisores a
partir de AFEs. Por m, um omparativo entre o uso de AFEs e o uso
de distinguidores também é apresentado no Capítulo 7.
A primeira parte do apítulo apresenta os AFEs, as prinipais
operações e omo a TCS pode ser estendida para inorporar esse novo
ontexto. O exemplo que vem sendo objeto desta tese é novamente
usado para ilustrar a abordagem, bem omo para ompará-la às demais,
apresentadas nos apítulos anteriores. Na segunda parte do apítulo,
investiga-se a redução da omplexidade omputaional da síntese om
AFEs, pelo uso de abstrações. Um algoritmo para a omputação de
supervisores, a partir de AFEs, é proposto e exempliado. Finalmente,
o exemplo do sistema de manufatura volta a ser explorado para ilustrar
os ganhos na síntese om abstrações. Por razões de esopo, a assoiação
entre AFEs e o CLM não é promovida nessa tese, embora deorra
impliitamente dos resultados aqui apresentados.
6.1 AUTÔMATOS FINITOS ESTENDIDOS
AFEs são estruturas de estados, similares aos AFs onvenionais,
mas estendidas om fórmulas assoiadas às transições (CHEN; LIN, 2000;
SKÖLDSTAM; ÅKESSON; FABIAN, 2007; OUEDRAOGO et al., 2011). Uma
fórmula é uma estrutura lógia que atualiza valores de variáveis após
a transição sobre a qual está implementada, de modo que tais valores
passam a ompor a semântia de ada estado alançado
1
.
1
Note, então, que um únio estado de um SED pode passar a ser representado
por inúmeros estados em um AFE, onforme os valores das variáveis, i.e., um es-
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Nesta tese, onsidera-se que uma variável v é uma entidade asso-
iada a um domínio nito, denotado por dom(v), e um valor iniial, de-
notado por v◦ ∈ dom(v). Assume-se que V= {v0, . . . , vn} é o onjunto
das variáveis om domínio dom(V) = dom(v0)×· · ·×dom(vn). Um ele-
mento de dom(V) é denotado por v¯ = (v¯0, . . . , v¯n), om v¯i ∈ dom(vi).
Em um AFE, quando uma transição é disparada e uma fórmula
implementada sobre essa transição atualiza variáveis, ela, na verdade,
altera os valores das variáveis que estão assoiados ao estado orrente
(pré-transição), para novos valores que passam a ser assoiados ao es-
tado alançado (pós-transição). Para desrever esse efeito, dene-se um
segundo onjunto de variáveis, hamado variáveis de próximo-estado, o
qual é denotado por V′ = {v′0, . . . , v
′
n}, om dom(V
′) = dom(V). As-
sim, sempre que um estado é alançado, os valores das variáveis em V′
são redenidos onforme a formulação lógia das próximas transições,
e assim suessivamente.
6.1.1 Construção de um AFE
Em muitos asos prátios, onheer o valor de uma variável em
um determinado estado do modelo de um SED pode failitar a mode-
lagem de uma espeiação de ontrole. Comparativamente, essa ideia
pode ser assoiada ao benefíio que se tem ao renar a oorrênia de
um evento da planta, na abordagem om distinguidores. Mas, para que
os valores de variáveis omponham adequadamente a semântia de um
estado, se faz neessário denir quais variáveis devem ser assoiadas ao
modelo do sistema, qual a estrutura de ada variável, e omo deve ser
implementada a semântia de atualização dessas variáveis. Ainda que
essas sejam atividades tipiamente de engenharia, partiulares a ada
aso, os passos desritos na sequênia são propostos para generiamente
apoiar essa onstrução.
(i) Identiação do onjunto iniial de variáveis: O primeiro passo
para a onstrução de um AFE é identiar eventos no modelo
de um SED, ujas transições, ao atualizarem apropriadamente
um onjunto de variáveis, poderiam simpliar a modelagem de
tado de um SED passa a ser uma loação (SKÖLDSTAM; ÅKESSON; FABIAN, 2007;
OUEDRAOGO et al., 2011) para estados de um AFE. Isso pode ser informalmente
assoiado à relação entre eventos e másaras, na abordagem om distinguidores. Na
sequênia, assume-se que a menção a um estado de um AFE inorpora indistinta-
mente essa partiularidade semântia.
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uma dada espeiação. Identiados tais eventos, riam-se as
respetivas variáveis que denem V .
(ii) Denição do domínio das variáveis: A partir do passo (i), dene-
se uma estrutura, ou domínio, de ada variável identiada. Cada
valor possível dentro desse domínio visa identiar uma iruns-
tânia em que o sistema pode alançar um determinado estado.
A semântia de ada valor de variável depende da estrutura de
atualizações (passo (iv)).
(iii) Variáveis omplementares: Dado um onjunto iniial de variáveis
e respetivos domínios (passos (i) e (ii)), a implementação de uma
semântia de atualizações para tais variáveis pode depender da
denição de outras variáveis. Isso oorre quando o signiado a
ser assoiado ao valor de uma variável é dependente da semântia
de outra variável, não identiada no passo (i). Quando esse
for o aso, os passos (i) e (ii) devem ser revisitados, a m de
araterizar orretamente o onjunto V .
(iv) Construção da estrutura lógia de atualizações: O passo nal para
a onstrução de um AFE onsiste da implementação das fórmulas
lógias para atualizar os valores das variáveis em V , onsiderando
suas interdependênias e o valor semântio que se deseja expres-
sar. Essa atividade é puramente de modelagem, tal que não é
onveniente sistematizá-la, tampouo existe uma únia maneira
de fazê-la, omo exemplia a seção seguinte.
6.1.2 Formulação lógia
Na prátia, implementar uma fórmula sobre uma transição pode
se dar pela ombinação de variáveis, onstantes e operadores (lógios e
relaionais). Por exemplo, seja:
• uma variável: x;
• um domínio: dom(x) = {0, . . . , 5}; e
• um valor iniial: x◦ = 0.
Uma transição que implementa a fórmula x′ = x+1 adiiona, no
estado alançado, o valor 1 ao valor atual da variável x, desde que tal
adição esteja dentro do domínio de x, i.e., se o atual valor de x é menor
120
do que 5. Do ontrário, i.e., se x = 5, a transição será desabilitada e
nenhuma atualização é efetivada.
Considere, agora, o aso da fórmula x′ = min(x+ 1, 5). A únia
diferença dessa, em relação ao exemplo anterior, é que, nesse aso, a
transição permanee habilitada quando x = 5, situação em que o valor
de x, no próximo estado, é atualizado om o valor máximo de seu
domínio. Essa alternativa de implementação pode ser útil, em alguns
asos, para evitar que uma fórmula restrinja uma transição quando o
valor atribuído a ela ultrapasse o seu domínio.
Em outros asos, restringir o disparo de uma transição pode ser
exatamente o que se busa. Se assim for, fórmulas omo x = 3 podem
ser usadas para desabilitar uma transição sempre que x 6= 3 no estado
orrente. Note que, agora, nada é dito sobre o valor de x no próximo
estado, e a únia função da fórmula é restringir a transição sob tal
irunstânia. Normalmente, esse tipo de fórmula é implementado em
onjunção om outras fórmulas que atualizam os valores de próximo-
estado. Diferentemente, a fórmula x′ = 3 sempre habilita a transição
sobre a qual é implementada, e o valor de x, no próximo estado, é
forçado a ser 3.
6.1.3 Apresentação formal de um AFE
Formalmente, um AFE é desrito por uma 6-tupla Av = 〈Σ,V,
Q,Q◦, Qω,→〉, tal que:
• Σ é o alfabeto de eventos;
• V= {v1, . . . , vn} é o onjunto de variáveis;
• Q é o onjunto nito de estados;
• Q◦ ⊆ Q é o onjunto de estados iniiais;
• Qω ⊆ Q é o subonjunto de estados marados;
• → ⊆ Q×Σ×Πv×Q é a relação de transição de estados, na qual
Πv é o onjunto de fórmulas sobre V ∪ V ′, tal que ada elemento
p ∈ Πv implementa uma ondição Booleana p(v, v′) = true ou
false.
Nesta tese, denota-se por x
σ:p
→ y a existênia de uma transição
em Av, que parte do estado x para o estado y, om o evento σ ∈ Σ e a
fórmula p ∈ Πv.
121
Um AFE Av pode, também, ser interpretado em uma diferente
perspetiva, a interpretação explíita, a partir da qual ele é visto omo
um AF A = 〈Σ, QA, Q◦A, Q
ω
A,→〉, denido omo segue:
• QA = Q × dom(V);
• Q◦A = Q
◦ × {(v◦1 , . . . , v
◦
n)};
• QωA = Q
ω × dom(V);
• → é tal que (x, v¯)
σ
→ (y, v¯′), para v¯, v¯′ ∈ dom(V), se existe x
σ:p
→ y
om p(v¯, v¯′) = true.
Nessa interpretação, os valores das variáveis são desritos explii-
tamente, omo parte de ada estado. A relação de transição é denida
om base na relação em Av, porém, agora, leva-se em onta o efeito
das fórmulas lógias implementadas sobre as variáveis, i.e., expliita-se
a semântia de atualizações. Sendo assim, a interpretação explíita de
um AFE é o que de fato evidenia, em termos de número de estados, a
real dimensão dessa estrutura.
A relação de transição pode ser estendida para adeias em Σ∗
por:
• (x, v¯)
ε
→ (x, v¯), para todo (x, v¯) ∈ QA; e
• (x, v¯)
sσ
→ (x′′, v¯′′), se (x, v¯)
s
→ (x′, v¯′)
σ
→ (x′′, v¯′′), para algum
(x′, v¯′) ∈ QA.
Denota-se por Av
s
→ (x, v¯), a existênia de um estado (q◦, v¯◦) ∈
Q◦A, tal que (q
◦, v¯◦)
s
→ (x, v¯). As linguagens, gerada e marada por Av,
são denidas, respetivamente, por:
L(Av) = { s ∈ Σ
∗ | Av
s
→ (x, v¯) ∈ QA } ;
Lω(Av) = { s ∈ Σ
∗ | Av
s
→ (x, v¯) ∈ QωA } .
6.1.4 Propriedades e Operações
Esta seção desreve omo algumas das propriedades e operações,
omuns para AFs, podem também ser denidas para AFEs. Primei-
ramente, dois tipos de determinismos são de interesse no ontexto dos
AFEs.
Denição 14 (Determinismo) Um AFE Av = 〈Σ,V, Q,Q◦, Qω,→〉
é dito ser
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• Q-determinístio, se |Q◦| = 1 e
x
σ:p1
−−−→ y1 ∧ x
σ:p2
−−−→ y2
⇒
y1 = y2,
para todo x, y1, y2 ∈ Q, σ ∈ Σ, e p1, p2 ∈ Πv; e
• V-determinístio, se
(x, v¯)
σ
→ (y, w¯) ∧ (x, v¯)
σ
→ (y, w¯′)
⇒
w¯ = w¯′.
Um AFE também pode ser lassiado quanto ao tipo de fórmula
que ele implementa.
Denição 15 (Totalidade) Um AFE é dito ser total" se todas as
suas fórmulas são totais. Uma fórmula p ∈ Πv é total se, para todo
v¯ ∈ dom(V ), existe v¯′ ∈ dom(V ) tal que p(v¯, v¯′) = true.
Ou seja, um AFE é total se nenhuma de suas transições é desa-
bilitada por uma fórmula. Vale notar, aqui, que implementar fórmulas
totais em um AFE remete a um omportamento que pode ser assoiado
ao de um distinguidor, no sentido de que esse tipo de fórmula distin-
gue" valores de variáveis sem impor nenhuma restrição ao modelo.
A operação de omposição de FAs pode ser estendida para AFEs,
onforme se segue.
Denição 16 (Composição de AFEs) Dados dois AFEs,
Av = 〈ΣA,VA, QA, Q
◦
A, Q
ω
A,→A〉
e
Bv = 〈ΣB ,VB, QB, Q
◦
B, Q
ω
B,→B〉,
a omposição sínrona de Av e Bv, denotada por Av Bv, é tal que:
Av Bv = 〈ΣA ∪ ΣB , VA ∪VB, QA×QB, Q◦A×Q◦B, QωA×QωB, →〉,
onde:
• (xA, xB)
σ : pA ∧ pB
−−−−−−−−→ (yA, yB) se:
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 σ ∈ ΣA ∩ ΣB,
 xA
σ : pA
−−−−→A yA, e
 xB
σ : pB
−−−−→B yB;
• (xA, xB)
σ : pA
−−−−→ (yA, xB) se:
 σ ∈ ΣA \ ΣB e
 xA
σ : pA
−−−−→A yA;
• (xA, xB)
σ : pB
−−−−→ (xA, yB) se:
 σ ∈ ΣB \ ΣA e
 xB
σ : pB
−−−−→B yB.
A omposição de AFEs é similar à de AFs, no sentido de que
os eventos, quando ompartilhados entre os autmatos ompostos, são
sinronizados, enquanto a oorrênia dos demais eventos é assínrona.
Adiionalmente, as fórmulas implementadas sobre transições são om-
binadas por onjunção, no primeiro aso, ou simplesmente preservadas,
no último. A inlusão de AFEs é denida na sequênia.
Denição 17 (Subautmato) Um AFE Av = 〈ΣA,VA, QA, Q
◦
A, Q
ω
A,
→A〉 é um subautmato do AFE Bv = 〈ΣB,VB, QB, Q
◦
B, Q
ω
B,→B〉, de-
notado por Av ⊑ Bv, se:
• ΣA = ΣB;
• VA = VB ;
• QA ⊆ QB, Q◦A ⊆ Q
◦
B, e Q
ω
A ⊆ Q
ω
B ;
• Se x
σ : p1
−−−−→A y, então existe uma transição x
σ : p2
−−−−→B y tal que
a fórmula p1 logiamente implia p2.
Ou seja, um subautmato Av ⊑ Bv resulta da remoção de esta-
dos ou transições de Bv, ou da expansão (fortaleimento) das fórmulas
em Bv. Por exemplo, o AFE
x
σ : v′=1
−−−−−−−→ y
é um subautmato do AFE
x
σ : v′=1
−−−−−−−→ y
γ : v′=2
−−−−−−−→ z.
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Outro exemplo pode ser dado pelo AFE
x
σ : v′=1 ∧ v=0
−−−−−−−−−−−→ y
que é um subautmato do AFE
x
σ : v′=1
−−−−−−−→ y,
pois, enquanto no primeiro aso a transição om σ só pode oorrer
quando v = 0, no segundo, a transição é irrestrita. Ademais, ambos
atualizam da mesma forma a variável v, no próximo-estado.
Por denição, Av ⊑ Bv implia que L(Av) ⊆ L(Bv) e L
ω(Av) ⊆
Lω(Bv).
Uma lasse partiular de subautmatos pode ser obtida ao apli-
ar a operação de restrição sobre um AFE, uja denição é apresentada
omo segue.
Denição 18 (Restrição de AFE) Dado um AFE Av = 〈Σ,V, Q,
Q◦, Qω,→〉, seja X ⊆ Q × dom(V). A restrição de Av a X, denotada
por Av|X , é o AFE
Av|X = 〈Σ, V,Q|X , Q
◦
|X , Q
ω
|X ,→|X〉,
onde:
• Q|X = { x ∈ Q | (x, v¯) ∈ X, para algum v¯ ∈ dom(V ) };
• Q◦|X = { (x
◦, v¯◦) | x◦ ∈ Q◦ };
• Qω|X = { x ∈ Q
ω | (x, v¯) ∈ X, para algum v¯ ∈ dom(V ) }; e
• x
σ : p∧qy
−−−−−−→|X y, se e somente se:
 x
σ:p
→ y, em Av; e
 qy é uma fórmula sobre V
′
, tal que qy(v¯
′) = true, se e so-
mente se, (y, v¯′) ∈ X.
Lema 7 Dado um AFE Av = 〈Σ,V, Q,Q◦, Qω,→〉, seja X ⊆ Q ×
dom(V ). Então, é verdade que Av|X ⊑ Av.
Prova: Deorre diretamente das denições 17 e 18.
Uma vez denidas as propriedades básias para AFEs, a próxima
seção mostra omo esses autmatos podem ser usados na síntese de
supervisores para SEDs.
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6.1.5 Controle Supervisório om AFE
Considere que, ao invés de serem representadas pelos AFs G e E,
omo no PCS, a planta e as espeiações de um SED passam, agora,
a ser modeladas pelos respetivos AFEs Gv e Ev. Para AFEs, a síntese
de ontrole pode ser denida omo segue.
Denição 19 (V-Controlabilidade) Dados dois AFEs, Ev = 〈Σ, V,
QE, Q
◦
E , Q
ω
E ,→E〉 e Gv = 〈Σ, V,QG, Q
◦
G, Q
ω
G,→G〉, diz-se que Ev é V-
ontrolável e.r.a. Gv se a seguinte impliação é verdadeira para todo
s ∈ Σ∗, µ ∈ Σu, xE ∈ QE, xG, x
′
G ∈ QG e v¯, v¯
′ ∈ dom(V):
Ev
s
→ (xE , v¯)
∧
Gv
s
→ (xG, v¯)
µ
→ (x′G, v¯
′)
⇒
∃ x′E ∈ QE | Ev
s
→ (xE , v¯)
µ
→ (x′E , v¯
′).
Ou seja, uma espeiação modelada por Ev é V-ontrolável se
não proíbe nenhum evento não-ontrolável, possível na planta Gv. A
V-ontrolabilidade de AFEs se diferenia da ontrolabilidade onveni-
onal, denida para linguagens no Capítulo 3, no sentido de que a espei-
ação não apenas habilita todos os eventos não-ontroláveis, possíveis
na planta, mas também atualiza as variáveis da mesma forma omo na
planta, quando da oorrênia de um evento não-ontrolável. Já para
eventos ontroláveis, a espeiação pode denir o tipo de atualização
a ser efetivado.
A partir do oneito de V-ontrolabilidade, a síntese para AFEs
pode ser denida. Sejam Gv e Ev dois AFEs modelando respetiva-
mente a planta de um SED e suas espeiações, tal que Ev  Gv
modela o omportamento esperado sob ontrole, dene-se o onjunto
CV = {Kv ⊑ Ev Gv | Kv é V-ontrolável e.r.a. Gv}.
CV ontém um elemento (AFE) supremo, denotado por supCV (Ev,
Gv), representando o omportamento menos restritivo possível de ser
implementado sobre Gv, de modo a garantir o umprimento da espei-
ação Ev.
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Note que a V-ontrolabilidade é uma generalização, para AFEs,
da ontrolabilidade onvenional, denida para AFs. Pode ser mostrado
(Proposição 13) que o resultado de síntese é o mesmo, para ambos os
métodos, em um aso determinístio.
Proposição 13 Sejam Gv e Ev dois AFEs Q-determinístios, tal que
Gv também é V-determinístio e seja G a versão explíita de Gv. En-
tão,
supC(L(Ev Gv), G) = L(supCV (Ev, Gv)) . (6.1)
Prova:
• supC(L(Ev Gv), G) ⊆ L(supCV (Ev, Gv)):
Considere o onjunto
Xˆ = { (xE , xG, v¯) ∈ QE ×QG × dom(V) |
∃ s ∈ supC(L(Ev  Gv), G) tal que Ev  Gv s→
(xE , xG, v¯) }.
(6.2)
Mostra-se que (EvGv)|Xˆ é V-ontrolável e.r.a. Gv. Seja s ∈ Σ∗
e µ ∈ Σu, tal que
(Ev Gv)|Xˆ s→ (xE , xG, v¯)
e
Gv
s
→ (yG, v¯)
µ
→ (y′G, v¯
′) .
Então, sµ ∈ L(Gv) e s ∈ supC(L(Ev  Gv), G), pela onstrução
de Xˆ. Além disso, pelo Q-determinismo de Gv, também é verdade que
xG = yG. Como supC(L(Ev  Gv), G) é ontrolável e.r.a. L(Gv) =
L(G), então é verdade que sµ ∈ supC(L(EvGv), G). Uma vez que Gv
e Ev são Q-determinístios e que, além disso, Gv é V-determinístio,
então se segue que
(Ev Gv)|Xˆ s→ (xE , xG, v¯) = (xE , yG, v¯) µ→ (y′E , y′G, v¯′),
para algum y′E ∈ QE , i.e., (Ev Gv)|Xˆ é V-ontrolável e.r.a. Gv. Como
também é verdade, por denição, que (Ev  Gv)|Xˆ ⊑ Ev  Gv, então
(Ev  Gv)|Xˆ ⊑ supCV (Ev, Gv). Finalmente, pela onstrução de Xˆ, se
segue que
supC(L(Ev Gv), G) = L((Ev Gv)|Xˆ)
⊆ L(supCV (Ev, Gv)) .
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• supC(L(Ev Gv), G) ⊇ L(supCV (Ev, Gv)):
Para mostrar a inlusão inversa, mostra-se, primeiramente, que
L(supCV (Ev, Gv)) é ontrolável e.r.a. L(G) = L(Gv). Seja s ∈ L(supCV
(Ev, Gv)) e sµ ∈ L(Gv), para algum s ∈ Σ∗ e µ ∈ Σu. Assim, pelo
V-determinismo de Gv, existem os domínios v¯, v¯
′ ∈ dom(V ), tal que
Gv
s
→ (yG, v¯)
µ
→ (y′G, v¯
′) e
supCV (Ev, Gv)
s
→ (xE , xG, v¯) .
Como supCV (Ev, Gv) é V-ontrolável e.r.a. Gv, então é verdade
que
supCV (Ev, Gv)
s
→ (xE , xG, v¯)
µ
→ (x′E , x
′
G, v¯
′) ,
para algum estado x′E ∈ QE e x
′
G ∈ QG, e portanto, sµ ∈ L(supCV (Ev,
Gv)). Isso é suiente para mostrar que L(supCV (Ev, Gv)) é ontrolável
e.r.a. L(Gv). Como, além disso,
L(supCV (Ev, Gv)) ⊆ L(Ev Gv),
então se segue que
L(supCV (Ev, Gv)) ⊆ supC(L(Ev Gv), G).
Além da ontrolabilidade, também é esperado que o omporta-
mento ontrolado seja não-bloqueante. Para AFEs, a propriedade de
não-bloqueio é denida omo segue.
Denição 20 (Não-bloqueio de AFEs) Um AFE Av = 〈Σ,V, Q,
Q◦, Qω,→〉 é não-bloqueante se
Av
s
→ (x, v¯)
⇒
(x, v¯)
t
→ (y, w¯), para algum (y, w¯) ∈ Qω.
Note que, por denição, se um AFE Av é não-bloqueante, en-
tão a sua linguagem, L(Av), também é não-bloqueante. Em seguida,
o problema de ontrole supervisório é formulado para AFEs. Nesse
problema, assume-se que a planta e as espeiações do sistema são
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modeladas por AFEs Q-determinístios. O V-determinismo não é re-
querido, uma vez que o uso de abstrações (a ser apresentado na Seção
6), pode levar a modelos nos quais essa propriedade não se observa.
Problema 5 - PCS om Variáveis (PCS-V): Dados os AFEs Ev e Gv,
tal que Ev e Gv são Q-determinístios e modelam respetivamente a
espeiação e a planta de um SED, enontre um subautmato não-
bloqueante Kv ⊑ Ev Gv que seja V-ontrolável e.r.a. Gv.
Se o AFE Vv = supCV (Ev, Gv) é não-bloqueante, então ele é a
solução ótima para o PCS-V e pode ser usada para implementar um
supervisor que desabilita todo evento ontrolável, elegível em Gv, que
não seja elegível em Vv. Essa implementação pode se dar através da
malha de ontrole do PCS, i.e., usando-se a versão explíita do AFE Vv
para implementar um supervisor S que atua sobre a versão explíita da
planta Gv atualizando, após ada adeia s ∈ L(Gv), o onjunto S(s) de
eventos habilitados. Nesse ontexto, o omportamento gerado em malha
fehada é dado pela linguagem L(S/Gv), enquanto o omportamento
marado em malha fehada é dado por Lω(S/Gv) = L(S/Gv) ∩ LS,
onde LS ⊆ Lω(Gv). A ação de ontrole de S se materializa om a
desabilitação de eventos possíveis em L(Gv), os quais não são possíveis
em L(Vv), após uma adeia s ∈ L(S/Gv). A função de maração
orresponde a marar adeias que são maradas em ambos Vv e Gv.
Pelo não-bloqueio de Vv, S é não-bloqueante e L(S/Gv) = Lω(S/Gv).
Uma solução para o PCS-V pode ser, também, assoiada à so-
lução original, para o PCS, desde que seja garantida a equivalênia
na representação dos problemas. Nesse sentido, onsidere o seguinte
pressuposto:
Pressuposto 1 Para G e E, omo no PCS, seja Gv a versão explíita
de um AFE modelando a planta de um SED, tal que L(Gv) = L(G), e
Ev um AFE expressando os mesmos requisitos que E , tal que L(Ev 
Gv) = L(E‖G) e L
ω(Ev Gv) = Lω(E‖G).
O Pressuposto 1 assume a equivalênia entre os modelos usados
para resolver o PCS e o PCS-V. Note que, enquanto AFs e AFEs de-
nem dois diferentes formalismos de modelagem, o problema de ontrole
permanee exatamente o mesmo. Sendo assim, garantir o Pressuposto
1 passa a ser uma tarefa de modelagem, tal omo o é a relação entre
o PCS e o PCS-D, estabeleida no Capítulo 4. Se o Pressuposto 1 é
verdadeiro, então pode-se enuniar o seguinte teorema.
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Teorema 5 Dados K e G, omo no PCS, e Ev e Gv, omo no PCS-V,
então, sob as ondições do Pressuposto 1, é verdade que
L(supCV (Ev, Gv)) = supC(K,G) . (6.3)
Prova:
supC(K,G) = supC(Lω(E‖G), G)
= supC(Lω(Ev Gv), G) (pelo Pressuposto 1)
= supC(Lω(Ev Gv), Gv)
= L(supCV (L
ω(Ev, Gv) (pela Proposição 13).
Ou seja, se é garantida a equivalênia entre plantas e espeia-
ções usadas no PCS e no PCS-V, então a resolução do PCS-V leva a
uma solução de ontrole equivalente à do PCS, e vie-versa. O exemplo,
apresentado a seguir, ilustra essa abordagem.
6.1.6 Sistema de manufatura modelado om AFEs
Considere o exemplo do sistema de manufatura om retrabalho,
apresentado no Capítulo 4 e reproduzido na Figura 25.
PSfrag replaements
G
S
Eventos
Elegíveis
Habilitados
M1 M2R TU
B1 B2 B3a
b
c d e f
g
h
y
n
r
3
Figura 25  Pequena fábria om retrabalho de materiais.
Sobre esse proesso foram denidas quatro espeiações de on-
trole: E1, E2 e E3, destinadas a evitar o overow e o underow de
ada respetivo buer ; e E4, modelada para limitar o número de i-
los de retrabalho. Foi mostrado que a modelagem de E1, E2 e E3
é simples e envolve autmatos om apenas 2 estados ada. Por outro
lado, mostrou-se que modelar E4 é substanialmente mais omplexo e
essa diuldade aumenta om a esalabilidade do proesso, omo, por
exemplo, aumentando o número permitido de ilos.
Nesse sentido, o Capítulo 4 mostra omo modelar e resolver esse
problema de ontrole om distinguidores. Nesta seção, é exempliado
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omo resolver o problema através de AFEs. Primeiramente, seguem-se
os passos, apresentados na Subseção 6.1.1, para estender o modelo do
sistema om variáveis, adequadamente identiadas para simpliar o
modelo de E4. Em seguida, mostra-se omo tais variáveis podem ser
atualizadas e, por m, a estatístia de síntese é apresentada.
6.1.6.1 Construção dos AFEs
Para o exemplo, os passos para a onstrução dos AFEs são assim
araterizados:
(i) Identiação do onjunto iniial de variáveis: Modelar E4 on-
siste em desabilitar g ou h após a oorrênia de f . Logo, essa
esolha entre g ou h é feita em função de uma peça inserida em
B3, ou seja, após a oorrênia de uma transição etiquetada pelo
evento f . Como a deisão de modelagem depende do número de
vezes em que a peça em B3 foi manufaturada, a oorrênia do
evento f deve prover informações sobre o status da peça. Uma
variável, denotada por b3, é então riada para esse m, e o passo
(i) está onluído.
(ii) Domínio e semântia de b3: Como ada peça pode estar no buer
B3 em três diferentes ontextos (0, 1, e 2 retrabalhos), então
dene-se dom(b3) = {0, 1, 2}, tal que 0 é o valor iniial, e ada
um dos valores do domínio visa identiar a respetiva quantidade
de retrabalhos. Fazendo-se uso da variável b3, a modelagem de
E4 torna-se trivial, e pode ser dada pelo AFE mostrado na Figura
26.
PSfrag replaements
E4v :
min( +1),2
g
h
b3 < 2
b3 = 2
Figura 26  AFE E4v modelando a espeiação E
4
.
Nesse modelo, uma transição om o evento g (a qual possibilita
um retrabalho) só é permitida nos ilos 0 e 1, enquanto h (que
leva à saída denitiva do sistema) só é habilitado no último ilo.
Vale a pena notar que a estrutura de E4v pode ser usada para
restringir o sistema a qualquer número nito de ilos de trabalho,
simplesmente ajustando as onstantes das fórmulas lógias.
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(iii) Variáveis omplementares: Para identiar quantas vezes uma
peça, depositada no buer B3, foi trabalhada, é neessário ras-
trear o seu histório desde que adentrou no ilo de trabalho.
Esse rastreamento pode ser dissoiado da enumeração explíita
de estados e semantiamente implementado via variáveis, desde
que ada subsistema inluso no ilo de trabalho seja assoi-
ado a uma variável em partiular. Assim, revisitam-se os pas-
sos (i) e (ii) a m de denir o onjunto nal de variáveis que,
nesse exemplo, é dado por V = {b1,m1, b2,m2, b3, tu}, om do-
mínios dom(b1) = dom(m1) = dom(b2) = dom(m2) = dom(b3) =
dom(tu) = {0, 1, 2} e valores iniiais b◦1 = m
◦
1 = b
◦
2 = m
◦
2 = b
◦
3 =
tu◦ = 0.
(iv) Modelagem da semântia das variáveis: Para o exemplo proposto,
a interdependênia entre os valores das variáveis em V pode ser
representado, no modelo da planta, pelos AFEs mostrados na
Figura 27.
PSfrag replaements
a
b
c
d
e
f
g
h
y
r
G1v : G
2
v : G
3
v :
G4v :
m′1 = b1
b′1 = 0
b′2 = m1
m′1 = 0
m′2 = b2
b′2 = 0
b′3 = m2
m′2 = 0
tu′ = b3
b′3 = 0
tu′ = 0
tu′ = 0
b′1 =min((tu+1),2)
tu′ = b3
b′3 = 0
tu′ = 0
n, y
Figura 27  Modelo da planta onstruído om variáveis.
Quando uma peça é depositada pelo rob R no buer B1 (evento
b), as variáveis devem ser todas atualizadas om o valor 0 (ne-
nhum retrabalho). Haja visto que todas elas possuem valor iniial
0, então nenhuma fórmula é implementada sobre a transição om
b.
Quando M1 retira a peça de B1 (evento c), a variável m1 é atua-
lizada om o valor de b1 (m
′
1 = b1) e b1 é reiniializada (b
′
1 = 0).
Em seguida, as transições om os eventos d, e, f , g e h onduzem
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o valor atribuído a m1, individualmente, através das respetivas
variáveis b2, m2, b3 e tu, tal que, no primeiro ilo, todas as va-
riáveis são atualizadas om o valor 0. Após transferirem o valor,
ada variável é reiniializada. Em TU , aso oorra um retra-
balho (evento r), a variável b1 reebe o valor do ilo anterior
(0), trazido por tu, inrementado om 1 (b′1 = min((tu + 1), 2)),
identiando assim o novo ilo que se iniia (1
o
retrabalho).
Note que, omo implementada, a fórmula b′1 = min(tu + 1, 2) é
total e, nesse exemplo, também torna todas as demais fórmulas
totais, de modo que o modelo da planta é total. Além disso,
para esse aso em partiular, o modelo da planta também é Q-
determinístio e V-determinístio.
Por razões de lareza, foram removidas da ilustração as fórmu-
las que atualizam variáveis de próximo-estado om o próprio valor
orrente. Na prátia, não se exige que esse tipo de fórmula seja ex-
pliitamente delarada, uma vez que ferramentas de modelagem,
tais omo Supremia (AKESSON et al., 2013), automatiamente
implementam tais atualizações.
6.1.6.2 Síntese de ontrole om AFEs
A partir dos modelos apresentados aima, uma solução de on-
trole para o exemplo pode ser obtida. Seja a planta do sistema mo-
delada pela omposição Gv = G
1
v  G2v  G3v  G4v, e a espeiação
modelada por Ev = E
1  E2  E3  E4v , tal que E1, E2 e E3 são tais
omo no exemplo do Capítulo 3. Por serem simples, tais espeiações
não foram modeladas por AFEs, embora possam ser equivalentemente
expressas através de fórmulas lógias.
Os AFEs, usados na síntese do PCS-V, têm número de estados
(na interpretação explíita) omo mostrado na segunda linha da Tabela
9. A solução para o problema original, PCS, é apresentada na primeira
linha, para ns omparativos.
A versão implíita da planta Gv é um AFE om 24 estados,
que expliitamente pode estender-se para 24 ∗ 36 = 17.496 estados,
dos quais, nesse aso em partiular, 3.024 são alançáveis. Note que a
espeiação global Kv = Ev Gv ontém o mesmo número de estados
do modelo de K, no PCS.
Similarmente, o AFE que representa o supervisor supCV (Ev, Gv)
ontém os mesmos 212 estados do modelo de supC(K,G). De fato,
embora seja útil para ns de modelagem, o uso de AFE não leva di-
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Tabela 9  Número de estados dos autmatos usados na síntese do PCS
e do PCS-V.
G E K V
24 1080 7220 212
Gv Ev Kv Vv
3024 8 7220 212
retamente à redução do número de estados dos modelos envolvidos no
problema de ontrole. Isso porque os valores das variáveis preisam ser
expliitamente assoiados aos estados da planta, para a síntese, o que
elimina possíveis benefíios omputaionais.
Na sequênia, mostra-se omo explorar AFEs para reduzir o
usto de síntese.
6.2 SÍNTESE COM ABSTRAÇO DE VARIÁVEIS
Nesta tese, a ideia de abstrair uma variável está assoiada à ideia
de remover de um AFE as fórmulas que atualizam essa variável. As-
sim, evita-se que seus valores sejam expliitados, oupando memória
omputaional ao proessar o autmato. Essa ténia vem sendo usada
na literatura omo forma de simpliar autmatos para model he-
king (BÉRARD et al., 2001), quando a modelagem utiliza-se de AFEs.
Na TCS, embora o uso de AFEs não seja inédito enquanto formalismo
alternativo de modelagem, a abstração de variáveis é explorada apenas
indiretamente, no ontexto de outras abordagens de simpliação de
síntese.
Na síntese omposiional (MOHAJERANI et al., 2011), por exem-
plo, abstrações de AFs são usadas para failitar a omputação inre-
mental de supervisores modulares. Na síntese om distinguidores, omo
apresentada no Capítulo 4, o oneito de uma D-aproximação remete
à ideia de abstração. E, na síntese om AFEs, a abstração por proje-
ção de transições (SHOAEI; FENG; LENNARTSON, 2012) e a exploração
de ténias de omputação simbólia (LEGALL; JEANNET; MARCHAND,
2005), podem ser assoiadas à ideia da abstração de variáveis.
Salvas as similaridades, não se onhee nenhum resultado que
sustente a omputação de supervisores ótimos a partir de abstrações
de variáveis, launa essa que justia a proposta a ser apresentada nesta
seção. Como a síntese om AFEs, partiularmente ao envolver abstra-
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ções, difere do método onvenional e de suas inúmeras implementa-
ções e ferramentas, um algoritmo para omputar supervisores a partir
de AFEs (om ou sem abstrações) também é apresentado. A partir
desse algoritmo, mostra-se omo determinar se um resultado de síntese
é minimamente restritivo. Quando esse não é o aso, i.e., quando a so-
lução é subótima, provê-se um meio para a reonstrução da abstração,
otimizada pela inorporação de variáveis automatiamente apontadas
pelo algoritmo de síntese.
6.2.1 Construindo uma abstração
Formalmente, a abstração de variáveis pode ser desrita através
do oneito de quantiador existenial, denido omo segue.
Denição 21 (Abstração Existenial) Dados um AFE Av e um
onjunto de variáveis W ⊆ V , a abstração existenial de Av é denida
pelo autmato ∃WAv, obtido a partir da substituição de ada transição
x
σ:p
→ y, em Av
por
x
σ:∃W∃W ′p
−−−−−−−→ y, em ∃WAv.
A ideia sobre a qual uma abstração existenial (ou simplesmente
abstração) é denida, é bastante simples: a fórmula existenialmente
quantiada ∃W ∃W ′ p é verdadeira se existe uma ombinação de valo-
res de w¯, w¯′ ∈ dom(W ), tal que p(w¯, w¯′) = true, ou seja, se a partir de
um estado, é possível alançar um próximo estado, om alguma om-
binação de valores de variáveis. Por exemplo, se dom(x) = {0, . . . , 9} e
dom(y) = {0, 1}, então ∃y ∃y′(x′ = y) é equivalente a x′ = 0∨ x′ = 1, e
∃x ∃y ∃x′ ∃y′ (x′ = y) = true.
Note que, por denição, uma abstração ∃WAv de Av pode ser
onstruída através da remoção das fórmulas implementadas om va-
riáveis em W . Assim, onsiderar que W = V signia, na verdade,
produzir a máxima (ou a mais relaxada) abstração de um AFE, orres-
pondendo à remoção de todas as fórmulas do autmato e, onsequen-
temente, à riação de um AF.
Por relaxar as fórmulas implementadas sobre as transições de
um AFE, o omportamento modelado por uma abstração tende a ser
ampliado em relação ao omportamento original, i.e., um espetro om-
portamental maior é possível no modelo abstraído. Assim sendo, se
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segue, por denição, que Av ⊑ ∃WAv. Resta saber qual é o efeito
da substituição de Av por ∃WAv na síntese de supervisores, o que é
investigado a seguir.
6.2.2 Uma solução para o PCS-V obtida através de abstrações
No ontexto do PCS-V, onsidere abstrair o modeloGv da planta
de um SED. A seguir, mostra-se que usar ∃WGv, na síntese, leva a uma
solução V-ontrolável para a planta original.
Teorema 6 Dados dois AFEs Q-determinístios, Gv e Ev, e um on-
junto de variáveis W ⊆ V , é verdade que
supCV (Ev, ∃WGv) Gv é V-ontrolável e.r.a. Gv (6.4)
e
Lω(supCV (Ev, ∃WGv) Gv) ⊆ Lω(supCV (Ev, Gv)) . (6.5)
Prova:
• (6.4): supCV (Ev,∃WGv) Gv é V-ontrolável e.r.a. Gv.
Considere o onjunto
Xˆ = { (xE , xG, v¯) ∈ QE ×QG × dom(V ) |
supCV (Ev, ∃WGv)Gv s→ (xE , xG, yG, v¯), para al-
gum s ∈ Σ∗ e yG ∈ QG }.
Seja Kˆ = (Ev Gv)|Xˆ, t ∈ Σ∗ e µ ∈ Σu, tal que
Gv
t
→ (xG, v¯)
µ
→ (x′G, v¯
′) (6.6)
e
Kˆ
t
→ (yE , yG, v¯) .
Pelo Q-determinismo de Gv, pode-se armar que xG = yG. Além disso,
pela onstrução de Kˆ, também é verdade que (yE , yG, v¯) ∈ Xˆ. Assim,
supCV (Ev, ∃WGv) Gv t→ (yE , xG, xG, v¯)
e, portanto,
supCV (Ev, ∃WGv)
t
→ (yE , xG, v¯) . (6.7)
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Como, por (6.6) e pela Denição 21,
∃WGv
t
→ (xG, v¯)
µ
→ (x′G, v¯
′) ,
então é verdade, por (6.7) e pela V-ontrolabilidade de supCV (Ev,
∃WGv) e.r.a. ∃WGv, que
supCV (Ev, ∃WGv)
t
→ (yE , xG, v¯)
µ
→ (y′E , x
′
G, v¯
′) ,
para algum y′E ∈ QE . Sendo assim, também
supCV (Ev, ∃WGv) Gv t→ (yE , xG, xG, v¯) µ→ (y′E , x′G, x′G, v¯′) , (6.8)
e, portanto, supCV (Ev, ∃WGv) Gv é V-ontrolável e.r.a. Gv.
• (6.5): Lω(supCV (Ev, ∃WGv) Gv) ⊆ Lω(supCV (Ev, Gv)) .
Pelas denições de Xˆ e de Kˆ, note que (6.8) implia
Kˆ
t
→ (yE , xG, v¯)
µ
→ (y′E , x
′
G, v¯
′) .
Logo, Kˆ também é V-ontrolável e.r.a. Gv. Além disso, omo por
denição Kˆ ⊑ Ev  Gv, então Kˆ ⊑ supCV (Ev, Gv). Assim, seja s ∈
Lω(supCV (Ev, ∃WGv) Gv). Então
supCV (Ev, ∃WGv) Gv s→ (xE , xG, yG, v¯) (6.9)
e
Kˆ
s
→ (xE , xG, v¯) .
Como Kˆ ⊑ supCV (Ev, Gv), então é verdade que s ∈ Lω(Kˆ) ⊆ Lω
(supCV (Ev, Gv)).
O Teorema 6 mostra que supCV (Ev, ∃WGv), quando assoiado
à planta original, Gv, ompõe a uma solução ontrolável para essa
planta. Ainda assim, esse supervisor é obtido a partir de uma abstração
∃WGv, que não atualiza variáveis em W . A omputação de supCV (Ev,
∃WGv) pode ser onretizada através do algoritmo de síntese, a ser
apresentado na Subseção 6.2.3. Se além de V-ontrolável, supCV (Ev,
∃WGv) também for não-bloqueante, então o seguinte orolário pode ser
enuniado.
Corolário 5 Dados dois AFEs Q-determinístios, Gv e Ev, e um on-
junto de variáveis W ⊆ V , se supCV (Ev, ∃WGv)Gv é não-bloqueante,
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então esse autmato é uma solução para o PCS-V.
Prova: Deorre diretamente da V-ontrolabilidade, mostrada no
Teorema 6, e do não-bloqueio da omposição supCV (Ev, ∃WGv)  Gv.
O teste de não-bloqueio de supCV (Ev, ∃WGv)  Gv pode ser
simpliado pelo uso das mesmas ténias menionadas no Capítulo
4 (PENA; CURY; LAFORTUNE, 2009; FLORDAL; MALIK, 2009).
Note que, embora a ombinação do Teorema 6 e do Corolário
5 aponte para uma solução para o PCS-V, essa solução pode não ser
minimamente restritiva, uma vez que Lω(supCV (Ev, ∃WGv)  Gv) ⊆
Lω(supCV (Ev, Gv)).
Os resultados a serem apresentados a seguir, mostram ondições
suientes para determinar a otimidade de supCV (Ev, ∃WGv)  Gv.
Esses resultados são apresentados no ontexto de um algoritmo que
estrutura a síntese de supervisores om AFEs. Nos asos em que a
otimidade não é observada, mostra-se omo o algoritmo pode também
apoiar a onstrução de abstrações otimizadas, que sempre garantem o
resultado minimamente restritivo.
6.2.3 Síntese de supervisores om AFEs
Nesta seção, apresenta-se um algoritmo para omputar super-
visores a partir de AFEs. Ainda que o algoritmo seja primariamente
implementado para a síntese om abstrações, o uso da planta original
(sem abstração) é um aso partiular, om W = ∅, que é naturalmente
válido.
Primeiramente, é neessário notar que, embora as fórmulas om
variáveis em W sejam removidas da abstração da planta Gv, elas ainda
podem fazer parte da espeiação Ev, a qual não é abstraída. Sendo
assim, o AFE Ev∃WGv é denido, na verdade, sobre o onjunto V de
variáveis. Esse aspeto preisa ser levado em onta para mostrar que a
síntese om abstrações leva, de fato, a vantagens omputaionais.
Nesse sentido, o algoritmo proposto é estruturado de maneira a
permitir omputar um supervisor sem fazer o uso de variáveis em W .
Essa ideia é formalizada através do oneito de restrição de variáveis,
denido omo segue.
Denição 22 (Restrição de variáveis) A restrição de variáveis a
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U ⊆ V , é denida para
Av = 〈Σ,V, Q,Q
◦, Qω,→〉
pelo AFE
Av |U = 〈Σ, U,Q,Q
◦, Qω,→
|U
〉,
onde →
|U
⊆ Q × Σ ×Πu ×Q, sendo Πu ⊆ Πv o onjunto de fórmulas
denidas sobre U ∪ U ′, e →
|U
é tal que, se x
σ:p
→ y, então x
σ:p
→
|U
y.
Ou seja, uma restrição de variáveis a U leva a um AFE ujas
fórmulas são implementadas somente om variáveis em U . Por exemplo,
se V = U ∪W , então (∃WAv)|U é um AFE denido sobre variáveis em
U , ao passo que ∃WAv é denido sobre as variáveis em V .
Note que, por denição, a relação de transição de um AFE se dá
em função do onjunto de fórmulas implementadas sobre o onjunto de
variáveis de estado e de próximo-estado. Logo, restringir o onjunto de
variáveis a U ⊆ V diretamente implia que o onjunto de fórmulas é
dado por Πu ⊆ Πv e é implementado sobre U ∪ U ′.
Usando o oneito de restrição de variáveis, pode-se omputar
supCV (Ev  ∃WGv) (6.10)
sem utilizar variáveis emW , através do algoritmo apresentado a seguir.
Algoritmo 1 - Computação de supCV (Ev,∃WGv)
Entrada: Ev e ∃WGv
Saída: KˆV = supCV (Ev, ∃WGv)
Passo 1 - Restrição de variáveis a U
Seja U = V \W . Construa o seguinte AFE:
• (∃WEv  ∃WGv)|U.
Os estados de (∃WEv  ∃WGv)|U tem a seguinte estrutura:
• (xE , xG, u¯) ∈ QE ×QG × dom(U);
Passo 2 - Estados Fortemente Controláveis em V
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Enontre o seguinte onjunto de estados EFCs:
EFCV = { (xE , xG, u¯, w¯) ∈ QE ×QG × dom(V ) |
para todo u¯′ ∈ dom(U), w¯′ ∈ dom(W ) e µ ∈ Σu,
tal que
(xG, u¯)
µ
→ (x′G, u¯
′) em (∃WGv)|U,
existe x′E ∈ QE , tal que
(xE , u¯, w¯)
µ
→ (x′E , u¯
′, w¯′) em Ev
};
(6.11)
Passo 3 - Estados Fortemente Controláveis em U
Rene o onjunto de estados EFCs, tal que:
EFCU = { (xE , xG, u¯) ∈ QE ×QG × dom(U) |
para todo w¯ ∈ dom(W ), é verdade que (xE , xG, u¯, w¯) ∈
EFCV };
(6.12)
Passo 4 - Estados Levemente Controláveis em U
Enontre o onjunto de Estados Levemente Controláveis (ELCs),
omo segue:
ELCU = { (xE , xG, u¯) ∈ QE ×QG × dom(U) |
para todo µ ∈ Σu, se
(xG, u¯)
µ
→ em (∃WGv)|U,
então, também,
(xE , u¯)
µ
→ em (∃WEv)|U
};
(6.13)
Passo 5 - Conjunto supremo de Estados Fortemente Contro-
láveis
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Um onjunto de estados X ⊆ QE × QG × dom(U) é fortemente
ontrolável e.r.a. ∃WGv se, para todo (xE , xG, u¯) ∈ X e toda a
transição não-ontrolável
(xG, u¯)
µ
→ (x′G, u¯
′) em (∃WGv)|U,
existe uma transição
(xE , u¯)
µ
→ (x′E , u¯
′) em (∃WEv)|U,
tal que (x′E , x
′
G, u¯
′) ∈ X ∩EFCU .
Como a união de onjuntos fortemente ontroláveis permanee
fortemente ontrolável, torna-se possível omputar o onjunto su-
premo
ÊFCU =
⋃
{X ⊆ QE ×QG × dom(U) |
X é um onjunto fortemente ontrolável e.r.a.
∃WGv };
Passo 6 - Restrição a ÊFCU
Construa a seguinte restrição:
KˆU = (∃WEv  ∃WGv)|U |ÊFCU ; (6.14)
Passo 7 - Autmato resultante
Construa o AFE resultante
KˆV = 〈Σ, V,QE ×QG, Q
◦, QωE ×Q
ω
G,→〉, (6.15)
onde:
Q◦ = { (q◦E , q
◦
G) ∈ Q
◦
E×Q
◦
G | (q
◦
E , q
◦
G, u¯
◦) ∈ ÊFCU e (q◦E , q
◦
G, u¯
◦, w¯◦)
∈ EFCV },
e
(xE , xG)
σ : pˆ ∧ pE ∧ pEFC〈x
′
E ,x
′
G〉−−−−−−−−−−−−−−−−−−→ (x′E , x
′
G) (6.16)
se
(xE , xG)
σ : pˆ
−−−→ (x′E , x
′
G) em KˆU;
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xE
σ : pE
−−−−→ x′E em Ev; e
pEFC〈x
′
E , x
′
G〉
é uma fórmula sobre V ′, tal que
pEFC〈x
′
E , x
′
G〉(v¯
′) = true
se
(x′E , x
′
G, v¯
′) ∈ EFCV.
Informalmente, a ideia por trás desse algoritmo pode ser desrita
omo segue. Quando uma variável é abstraída de um AFE e as fórmulas
que a atualizam são removidas, essa variável pode assumir qualquer
valor dentro de seu domínio. Em termos de síntese, isso signia que,
a partir de qualquer estado da planta ∃WGv, quando um evento não-
ontrolável é possível, e a espeiação Ev proíbe alançar um próximo
estado para algum valor de variável emW , então o estado fonte deve ser
removido, por ser inseguro. Essa lasse de estados pode ser identiada
a priori, através do oneito de Estado Fortemente Controlável (EFC).
Note, porém, que um estado pode ser EFC para alguns valores
de variáveis w¯ ∈ dom(W ), e não para outros. Quando este é o aso, ou
seja, quando um estado (x, w¯) não for EFC , as seguintes impliações
preisam ser onsideradas na síntese:
• O estado (x, w¯) pode ser renado, de modo a permaneer na
síntese somente om a ombinação de valores de variáveis que o
torna EFC .
• Todos os estados que alançam (x, w¯) om transições não-ontroláveis
são inseguros, pois podem alançá-lo atualizando uma variável em
W om algum dos valores inseguros.
• Transições ontroláveis alançando (x, w¯) podem ser preservadas,
desde que os valores inseguros no próximo estado sejam evitados
pela síntese.
Em relação à eiênia omputaional do algoritmo proposto,
vale a pena notar que o onjunto ÊFCU é omputado, no Passo 5,
sobre o espaço de estados de (∃WEv  ∃WGv)|U, ou seja, sem utilizar
variáveis em W . Já os estados em EFCV e EFCU, embora estejam
assoiados a valores de variáveis emW , podem ser omputados a priori,
sem omplexiar a síntese. Alternativamente, os estados, nesses dois
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onjuntos, podem ser representados simboliamente ou avaliados de
maneira individual ao omputar ÊFCU. Portanto, o onjunto de estados
EFCV, potenialmente extenso, nuna é, de fato, explorado em síntese.
Dessas observações, pode-se notar que as fórmulas implementa-
das pela espeiação Ev, as quais neessitam estar assoiadas a variá-
veis em W , não afetam a omputação de ÊFCU. Embora as restrições
implementadas por essas fórmulas sejam onsideradas em síntese, o es-
paço de estados deorrente dos valores de variáveis emW nuna é om-
putado. Para a omposição do resultado nal, as fórmulas de Ev são
simplesmente opiadas para o AFE KˆV, no Passo 7 do algoritmo. O Te-
orema 7 mostra que KˆV orresponde, na verdade, a supCV (Ev, ∃WGv)
(6.10).
Teorema 7 Dados dois AFEs Q-determinístios, Ev e Gv, o AFE KˆV,
omputado pelo Algoritmo 1, é tal que
KˆV = supCV (Ev, ∃WGv).
Prova: O Teorema 7 é demonstrado através dos passos (i) e (ii),
apresentados a seguir.
(i) KˆV ⊑ Ev  ∃WGv (a) e KˆV é V-ontrolável e.r.a. ∃WGv (b):
• Note que KˆV ⊑ Ev∃WGv é verdadeiro por onstrução, pois
qualquer transição em KˆV é uma transição em Ev (6.16) e,
também, em ∃WGv (6.14).
• Agora, mostra-se que KˆV é V-ontrolável e.r.a. ∃WGv. Seja
µ ∈ Σu e v¯, v¯
′ ∈ dom(V ), tal que
∃WGv
s
→ (xG, v¯)
µ
→ (x′G, v¯
′)
e
KˆV
s
→ (yE , yG, v¯).
Pelo Q-determinismo de Gv, tem-se que xG = yG. Agora,
seja v¯ = (u¯, w¯) ∈ dom(U) × dom(W ) e, equivalentemente,
v¯′ = (u¯′, w¯′). Como KˆV
s
→ (yE , yG, v¯), então, pela onstru-
ção (6.16), é verdade que
(yE , yG, u¯) ∈ ÊFCU
e
(yE , yG, v¯) ∈ EFCV.
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Como, também,
(yG, u¯) = (xG, u¯)
µ
→ (x′G, u¯
′), em (∃WGv)|U ,
então, pela denição de EFCV (6.11), é verdade que
(yE , v¯)
µ
→ (y′E , v¯
′) em Ev,
para algum y′E ∈ QE .
Mas, omo ÊFCU é fortemente ontrolável e.r.a. ∃WGv, en-
tão existe y′′E ∈ QE , tal que
(yE , u¯)
µ
→ (y′′E , u¯
′), em(∃WEv)|U
e
(y′′E , x
′
G, u¯
′) ∈ ÊFCU ∩EFCU ,
onde y′′E = y
′
E , pelo Q-determinismo de Ev. Assim, omo
(y′E , x
′
G, u¯
′) ∈ EFCU, é verdade que (y′E , x
′
G, v¯
′) ∈ EFCV,
por (6.12), e tem-se que
(yE , yG, u¯)
µ
→
|ÊFCU
(y′E , x
′
G, u¯
′),
(yE , v¯)
µ
→ (y′E , v¯
′)
e
(y′E , x
′
G, v¯
′) ∈ EFCV,
o que mostra a existênia de uma transição (6.16) e, por-
tanto,
KˆV
s
→ (yE , yG, v¯)
µ
→ (y′E , x
′
G, v¯
′).
(ii) Qualquer subautmato V-ontrolável de Ev  ∃WGv é um su-
bautmato de KˆV:
Seja Av um subautmato de Ev∃WGv, tal que Av ⊑ Ev∃WGv
é V-ontrolável e.r.a. ∃WGv. Pela onstrução (6.16), qualquer
fórmula lógia de Av é satisfeita por Ev. Isso é suiente para
mostrar que, se um estado é alançável em Av, então ele pertene
a EFCV (por (a)) e a ÊFCU (por (b)).
(a) Seja Av
s
→ (xE , xG, u¯, w¯), u¯′ ∈ dom(U), w¯′ ∈ dom(W ), e
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µ ∈ Σu, tal que
(xG, u¯)
µ
→ (x′G, u¯
′), em (∃WGv)|U.
Claramente,
∃WGv
s
→ (xG, u¯, w¯)
µ
→ (x′G, u¯
′, w¯′).
Como Av é V-ontrolável e.r.a. ∃WGv, então existe y′E ∈ QE
e y′G ∈ QG, tal que
Av
s
→ (xE , xG, u¯, w¯)
µ
→ (y′E , y
′
G, u¯
′, w¯′).
Como, também, Av ⊑ Ev  ∃WGv, então
(xE , u¯, w¯)
µ
→ (y′E , u¯
′, w¯′), em Ev.
Isso é suiente para mostrar que (xE , xG, u¯, w¯) ∈ EFCV, a
partir de (6.11).
(b) Agora, é mostrado que o onjunto de estados
X = { (xE , xG, u¯) ∈ QE ×QG × dom(U) |
Av
s
→ (xE , xG, u¯, w¯), para algum w¯ ∈
dom(W ) }
(6.17)
é fortemente ontrolável e.r.a. ∃WGv.
Assuma que (xE , xG, u¯) ∈ X e
(xG, u¯)
µ
→ (x′G, u¯
′), em (∃WGv)|U.
Então, existe um w¯ ∈ dom(W ), tal que
Av
s
→ (xE , xG, u¯, w¯).
Ainda, note que
Ev
s
→ (xE , u¯, w¯),
e que
(xG, u¯, w¯)
µ
→ (x′G, u¯
′, w¯′), em ∃WGv,
para algum w¯′ ∈ dom(W ).
Assim, pela V-ontrolabilidade de Av e.r.a. ∃WGv, é verdade
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que
(xE , xG, u¯, w¯)
µ
→ (x′E , x
′
G, u¯
′, w¯′), em Av.
Logo, (x′E , x
′
G, u¯
′) ∈ X . Como, além disso, (x′E , x
′
G, u¯
′, w¯′) ∈
EFCV, por (a) e, assim, (x′E , x
′
G, u¯
′) ∈ EFCU, por (6.12),
então é verdade que X é um onjunto fortemente ontrolável
de estados, e.r.a. ∃WGv.
O Teorema 7 mostra que o algoritmo proposto omputa o su-
pervisor supCV (Ev, ∃WGv). Assim, em ombinação om o Teorema 6,
tem-se que esse supervisor pode ser usado para ompor uma solução
ontrolável supCV (Ev, ∃WGv)  Gv, para o PCS-V. Mas, omo (ainda
pelo Teorema 6) supCV (Ev, ∃WGv)Gv ⊑ supCV (Ev, Gv), não se pode
armar se tal solução é a minimamente restritiva. Esse aspeto é in-
vestigado na sequênia.
6.2.4 Síntese de supervisores ótimos om AFEs
Nesta seção, apresentam-se ondições suientes para atestar a
máxima permissividade de soluções de ontrole obtidas via AFEs. Isso
é feito explorando-se o algoritmo de síntese proposto, em partiular, o
oneito de Estados Levemente Controláveis, ELCU .
Por denição, um estado pertene a ELCU se a partir dele, toda
vez que uma transição não-ontrolável é possível em (∃WGv)|U , essa
transição também é possível em (∃WEv)|U . Estados em ELCU se dife-
reniam de estados em EFCU , no sentido de que, no primeiro, a espei-
ação não preisa habilitar transições não-ontroláveis para todos os
valores de variáveis de próximo-estado, mas para ao menos uma om-
binação de valores. Então, estados em EFCU são sempre estados em
ELCU , mas o ontrário pode não ser verdadeiro. Um aso partiular
importante é quando estes dois onjuntos de estados são iguais, o que
é formalizado a seguir.
Hipótese 1 Sejam dois AFEs, Ev e Gv, tal que Gv é total, seja um
onjunto de variáveis W ⊆ V , e sejam os onjuntos de estados EFCU e
ELCU, omputados omo no algoritmo 1. Então, para qualquer s ∈ Σ∗,
(∃WEv  ∃WGv)|U s→ (xE , xG, u¯),
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implia que
(xE , xG, u¯) ∈ EFCU,
∨
(xE , xG, u¯) /∈ ELCU.
Pela Hipótese 1, se um estado é alançável na abstração (∃WEv
∃WGv)|U, então esse estado ou é fortemente ontrolável, ou não é leve-
mente ontrolável. Quando tal hipótese é verdadeira, pode-se armar
que EFCU = ELCU. Informalmente, isso signia que ada estado de
uma abstração ou é sempre um bom estado (nuna removido pela sín-
tese), ou é sempre ummau estado (sempre removido em síntese). Sob os
termos dessa hipótese, pode ser mostrado que uma solução omputada
a partir da abstração de um AFE é sempre a minimamente restritiva,
omo estabelee o teorema a seguir.
Teorema 8 Sob os termos da Hipótese 1, é verdade que
Lω(supCV (Ev, Gv)) ⊆ L
ω(supCV (Ev, ∃WGv) Gv).
Prova: Considere o onjunto
X = { (xE , xG, u¯) ∈ QE × QG × dom(U) |
supCV (Ev, Gv)
s
→ (xE , xG, u¯, w¯), para algum w¯ ∈
dom(W ) }.
(6.18)
Iniialmente, mostra-se que
X ⊆ ELCU . (6.19)
Seja (xE , xG, u¯) ∈ X e assuma µ ∈ Σu, tal que
(xG, u¯)
µ
→ em (∃WGv)|U .
De (xE , xG, u¯) ∈ X tem-se, pela onstrução de (6.18), que
supCV (Ev, Gv)
s
→ (xE , xG, u¯, w¯), para algum w¯ ∈ dom(W ),
Isso implia que
Gv
s
→ (xG, u¯, w¯).
Como (xG, u¯)
µ
→ em (∃WGv)|U e omo Gv é total, então existe
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u¯′ e w¯′ tal que
(xG, u¯, w¯)
µ
→ (x′G, u¯
′, w¯′) em Gv.
Assim, pela V-ontrolabilidade de supCV (Ev, Gv) e.r.a. Gv, é
verdade que
(xE , u¯, w¯)
µ
→ em Ev.
Finalmente, pelas denições 21 e 22 (de ∃W e de |U),
(xE , u¯)
µ
→ em (∃WEv)|U.
Isso é suiente para mostrar que (xE , xG, u¯) ∈ ELCU e, por-
tanto, X ⊆ ELCU .
Mas, se (6.19) é verdadeiro, então também se pode armar que
X ⊆ EFCU , (6.20)
pois, omo (xE , xG, u¯) ∈ X , então a onstrução de (6.18) garante que
supCV (Ev, Gv)
s
→ (xE , xG, u¯, w¯), para algum w¯ ∈ dom(W ).
Logo,
Ev Gv s→ (xE , xG, u¯, w¯)
e, pelas denições 21 e 22,
(∃WEv  ∃WGv)|U s→ (xE , xG, u¯).
Portanto, de (6.19) e da Hipótese 1, é verdade que (xE , xG, u¯) ∈ EFCU
e, assim, X ⊆ EFCU .
O próximo passo da prova onsiste em mostrar que X ⊆ ÊFCU ,
i.e., mostra-se que X é um onjunto de estados fortemente ontroláveis
e.r.a. ∃WGv.
Seja (xE , xG, u¯) ∈ X e seja µ ∈ Σu, tal que
(xG, u¯)
µ
→ (x′G, u¯
′) em (∃WGv)|U.
De (xE , xG, u¯) ∈ X tem-se, por (6.18), que
supCV (Ev, Gv)
s
→ (xE , xG, u¯, w¯) para algum w¯ ∈ dom(W ).
Então,
Gv
s
→ (xG, u¯, w¯).
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Como Gv é total e omo
(xG, u¯)
µ
→ em (∃WGv)|U,
existe u¯′ e w¯′, tal que
Gv
s
→ (xG, u¯, w¯)
µ
→ (x′G, u¯
′, w¯′).
Pela V-ontrolabilidade de supCV (Ev, Gv) e.r.a. Gv, tem-se que
supCV (Ev, Gv)
s
→ (xE , xG, u¯, w¯)
µ
→ (x′E , x
′
G, u¯
′, w¯′),
para algum estado x′E de Ev, impliando que (x
′
E , u¯
′, w¯′) ∈ X , por
(6.18). Como além disso (x′E , x
′
G, u¯
′) ∈ EFCU, por (6.20), então é
verdade que (x′E , x
′
G, u¯
′) ∈ X ∩ EFCU, o que mostra que X é um
onjunto de estados fortemente ontroláveis e, portanto,
X ⊆ ÊFCU. (6.21)
Resta então mostrar que
L(supCV (Ev, Gv)) ⊆ L(KˆV). (6.22)
Seja s = σ1 . . . σn, tal que s ∈ L(supCV (Ev, Gv)). Então,
supCV (Ev, Gv)
ε
→ (x0E , x
0
G, u¯
0, w¯0)
σ1→ (x1E , x
1
G, u¯
1, w¯1)
σ2→ · · ·
σn→ (xnE , x
n
G, u¯
n, w¯n). (6.23)
Será mostrado que s ∈ L(KˆV). De (6.23), tem-se que
Gv
ε
→ (x0G, u¯
0, w¯0)
σ1→ (x1G, u¯
1, w¯1)
σ2→ · · ·
σn→ (xnG, u¯
n, w¯n) (6.24)
e que
Ev
ε
→ (x0E , u¯
0, w¯0)
σ1→ (x1E , u¯
1, w¯1)
σ2→ · · ·
σn→ (xnE , u¯
n, w¯n). (6.25)
Logo, pelas denições 21 e 22, também é verdade que
(∃WEv‖∃WGv)|U
ε
→ (x0E , x
0
G, u¯
0)
σ1→ (x1E , x
1
G, u¯
1)
σ2→ · · ·
σn→ (xnE , x
n
G, u¯
n). (6.26)
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De (6.18) e (6.23), pode-se armar que, para todo k = 0, · · ·n,
(xkE , x
k
G, u¯
k) ∈ X ⊆ ÊFCU, por (6.21).
Assim,
KˆU = (∃WGv  ∃WEv)|U|ÊFCU ε→ (x0E , x0G, u¯0)
σ1→ (x1E , x
1
G, u¯
1)
σ2→ · · ·
σn→ (xnE , x
n
G, u¯
n).
(6.27)
Resta ser provado que s também é uma adeia possível em KˆV.
Primeiro, note que
(x0E , x
0
G, u¯
0, w¯0) ∈ Q◦,
pois (x0E , x
0
G, u¯
0) ∈ X ⊆ ÊFCU e, então, (x0E , x
0
G, u¯
0, w¯0) ∈ EFCV, por
(6.11). Agora, onsidere a transição
(xkE , x
k
G, u¯
k, w¯k)
σk+1
−−−→ (xk+1E , x
k+1
G , u¯
k+1, w¯k+1), em (6.23).
Então:
• De (6.27), tem-se que
(xkE , x
k
G, u¯
k)
σk+1
−−−→ (xk+1E , x
k+1
G , u¯
k+1), em KˆU,
o que implia que existe uma transição
(xkE , x
k
G)
σk+1:pˆ
−−−−→ (xk+1E , x
k+1
G ), tal que pˆ(u¯
k, u¯k+1) = true;
• De (6.25), tem-se que
(xkE , u¯
k, w¯k)
σk+1
−−−→ (xk+1E , u¯
k+1, w¯k+1) em Ev,
o que implia que existe uma transição
xkE
σk+1:pE
−−−−−→ xk+1E , tal que pE(u¯
k, w¯k, u¯k+1, w¯k+1) = true;
• Finalmente,
(xk+1E , x
k+1
G , u¯
k+1) ∈ X ∩ ÊFCU
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implia que
(xk+1E , x
k+1
G , u¯
k+1, w¯k+1) ∈ EFCV, por (6.11)
o que, por sua vez, implia que
pEFC〈x
k+1
E , x
k+1
G 〉(u¯
k+1, w¯k+1) = true.
Dos três itens aima, tem-se que KˆV possui uma transição
(xkE , x
k
G)
σk+1:pˆ∧pE∧pEFC 〈x
k+1
E ,x
k+1
G 〉−−−−−−−−−−−−−−−−−−−→ (xk+1E , x
k+1
G ).
Como isso vale para todo k, então isso é suiente para provar que
KˆV
ε
→ (x0E , x
0
G, u¯
0, w¯0)
σ1→ (x1E , x
1
G, u¯
1, w¯1)
σ2→ · · ·
σn→ (xnE , x
n
G, u¯
n, w¯n)
(6.28)
e, assim, s ∈ L(KˆV) ⊇ L(supCV (Ev, Gv)), provando 6.22.
Para, por m, provar o Teorema 8, seja s ∈ L(supCV (Ev, Gv)).
Então, laramente, s ∈ L(Gv) e, por (6.22), s ∈ L(KˆV). Como, pelo
Teorema 7, KˆV = supCV (Ev, ∃WGv), então s ∈ L(supCV (Ev, ∃WGv) 
Gv). Portanto,
Lω(supCV (Ev, Gv)) ⊆ L
ω(supCV (Ev, ∃WGv) Gv).
O Teorema 8 provê ondições sob as quais uma solução de on-
trole, obtida via abstração de variáveis, sempre ontém a solução mini-
mamente restritiva, obtida sem abstrações, i.e., Lω(supCV (Ev, Gv)) ⊆
Lω(supCV (Ev, ∃WGv)  Gv). Em partiular, isso oorre sempre que a
Hipótese 1 é satisfeita. Como, pelo Teorema 6, o ontrário também
é verdadeiro, i.e., Lω(supCV (Ev, ∃WGv)  Gv) ⊆ Lω(supCV (Ev, Gv)),
então, sob tais ondições,
Lω(supCV (Ev, ∃WGv) Gv) = Lω(supCV (Ev, Gv)).
A partir do Teorema 8, o orolário seguinte pode ser enuniado.
Corolário 6 Sob as mesmas ondições do Teorema 8, se também KˆV
Gv é não-bloqueante, então supCV (Ev, ∃WGv)  Gv é a solução ótima
para o PCS-V.
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Prova: Deorre diretamente dos teoremas 6 e 8.
Para os asos em que a Hipótese 1 não é verdadeira e, assim,
a otimidade não pode ser determinada, torna-se difíil onstruir uma
abstração melhorada, que possa levar o resultado de síntese à máxima
permissividade.
No entanto, de posse do algoritmo proposto, pode-se determinar
se a Hipótese 1 é, ou não, verdadeira. Do mesmo modo, quando não
for, pode-se apontar quais são as variáveis neessárias à síntese. Ao
inorporar tais variáveis à abstração, ria-se, na verdade, uma lasse
de abstrações que sempre garante o resultado minimamente restritivo.
O proedimento de identiação de variáveis neessárias" à síntese, é
ilustrado a seguir, no ontexto de um exemplo.
6.2.5 Um exemplo de síntese om abstrações de AFEs
Considere o exemplo de uma pequena fábria, omo mostra a
Figura 28.
PSfrag replaements
B1 B2
M1 M2
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Figura 28  Pequena fábria om retroalimentação de materiais.
O sistema é omposto por duas máquinas,M1 eM2, interligadas
pelos respetivos buers unitários, B1 e B2. O buer B1 é alimentado
om peças reebidas de fora do sistema (evento s), ou do retrabalho
(evento r).
A máquina M1 remove as peças de B1 (evento s1), as manu-
fatura, e as oloa em B2 (evento f1). Em B2, um sensor testa a
qualidade das peças, determinando o tipo de operação a ser efetuada
em M2 (s2f ou s2r), o que leva respetivamente as peças a deixarem
o sistema (evento f) ou a serem redireionadas a B1, para retrabalho
(evento r). Os eventos f1, f e r são não-ontroláveis (em vermelho),
enquanto os demais são ontroláveis (em azul).
O objetivo de ontrole é evitar o overow e o underow dos
buers e limitar em 1 o número de ilos de trabalho a serem efe-
tivados em ada peça. As variáveis b1, m1, b2 e m2, om domínios
dom(b1) = dom(m1) = dom(b2) = dom(m2) = {0, 1, 2} e valores inii-
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ais b◦1 = m
◦
1 = b
◦
2 = m
◦
2 = 0, são denidas para failitar a modelagem
das espeiações. Assim, ao modelar a planta do sistema, essas variá-
veis são atualizadas onforme uma semântia tal que a atribuição do
valor 0 representa a ausênia de uma peça, enquanto a atribuição dos
valores 1 e 2 representa as peças durante o primeiro e o segundo ilo,
respetivamente. Os modelos da planta são apresentados na Figura 29.
PSfrag repla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Figura 29  Modelagem da planta do sistema.
Basiamente, quando uma peça é desarregada pela primeira vez
em B1 (evento s), o valor orrente da variável b1 (0) é atualizado para
1, indiando o iníio do primeiro ilo de trabalho. Em seguida, quando
M1 iniia (evento s1), o valor de b1 é transferido para a variável m1
(m′1 = b1), e o valor de b1 é reiniializado (b
′
1 = 0), já que o buf-
fer B1 está novamente vazio. Posteriormente, quando M1 naliza a
manufatura (evento f1), b2 reebe o valor de m1 (b
′
2 = m1) e m1 é rei-
niializada. Se um retrabalho aontee, (M2 iniia om o evento s2r),
m2 reebe o valor de b2 (m
′
2 = b2) e b2 é reiniializada. Nesse aso, a
transição om r atualiza b1 om b
′
1 = min((m2 + 1), 2), identiando
o novo ilo que se iniia. Por lareza, a Figura 29 oulta as fórmulas
sobre variáveis ujos valores não mudam no próximo estado.
A partir das variáveis atualizadas pela planta, as espeiações
de ontrole para o exemplo podem ser failmente modeladas pelos AFEs
apresentados na Figura 30. O overow e o underow em B1 e B2
são evitados, respetivamente, pelas espeiações O1, U1, O2, e U2,
enquanto o AFE Max espeia o limite de ilos de trabalho.
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Figura 30  Modelos para as espeiações de ontrole.
O AFE Gv = S M1 M2 modela a omposição da planta e
possui 6 estados. Já a omposição das espeiações, Ev = O1  U1 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O2  U2 Max, possui apenas 1 estado. A interpretação explíita da
omposição Ev Gv e o resultado de síntese, supCV (Ev, Gv), possuem
respetivamente 156 e 18 estados.
Na sequênia, o exemplo é tratado om o uso de abstrações e a
síntese é proessada através do algoritmo proposto.
6.2.5.1 Síntese om a abstração em W = V
A primeira abstração a ser onsiderada é onstruída através da
remoção de todas as variáveis da síntese, i.e.,W = V = {b1,m1, b2,m2}.
O AFE modelando (∃WEv  ∃WGv)|U é mostrado na Figura 31.
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Figura 31  Abstração ∃b1 ∃m1 ∃b2 ∃m2Ev  ∃b1 ∃m1 ∃b2 ∃m2Gv.
A seguir, é obtido um supervisor a partir dessa abstração. Assume-
se que (x, b1,m1, b2,m2) denota a assoiação do estado x aos valores
das variáveis b1,m1, b2 e m2, e * denota uma variável que pode as-
sumir todos os seus valores. A síntese de supCV (Ev, ∃WGv), para
W = {b1,m1, b2,m2}, é omo segue.
Passo 1 - Restrição de variáveis a U
Note que, nesse aso,
U = ∅.
Ou seja, b1, m1, b2 e m2 são abstraídas e podem assumir valor
∗ em ada estado;
Passo 2 - Estados Fortemente Controláveis em V
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EFCV = {(0, ∗, ∗, ∗, ∗), (1, ∗, ∗, 0, ∗), (2, ∗, ∗, ∗, ∗), (3, 0, ∗, ∗, ∗), (4, 0,
∗, 0, ∗), (5, ∗, ∗, 0, ∗)}.
O onjunto EFCV ltra os estados da abstração (Figura 31),
preservando apenas os valores das variáveis om os quais nenhuma
transição não-ontrolável é desabilitada.
Passo 3 - Estados Fortemente Controláveis em U
O onjunto EFCU é tal que
EFCU = {0, 2}.
Apenas os estados 0 e 2 denem EFCU, pois apenas (0, ∗, ∗, ∗, ∗)
e (2, ∗, ∗, ∗, ∗), emEFCV, não desabilitam transições não-ontroláveis
para todos os valores das variáveis.
O estado (1, ∗, ∗, 0, ∗), por exemplo, falha para habilitar uma
transição não-ontrolável quando b2 > 0 e, portanto, 1 /∈ EFCU. O
mesmo se aplia aos estados 3, 4 e 5;
Passo 4 - Estados Levemente Controláveis em U
Agora, dene-se ELCU, tal que
ELCU = {0, 1, 2, 3, 4, 5}.
ELCU ontém todos os estados da abstração pois, em ada
estado, toda transição não-ontrolável que parte é habilitada por
algum valor de variável.
Passo 5 - Conjunto supremo de Estados Fortemente Contro-
láveis
Para determinar o onjunto ÊFCU, onsidere o onjunto de
estados
X = {0, 1, 2, 3, 4, 5}.
A omputação de ÊFCU, a partir deX , pode ser informalmente
desrita omo segue:
(i) Cheque se, a partir de ada estado x ∈ X , parte alguma tran-
sição não-ontrolável;
(ii) Se não parte, então x é seguro e permanee em X ;
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(iii) Se parte, então x permanee em X se, e somente se:
• o estado alançado x′ ainda está em X , i.e., não foi remo-
vido pela síntese; e
• x′ é fortemente ontrolável, i.e., x′ ∈ EFCU.
Seguindo-se esse raioínio, pode-se notar que o estado 0 é
seguro, pois as transições partindo de 0 são todas ontroláveis. Os
estados 1, 2 e 3 possuem as transições não-ontroláveis 1
f1
→ 0, 2
f
→
0, e 3
r
→ 0. Porém, omo o estado alançado por essas transições é
0 ∈ X ∩EFCU, então todos eles são seguros e permaneem em X .
O estado 5, embora seja seguro para a transição 5
f1
→ 2 ∈
X ∩ EFCU, falha para a transição 5
f
→ 1 /∈ EFCU e, portanto,
é removido de X . Por razão equivalente, o estado 4 também é
removido.
Como nenhum outro estado preisa ser removido,
X = ÊFCU = {0, 1, 2, 3}
é o onjunto nal de estados fortemente ontroláveis.
Análise de otimidade
Resta saber se os estados removidos, 4 e 5, são sempre insegu-
ros, ou apenas na síntese om abstrações. Essa heagem pode ser
onretizada ao analisar os estados alançados a partir de 4 e 5 om
transições não-ontroláveis. Na prátia, tais estados representam a
ausa pela qual 4 e 5 são maus-estados.
Note que, a partir de 4 e 5, alança-se 1 om transições não-
ontroláveis. Como 1 /∈ EFCU, pois a transição 1
f1
→ 0 não pode
oorrer quando b2 > 0 (pela espeiaçãoO2), então 4 e 5 são maus-
estados porque podem alançar 1 atualizando b2 om qualquer valor
b2 > 0, om uma transição não-ontrolável. Por outro lado, 1 é
levemente ontrolável, pois quando b2 = 0, a transição 1
f1
→ 0 é
habilitada e, nesse aso, 4 e 5 seriam seguros.
Assim, embora o resultado de síntese seja ontrolável e possa
ser implementado omo solução, não há garantias de que ele seja
o menos restritivo, pois 1 ∈ ELCU e 1 /∈ EFCU não satisfaz a Hi-
pótese 1. Alternativamente, pode-se sintetizar um novo supervisor,
dessa vez usando uma abstração que preserva as variáveis neessá-
rias à síntese. Para isso, é neessário informar quais são as variáveis
neessárias, o que é investigado a seguir.
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Identiação de variáveis neessárias à síntese
Uma forma de apontar quais variáveis são neessárias para me-
lhorar uma abstração se dá através da análise do estado ausador de
maus-estados, nesse aso 1, no ontexto do onjunto EFCV. Note
que, enquanto (1, ∗, ∗, 0, ∗) ∈ EFCV, 1 /∈ EFCU, porque a variá-
vel b2 somente habilita a transição 1
f1
→ 0 quando b2 = 0 (pela
espeiação O2).
Contudo, se a variável b2 for mantida em síntese, então oorre
que, para os estados 1i, tal que i = 0, 1, 2 é o valor assumido por b2,
10 ∈ EFCU e 11, 12 /∈ EFCU.
Ou seja, nesse aso, tornar-se-ia possível inluir o estado 10 no
onjunto EFCU, o que, por sua vez, poderia permitir preservar em
síntese estados que antes eram inseguros. A síntese, apresentada a
seguir, onsidera essa nova abstração.
6.2.5.2 Síntese om a abstração em W = {b1,m1,m2}
A segunda abstração onsiderada neste exemplo é onstruída
através da remoção de todas as variáveis em V , exeto b2, i.e., W =
{b1,m1,m2}. O AFE modelando (∃WEv∃WGv)|U possui, fundamen-
talmente, a estrutura mostrada na Figura 32. Porém, agora, os valores
da variável b2 = 0, 1, 2 são assoiados a ada estado do autmato, o que
signia que, expliitamente, a abstração passa a envolver 6 ∗ 3 = 18
estados.
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Figura 32  Abstração ∃b1 ∃m1 ∃m2Ev  ∃b1 ∃m1 ∃m2Gv.
Assume-se, na gura, que as transições que não atualizam b2,
implementam a fórmula b′2 = b2. Nesse aso, ada estado x possui
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a estrutura (xb2, b1,m1,m2), e a síntese de supCV (Ev, ∃WGv), para
W = {b1,m1,m2}, é omo segue.
Passo 1 - Restrição de variáveis a U
U = {b2};
Passo 2 - Estados Fortemente Controláveis em V
EFCV = {(0∗, ∗, ∗, ∗), (10, ∗, ∗, ∗), (2∗, ∗, ∗, ∗), (3∗, 0, ∗, ∗), (40, 0, ∗, ∗),
(50, ∗, ∗, ∗)};
Passo 3 - Estados Fortemente Controláveis em U
EFCU = {0∗, 10, 2∗, 50};
Note que, agora, os estados 10 e 50 foram adiionados a EFCU
já que, nesses estados, b2 = 0 satisfaz a espeiação O2. As de-
mais ombinações (estados 11, 12, 51 e 52) não são nem fortemente
ontroláveis, nem levemente ontroláveis, pois os valores assumidos
por b2 nuna satisfazem O2. Portanto, tais estados não ompõem
EFCU.
O estado 40 também se torna ontrolável para a transição
40
f1
→ 3∗. Contudo, ele ainda falha para a transição não-ontrolável
40
r
→ 10, a qual depende adiionalmente de outra variável que será
identiada nesta síntese;
Passo 4 - Estados Levemente Controláveis em U
ELCU = {0∗, 10, 2∗, 3∗, 40, 50};
Passo 5 - Conjunto supremo de Estados Fortemente Contro-
láveis
Agora, para enontrar o onjunto fortemente ontrolável de
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estados, ÊFCU, seja
X = {0∗, 1∗, 2∗, 3∗, 4∗, 5∗}.
O estado 0∗ é novamente seguro; já os estados 11 e 12 são
inseguros, pois b2 > 0 implia (por O2) desabilitar a transição
não-ontrolável 11
f1
→ 0∗ e 12
f1
→ 0∗. Portanto, esses estados são
removidos de X . Contudo, agora o estado 10 se torna seguro pois,
nesse estado, b2 = 0 e, assim, 10
f1
→ 0∗ alança 0∗ ∈ X ∩ EFCU.
Os estados 2∗ e 3∗ também alançam 0∗ e, portanto, são seguros.
O estado 50 também se torna seguro, uma vez que as transições
50
f
→ 10 e 50
f1
→ 2∗ alançam 10 e 2∗, ambos em X ∩ EFCU. As
demais ombinações, 51 e 52, são removidas.
Note que o estado 4∗ permanee inseguro. Na verdade, após
manter b2 em síntese, 4∗ se torna seguro para a transição 4∗
r
→ 10,
mas ainda é inseguro para 4∗
f1
→ 3∗, uma vez que 3∗ /∈ EFCU.
Assim, 4∗ é, novamente, removido de X .
Como nenhum outro estado preisa ser eliminado, o onjunto
supremo de estados fortemente ontroláveis é dado por
X = ÊFCU = {0∗, 10, 2∗, 3∗, 50}.
Note que ÊFCU foi melhorado em relação à síntese anterior,
já que passou a onter um novo estado, 50. Resta hear se esse
onjunto leva à solução ótima.
Análise de otimidade
O estado 4∗ é removido de X porque o estado alançado por
ele om uma transição não-ontrolável, 3∗, não é fortemente ontro-
lável. De fato, a partir de 3∗, a transição não-ontrolável 3∗
r
→ 0∗ é
desabilitada quando b1 > 0 (por O1). Então, 4∗ é inseguro porque
pode alançar 3∗ atualizando b1 a qualquer valor b1 > 0.
Mas observe que 3∗ é levemente ontrolável, pois quando b1 = 0
em 3∗, a transição 3∗
r
→ 0∗ é habilitada e, nesse aso, 4∗ é seguro.
Portanto, omo 3∗ ∈ ELCU e 3∗ /∈ EFCU, não se pode garantir que
a síntese é ótima, pela Hipótese 1.
Identiação das variáveis neessárias à síntese
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Analisando-se o estado (3∗, 0, ∗, ∗) ∈ EFCV, pode-se observar a
neessidade de manter a variável b1 em síntese, além de b2. Nesse
aso, oorreria que (30∗, ∗, ∗) ∈ EFCV e, assim, 30∗ ∈ EFCU, para 0
e ∗ modelando, respetivamente, os valores de b1 e b2, assoiados ao
estado 3. Na próxima etapa de síntese, onstrói-se uma abstração
que preserva b1 e b2.
6.2.5.3 Síntese om a abstração em W = {m1,m2}
Considere abstrair apenas as variáveis m1 e m2 na planta, i.e.,
W = {m1,m2}. O AFE, modelando (∃WEv∃WGv)|U, possui a estru-
tura mostrada na Figura 33. Porém, aqueles 6 estados são assoiados
aos valores das variáveis b1 = 0, 1, 2 e b2 = 0, 1, 2, o que resulta numa
omposição om 50 estados alançáveis.
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Figura 33  Abstração ∃m1 ∃m2Ev  ∃m1 ∃m2Gv.
Agora, ada estado x possui a estrutura (xb1b2,m1,m2), e a sín-
tese de supCV (Ev, ∃WGv), para W = {m1,m2}, é omo segue.
Passo 1 - Restrição de variáveis a U
U = {b1, b2};
Passo 2 - Estados Fortemente Controláveis em V
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EFCV = {(0 ∗ ∗, ∗, ∗), (1 ∗ 0, ∗, ∗), (2 ∗ ∗, ∗, ∗), (30∗, ∗, ∗), (400, ∗, ∗),
(5 ∗ 0, ∗, ∗)};
Passo 3 - Estados Fortemente Controláveis em U
EFCU = {0 ∗ ∗, 1 ∗ 0, 2 ∗ ∗, 30∗, 400, 5 ∗ 0};
Agora, os estados 30∗ e 400 também são fortemente ontrolá-
veis, pois os valores de b1 e b2, retidos em ada estado, habilitam
todas as transições não-ontroláveis que partem.
Passo 4 - Estados Levemente Controláveis em U
ELCU = {0 ∗ ∗, 1 ∗ 0, 2 ∗ ∗, 30∗, 400, 5 ∗ 0};
Passo 5 - Conjunto supremo de Estados Fortemente Contro-
láveis
Determina-se, a seguir, o onjunto ÊFCU. Seja
X = {0 ∗ ∗, 1 ∗ ∗, 2 ∗ ∗, 3 ∗ ∗, 4 ∗ ∗, 5 ∗ ∗}.
O estado 0∗∗ é novamente seguro. 1∗0, 2∗∗, 30∗ e 5∗0 também
são seguros, pois alançam 0 ∗ ∗ e 1 ∗ 0, ambos em X ∩EFCU. As
demais ombinações orrespondentes são eliminadas de X .
Dessa vez, também o estado 400 passa a ser seguro, pois as
transições 400
r
→ 1 ∗ 0 e 400
f1
→ 30∗ alançam estados fortemente
ontroláveis, também em X . Além disso, as demais ombinações
de estados 4 ∗ ∗ não são fortemente, nem levemente ontroláveis,
i.e., tais estados são sempre maus-estados, e removidos de X .
Assim, omo nenhum outro estado preisa ser eliminado de X ,
X = ÊFCU = {0 ∗ ∗, 1 ∗ 0, 2 ∗ ∗, 30∗, 400, 5 ∗ 0}.
Análise de otimidade
Observe que, agora, EFCU = ELCU satisfaz a Hipótese 1. As-
sim, pelos teoremas 6 e 8, tem-se que o resultado minimamente
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restritivo, i.e., ÊFCU = X leva a um AFE, representando o su-
pervisor supCV (Ev, ∃m1 ∃m2Gv) e modelado om 18 estados, tal
que
supCV (Ev, ∃m1 ∃m2Gv) Gv = supCV (Ev, Gv).
Ressalta-se que supCV (Ev, ∃m1 ∃m2Gv) é omputado a partir
de um AFE om 50 estados, ao invés de 156, omo na síntese sem
abstrações.
6.2.6 Sistema de manufatura modelado om abstrações
Retoma-se, aqui, o exemplo do sistema de manufatura apresen-
tado na Seção 6.1.6, o qual é tratado agora om o uso de abstrações.
A primeira abstração a ser usada é onstruída onsiderando-se
que W = V , i.e., todas as variáveis são removidas da síntese. Esse
efeito é reproduzido na planta modelada om AFEs (Figura 27, Seção
6.1.6) pela abstração G1v = ∃b1 ∃m1 ∃b2 ∃m2 ∃b3 ∃tuGv.
Então, a plantaG1v e a espeiação Ev são usados para obter um
supervisor V 1v = supCV (Ev, G
1
v). A segunda linha da Tabela 10 apre-
senta o número de estados desses autmatos. Para ns omparativos,
a primeira linha da tabela reproduz a síntese sem abstrações.
Tabela 10  Síntese de ontrole usando abstração de variáveis.
Gv Ev Ev Gv Vv Vv Gv
3024 8 7220 212 212
G1v Ev Ev G1v V 1v V 1v Gv
24 8 192 59 276
G2v Ev Ev G2v V 2a V 2v Gv
144 8 768 103 212
Note que o esforço omputaional para obter V 1v é muito menor
do que para obter Vv, pois a síntese é onduzida sobre o AFE Ev G1v,
om 192 estados, enquanto que Ev  Gv possui 7.220 estados. Além
do mais, é possível mostrar que V 1v Gv é não-bloqueante e, portanto,
pode ser usado para implementar uma solução para o PCS-V.
Porém, pode também ser mostrado que, para essa abstração,
EFCU 6= ELCU. Como essa diferença não satisfaz a Hipótese 1, então
nada pode ser dito a respeito da otimidade da solução de ontrole, i.e.,
V 1a Gv pode ser mais restritivo do que Vv.
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A razão pela qual a solução V 1a  Gv pode ser subótima segue
um raioínio similar àquele expliado na síntese om distinguidores.
Ou seja, omo os valores das variáveis foram omitidos da síntese, então
existe um ilo de trabalho (o último ilo de uma peça), que nees-
sita ser ompletado para que, só então, o ingresso de uma nova peça
seja admitido no sistema, aso esse esteja saturado. Por outro lado,
onheendo-se os valores das variáveis, sabe-se quando o ilo é o úl-
timo e, nesse aso, uma nova peça pode ser reebida tão logo o buer
B1 esteja vazio. Logo, o resultado omputado via abstrações é, de fato,
mais restritivo.
No sentido de melhorar esse resultado, as variáveis m2 e b3 são
inorporadas à síntese. A esolha dessas variáveis é automatiamente
suportada pelo algoritmo proposto, ou, alternativamente, pode ser feita
om base na interpretação informal do proesso, tal omo no exemplo
om distinguidores. Além do mais, variáveis podem ser gradualmente
inorporadas à síntese, até que se observem as melhorias esperadas no
resultado.
Nesse sentido, seja G2v uma nova abstração a ser usada neste
exemplo, onstruída sobre o onjunto W = {b1,m1, b2, tu}, tal que
G2v = ∃b1 ∃m1 ∃b2 ∃tuGv. A planta G
2
v e a espeiação Ev são usadas
para obter um supervisor V 2v = supCV (Ev, G
2
v). O número de estados
desses modelos é mostrado na última linha da Tabela 10.
Agora, a síntese de V 2v se dá sobre uma omposição Ev  G2v
om 768 estados, a qual, portanto, passa a ser mais omplexa do que a
síntese de V 1v , efetivada sobre um modelo om 192 estados. Contudo,
essa omplexidade ainda é, substanialmente, menor do que a observada
para omputar Vv, envolvendo 7.220 estados.
Como V 2v Gv é não-bloqueante, então esse AFE pode ser usado
para implementar uma solução para o PCS-V. Além disso, para essa
nova abstração, a síntese é tal que EFCU = ELCU. Como essa igualdade
satisfaz a Hipótese 1, então, pelos teoremas 6 e 8, V 2a Gv = Vv é uma
solução ótima para o exemplo.
6.3 SUMÁRIO
Este apítulo apresentou a síntese de supervisores para SEDs
modelados por AFEs. A abordagem permite simpliar a modelagem
de espeiações de ontrole e, ao mesmo tempo, leva a uma solução
de ontrole equivalente à síntese original, onduzida sobre AFs.
O preço a ser pago pela simpliação na modelagem das espei-
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ações é que o modelo da planta se torna mais omplexo. Isso se dá
pela assoiação de valores de variáveis aos estados do modelo, de modo
que, omputaionalmente, o esforço para obter uma solução de ontrole
é equivalente, usando ou não AFEs.
Nesse sentido, introduz-se o oneito de abstrações de variáveis.
As abstrações podem ser usadas para substituir a planta original (om-
plexa) na síntese, proporionando importantes ganhos omputaionais,
ao passo que o modelo das espeiações permaneem simples e a on-
trolabilidade do resultado é preservada.
Ainda, apresenta-se um algoritmo para omputar supervisores
a partir de abstrações, juntamente om as ondições sob as quais a
solução omputada, através de abstrações, é ótima.
As vantagens da abordagem proposta neste apítulo foram ilus-
tradas no ontexto de dois exemplos. O primeiro exemplo ilustra a sín-
tese de supervisores a partir de abstrações e, o segundo, ontextualiza
generiamente a proposta e permite ompará-la aos demais resultados
apresentados na tese.
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7 RELACIONANDO DISTINGUIDORES E
AUTÔMATOS ESTENDIDOS
Nos apítulos 4 e 6, o termo omplexidade foi abordado, no on-
texto da TCS, sob duas perspetivas distintas: (i) para se referir ao
esforço de modelagem de espeiações e (ii) para denotar o esforço
omputaional da síntese de supervisores. Duas alternativas foram pro-
postas para lidar om esses aspetos: o uso de distinguidores e o uso
de AFEs.
Neste apítulo, essas abordagens voltam a ser exploradas, porém,
de maneira assoiativa e omparativa. Embora distinguidores e AFEs
tratem da mesma natureza de problema, na prátia não se observa uma
relação explíita entre eles. A análise a ser apresentada na sequênia,
ompara, informalmente, os passos desritos nos apítulos 4 e 6 omo
base para a respetiva onstrução de distinguidores e de AFEs, apre-
sentando exemplos de omo se dá a relação entre ada passo, em ada
abordagem. A Tabela 11 reproduz paralelamente esses passos.
Tabela 11  Etapas da onstrução de distinguidores e de AFEs.
Distinguidores AFEs
Identiação
de eventos de variáveis
eventos no sistema que, quando variáveis ujos valores, quando
renados em novos eventos, podem adequadamente atualizados, podem
failitar a tarefa de modelagem failitar a tarefa de modelagem
Estruturação
instânias de renamentos domínios de variáveis
quantidade de eventos renados domínio a ser assumido por
assoiados a determinada másara determinada variável
Complementação
renamentos omplementares variáveis omplementares
eventos adiionais ujos renamentos variáveis adiionais ujos valores
são neessários para a distinção são neessários para a atualização
de eventos elementares adequada das variáveis elementares
Modelagem
do distinguidor da lógia de atualização de variáveis
onstrução de um modelo para implementação de fórmulas lógias
distinguir, na planta, a oorrênia para atualizar as variáveis de modo
de ada instânia de renamento, a assoiar ada valor a aspetos do
onforme o omportamento do sistema omportamento do sistema
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A seguir, ada assoiação apresentada na Tabela 11 é disutida,
omparada e exempliada.
• Etapa de identiação:
A etapa de identiação, seja ela de eventos a serem renados
ou de variáveis a serem riadas, ompartilha de dois aspetos em
partiular:
(i) é feita om base na oorrênia de eventos no sistema;
(ii) é justiada por um problema de modelagem.
Informalmente, eventos e variáveis são identiados dentro do
seguinte ontexto do sistema, respetivamente:
 Certo evento, se renado em novos eventos, failita modelar
tal problema.
 Certo evento, se ao oorrer atribui a uma variável determi-
nado valor, failita modelar tal problema.
Em suma, parte-se do modelo de um SED, que naturalmente
provê um onjunto de eventos, e exploram-se novas perspetivas
de oorrênia de alguns desses eventos. Em geral, isso se justia
perante a insuiênia de informações sobre o evento original,
para que um problema possa ser modelado.
Nesse sentido, a exploração de um problema em partiular failita
o detalhamento dos passos da Tabela 11. Por isso, onsidere a
estrutura parial de um SED, mostrada na Figura 34, omposta
por uma máquina, M , que entra em operação após um evento α.
PSfrag replaements
M
...
α
(a) Efeito de na planta
(b) Efeito de na planta
(a) Distinguidor :
(b) Fórmula lógia:
0
Figura 34  Modelo parial de um SED.
Independentemente de relevânia prátia, suponha que, após 3
iníios de operações, M preisa ser parada para manutenção.
Agora, tendo em mãos um sistema e um problema de ontrole,
pode-se projetar uma forma de resolvê-lo. Comeemos, então, por
modelar o sistema e a espeiação, denotados respetivamente
por G e E, da maneira onvenional, omo mostra a Figura 35.
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ements
G : E :
...
ααα α
(a) Efeito de na planta
(b) Efeito de na planta
(a) Distinguidor :
(b) Fórmula lógia:
0
Figura 35  Modelo da planta G e da espeiação E, onstruídos
onvenionalmente.
O modelo da planta, G, onsiste apenas de um auto-laço om o
evento α, enquanto a espeiação E, proibindo a 4a operação de
M , requer enumerar as 3 primeiras oorrênias de α. Claramente,
tem-se uma ondição de modelagem que justia a exploração da
oorrênia de α. Conforme a proposta desta tese, isso pode ser
feito de duas maneiras:
(i) Renando o evento após o qual se ontrola α (nesse aso o
próprio α):
 aqui, ada oorrênia de α deve ser rotulada por um
novo evento αi, que renomeia α onforme o ontexto i
em que ele oorre, e ujo valor semântio é atribuído por
um distinguidor.
(ii) Atualizando uma variável x junto ao evento após o qual se
ontrola α (o próprio α):
 já nesse aso, ada transição om α enriquee o estado
alançado (q, x), ao atribuir a x um valor que identia
o ontexto em que α alançou aquele estado. Esse valor
failita deidir sobre a próxima oorrênia de α e é atu-
alizado onforme a estrutura lógia implementada sobre
a transição.
Note que, dentro desse enário, após uma transição etiquetada
om o evento α existe, laramente, uma relação entre o on-
texto identiado por i, em αi, e a semântia do valor atribuído a
x. Esta tese não objetiva explorar formalmente tal relação, mas
analisá-la, para propósitos prátios.
Resta, então, denir as estruturas dos renamentos de α e da
variável x, para que, por m, se possa modelar o distinguidor e a
formulação lógia para a atualização de x. Essas onstruções são
aompanhadas passo-a-passo, na sequênia.
• Etapa de estruturação:
Neste passo, dimensionam-se as estruturas, dos renamentos e
das variáveis, identiadas no passo anterior. Denir quantas
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instânias de renamentos serão assoiadas ao evento α, requer
identiar sob quantas irunstânias distintas α pode oorrer
no sistema. No mesmo sentido, um domínio para a variável x é
denido om base nos valores om os quais x pode ser atualizado
ao longo do sistema. Em ambos os asos, a deisão é tomada om
base no problema de ontrole (espeiação E).
Para o exemplo proposto, α pode oorrer em 3 diferentes ontex-
tos (1
a
, 2
a
e 3
a
operação da máquina M). Assim, o onjunto de
renamentos de α é denido por
∆α = {α1, α2, α3}
e o domínio da variável x é denido por
dom(x) = {0, 1, 2, 3}, om x◦ = 0.
A partir dos onjuntos ∆α e dom(x), duas diferentes (mas equi-
valentes) versões para a espeiação E, Ed e Ev, podem ser
respetivamente modeladas, omo na Figura 36.
PSfrag replaements
E
d
: Ev :
...
α
α
(a) Efeito de na planta
(b) Efeito de na planta
(a) Distinguidor :
(b) Fórmula lógia:
0
α1, α2
α3
x < 3
Figura 36  Versões renadas do modelo da espeiação E.
Ambas as espeiações proíbem a máquina M de operar após a
3a oorrênia de α. A diferença é que Ed implementa essa restri-
ção através da desabilitação de αi ∈ ∆
α
após a oorrênia de α3,
enquanto Ev restringe α quando x ≥ 3. Como as espeiações
Ed e Ev passam a ser modeladas por estruturas que independem
do número de vezes que M pode operar, a omplexidade de mo-
delagem está mitigada.
• Etapa de omplementação:
Em partiular, um omplemento (evento ou variável) se justia
perante a dependênia semântia entre os elementos identiados
para simpliar um problema de modelagem (etapa de identi-
ação), em relação a outros elementos do sistema, os quais ainda
não tenham sido identiados por não inueniar diretamente no
problema de modelagem.
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Assim, essa etapa onsiste em busar por eventos ujos rena-
mentos sejam neessários para a distinção dos eventos apontados
na etapa de identiação, e por variáveis ujos valores são usados
para atualizar as variáveis previamente identiadas.
Note que, para o exemplo proposto, a etapa de omplementação
não se aplia, já que não há interdependênias em relação a outros
renamentos ou variáveis.
• Etapa de modelagem:
O objetivo geral dessa etapa é modelar uma estrutura apaz de
distinguir os renamentos e de atualizar as variáveis, ambos apon-
tados nos passos de identiação e omplementação, onforme o
ontexto em que eles oorrem no modelo do sistema.
No exemplo proposto, note que o efeito de assoiar, diretamente,
um novo alfabeto ∆α = {α1, α2, α3} e uma variável x, om
dom(x) = {0, 1, 2, 3}, ao modelo do sistema, leva a uma situ-
ação que pode ser informalmente assoiada à ideia de um não-
determinismo. De fato, a oorrênia na planta de uma transição
om o evento α passa agora a orresponder a uma diferente tran-
sição para ada evento renado, e a variável x passa a ser atu-
alizada, no estado alançado, om qualquer valor dentro de seu
domínio.
É neessário, então, atribuir um signiado (omo foi onjetu-
rado na etapa de estruturação) para ada elemento de ∆α e de
dom(x), onforme o ontexto em que se dá sua oorrênia na
planta do sistema. A arga semântia desses elementos é atribuída
por um distinguidor e por fórmulas lógias, respetivamente.
No aso do distinguidor, o objetivo é ordenar a habilitação de αi ∈
∆α, onforme a oorrênia de α na planta. Equivalentemente,
no aso do AFE, objetiva-se atribuir um valor a x de maneira
a identiar, no estado alançado pela transição om α, a real
instânia em que α oorreu. Duas estruturas que implementam
esses papéis são apresentadas na Figura 37.
Em (a), o autmato HD modela um distinguidor preditível que
evita que mais de um renamento, om a mesma másara, seja
simultaneamente habilitado na planta. Já a fórmula lógia em
(b), a ser assoiada à transição em auto-laço om α, na planta, é
laramente total, Q-determinístia e V-determinístia. Assim, a
variável x é atualizada pela planta de maneira exata e sem impor
nenhuma restrição ao sistema modelado.
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PSfrag replaements
...
α1 α2 α3
α3
(a) Efeito de na planta
(b) Efeito de na planta
(a) Distinguidor HD:
(b) Fórmula lógia:
x′ = min(x+ 1, 3)
2)
0
Figura 37  Modelos para (a) a distinção dos eventos em ∆α e para (b)
a atualização de x.
A Figura 38 mostra as plantas Gd e Gv, resultantes da assoiação
das estruturas (a) e (b), da Figura 37, às respetivas versões renadas
do modelo G, mostrado na Figura 35.
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ements
Gd :
Gv :
Gv
′ :
...
α α
αα
α
α1 α2 α3 α3
(a) Efeito de na planta
(b) Efeito de na planta
(a) Distinguidor :
(b) Fórmula lógia:
x′ = min(x + 1, 3)
≡
(q◦, 0) (q1, 1) (q2, 2) (q3, 3)
0
Figura 38  Modelos da planta: om distinguidores (Gd) e om variáveis
(Gv e Gv
′
).
Os autmatos Gv e Gv
′
orrespondem, respetivamente, às ver-
sões explíita e implíita da planta modelada por AFEs. Já Gd é uma
planta renada que distingue as oorrênias de α, onforme o modelo
HD.
Note que Gd e Gv diferem apenas na forma omo arregam as
informações aera da oorrênia de α. O primeiro modelo arrega tais
informações na forma de eventos renados, enquanto o segundo, na
forma de elementos de estados. Em termos de distinções, tanto o efeito
do distinguidor quanto da formulação lógia, resulta em uma dinâmia
similar na planta.
Finalmente, podem ser obtidas as soluções ótimas para o PCS,
para o PCS-D e para o PCS-V, implementadas pelos modelos dos super-
visores supC(K,G), supC(Kd, Gd) e supCV (Ev, Gv), respetivamente. A
partir dos resultados apresentados nos apítulos 4 e 6, tem-se que
supC(K,G) = Π(supC(Kd, Gd)) = L(supCV (Ev, Gv)).
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7.1 UM EXEMPLO DE UM SISTEMA DE ESTOCAGEM
Dada a estrutura parial do SED apresentado na Figura 34, on-
sidere omplementá-la om novos subsistemas, de modo a ompor um
sistema de manufatura om estoagem, omo mostrado na Figura 39.
A modelagem apresentada a seguir ilustra, de maneira omparativa, as
vantagens do uso de distinguidores e AFEs, ombinados às respetivas
ténias de aproximações e de abstrações, na síntese de supervisores
para SEDs.
PSfrag replaements
M1 M2
B
n
a b c d
(a)
(b)
...
...
'
'
0
0
1
1
,
,
Figura 39  Pequena fábria om estoagem intermediária de materiais.
O sistema passa agora a ser omposto por duas máquinas, M1 e
M2, que manufaturam peças sequenialmente e são intermediadas por
um buer, B, de apaidade n. A Figura 40 apresenta os autmatos
G1 e G2, modelando respetivamente M1 e M2.
PSfrag replaements
a
b
(a)
(b)
G1
...
...
'
'
0
0
1
1
,
,
PSfrag replaements
c
d
(a)
(b)
G2
...
...
'
'
0
0
1
1
,
,
Figura 40  Modelos para os subsistemas M1 e M2.
Os eventos a e c modelam o iníio de operação em M1 e M2,
respetivamente, enquanto b e d modelam o nal. O omportamento
do sistema em malha aberta é dado pela omposição G = G1‖G2, om
Σ = {a, b, c, d}, onde é assumido que Σc = {a, c} e Σu = {b, d}.
O objetivo de ontrole, para esse exemplo, é impedir o overow
(EO) e o underow (EU ) em B. Modelar essas espeiações requer
expliitar a estrutura de estados que ontempla a ombinação ompleta
de eventos de inserção e de remoção no buer, desde o momento em
que o buer está vazio até que esteja heio. Isso signia lidar om
autmatos de n+ 1 estados, omo mostrados na Figura 41.
Ainda que a estruturação de tais n+1 estados possa ser possível,
em termos de esforço de modelagem, esses autmatos são dependentes
do fator n, ou seja, do tamanho do buer. Adiionalmente, EO e EU
não são diretamente modularizáveis. Isso implia que uma solução de
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b
b
b
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c
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(a)
(b)
EO :
EU :
0
0
n
n
...
...
1 2
1 2
n'
n'
0
0
1
1
,
,
Figura 41  Modelos para as espeiações EO e EU .
ontrole, envolvendo esses modelos, pode ser omplexa para buers om
alta apaidade de armazenamento. Na sequênia, os distinguidores e
os AFEs são introduzidos para simpliar esses modelos.
7.1.1 Construção do distinguidor e da lógia de variáveis
Apliam-se, aqui, os passos denidos para a onstrução de um
distinguidor e da estrutura lógia de um AFE, onforme apresentados
nos apítulos 4 e 6 e retomados neste apítulo.
(i) modelar EO e EU requer saber, respetivamente, quando o buer
B está heio e quando está vazio. Como B pode saturar após um
evento b, e esvaziar após um evento c, então é em relação a esses
dois eventos que devem ser providas as informações adiionais.
Nesse sentido, são denidos:
• os renamentos ∆b e ∆c, para identiar quando o evento b
oorre na última posição de B, e quando c oorre na primeira
posição;
• uma variável x, para identiar ada posição de B.
(ii) As estruturas dos onjuntos ∆b, ∆c e da variável x, são denidas
omo segue:
• ∆b = {b1, · · · , bn+1} e ∆c = {c0, · · · , cn};
• dom(x) = {0, · · · , n}, onde x◦ = 0.
Semantiamente, i, para i = 1, · · · , n, identia a respetiva po-
sição no buer. Assim, o valor x = i identia o estágio orrente
de oupação de B, o evento bi modela que uma peça foi deposi-
tada na posição i de B, e o evento ci modela que uma peça foi
removida da posição i de B.
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Em deorrênia dessas estruturas, o overow e o underow em
B podem ser araterizados, em ada uma das abordagens de
modelagem, respetivamente por c0 e x = 0, e por bn+1 e x = n.
(iii) As onstruções denidas aima são omplementadas omo segue:
• omo os eventos a e d não preisam ser instaniados, então
dene-se ∆a = {a} e ∆d = {d} e, nalmente, ∆ = ∆a ∪
∆b ∪∆c ∪∆d;
• omo uma únia variável é suiente para representar o buf-
fer, então V = {x}. Alternativamente, poderia ser riada
uma variável para ada posição ou, ainda, para estágios do
buer, om a vantagem de atribuir modularidade à abor-
dagem. Nesse aso, a estrutura de atualização de variáveis
(próximo item) seria partiular.
(iv) Finalmente, a estrutura do distinguidor (a) e das fórmulas lógias
para a atualização de x (b) podem ser modeladas omo na Figura
42.
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Figura 42  Distinguidor Hi, tal que HD =
fn
i=1Hi‖H∆, e fórmulas
sobre x.
O autmato HD, tal que L(HD) = LD, resulta da omposição
dos módulos distinguidores Hi. Esses são individualmente modelados
usando-se apenas dois estados, independentemente do tamanho de n.
Esse aspeto pode ser empregado para dimensionar o esforço de mo-
delagem requerido na onstrução do distinguidor. Já o esforço para
implementar as fórmulas em (b), está assoiado à perepção de que
são as transições om os eventos b e c que representam as inserções
e retiradas, respetivamente, de peças do buer, e que, portanto, são
elas que devem reger a atualização de x. A omplexidade inerente à
estruturação da fórmula lógia é pratiamente irrelevante.
7.1.2 Modelagem da planta
A partir do alfabeto renado e da variável x, pode-se reintroduzir
os modelos G1 e G2 no ontexto da resolução dos problemas PCS-D e
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PCS-V, omo mostrado na Figura 43.
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,
Figura 43  Plantas G1a e G
2
a , modeladas em ∆, e AFEs G
1
v e G
2
v,
atualizando x.
Os autmatos G1a e G
2
a são obtidos através da apliação do mapa
Π−1 sobre os modelos da planta em Σ, i.e., através da substituição de
ada evento original pelo onjunto dos respetivos eventos renados.
Já os AFEs G1v e G
2
v são simplesmente as versões dos AFs G
1
e G2,
aderindo às estruturas lógias em ada respetiva transição.
7.1.3 Modelagem das espeiações
Também os modelos das espeiações EO e EU podem ser rein-
troduzidos, agora nas versões simpliadas, omo mostram os autma-
tos EOd , E
U
d , E
O
v e E
U
v , na Figura 44.
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Figura 44  Espeiações modeladas em ∆ e através de AFEs.
A espeiação EOd evita um evento de inserção quando o buer
está heio (evento bn+1 no estado 1), enquanto E
U
d previne uma remo-
ção om o buer vazio (evento c0 no estado 0). Analogamente, E
O
v evita
um evento de inserção no buer, b, quando a variável x aponta para o
topo do buer (valor n), enquanto EUv previne uma remoção, evento
c, quando x = 0, situação em que o buer está vazio. Em quaisquer
dos asos, a deisão de ontrole é tomada om base nos eventos rena-
dos bn+1 e c0, ou nos valores de x, sem, portanto, estruturar extensas
sequênias de eventos.
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7.1.4 Síntese de ontrole
Obtêm-se, a seguir, as soluções para o PCS, o PCS-D e o PCS-
V. Em ada ontexto, a planta, a espeiação e a espeiação global,
são dadas, respetivamente, por
G = G1 ‖ G2 , E = EO ‖ EU e K = E ∩ Lω(G);
Ga = G
1
a ‖ G
2
a , Ed = E
O
d ‖ E
U
d e Ka = Ed ∩ L
ω(Ga); e
∃VGv , Ev = EOv  EUv e Kv = Ev  ∃VGv,
tal que L(Ga) = Π
−1(L(G)), Gv = G
1
v  G2v e E e Ed representam as
linguagens dos respetivos autmatos EO‖EU e EOd ‖E
U
d .
A Tabela 12 apresenta o resultado da síntese dos supervisores
V , Va e Vv, modelando supC(K,G), supC(Ka, Ga) e supCV (Ev, ∃VGv),
respetivamente.
Tabela 12  Número de estados dos autmatos usados no PCS, no
PCS-D e no PCS-V.
G E K V
4 n+ 1 4n+ 4 4n+2
Ga Ed Ka Va
4 4 16 12
∃VGv Ev Kv Vv
4 1 4 4
Considere um aso partiular em que o buer possui apaidade
para estoar até n = 1000 itens. Nesse aso, resolver o PCS onsiste
em obter um autmato V que implementa supC(K,G), o qual é om-
putado a partir de K, modelado om 4004 estados. Já no PCS-D, um
supervisor Va, que implementa supC(Ka, Ga), pode ser obtido a partir do
modelo de Ka, om apenas 16 estados. Ainda assim, pode ser mostrado
que, para esse aso partiular, Π(supC(Ka, Ga)‖LD) = supC(K,G). Fi-
nalmente, na resolução do PCS-V, o supervisor Vv = supCV (Ev, ∃VGv)
é omputado a partir de apenas 4 estados e, equivalentemente, leva a
uma solução tal que
L(supCV (Ev, ∃VGv)) = Π(supC(Ka, Ga)‖LD) = supC(K,G).
Nesse exemplo, os supervisores Va e Vv foram omputados a par-
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tir de plantas onstruídas om as respetivas aproximação e abstração
máximas, ou seja, sem envolver o modelo distinguidor HD e sem atu-
alizar a variável x. Ainda assim, tais plantas levaram diretamente ao
resultado ótimo de síntese, de modo que o exemplo foi tratado om a
máxima eiênia omputaional.
7.2 SUMÁRIO
Neste apítulo, foram identiadas e omparadas as prinipais
araterístias dos distinguidores e dos AFEs. Iniialmente, foram re-
laionados os passos usados para a onstrução dessas duas estruturas;
em seguida, ada um desses passos foi disutido no ontexto de um
exemplo parial de um SED; após, o exemplo foi omplementado e
uma solução de ontrole foi obtida, o que permitiu evideniar os prin-
ipais benefíios de ada uma das abordagens, entre si e em relação à
solução original.
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8 CONCLUSÕES
Nesta tese foram propostos dois métodos para modiar o mo-
delo de um SED, renando-o onforme uma abordagem top-down em
relação ao nível de abstração om que o sistema é visto: o uso de distin-
guidores e o uso de Autmatos Finitos Estendidos (AFEs). Também foi
investigada a assoiação de distinguidores ao Controle Modular Loal
(CML). Comentários que sumarizam esses métodos são introduzidos a
seguir.
O primeiro método proposto, fundamentou-se no oneito de dis-
tinguidores para prover um meio de simpliar a síntese de supervisores
para SEDs. Foi mostrado que um distinguidor permite que omplexas
espeiações de ontrole possam ser representadas de maneira mais
simples preservando-se, ao mesmo tempo, a otimidade do supervisor
resultante. O preço a se pagar por essa simpliação, é que o modelo
da planta do sistema se torna mais omplexo ao inorporar o modelo
do distinguidor, de maneira que, em geral, não se observam vantagens
omputaionais a partir do uso direto desse método.
Nesse sentido, foi apresentado o oneito de D-Aproximação (ou
simplesmente aproximação) para o modelo distinguido da planta de
um SED. Esse oneito se baseia no fato de que, embora a distinção de
eventos renados seja neessária ao implementar o sistema de supervi-
são sobre um SED, sob ertas ondições, pode ser possível desonsiderar
parialmente essa distinção durante a síntese. Como resultado, o mo-
delo aproximado de uma planta tende a ser mais simples, em termos
de número de estados, do que a planta distinguida. Logo, também o
esforço omputaional, requerido para obter uma solução de ontrole,
tende a ser reduzido, ao passo que as espeiações ompatas podem
ainda ser utilizadas. Foram introduzidas ondições sob as quais o uso de
aproximações leva a resolver o problema de ontrole supervisório. No
mesmo sentido, foi provida uma ondição suiente para testar a oti-
midade de tal solução. Para os asos em que ela não orresponde à mi-
nimamente restritiva, mostrou-se omo o modelo do distinguidor pode
ser gradualmente utilizado na onstrução de aproximações que levam
ao resultado ótimo. A abordagem foi ilustrada através dos exemplos
de um sistema de manufatura e de um sistema de estoagem.
O segundo método apresentado props o uso de AFEs na sín-
tese de supervisores para SEDs. Os AFEs denem um formalismo de
modelagem que, em geral, failita a representação de espeiações de
ontrole e vem sendo usado na TCS para a síntese de supervisores óti-
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mos. Nesta tese, o uso de AFEs foi explorado, também, do ponto de
vista da redução do esforço omputaional de síntese.
Foi introduzido o oneito de abstração de variáveis, um método
estendido das ténias de veriação formal, para a TCS. Esse método
utiliza-se de quantiadores existeniais para abstrair um onjunto de
variáveis em um AFE, durante a síntese, devolvendo essas variáveis na
etapa de omposição de uma solução implementável de ontrole. Foi
mostrado que a abstração de variáveis permite obter importantes ga-
nhos omputaionais, mas, ao mesmo tempo, pode levar a uma solução
subótima de ontrole. Por isso, foi apresentado um meio de informar se
um resultado de síntese é o minimamente restritivo. Essa informação
é provida por um algoritmo de síntese, também proposto na tese, que,
ao omputar um supervisor, reúne informações sobre ertas variáveis
que foram abstraídas do modelo do sistema. Isso lhe onfere o poder de
apontar para variáveis que devem ompor a síntese em fae à solução
ótima. Portanto, esse algoritmo também foi introduzido omo um me-
anismo através do qual uma lasse de abstrações pode ser onstruída,
a qual sempre leva à síntese ótima.
A abordagem om AFEs foi ilustrada no ontexto dos exemplos
de um sistema de manufatura e de um sistema de estoagem. Já o
algoritmo de síntese foi ilustrado através de um exemplo adiional, que
permitiu ilustrar o proedimento de síntese em detalhes.
A assoiação de distinguidores ao CML foi motivada pelo fato de
que, embora a modularização de um problema de ontrole, em geral,
simplique o proedimento de síntese, ela não altera a forma omo as
espeiações são modeladas.
Nesse sentido, a inorporação de distinguidores ao CMLmostrou-
se útil por possibilitar que os aspetos de modelagem sejam tratados
de forma mais simples. Porém, também foi mostrado que essa aborda-
gem é omputaionalmente mais ustosa, se omparada ao CML sem
distinguidores.
Então, foi apresentado um método de síntese que ombina a re-
solução loal de módulos do problema de ontrole, om e sem distin-
guidores, sempre que onveniente. Essa abordagem equilibra a relação
entre usto omputaional e benefíios de modelagem, porém, ainda
sem vantagens na síntese. Nesse sentido, a abordagem ombinada foi
estendida para envolver, também, o uso de aproximações loais, o que
permitiu obter importantes ganhos omputaionais, sem alterar o om-
portamento global ontrolado.
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8.1 APLICABILIDADE E LIMITAÇÕES DA TESE
Os dois métodos de síntese propostos nesta tese, om distingui-
dores e om AFEs, são apliáveis a problemas de ontrole envolvendo
SEDs. Em partiular, os métodos se justiam perante uma lasse
de problemas que naturalmente impõem um elevado grau de omple-
xidade de modelagem. Em ertos asos, essa omplexidade pode ser
reduzida ao renar o modelo do sistema de forma a prover mais in-
formações aera da oorrênia de ertos eventos. Quando assim for,
pode-se onsiderar que os métodos propostos são apliáveis à resolução
do problema.
Em relação ao CML, uma das limitações desta tese se observa
ao não expliitar omo se dá sua relação om os AFEs, embora essa
assoiação possa ser pensada de maneira análoga ao CML om distin-
guidores.
8.2 DESCRIÇO DOS RESULTADOS ALCANÇADOS
A produção ténia, vinulada a esta tese, iniiou-se no ano de
2011 om a publiação de um artigo ientío em onferênia inter-
naional (TEIXEIRA; CURY; QUEIROZ, 2011) desrevendo os primeiros
resultados sobre a assoiação de distinguidores ao CML e introduzindo
a abordagem ombinada de síntese. Paralelamente, foi produzido um
segundo artigo (CURY et al., 2012), ontemplando a generalização e im-
portantes melhorias na fundamentação teória da abordagem de síntese
om distinguidores. Esse artigo foi submetido no ano de 2012 ao perió-
dio IFAC Automatia.
No ano de 2012, a pesquisa de tese foi vinulada ao ontexto
de uma ooperação externa, deorrente do período de Doutorado San-
duíhe, umprido por 9 meses junto à The University of Waikato, na
Nova Zelândia. Durante esse período, iniiou-se a investigação do uso
de AFEs na TCS. Dois artigos ientíos onguram, essenialmente,
os resultados obtidos nesses 9 meses de pesquisa. O primeiro foi sub-
metido em 2012 e publiado em 2013 (TEIXEIRA et al., 2013), em on-
ferênia internaional. Um segundo artigo, ontemplando resultados
omplementares sobre a abordagem om AFEs, foi submetido em 2013
ao periódio IEEE Transations on Automati Control.
Ainda em 2013, um artigo ientío omplementar, que estende
os resultados sobre CML e distinguidores para envolver também apro-
ximações, foi publiado em onferênia internaional (TEIXEIRA; CURY;
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QUEIROZ, 2013).
8.3 FERRAMENTAS UTILIZADAS
As atividades de modelagem e síntese de supervisores, onduzi-
das nesta tese, foram suportadas pela ferramenta Supremia (AKESSON
et al., 2013). A orretude dos resultados foram heados em outras fer-
ramentas de síntese, omo o Ides (RUDIE et al., 2013). A editoração
da tese foi onduzida através do proessador de textos LaTeX (LATEX,
2013).
O padrão gráo da Supremia foi adotado para ilustrar os mo-
delos na tese. Um dos difereniais da ferramenta, onsiderados para a
esolha, foi a possibilidade de integrar as operações de síntese, a edito-
ração gráa dos modelos e o proessamento textual.
8.4 PROJETO DE TRABALHOS FUTUROS
A ontinuidade desta tese está vinulada a diversas vertentes,
dentre as quais, itam-se:
• Implementação: a ferramenta Supremia suporta apenas parial-
mente as operações envolvendo AFEs e a síntese om abstração
de variáveis, de modo que tais implementações são planejadas
omo trabalhos futuros. Ademais, a omputação de supervisores
Λ-Preservantes, bem omo outras operações sobre modelos re-
nados (omo os mapas Π e Π−1 (TEIXEIRA, 2013)), devem ser
integradas ao mesmo ambiente.
• Modularização da síntese om AFEs : o objetivo, aqui, é preparar
a estrutura e mostrar resultados que permitam assoiar os AFEs
e o CML, tal omo feito om distinguidores; adiionalmente, o
uso de AFEs pode ser estendido ao ontexto de outras arquite-
turas modulares, omo a síntese omposiional (MOHAJERANI et
al., 2011).
• Síntese om garantia de não-onito: Supervisores obtidos a par-
tir de aproximações / abstrações, requerem ser assoiados à lin-
guagens exatas, a m de omporem soluções implementáveis de
ontrole. Essa omposição requer um teste de onito, o que, em
geral, é omputaionalmente aro. Sob ertas ondições (possivel-
mente derivadas das propriedades das aproximações / abstrações)
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pode ser possível garantir, por onstrução, que uma solução de
ontrole seja não-onitante, desaraterizando a neessidade do
teste.
• Relação entre distinguidores e AFEs : o objetivo é formalizar os
passos da onstrução dessas estruturas, para que se possa, então,
explorar a síntese desses modelos.
• Síntese de distinguidores e AFEs : A onstrução de distinguidores
e de AFEs está vinulada, sobretudo, à habilidade ténia de
um projetista. Sob ertas ondições, ontudo, pode ser possível
estruturar a síntese automátia desses modelos.
• Exploração de outros tipos de variáveis : No ontexto dos AFEs,
a modelagem de espeiações se dá através de fórmulas lógias
implementadas sobre variáveis. Na prátia, uma variável pode
estar vinulada ao ontexto de diversas estruturas omputaio-
nais, muitas delas não exploradas atualmente, omo é o aso dos
objetos. A ideia de denir um objeto é justamente a de aumentar
o poder de expressão semântia em modelos. Logo, é intuitivo
pensar que objetos podem ser úteis na TCS de SEDs, em ertos
asos.
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