Intrinsic emotional expressions such as those communicated by faces and vocalizations have been shown to engage specific brain regions, such as the amygdala. Although music constitutes another powerful means to express emotions, the neural substrates involved in its processing remain poorly understood. In particular, it is unknown whether brain regions typically associated with processing biologically relevant emotional expressions are also recruited by emotional music. To address this question, we conducted an event-related functional magnetic resonance imaging study in 47 healthy volunteers in which we directly compared responses to basic emotions (fear, sadness and happiness, as well as neutral) expressed through faces, nonlinguistic vocalizations and short novel musical excerpts. Our results confirmed the importance of fear in emotional communication, as revealed by significant blood oxygen level-dependent signal increased in a cluster within the posterior amygdala and anterior hippocampus, as well as in the posterior insula across all three domains. Moreover, subject-specific amygdala responses to fearful music and vocalizations were correlated, consistent with the proposal that the brain circuitry involved in the processing of musical emotions might be shared with the one that have evolved for vocalizations. Overall, our results show that processing of fear expressed through music, engages some of the same brain areas known to be crucial for detecting and evaluating threat-related information.
INTRODUCTION
Emotional communication plays a fundamental role in social interactions. In particular, emotional expressions provide critical information about the emitter's affective state and/or the surrounding environment. As such, these signals can help guide behavior and even have, in some cases, survival value. Emotional information can be transmitted through different modalities and channels. In humans, the most studied class of emotional expressions is that conveyed by facial expressions (Fusar-Poli et al., 2009) . Building on a large literature on experimental animals, through lesion studies and, especially, neuroimaging experiments, researchers have begun to delineate the neural structures involved in the processing of facial expressions, highlighting the amygdala as a key structure (Adolphs et al., 1995; Mattavelli et al., 2014) . Although the vast majority of studies have focused on amygdala responses to fearful faces, there is now strong evidence that the amygdala also responds to other emotions, such as anger, sadness, disgust and happiness (Sergerie et al., 2008) . These findings are in line with more recent theories suggesting a wider role for the amygdala in emotion, including the processing of signals of distress (Blair et al., 1999) or ambiguous emotional information such as surprise (Whalen et al., 2001; Yang et al., 2002) . Others posit that the amygdala act as a relevance detector to biologically salient information (Sander et al., 2003) or even to 'potential' (but not necessarily actual) relevant stimuli (for a review, see Armony, 2013) . Although much less studied than faces, there is growing support for the notion that the amygdala is also involved in the decoding of emotional expressionsincluding, but not limited to, fearconveyed by other channels, such as body gestures (de Gelder, 2006; Grèzes et al., 2007; Grèzes et al., 2013) and non-linguistic vocalizations (Phillips et al., 1998; Morris et al., 1999; Fecteau et al., 2007 Phillips) . This is consistent with the fact that the amygdala receives information from various sensory modalities (Amaral et al., 1992; Young et al., 1994; Swanson and Petrovich, 1998) .
In order for emotional signals to be useful, their intended meaning needs to be accurately decoded by the receiver. This meaning can be hardwired, shaped through evolution, as it seems to be the case (at least in part) for facial, body and vocal expressions (Izard, 1994; Kreiman, 1997; Darwin, 1998; Barr et al., 2000) , or learnt by explicit arbitrary associations (e.g. the meaning of 'Á Á Á ---Á Á Á' in Morse code). In this context, emotions conveyed by music are of particular interest: it is very powerful in expressing emotions (Juslin and Sloboda, 2001 ) despite having no significant biological function or survival value. Yet, there is mounting evidence suggesting that emotions associated with music are not just the result of individual learning. For instance, a few studies suggest that the evaluation of emotions conveyed by (unfamiliar) music is highly consistent among individuals with varying degrees of musical preferences and training, even when comparing different cultures (Fritz et al., 2009) . This has led to the proposal that musical emotions might be constrained by innate mechanisms, as is the case for facial expressions (Grossmann, 2010) , vocal expressions (Sauter et al., 2010) and basic tastes (sweet, salt, sour, bitter; Steiner, 1979) . Although the origin of this putative predisposition remains to be determined, it has been suggested that musical emotions owe their precociousness and efficacy to the 'invasion' (Dehaene and Cohen, 2007) of the brain circuits that have evolved for emotional responsiveness to vocal expressions (for reviews, see Peretz, 2006; Peretz et al., 2013) . This hypothesis is consistent with neuroimaging studies showing some degree of overlap in the regions responsive for (non-emotional) voice and music, particularly along the superior temporal gyrus (Maess et al., 2001; Steinbeis and Koelsch, 2008; Slevc et al., 2009; Angulo-Perkins, A., Aube´, W., Peretz, I ., Barrios, F.A, Armony, J. &, Concha, L., submitted for publication; see Schirmer et al., 2012 for a meta-analysis).
According to this model, brain responses to emotional music should be, at least in part, overlapping with those involved in processing emotions conveyed by voiceand possibly other modalitiesin particular within the amygdala. Although some studies have indeed reported amygdala activation in response to emotional music (Koelsch, 2010) , results are still largely inconsistent (Armony and LeDoux, 2010; Peretz et al., 2013) . Part of this inconsistency may arise from the fact that most previous studies investigating brain responses to emotional music have used long, familiar stimuli mainly selected from the musical repertoire (Blood and Zatorre, 2001; Brown et al., 2004; Menon and Levitin, 2005; Koelsch et al., 2006; Flores-Gutie´rrez et al., 2007; Mitterschiffthaler et al., 2007; Green et al., 2008; Escoffier et al., 2013; Koelsch et al., 2013) , as well as widely different control conditions [e.g. dissonant musical stimuli (Blood et al., 1999) , scrambled musical pieces (Menon and Levitin, 2005; Koelsch et al., 2006) or rest (Brown et al., 2004) ]. The latter issue is of particular importance, as the choice of the control condition in neuroimaging experiments can have significant effects on the results obtained, particularly in the case of emotional stimuli (Armony and Han, 2013) . In terms of commonalities in brain responses to emotional music and voice, very little data exist, as almost all studies have focused on only one of those domains. The one study that did explicitly compare them failed to detect any regions commonly activated by emotional (sad and happy) music and prosody (relative to their neutral counterparts) (Escoffier et al., 2013) . The authors interpreted this null finding as possibly due to individual differences among subjects and/or lack of statistical power.
Thus, the main objective of the present study was to investigate brain responses to individual basic emotions expressed through music, in a large sample size, and directly compare them, in the same subjects and during the same testing session, with the equivalent emotions expressed by faces and vocalizations. Specifically, our aims were(i) to identify the brain regions responsive to specific basic emotions (fear, sadness and happiness) expressed by short unknown musical stimuli, and whether these responses were modulated by musical expertise; (ii) to determine whether there are any brain regions commonly engaged by emotional expressions conveyed through different modalities (i.e. auditory and visual) and domains (i.e. faces, vocalizations and music); and (iii) to determine whether there is a correlation in the magnitude of the individual responses to specific emotions across domains (suggesting common underlying mechanisms). To do so, we conducted a functional magnetic resonance imaging (fMRI) experiment in which faces, non-linguistic vocalizations and musical excerpts expressing fear, sadness and happinessas well as emotionally neutral stimuliwere presented in a pseudo-random (event-related) fashion. Subjects with varying degrees of musical training were recruited to determine whether musical experience modulates brain responses to emotional music (Strait et al., 2010; Lima and Castro, 2011) . 
METHODS

Stimuli
Music
Sixty novel instrumental clips were selected from a previously validated set of musical stimuli (Vieillard et al., 2008; . They were written according to the rules of the Western tonal system, based on a melody with an accompaniment and specifically designed to express fear, sadness, happiness and 'peacefulness' (neutral condition). Recordings of each score were made with piano and violin, each played by a professional musician. Each clip was then segmented to have a duration similar to that of the vocalizations (mean duration: 1.47 s; s.d.: 0.13 s). Half of the final set was composed of piano clips and the other half of violin, equally distributed for all emotions. Physical characteristics of the stimuli are shown in Table 1 .
Vocalizations
Sixty non-linguistic vocalizations (mean duration: 1.41 s; s.d.: 0.37 s) were selected from sets previously used in behavioral (Fecteau et al., 2005; Armony et al., 2007; and neuroimaging (Fecteau et al., 2004 Belin et al., 2008) experiments. They consisted of 12 stimuli per emotional categoryhappiness (laughter and pleasure), sadness (cries) and fear (screams)and 24 emotionally neutral ones (12 coughs and 12 yawns), each produced by a different speaker (half female). The main acoustic parameters are shown in Table 1 .
Faces
Sixty gray-scale pictures of facial expressions (duration: 1.5 s) were selected from a validated data set (Sergerie et al., 2006; . They included 12 stimuli per emotional category (fear, happiness and sadness) and 24 emotionally neutral. Each stimulus depicted a different individual (half female). Uniform face size, contrast and resolution were achieved using Adobe Photoshop 7.0 (Adobe Systems, San Jose, CA). Hair was removed to emphasize the facial features.
Procedure
Stimuli were presented in a pseudo-random order in an event-related design, through MRI-compatible headphones and goggles (Nordic NeuroLab, Bergen, Norway). To prevent habituation or the induction of mood states, no more than three stimuli of the same modality or domain (i.e. faces, voices or music), two stimuli of the same emotion category or three stimuli of the same valence (i.e. positive or negative) were presented consecutively. Stimulus duration was on average 1.5 s with an average of intertrial interval (ITI) of 2.5 s. A number of longer ITIs (so called 'null events') were included to obtain a reliable estimate of baseline activity and to prevent stimulus onset expectation. In addition, stimulus onsets were de-synchronized with respect to the onset of volume acquisitions to increase the effective sampling rate and allow an even sampling of voxels across the entire brain volume (Josephs et al., 1997) . To ensure attention, participants were asked to press a button on the sporadic presentation of a visual (inverted face) or auditory (500 Hz pure tone) target. A short run in the scanner was conducted prior to the experimental session to ensure auditory stimuli were played at a comfortable sound level and that subjects could perform the task. In the same scanning session, two other runs were conducted using a different set of auditory stimuli. Results of these are presented elsewhere (Angulo-Perkins et al., submitted for publication). After scanning, subjects rated all auditory stimuli on valence and intensity ('arousal') using a visual analog scale (see Aube´et al., 2013).
Image acquisition
Functional images were acquired using a 3-T MR750 scanner (General Electric, Wuaukesha, Wisconsin) with a 32-channel coil using parallel imaging with an acceleration factor of 2. Each volume consisted of 35 slices (3 mm thick), acquired with a gradient-echo, echo planar ima-
3 ). A 3D T 1 -weighted image was also acquired and used for registration (voxel size
Statistical analysis
Image preprocessing and analysis were carried out using SPM8 (Wellcome Trust Centre for Neuroimaging, London, UK; http://www. fil.ion.ucl.ac.uk/spm). A first-level single-subject analysis included all 12 expressions (3 domains Â 4 emotions), visual and auditory targets and the six realignment parameters. Parameter estimates for each condition were then taken to a second-level repeated-measures Analysis of Variance (ANOVA). Statistical significance was established using a voxel-level threshold of P ¼ 0.001 together with a cluster-based correction for multiple comparisons (k ¼ 160; P < 0.05, Familywise Error (FWE)) obtained through Monte Carlo simulations (n ¼ 10 000) using a procedure adapted from Slotnick et al. (2003, https ://www2.bc.edu/ $slotnick/scripts.htm), and using the spatial smoothness estimated from the actual data, except in the amygdala where, due to its small size, a voxel-level correction for multiple comparisons was used instead, based on Gaussian Random Field Theory (P < 0.05, FWE; Worsley et al., 2004) . To assess regions preferentially responsive to a given domain (faces, music or vocalizations), regardless of emotional expression, contrasts representing main effects were used. To identify regions commonly activated by a given emotion for the three domains, a main effect was used. To ensure that the candidate clusters were indeed responsive to that emotion for all domains, the resulting statistical map was masked inclusively by the conjunction of the three individual simple main effects ('minimum statistic compared to the conjunction null', P < 0.05).
RESULTS Behavior
Subjects' performance in the target detection task was well above chance (91% and 96% for auditory and visual targets, respectively), confirming that participants were able to perceive and distinguish visual and auditory stimuli without any problems and that they were paying attention to them throughout the experiment. Behavioral ratings confirmed that stimuli were judged to have valence and intensity values consistent with their a priori assignment. As expected, there were significant main effects of emotional category in valence and intensity ratings for music on Valence (F(3, 59) ¼ 112.29, 2 ¼ 0.86, P < 0.001) and intensity (F(3, 59) ¼ 62.01, 2 ¼ 0.77, P < 0.001). All post hoc pairwise comparisons for valence rating were significant (Ps < 0.001) except for fear vs sadness (P ¼ 0.9), whereas all pairwise comparisons of emotional intensity were significant (P < 0.001) with the exception of fear vs happy (P ¼ 0.9).
Domain-preferential responses
The contrast between visual (faces) and auditory (vocalizations and music) stimuli for all expressions revealed significant bilateral activation in posterior visual regions, including the face fusiform area ([36, À48, À26] Table 2 ). The opposite contrast activated bilaterally temporal areas [superior temporal sulcus (STS)/superior temporal gyrus (STG)] (auditory cortex), including auditory core, belt and parabelt region ([62, À20, 0] , Z > 8; [À54, À24, 2], Z > 8) ( Table 2 ). The contrast between vocalizations and music revealed significant clusters along the STS bilaterally (Figure 1 , 'blue') (Table 2), whereas the contrast music minus vocalizations activated a more anterior region on the STG bilaterally (Figure 1 , 'green') ( Table 2) . Post hoc analysis also revealed stronger activations for musicians than non-musicians in a cluster within this music-responsive area in the left hemisphere ([À52, À2, À10], k ¼ 20, Z ¼ 3.88, P < 0.001).
Main effect of emotions across domains Fear
The contrast corresponding to the main effect of fear expressions, compared with neutral ones, across domains (i.e. faces, vocalizations and music) revealed increased activity bilaterally in the left amygdala/ hippocampus (Figure 2 Table 2) .
To explore whether the blood oxygen level-dependent (BOLD) signal increase for fearful expressions was correlated across domains, we calculated pairwise semi-partial correlations between the subjectspecific parameter estimates between domains, removing the contribution of the other expressions (to account for possible other, Note: Significantly different from *neutral and **sad (P < 0.05, Bonferroni corrected). a.u., arbitrary units. The spectral centroid (weighted mean of spectrum energy) reflects the global spectral distribution and has been used to describe the timber, whereas the spectral flux conveys spectrotemporal information (variation of the spectrum over time) (Marozeau et al., 2003; MIRtoolbox; Lartillot et al., 2008) . The intensity flux is a measure of loudness as a function of time (Glasberg and Moore, 2002 ; Loudness toolbox. GENESIS Õ , Aix en Provence, France). Other measures were also computed such as the root mean square (RMS), the harmonic-to-noise ratio (HNR) and the median f(0) Lima et al., 2013; Boersma & Weenink, 2014) .
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non-emotion-specific effects, such as attention, sensory processing, etc). In the left amygdala/hippocampus cluster, significant correlations were found between fearful music and vocalizations (r(42) ¼ 0.34, P < 0.05), but no significant correlations between either music or vocalizations and faces (P's > 0.05). No significant correlations were obtained in the posterior insula (P's > 0.1). There were no significant differences between male and female subjects or between musicians and non-musicians for this contrast, either with a between-group whole-brain analysis or through post hoc comparisons in the regions obtained in the main effect of fear vs neutral expressions. No correlation was found either between amygdala activity and any of the acoustic parameters of the auditory stimuli included in Table 1 .
Happiness and sadness
No significant activations were found in any brain areas for the main effect of happiness or sadness across domains.
Music
To determine whether other brain regions were activated by emotions expressed through music stimuli but not necessarily common to the other domains, we also performed emotion-specific contrasts only for music stimuli.
Fear
The contrast between fear and neutral music revealed significant bilateral activity along the anterior STG (Figure 4) Table 2) .
Sadness
No BOLD signal increased was found for the contrast of sadness compared with neutral in the case of music excerpts.
Arousal
As shown in Figure 4 , the regions within the posterior STG showing significantly stronger responses for fearful and happy, compared with neutral, music were very similar. Moreover, as evidenced by the parameter estimates in those clusters, the response to sad music in these regions was similar to neutral and significantly lower than either fear or happy. Thus, these results suggest that this region may be sensitive to emotional intensity (arousal) rather than to a specific emotion or to valence. To further test this hypothesis, we conducted a stimulus-based subsidiary analysis in which each music stimulus was modeled separately as a condition and the corresponding parameter estimates were taken to a second-level correlation analysis with the intensity values obtained in the post-scan ratings. This analysis yielded significant clusters in the STG bilaterally (left ([À52, À8, À6]; Z ¼ 5.40); right ([56, À24, À2] ; Z ¼ 4.29), which overlapped with the ones obtained in the above-mentioned analyses (Figure 4 ). Increased BOLD signal activity along the STG was not modulated by number of events of the musical clips or any other acoustical features.
DISCUSSION
The main goal of the present study was to investigate brain responses to facial expressions, non-linguistic vocalizations and short novel musical excerpts expressing fear, happiness and sadness, compared with a neutral condition. More specifically, we aimed at determining whether there are common brain areas involved in processing emotional expressions across domains and modalities and whether there are any correlations in the magnitude of the response at a subject level. We also sought to identify brain regions responsive to specific basic emotions expressed through music. We observed significant amygdala and anterior insula activation in response to fearful expressions for all three domains. Interestingly, subject-specific amygdala responses to fearful music and vocalizations were correlated, whereas no such correlation was observed for faces. When exploring responses to emotional music alone, we observed significantly stronger activation for happy and fearful excerpts than for sad and neutral ones in a region within the anterior STG that preferentially responds to musical stimuli, compared with other auditory signals. Further analyses showed that music responses in this area are modulated by emotional intensity or arousal. Finally, we failed to observe any differences in these emotion-related responses as a function of participants' sex or musical expertise. 
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Fear and amygdala A cluster within the left amygdala responded to expressions of fear regardless of domain. That is, fearful faces, vocalizations and musical excerpts elicited significantly larger activity in this region when compared with their neutral counterparts. This is consistent with the established role of the amygdala in the processing of threat-related stimuli, both in the visual and auditory modalities. Our findings, however, suggest that the involvement of this structure in fear is not restricted to innate or biologically relevant stimuli, as previously suggested (for a review, see Armony, 2013) . Indeed, we observed that the same voxels in the amygdala that responded to stimuli that have arguably been shaped by evolution to inform conspecifics about the presence of danger in the environment, namely fearful faces and vocalizations, also responded to musical excerpts that conveyed the same type of information. Importantly, as these latter stimuli were unknown to the subjects and varying in their acoustical properties, it is unlikely that the amygdala responses were the result of some form of direct learning or classical conditioning, or related to some basic acoustic feature of the stimuli, such as frequency (none of the measured acoustic parameters significantly correlated with amygdala activity). Moreover, the within-subject design, which allowed us to compare brain activity across domains at an individual level, revealed that the magnitude of amygdala activity in response to fearful music and vocalizations was correlated, whereas no correlation was found between visual and auditory expressions, either music or vocalizations. This suggests that the amygdala may process different domains within a sensory modality in a similar fashion, consistent with the proposal that music and voice both share the same emotional neural pathway (see Juslin and Juslin and Vastjall, 2008; Juslin, 2013; Peretz et al., 2013) .
Comparison with previous imaging studies of emotional music Lesion and neuroimaging studies have consistently implicated the amygdala in the processing of fearful expressions conveyed by faces and, to a lesser extent, vocalizations. In contrast, although amygdala activity has been reported in response to dissonant (unpleasant) or irregular music, unexpected chords (Blood and Zatorre, 2001; Koelsch et al., 2006) and musical tension (Lehne et al., 2014) , few studies have directly explored the neural responses to fearful music Peretz et al., 2013) . In fact, only two sets of studies, one involving neurological patients and one using fMRI study, exist. Gosselin et al. investigated the recognition of emotional music, using similar stimuli to those of the current study, in a group of epileptic patient who had undergone a medial temporal resection including the amygdala (Gosselin et al., 2005) , as well as in a patient who had complete and restricted bilateral damage to the amygdala and had previously been reported to exhibit impaired recognition of fearful faces (Adolphs et al., 1994; Adolphs, 2008) . Interestingly, this patient had difficulty recognizing fear, and to some extent sadness, in music, while her recognition of happiness was intact (Gosselin et al., 2007) . In a recent study, Koelsch et al. (2013) examined brain responses underlying fear and happiness (joy) evoked by music using 30-s-long stimuli. They found BOLD signal increases in bilateral auditory cortex and superficial amygdala (SF) in the case of joy but not for fear. The authors argued that an attention shift toward joy, associated with the extraction of a social significance value, was responsible for this increase, in contrast to fear, which lacks any 'socially incentive value'. Although we do not have a definite explanation for the discrepancy between their findings and ours, especially in terms of amygdala, one possibility is the duration of the stimuli used. Indeed, the amygdala has been shown to habituate to threat-related stimuli, including fearful expressions (Breiter et al., 1996) . In addition, our experiment consisting of rapid presentation of short stimuli of different modalities and emotional value was designed to explore the brain correlates of perception of expressed emotions and not that of induced emotional states. The use of short stimuli might also explain why we did not find any amygdala activation in the case of happiness and sadness, in contrast to some previous studies that used long musical excerpts to induce specific emotional states in participants (Mitterschiffthaler et al., 2007; Salimpoor et al., 2011; Koelsch et al., 2013) . It is therefore possible that differences observed among studies reflect distinct (although not mutually exclusive) underlying mechanisms (see, e.g. LeDoux, 2013) . Interestingly, although Koelsch et al. (2013) did not observe sustained amygdala activity for fear, they did observe an increase in functional connectivity between SF and visual as well as parietal cortices, which they interpreted as reflecting 'increased visual alertness and an involuntary shift of attention during the perception of auditory signals of danger'. These results appear to be compatible with the idea of an amygdala response preparing the organism for a potential threat. Further studies, manipulating the length of the stimuli and attention focus, may help clarify these issues.
Hippocampus
As shown in Figure 2 , the activation obtained in the contrast fearful vs neutral expressions across domains (faces, vocalizations and music) included both the amygdala and the anterior hippocampus. This is particularly relevant in the case of music, as previous studies have also reported hippocampal activation (Koelsch, 2010; Trost et al., 2012) and enhanced hippocampal-amygdala connectivity (Koelsch and Skouras, 2014) in response to music emotional stimuli. Importantly, given that the stimuli used in our study were novel and unknown to the subjects, it is unlikely that the observed hippocampal activation merely reflected memory processes. Instead, this activation is consistent with the proposed critical role of this structure in the neural processing of emotional music (for reviews, see Koelsch, 2013 Koelsch, , 2014 . Insula BOLD signal increase was also found bilaterally in the posterior insula for fear across domains and modalities. Previous imaging studies have highlighted the involvement of the posterior insula in 'perceptual awareness of a threat stimulus' (Critchley et al., 2002) as well as in the anticipation of aversive or even painful stimuli (Jensen et al., 2003; Mohr et al., 2005 Mohr et al., , 2012 . Moreover, the insula has been described as playing an important role in the prediction of uncertainty, notably to facilitate the regulation of affective states and guide decision-making process (Singer et al., 2009 ).
Music and arousal
Previous studies have shown that activity in regions that respond preferentially to a particular type of expression, such as faces (Kanwisher et al., 1997) , bodies (de Gelder et al., 2004; Hadjikhani and de Gelder, 2003) and voices (Belin et al., 2000) , can be modulated by their emotional value (Vuilleumier, 2005; Grèzes et al., 2007; Peelen et al., 2007; Vuilleumier and Pourtois; Ethofer et al., 2009) . Our results show that this property extends to the case of music. Indeed, a region within the anterior STG that is particularly sensitive to music (Koelsch, 2010; Puschmann et al., 2010;  Figure 4 ) responded more strongly to fearful and happy excerpts than to neutral or sad ones, in line with previous studies (Mitterschiffthaler et al., 2007) . Importantly, further stimulusspecific analyses confirmed that this area appears to be sensitive to emotional intensity, rather than valence. Interestingly previous studies, using similar stimuli, have shown that emotional intensity ratings correlate with recognition memory enhancement (Aube´et al., 2014) and physiological responses . Thus, taken together, these results provide strong support to the proposal that arousal is the key dimension by which music conveys emotional information (Berlyne, 1970; Steinbeis et al., 2006 ) (see Juslin and Vastjall, 2008) .
Individual differences
The observed difference in activation in the music-sensitive area of STG (Figure 4 ) between musicians and non-musicians for the main effect of music vs vocalizations is in agreement with previous studies (Arafat et al., submitted for publication; Elmer et al., 2013; Koelsch et al., 2005) . However, there was no significant difference as a function of emotion between groups. This is consistent with the participants' valence and intensity ratings, which did not show any significant group differences (see also, Bigand et al., 2005) . We also failed to find any significant differences in any of our contrasts between males and females.
CONCLUSION Overall, our findings confirmed the crucial importance of fear in emotional communication as revealed by amygdala activity across domains and modalities. In addition, the correlation found between fearful music and vocalizations in the amygdala response gives additional support to the idea that music and voices might both share emotional neural circuitry (see Juslin, 2013) . Moreover, our results confirm that music constitutes a useful and potentially unique tool to study emotional processing and test current theories and models.
