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Taylor expansion for an operator function
Ioan Sturzu
Center for Computational Nanoscience,
Ball State University, Muncie, IN 47306
A simple version for the extension of the Taylor theorem to the operator
functions was found. The expansion was done with respect to a value given
by a diagonal matrix for the non-commutative case, and the coefficients are
given both by recurrence relations and Cauchy integrals.
In Quantum Physics, one has to use functions of the operators defined in some Hilbert
spaces to describe specific quantities, as evolution operator, state operator. Usually, these
are known for some more simple operators, while changing some parameters, the problems
become analytically intractable, usually because the involved operators cannot be easy di-
agonalizable anymore. However, approximate solutions exist when the new operators differ
(in some appropriate norm) from the analytically-tractable ones. Here we present two in-
dependent mathematical proofs of a useful result, which straightforwardly generalizes the
classical result of Taylor expansion from the real analysis to the operator algebra domain.
A function of an operator defined on a Hilbert space can be written using a Cauchy-type
formula [1]:
f(A) =
1
2πi
∮
γ
f(z)
z − A
(1)
where γ is the closed rectifiable Jordan boundary of an open domain containing the spectrum
of the operator A.
The following lemma applies:
Lemma 1 If λ is a diagonal matrix, [λ]ip = λiδip, than:
(λ+ τ)p = λp(1 +
p−1∑
q=0
ǫq + ...
p−1∑
q=0
p−1∑
q1=q+1
...
p−1∑
qk−1=qk−2+1
ǫqk−1...ǫq1ǫq + ...) (2)
where:
[ǫq]ip =
(
λp
λi
)q
1
λi
τip (3)
Proof One has:
[λǫq1 ...ǫqrλ]ip= λi
∑
m1,m2,...mr−1
[ǫq1]im1 [ǫq2 ]m1m2 ... [ǫqr ]mr−1p λp =
1
= λi
∑
m1,m2,...mr−1
[ǫ0]im1 [ǫ0]m1m2 ... [ǫ0]mr−1p
(
λm1
λi
)q1 (
λm2
λm1
)q2
...
(
λp
λmr−1
)qr
λp =
= λ2i
∑
m1,m2,...mr−1
[ǫ0]im1 [ǫ0]m1m2 ... [ǫ0]mr−1p
(
λm1
λi
)q1+1 (
λm2
λm1
)q2+1
...
(
λp
λmr−1
)qr+1
=
= λ2i
∑
m1,m2,...mr−1
[ǫq1+1]im1 [ǫq2+1]m1m2 ... [ǫqr+1]mr−1p =
[
λ2ǫq1+1...ǫqr+1
]
ip
(4)
The proof is done by mathematical induction:
(λ+ τ )1 = λ(1 + ǫ0)
(λ+ τ)p+1 = λp(1 +
p−1∑
q=0
ǫq + ...
p−1∑
q=0
p−1∑
q1=q+1
...
p−1∑
qk−1=qk−2+1
ǫqk−1 ...ǫq1ǫq + ...)λ(1 + ǫ0) =
= λp+1(1 +
p∑
q=1
ǫq + ...
p∑
q=1
p∑
q1=q+1
...
p∑
qk−1=qk−2+1
ǫqk−1 ...ǫq1ǫq + ...)(1 + ǫ0) =
= λp+1(1 +
p∑
q=0
ǫq + ...
p∑
q=0
p∑
q1=q+1
...
p∑
qk−1=qk−2+1
ǫqk−1 ...ǫq1ǫq + ...)
Theorem 1 Let f be a real function, consistent with the conditions of the usual Taylor
expansion theorem. For the matrices λ and τ as in Lemma 1, one can construct the following
Taylor expansion with respect to the value given by the diagonal matrix λ:
[f(λ+ τ)]ip = f(λi)δip +
∑
n≥1
∑
m1,m2,...mn−1
A
(n,λ)
i,m1,m2,...mn−1,p
τim1τm1m2 ...τmn−1p
where:
A
(1,λ)
ip =


f(λi)−f(λp)
λi−λp
, if λi 6= λp
f ′(λi), else
(5)
A
(2,λ)
i,m,p =


A
(1,λ)
ip
−A
(1,λ)
mp
λi−λm
, if λi 6= λm
else limit, i.e.


f(λi)−f(λp)
(λi−λp)
2 −
f ′(λp)
λi−λp
, if λi 6= λp
1
2
f ′′(λi), else
A
(n+1,λ)
i,m1,m2,...mn−1,mn,p
=


A
(n,λ)
i,m2,...mn−1,p
−A
(n,λ)
m1,m2,...mn−1,p
λi−λm1
, if λi 6= λp
else limit
(6)
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Proof Using (1) one can can write a Taylor expansion with respect to the null operator [1]:
f(λ+ τ) =
∑
n≥0
1
n!
f ′(n)(0) (λ+ τ )n =
∑
n≥0
1
n!
f ′(n)(0)λn ×
×(1 + ...
p−1∑
q=0
p−1∑
q1=q+1
...
p−1∑
qk−1=qk−2+1
ǫqk−1...ǫq1ǫq + ...) (7)
the (i, p) matrix element of the k term from the parenthesis can be written as:
∑
m1,m2,...mk−1
B
(k,λ,n)
i,m2,...mk−1,p
τim1τm1m2 ...τmn−1p (8)
where:
B
(k,λ,n)
i,m1,m2,...mk−1,p
=
n−1∑
q=0
n−1∑
q1=q+1
...
n−1∑
qk−1=qk−2+1
(
λm1
λi
)qk−1 (λm2
λm1
)qk−2
...
...
(
λmk−1
λmk−2
)q1 (
λp
λmk−1
)q
1
λiλm1 ...λmk−1
In the corresponding expression for B
(k+1,λ,n)
i,m1,m2,...mk,p
, if λi 6= λm1 one has:
n−1∑
qk=qk−1+1
(
λm1
λi
)qk−1
=
(
λm1
λi
)qk−1+1 1− (λm1
λi
)n−1−qk−1
1−
λm1
λi
(9)
so, one obtains after some algebra:
B
(k+1,λ,n)
i,m1,m2,...mk,p
=
B
(k,λ,n)
i,m2,...mk,p
−
(
λm1
λi
)n
B(k,λ,n)m1,m2,...mk,p
λi − λm1
(10)
Identifying the coefficients:
A
(k,λ)
i,m1,m2,...mk−1,p
=
∑
n≥0
1
n!
f ′(n)(0)λni B
(k,λ,n)
i,m1,m2,...mk−1,p
(11)
and using (10), one obtains the recurrence relation (6). If λi = λm1 , (9) is equal to
(n − 1 − qk−1); finally the term n will go to a derivative (which is finite, because f
is Taylor), while the contribution of the remainder is also finite. So, for the higher
orders, the limiting argument is valid, if for the lower orders this is true. However, for
orders 1 and 2 this was verified by direct calculation, so the theorem is true, by the
argument of mathematical induction.
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The same result can be obtained starting with a Dyson expansion of the integrand from
(1).
1
z − (λ+ τ)
=
1
z − λ
+
∑
n≥1
(
1
z − λ
τ)n
1
z − λ
(12)
Using (1) one has:
[f(λ+ τ)]ip = f(λi)δip +
∑
n≥1
∑
m1,m2,...mn−1
∮
γ
f(z)dz
(z − λi) (z − λm1) ...
(
z − λmn−1
) × (13)
×τim1τm1m2 ...τmn−1p (14)
Identifying:
A
(n,λ)
i,m1,m2,...mn−1,p
=
∮
γ
f(z)dz
(z − λi) (z − λm1) ...
(
z − λmn−1
) (15)
after decomposing the path γ in closed paths surrounding only one of the values λ one can
obtain very easy the recurrence relations (5) and (10).
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