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Abstract
This paper is devoted to a simple alternative proof for a theorem of Frank and Tardos (Math.
Programming 42 (1988) 489) on adjacency of extreme points in the common base polytope
of a pair of matroids. The new proof relies merely on the simultaneous base exchange axiom,
independent of the linear inequality description of the polytope due to Edmonds (Guy et al.
(Eds.), Combinatorial Structures and Their Applications, Gordon and Breach, London, 1970,
p. 69). c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A matroid M=(E;B), introduced by Whitney [6], is a pair of a @nite set E and a
base family B of its subsets that satis@es the following simultaneous exchange axiom
[1]:
(B0) B = ∅,
(B1) ∀B; D∈B, ∀i∈B \D, ∃j∈D \B: B− {i} ∪ {j}∈B, D ∪ {i} − {j}∈B.
Given a base B∈B and a subset D ⊆ E, let G(B;D)= (B \D;D \B;H) be a bipar-
tite graph with the edge set H = {(i; j) | i∈B \D; j∈D \B; B − {i} ∪ {j}∈B}. This
bipartite graph is called the exchangeability graph in M. The following observation
of Brualdi [1] clari@es a fundamental property of exchangeability graphs.
Lemma 1.1. If D∈B; then G(D; B) has a perfect matching.
A partial converse of this lemma holds in the following form (cf. [5, Lemma 2.3.18]).
Lemma 1.2. If G(B;D) has a unique perfect matching; then D∈B.
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Consider a pair of matroids M+ = (E;B+) and M−=(E;B−) on the ground set E.
For a subset F ⊆ E, we denote by 
F its characteristic vector in RE . The common base
polytope is the convex hull of the characteristic vectors of the common bases. Two
common bases are adjacent if their characteristic vectors are adjacent extreme points in
the common base polytope. Frank and Tardos [4] gave the following characterization
of adjacency in terms of exchangeability graphs.
Theorem 1.3 (Frank and Tardos [4, Theorem VI.4.6]). A pair of common bases B;
D∈B+ ∩B− are adjacent if and only if the following (A1)–(A3) hold.
(A1) The exchangeability graph G+(B;D) in M+ has a unique perfect matching M+.
(A2) The exchangeability graph G−(D; B) in M− has a unique perfect matching M−.
(A3) The union Q=M+ ∪M− forms a connected cycle.
In fact, Frank and Tardos showed a more general theorem on submodular Iow
polyhedra, and then specialized it to derive Theorem 1.3. Thus, their proof is based
on the linear inequality description of the common base polytope by Edmonds [3]. For
those 0–1 polytopes that arise from combinatorial structures, it is often the case that
adjacency characterization is easier than linear inequality description. For instance, two
perfect matchings are adjacent in the matching polytope if and only if their symmetric
diJerence forms a connected cycle. This fact is quite easy to prove without using the
linear inequality description of the matching polytope due to Edmonds [2]. This paper
aims at providing such a proof for Theorem 1.3.
2. Proof
Our proof of Theorem 1.3 uses the following characterization of the uniqueness of
a perfect matching. We describe a proof here although the lemma follows easily from
the Dulmage–Mendelsohn decomposition (cf. [5, Lemma 2:3:19]).
Lemma 2.1. Suppose M is a perfect matching in a bipartite graph G=(I; J ;K) with
|I |= |J |= ‘. Then; M is the unique perfect matching in G if and only if there exists
a pair of bijections  : I → {1; : : : ; ‘} and  : J → {1; : : : ; ‘} such that (i)6 (j) for
(i; j)∈K and (i)= (j) for (i; j)∈M .
Proof. Let Gˆ be a directed graph obtained from G by orienting every edge in K from
I to J and contracting every edge in M . Then, a directed cycle in Gˆ corresponds to
an alternating cycle with respect to M in G. Hence, M is the unique perfect match-
ing in G if and only if Gˆ is an acyclic graph. A directed graph Gˆ is acyclic if and
only if it has a topological sort, i.e., a numbering  of vertices such that (u)6 (v)
holds for every arc (u; v) in Gˆ. Assign (i):=(u) and (j):=(u) for i∈ I and j∈ J
that corresponds to each vertex u in Gˆ. Such a topological sort  is tantamount to a
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pair of bijections  and  such that (i)6 (j) for (i; j)∈K and (i)= (j) for (i; j)
∈M .
We remark that (A2) can be replaced by another equivalent condition. The equiva-
lence corresponds to the linear algebraic fact that the inverse of a triangular matrix is
again triangular.
Lemma 2.2. Condition (A2) is equivalent to the following.
(A2∗)The exchangeability graphG−(B;D) inM− has a unique perfectmatchingM−.
Proof. It suMces to prove that (A2∗) implies (A2). The converse follows by replacing
B and D.
Suppose (A2∗) holds and denote I =B \D, J =D \B and ‘= |I |= |J |. By Lemma
1.2, there exists a pair of bijections  : I → {1; : : : ; ‘} and  : J →{1; : : : ; ‘} such that
(i)= (j) for (i; j)∈M− and (i)6 (j) holds for every edge (i; j) in G−(B;D).
Let (s; t) be an arbitrary edge in G−(D; B), which means D′=D∪ {t}− {s} is a base
in M−. Then G−(B;D′) has a perfect matching by Lemma 1:1. Note that each edge
(i; j) in G−(B;D′) satis@es (i)¡(t) or (j)¿(t). That is, {i | i∈ I; (i)¡(t)}∪
{j | j∈ J \{s}; (j)¿(t)} is a node-cover in G−(B;D′). Therefore, G−(B;D′) has no
perfect matching if (t)¡(s). Thus, we obtain (t)¿ (s) for every edge (s; t) in
G−(D; B), which implies (A2) by Lemma 2.1.
We nowprovide another adjacency characterization, which is equivalent to Theorem 1.3
by Lemmas 1.2 and 2.2.
Theorem 2.3. Let B be a common base. A subset D ⊆ E is a common base adjacent
to B if and only if (A1); (A2∗); and (A3) hold.
Proof. Let H+ and H− denote the edge sets of the exchangeability graphs G+(B;D)
and G−(B;D), respectively. We also denote I =B \D, J =D \B, and ‘= |I |= |J |. A
family F(B;D) of common bases is de@ned by F(B;D)= {F |F ∈B+∩B−; B∩D ⊆
F ⊆ B ∪ D; F =B; F =D}.
To prove the suMciency, suppose (A1), (A2∗), and (A3) hold. By Lemma 2.1, it
follows from (A1) that there exists a pair of bijections  : I → {1; : : : ; ‘} and  : J →
{1; : : : ; ‘} such that (i; j)∈H+ implies (i)6 (j). Similarly, from (A2∗), there exists
a pair of bijections  : I → {1; : : : ; ‘} and  : J → {1; : : : ; ‘} such that (i; j)∈H−
implies (i)6 (j).
For any F ∈F(B;D), we denote IF =B \F and JF =F \B. Since G+(B; F) has a
perfect matching, we have
∑
i∈IF
(i)6
∑
j∈JF
(j); (1)
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where the equality holds if and only if M+ matches IF and JF . Similarly, since
G−(B; F) has a perfect matching, we have
∑
i∈IF
(i)6
∑
j∈JF
(j); (2)
where the equality holds if and only if M− matches IF and JF .
If B and D are not adjacent, then by the de@nition of adjacency there exists an
appropriate  with 0¡¡ 1 such that (
D−
B) is a convex combination of 
F −
B
for F ∈F(B;D) namely,
(
D − 
B)=
∑
F∈F(B;D)
F(
F − 
B):
Since 
D − 
B= 
J − 
I and 
F − 
B= 
JF − 
IF , we have


∑
j∈J
(j)−
∑
i∈I
(i)

=
∑
F∈F(B;D)
F

∑
j∈JF
(j)−
∑
i∈IF
(i)

¿ 0;


∑
j∈J
(j)−
∑
i∈I
(i)

=
∑
F∈F(B;D)
F

∑
j∈JF
(j)−
∑
i∈IF
(i)

¿ 0:
Both of the left-hand sides are zero, while there must be a common base F ∈F(B;D)
with a nonzero coeMcient F . Such a common base F ∈F(B;D) satis@es the equalities
in (1) and (2). Hence both M+ and M− match IF and JF , which is a contradiction of
(A3).
Conversely, we now prove the necessity by induction on ‘. Suppose that condition
(A1), (A2∗) or (A3) fails to hold.
• If (A3) does not hold, let R1; : : : ; Rk be the vertex sets of the connected components
of Q.
• If (A3) holds but (A1) does not hold, there exists a matching {(ik ; jk) | k =1; : : : ; p}
⊆ M+ such that (ik ; jk+1)∈H+; where jp+1 = j1. For each k, let Rk denote the set
of vertices on the subpath between jk+1 and ik in Q avoiding ik+1 and jk .
• If (A3) holds but (A2∗) does not hold, there exists a matching {(ik ; jk) | k =1; : : : ; p}
⊆ M− such that (ik ; jk+1)∈H−; where jp+1 = j1. For each k, let Rk denote the set
of vertices on the subpath between jk+1 and ik in Q avoiding ik+1 and jk .
In either case, the symmetric diJerence Dk =RkB satis@es |Dk−B|¡‘, and there
exists q¡p such that
q(
D − 
B)=
p∑
k=1
(
Dk − 
B):
If Dk satis@es (A1) and (A2∗), then Dk ∈F(B;D) by Lemma 1.2, and we assign
k =1. Otherwise, by the inductive assumption, there exists an appropriate k with
0¡k ¡ 1 such that k(
Dk−
B) is a convex combination of 
F−
B for F ∈F(B;Dk).
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Put = q=
∑p
k=1 1=k , and then (
D − 
B) is a convex combination of 
F − 
B for
F ∈F(B;D), which means B and D are not adjacent.
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