Traditionally, syntagmatic processes refer to the influence of "horizontal" elements on a word or phrase, in contradistinction to paradigmatic processes, which refer to "vertical" or alternative substitutions in a phrase. The term had significant currency in early and mid-twentieth century linguistics from Saussure on, and helped to define the formal study of syntax as widely practiced today. The phrase was, however, not widely adopted in the generative linguistics tradition; this is perhaps largely because classical paradigmatic variation was co-opted to provide supporting evidence for a general notion of syntactic structure in the form of complementary distribution in a syntagmatic or syntactic construction. Hence, some of the more interesting aspects of paradigmatic processes, as studied by structuralists and traditional linguists, were ignored, since they did not lend support to the developing view of linguistics as syntax. Hence, with the emergence of a purely formal syntax there was no further need to refer to syntagmatic processes by themselves.
Historical Remarks
Traditionally, syntagmatic processes refer to the influence of "horizontal" elements on a word or phrase, in contradistinction to paradigmatic processes, which refer to "vertical" or alternative substitutions in a phrase. The term had significant currency in early and mid-twentieth century linguistics from Saussure on, and helped to define the formal study of syntax as widely practiced today. The phrase was, however, not widely adopted in the generative linguistics tradition; this is perhaps largely because classical paradigmatic variation was co-opted to provide supporting evidence for a general notion of syntactic structure in the form of complementary distribution in a syntagmatic or syntactic construction. Hence, some of the more interesting aspects of paradigmatic processes, as studied by structuralists and traditional linguists, were ignored, since they did not lend support to the developing view of linguistics as syntax. Hence, with the emergence of a purely formal syntax there was no further need to refer to syntagmatic processes by themselves.
For Hjelmslev (1943) , there are two possible types of relations that exist between elements in a syntagmatic process (e.g., words in a phrase): interdependence and determination; an interdependence between terms in a process was referred to as "solidarity" between the constituents; alternatively, when one element unilaterally determined another one, the relation was termed selection by that element. It is this latter sense which is related to the notion of selectional restrictions as developed by Chomsky (1965) , as noted by Cruse (1986) . In the present discussion, syntagmatic processes will refer primarily to the "determination of selection" as construed in contemporary linguistic frameworks.
Determination of Selection
By far, the most widely studied type of selection process involves the constraints imposed on adjacent (in a broad syntactic sense) phrases by a word, by virtue of its lexical properties (cf. Chomsky, 1965, Lyons, 1968, and others) . For example, the selectional constraints imposed on the subject by the verbs fall and die are distinguished by the absence and presence of the feature of [+animacy], respectively.
(1) a. The man / the rock fell.
b. The man / *the rock died.
Selectional constraints can determine the acceptability of arguments in all positions in the grammar, and are logically associated with any lexical item acting as a functor in composition, including prepositions and all verbal argument positions; consider force versus convince and into versus on, in the sentences below: It is fair to say that interest in selection processes waned during the 1970s and 1980s, with the ascendency of abstract models of grammatical description, utilizing syntactic subcategorization frames and named semantic roles at best (cf. Chomsky, 1981 , Gazdar et al. 1985 . One major problem with integrating selectional restrictions into mechanisms of grammatical selection and description is that, if they are imposed strictly, the grammar is forced to make two decisions:
1. the entailment relations between selectional restrictions as features must be modelled formally, in order to contribute to the computation of a syntactic description; 2. the manner in which selectional features or constraints contribute to the determination of the meaning of expressions must be enriched in order to exploit these very features.
Solutions to the first problem were briefly discussed in the context of distinctive feature theory and appealed to a theory of markedness (cf. Chomsky and Halle, 1968) . The view that the second problem is essentially intractable has led some early componential semanticists such as Fodor to abandon semantics as an enterprise altogether (cf. Fodor, 1998) . Neither problem, however, was adequately addressed in the generative literature of the 1970s or 1980s. Ironically, the conclusion seems to be that, if syntagmatic processes (in the current sense) are to be seriously deployed in grammatical description, they will need to make explicit reference to paradigmatic systems. In fact, Hjelmslev (1943) Recently, with the convergence of several areas in linguistics (lexical semantics, computational lexicons, type theories) several models for the determination of semantic selection have emerged which integrate these central syntagmatic processes explicitly into the grammar, by making explicit reference to the paradigmatic systems which allow for grammatical constructions to be partially determined by selection. Examples of this approach are Generative Lexicon Theory (Pustejovsky, 1995 , Busa, 1996 , Copestake and Briscoe, 1992 , and to a certain extent, Construction Grammar (Goldberg, 1995) and HPSG (Pollard and Sag, 1994) .
Given these remarks, let us consider some examples of how syntagmatic processes in grammar are modelled when the paradigmatic systems of the language have been explicitly formalized. There are essentially three areas of the grammar that are significantly impacted by such considerations:
1. the specificity of argument selection by a predicate; 2. the treatment of verbal polysemy and multiple subcategorization; 3. the treatment of type mismatches and the semantics of solidarities.
By making reference to a rich lexically-based type system, these cases of "determination of selection" can be explained fairly directly and elegantly. Each of these areas will be discussed briefly below, illlustrating the interdependence of paradigmatic systems (semantic type systems) and syntagmatic processes.
Argument Selection
The most direct impact of semantic type systems on the syntactic aspects of selection can be seen with the analysis of argument selection. Returning to the example in (1), consider how the selectional distinction for the feature [+/-animacy] is modelled. For the purpose of illustration, the arguments of a verb will be represented in a list structure, where each argument is identified as being typed with a specific value.
(5) a.
This value is a type within a lattice structure of types, such as that shown below (cf. Pustejovsky, 1995 , Copestake and Briscoe, 1992 , Copestake, 1992 , and Pustejovsky and Boguraev, 1993 : In the sentences in (1) The rule Θ, applies since the concept human is subtyped under animate in the type hierarchy. Parallel considerations rule out the noun rock as a legitimate argument to die since it is not subtyped under animate. Hence, one of the concerns given above for how syntagmatic processes can systematically keep track of which "selectional features" are entailed and which are not is partially addressed by such "lattice traversal" rules as the one presented here.
Subcategorization and Verbal Polysemy
The second major area where formal paradigmatic systems have impacted the design of grammar is the problem of multiple subcategorization. The formalization of paradigmatics in the form of semantic type systems allows the grammar to make reference to semantic selection, when it would otherwise not be possible. Consider the three examples below, where the verbs begin, enjoy, and hate, each take multiple, overlapping subcategorization frames. Typically, each subcategorization is listed as one possible argument realization, resulting in lexical entries such as that shown below for the verb enjoy:
The mutliple complement forms for (7) and (9) would be represented in a similar fashion.
The problem with this approach is that it fails to capture the generalization of what is actually being semantically selected in all the subcategorized forms. For example, the verb enjoy always interprets its complement as an event description while like and hate always interpret their complement as the object of an attitude (cf. Pustejovsky, 1995) . These are both identifiable semantic categories within the semantic typing system. In other words, the information from the paradigmatic system is not being deployed in the grammatical description. One of the most direct ways to encode semantic selection in such cases is by employing a generative technique called type coercion (cf. Pustejovsky, 1993) . Type coercion can be seen as a device to ensure the strict determination of selection by a functor, e.g., the verb enjoy in the above sentences. Formally, it is a semantic operation that converts an argument to the type which is expected by a function, where it would otherwise result in a type mismatch. To illustrate, consider the manner in which the NP complement in (8b) actually satisfies the determination of selection by the verb enjoy. Part of the type structure of the noun movie makes reference to an event description of its purpose, part of its qualia structure, i.e., its telic qualia-role. This event is exploited by the coercion rule to satisfy the selectional requirements of the verb. Generally, if the complement does not directly satisfy the typing requirements imposed by the governing verb, as in (8b), then type coercion acts as a kind of metonymic reconstruction over the semantics of the NP. This is illustrated below in (11), where qs refers to qualia structure:
NP, [qs: [telic = watching(e,x,movie)]]
Type coercion formally models the ability of one semantic type to express itself in many syntactically distinct ways. From the perspective of syntactic categories, what this says is that a syntactic expression does not denote a single semantic type; rather, it assumes a particular semantic interpretation by virtue of its governing context, a view Hjelmslev would have found particularly familiar.
Selective Binding
There are many constructions in language where the standard or conventional interpretive rules do not seem adequate to the degree of semantic selection required. This is particularly true in adjective-noun modifications, such as those illustrated below. There are two problems to point out about these adjectives: first, the selectional properties of these adjectives is such that no straightforward intersective treatment adequately accounts for their interpretation; secondly, even if there were, it would not explain their polysemy. For example, a long album is not something that is both long and an album, e.g., λx [long(x) 
Each of the constructions above exhibits a property that has been called selective binding (Pustejovsky, 1995) . These adjectives can be seen as selecting a portion of the semantic content of the noun it is modifying. For example, if a "typist" is represented as a person who has a telic qualia-role referring to the event of typing, then an adjective such as fast can be analyzed as an event predicate, selectively modifying that event. Similarly, a long album is an album that plays for a lengthy time, a direct modification of its function or telic qualia-role, as illustrated in (13).
This strategy might also help explain the apparent type mismatches seen in (12d). The issue is that while cars can be noisy, rooms are typically not noisy without a "noise-maker" present. What lexical strategy accounts for the polysemy of this adjective under both interpretations? Selective binding into the telic qualia-role of room provides a partial explanation, but something more is involved, since the adjective appears to require generic reference to the noise-makers in the room. The mechanism of selective binding can be seen as providing the input to other sense transfer operations, such as those outlined in Nunberg (1995) .
Solidarity and Polysemy
The final area of syntagmatic processes that is impacted by formal paradigmatic systems involves solidarity between constituents. Recall that solidarity exists when there is an interdependence between two (or more) terms in a phrase. This occurs primarily with verb-complement constructions. To illustrate the problem, consider how a verb typically combines its meaning with a range of argument types, while preserving the central meaning of the predicate. The verb carry selects for carriable or moveable things, and the resulting VP meaning is a fairly transparent or direct projection of the verb's meaning; namely, given what we normally take to be the semantics of carry, the object doesn't contribute anything to the VP is any noticeable way. This kind of behavior is what most contemporary models of semantics consider to be a typical instance of the principle of compositionality, where the meaning of an expression is the function of its parts. From the discussion above, it is clear that this is an example of (unilateral) determination of selection. While this behavior is fairly typical, it is by no means without significant exception; that is, counterexamples to the simple model of compositionality are ubiquitous in natural language. Consider the examples below in (15) What these examples illustrate is a process called co-composition, a "bilateral semantic selection" between the verb and its complement, giving rise to a novel sense of the verb in each context of use (Pustejovsky, 1995) . Co-compositionality is the ability to take a category and refine its semantics in a novel context. For example, although all the sentences in (15b) involve the predicate cut, there are four distinct senses involved: separate, shorten, open, and slice. However, the different uses of the verb do not denote a unique sense with each complement type, but rather each exhibits a fair degree of permeability of word sense (Atkins, 1991) . In order to model these types of solidarities, semantic selection in a phrase must be able to go in both directions. The operation of co-composition results in an interpretation for the VP in (15b) that reflects aspects of both constituents. These include the following properties: Such examples of solidarity demonstrate an economy of expression in language while also illustrating the creative use of words in novel contexts. A better understanding of the syntagmatic processes in language brings us hopefully closer to a better description of how our language expressions have content, and how this content appears to undergo continuous modification and modulation in new contexts. The theoretical approach presented above is an attempt to realize the semiotic integration of syntagmatic processes that are grounded on paradigmatic systems.
