Ridge regression is an alternative to ordinary least-squares (OLS) regression. It is believed to be superior to least-squares regression in the presence of multicollinearity. The robustness of this method is investigated and comparison is made with the least squares method through simulation studies. Our results show that the system stabilizes in a region of k, where k is a positive quantity less than one and whose values depend on the degree of correlation between the independent variables. The results also illustrate that k is a linear function of the correlation between the independent variables.
Introduction
The ordinary least squares (OLS) estimator is the best linear unbiased estimator (BLUE). It can be used to investigate the linear relationships between the variables of interest. The model is   2 ,~N ,  YX β ε ε o I and it is assumed that β is linear (each of its elements is a linear function of y, the dependent variable). The parameter β in OLS has the properties of being (i) unbiased where   E   is the expected value of the slope estimates of β, which is the true β; and (ii) consistent, where the estimator produces the minimum variance. The OLS method has some attractive statistical properties under the following assumptions:
i. E(ε) = 0, where ε and 0 are (n × 1) column vectors ii.
E(εε') = σ 2 I, where I is the (n × n) identity matrix iii.
The (n × p) matrix X is non-stochastic iv.
The rank of X is equal to the number of columns, C, in X, and C is less than the number of observations, n
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Multicollinearity is very high-strength correlations, corresponding to singularity, among the independent variables. This phenomenon commonly occurs when a large number of independent variables are incorporated in a regression model. High-strength correlations are encountered when measuring similar dimensions and/or concepts of a phenomenon. Multicollinearity is not the only violation of the OLS assumptions. However, an accurate multicollinearity violates the assumption that the matrix X is given the highest rank, which makes the OLS impossible. When a model does not reach the peak, which is the inverse of X that cannot be defined, an infinite number of least squares solutions is obtained.
Multicollinearity has several manifestations, including: (a) small changes in the data can produce wide swings in the parameter estimates; (b) coefficients can have high standard errors and low significance even though they may be jointly significant and the coefficient of determination, R 2 , for the regression can be quite high; and (c) coefficients may have the wrong sign or implausible magnitude (Greene, 2000, p. 256) . Multicollinearity increases the standard error of the coefficients, and the increased error means that the coefficient for the particular independent variable may not be close to 0. On the other hand, a multicollinearity with a low standard error can give a significant coefficient and the researcher may not come to a conclusion with null findings.
In summary, the multicollinearity misleadingly inflates the standard error in an excessive amount. In such case, the coefficient may provide high estimates of changes in the multiple regressions when only low changes can be seen in the model or the data. Multicollinearity does not reduce the predictive power or reliability of the model as a whole, but it only affects the calculations related to an individual predictor. A multiple regression model with correlated predictors indicates good combination of the entire bundle of predictors which estimate the outcome variable. However, reliable results cannot be based on an individual predictor or on a set of predictors that are redundant. A high degree of multicollinearity can prevent the computer system from performing a matrix inversion while computing the regression coefficient, or it can result in an inaccurate inversion. It is noted that in discussions of the assumptions underlying regression analyses such as OLS the phrase 'no multicollinearity' is used sometimes to refer to absence of perfect multicollinearity, which is an expression of accurate (non-stochastic) linear relations among the regression model predictors.
Ridge regression is a technique for analyzing multiple regression models that may be exposed to the multicollinearity problem. The OLS regression technique provides unbiased estimates, but their variances are so large that they can be far from the actual value. By adding a degree of bias to the regression estimates, ridge regression reduces the standard errors; the net effect can be highly reliable estimates 754 of the target parameters. There is a number of common biased regression techniques, the most popular of which is ridge regression. The actual definition of ridge regression is the existence of accurate linear relationships between the variables of a regression model which we can notice. In order to identify the main predictors, it is extremely vital to deal with multicollinearity where the impact is great and the interpretation, the amendments, and the analysis occur in all the linear models. The main purpose of this study is to discuss the shortcomings of OLS regression when estimating the regression coefficients in the presence of muticollinearity, and to present the ridge estimator family as an alternative to the OLS procedure.
Several authors have suggested various estimation methods to reduce the biasness problem. When Hoerl and Kennard (1970a) developed the ridge regression technique, they suggested that this method, which is also referred to as the ridge trace, can be used to solve the biasness problem. This ridge trace is a plot which illustrates the ridge regression coefficients as the main function of k. By using this ridge trace, the analyst may give a value to k at which the regression coefficients can be stabilized. Often, the regression coefficients are varied widely to get a small value of k and then they are stabilized. Choosing the smallest possible value of k (which introduces the smallest bias) ensures that the regression coefficients can remain stable. It is noted that the increasing value of k will finally drive the regression coefficients to zero. Most of the later efforts in this area have concentrated on estimating the value of the ridge parameter k. Many different techniques for estimating k have been proposed by different researchers (e.g., Hoerl & Kennard, 1970a; Hoerl, Kennard, & Baldwin, 1975; McDonald & Galarneau, 1975; Lawless & Wang, 1976; Dempster, Laird, & Rubin, 1977; Khalaf & Shukur, 2005; Alkhamisi, Khalaf, & Shukur, 2006; Alkhamisi & Shukur, 2008; Muniz & Kibria, 2009; Dorugade & Kashid, 2010; Jensen & Ramirez, 2012) . This study investigates the shortcomings of using the OLS estimators in the presence of multicollinearity with ridge regression presented as an alternative approach. The properties of ridge regression are discussed in detail and are based on the results obtained by El-Dereny and Rashwan (2011) , who have argued that this method is superior to the least-squares estimator in the presence of multicollinearity.
Methodology

Least-Squares Estimation
Consider the following P-variable regression model
where Y is an (n × 1) column vector of observations on the dependent variable y;
X is an (n × p) matrix giving n observations on p -1 variables, X 2 to X p , the first column of 1s representing the intercept term; β is a (p × 1) column vector of the unknown parameters; and ε is an (n × 1) column vector of n disturbance terms. The least-square estimator of β is given by
In model (1), the residual, ε, is assumed to be identically, independently, and normally distributed with a mean of zero and constant variance.
The variance covariance matrix of β is
Alternative Variant of the Model
The X-scaled variables are assumed such that X'X has the form of a correlation matrix. To recognize this, consider the following multiple linear regression model:
By subtracting (5) from (4), we get
The variables are then standardized to , , 1, 2, ,
      2  2  22   11   11 , , 1, 2, , 11
Define the following simple function of the standardized variables:
Therefore, the parameterized model with the transformed variables corresponding to model (1) is given by
Note that * , 1, 2, ,
Then the least squares estimator of β is given by
The x* matrix in the model can be written as follows: 
where r jk is the simple correlation coefficient between X j and X K , then the matrix for the transformed variables can be written as 
When the number of independent variables is two, we have
For three independent variables, Equation (17) is then replaced by In the p-variables case, the diagonal elements of C = (X * 'X * ) -1 can be written as follows: 
iv.
* β is a biased estimator of β.
v.
The covariance of
vi. The mean square error (MSE) of * β is given by
where the first term on the right hand side of Equation (25) is the sum of the variance of the estimators and the second term is the sum of squared biases, which is introduced by using * β rather than β . It can be seen that the sum of variances is a decreasing function of k, while the squared bias is an increasing function of k vii. 
 
    *M SE MSE  ββ
The Variance Inflation Factor
The variance inflation factor (VIF) can be computed using the equation
where R j is the coefficient of determination in the regression of an explanatory variable X j on the remaining explanatory variables of the model. If X j has a strong linear relation with other explanatory variables, then 2 j R will be close to one and VIF values will tend to be very high. However, in the absence of any linear relations among the explanatory variables, 2 j R will be zero and the VIF will equal one. It is known that a VIF value greater than one indicates deviation from orthogonality and has tendencies Generally, when the VIF > 10, we assume that there is high multicollinearity in the data (Mardikyan & Çetin, 2008) and that the sum of squared errors (SSE) approaches 1. There always exists a k > 0 such that
MSE than  , which means that
. Further details on this issue have been provided by Judge (1988) , Gujarati (1995) , Gruber (1998) , and Pasha and Shah (2004) . Finally, if , then there is no need to worry about existence of multicollinearity; the R 2 will be close to 1 and the VIF will be large. However, when VIF i > 10, the data have collineaity problems.
Monte Carlo Design
A simulation study using 1000 samples with n = 10 was conducted to determine the appropriate k value for ridge regression in a p-variable regression model. The performances of the OLS and the different ridge regression estimators are evaluated and compared. Furthermore, a brief description of the factors that vary in our simulation study is discussed in this section.
In most simulation studies (e.g., Ghazi & Barimal, 2010) , the MSE, VIF, and β of the proposed ridge estimators are calculated using a fairly low number of explanatory variables (two and four are the most common value of p). We will choose k which gives stable values of the estimated parameters and small VIF and The values of x i , i = 1, 2, 3, and 4 were generated from normal distribution with (0, 2). For given x 1 , x 2 , x 3 , x 4 correlated variables   2 01 j R  , the y values were generated using a set of predetermined values of parameters. However, only values of ε i (i = 1, 2,…, n) were allowed to change randomly. The errors ε i were generated to be ε i ~ i.i.d N(0, σ 2 ), i.e. independent and identically normally distributed with a mean of zero and variance of σ 2 . The true values of the parameters were taken to be:
, , , , 0.2,1.2, 0.8, 2.5,1.2 , 2
One thousand data sets were used in each simulation study. Each data set was fitted by least squares and ridge regression estimation. The VIF and SSE for different k values and different 
The developed model is 
Discussion and Conclusion
The main goal of this study was to identify the most relevant k value for ridge regression in a four-variable regression model. Since it is not possible to achieve this mathematically, a simulation study was conducted to study the behavior of ridge regression in such case. It was assumed that both the form of the model and the nature of the errors, ε i (i = 1, 2,…, n), are known. For given X 1 , X 2 , X 3 , and X 4 correlated values   2 01 j R , the y values were generated using a set of predetermined values of parameters, allowing only the values of ε i to change randomly. The errors, ε i , were generated such that ε i ~ i.i.d N(0, σ 2 ). One thousand random data sets were used in each simulation study. The p-variable linear regression model was fit by the least-squares method. Thereupon, in each simulation study, one thousand ridge regression estimates of 
From a practical point of view, when multicollinearity occurs, we can use ridge regression to solve this problem. The appropriate value of k can be chosen according to the ridge trace and Equation (27) . In this study we have only considered four independent variables.
