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Abstract
For the offshore oil industry, a primary concern is an accidental oil spill. Potentially,
oil can spill from the platform during the extraction or from the tanker during the
transportation, in both cases will flow into the nearby sea. After an oil spill occurs,
to prevent it from polluting even more areas and recover the polluted area, scientists
want to understand the process of oil spreading on the sea.
In this dissertation, we study the phenomena of oil spreading on water surface. We
address a reduced model that captures the local dynamics of an oil slick spreading on
flowing water surface and provides an insight on the trend of the spreading process.
When the underlying water is locally steady, a full PDE model is analyzed to yield
the velocity of the oil slick and its spreading rate. For spreading on a water surface
where the flow is locally contracting towards the center of the oil slick, a stationary
state is found for the oil slick. For an oil slick spreading on a water surface where the
flow is locally expanding towards the edge the slick, the asymptotic spreading rate of
the slick and a quasi-steady state are found in this case. We also develop numerical
schemes that simulate the dynamics of an oil slick spreading on steady water surface
and surface with expanding water flow.
For modeling the evolution of crude oil, we introduce a dimension reduction for
systems with slow relaxation and develop a multilayer stochastic model. Using the
multilayer reduced model, we are able to estimate a single observable quantity of oil
based on its past states, without further knowledge on the ’microscopic structure’
inside the crude oil. Through synthetic data experiments, our reduced model is
demonstrated to have an improved accuracy when implemented with data assimilation
methods and can maintain stability while predicting a future state when no data is
available.
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Chapter 1
Introduction
Oil has been the most important fossil fuel for modern world since the early 20th
century. Thanks to its massive storage in nature and high combustion efficiency,
crude oil is the raw material for a wide variety of petroleum products that are used
both in industry and daily life. It is estimated that the world consumes at least 96
million barrels of crude oil each day. About 40 percent of total energy consumption in
the United States is made up by petroleum. By 2004, the world total explored reserve
of oil is about 170 billion tons, among which about 24% is under the seabed. The
scale of oil exploitation on the sea has increased dramatically since the first offshore oil
platform was launched on the sea near the coast of California in 1896. Nowadays, more
than 25% of the oil extracted each day is from offshore platforms. For the offshore oil
industry, a primary concern is an accidental oil spill. Potentially, oil can spill from the
platform during the extraction or from the tanker during the transportation, in both
cases will flow into the nearby sea. Such industrial accidents have occurred dozens of
times in the past few decades and have caused tremendous disasters and irreparable
damage to a large scale oceanic ecosystem. Oil spills at sea can spread for hundreds of
nautical miles in a thin oil slick which can cover beaches with a coating of oil and kill
seabirds, mammals, shellfish and other organisms they coat. The Deepwater Horizon
oil spills, also referred to as the BP oil spills in 2010, leaked an estimated total volume
of 210 million gallons of oil into the Gulf of Mexico. According to the satellite image,
the spill directly affect 68,000 square miles of ocean, which is comparable to the
size of Oklahoma. About 491 miles of coastlines in Louisiana, Mississippi, Alabama
and Florida were contaminated by oil two months after the spill is discovered. This
accident is one of the worst industrial disasters in history and has brought the society
a serious attention in the risk of oil spill.
After an oil spill occurs, to prevent it from polluting even more areas and recover
the polluted area, scientists want to understand the process of oil spreading on the
sea. The actual process of oil spilling on the sea is complicated. It consists of many
different physical processes schematically, shown in Figure 1.2 [11]. The spread of
an oil slick on the sea can be affected by many factors, including transport driven
by winds and currents, dispersion of the floating oil layer into suspending oil bulks,
dissolution of oil particles into water, evaporation of oil into air, and the tendency
of the oil slick to spread even in calm water. Understanding the dynamics of the
spreading process is even more challenging for crude oil, since crude oil is a mixture of
a large number of chemical compounds, each with its own properties. Due to possible
12
(a) (b)
Figure 1.1: (a) NASA’s Terra Satellites Sees the Deepwater Horizon oil Spill on May
24 Sunlight illuminated the lingering oil slick off the Mississippi Delta on May 24,
2010. (b) Oil from the Deepwater Horizon oil spill approaches the coast of Mobile, Al-
abama, 6 May 2010. Captured from https://en.wikipedia.org/wiki/Deepwater_
Horizon_oil_spill
chemical reactions between different components, also evaporation and dissolution,
crude oil is in evolution during its spreading and its properties such as density and
viscosity vary over time and space. Thus, it is difficult to model such a spilling process
mathematically with consideration of all physical aspects.
Physicists have been studying the phenomenon of oil spreading on water both
theoretically and experimentally since 1960’s. Fay [8, 9] and Hoult [14] both derive
an approximation of the spreading rate for a pure oil slick to spread on steady water
surface. Buckmaster comes out an improved spreading law for the oil in calm water in
a more dedicated time scale [2]. For effects other than spreading, Hoult estimates the
wind driven velocity acting on the water surface and argued that the effect of waves
would be small in this spreading process because of the small vertical acceleration and
a nearly periodic behaviour of the ocean waves [14]. Chebbi gives an experimental
study on the spread of oil under the gravity and viscous drag for the case where oil
is discharged at a constant rate on calm water surface [4]. The experimental results
justifies Hoult’s analysis and further yield the prefactor for the spreading expression.
Chebbi also extends and modifies the Fannelop & Waldman boundary condition to
account for the case of continuous discharge of oil under the gravity and inertial
effects, based on the analogy with the acoustic limit in gas dynamics [3]. Restrepo,
Venkataramani and Dawson develop a physical model that studies the transport of
floating oil in the nearshore [23]. To model the uncertainty quantification of crude
oil, Venkataramani, Venkataramani and Restrepo develop a reduced stochastic model
that tracks the evolution of crude oil using observable quantities [27].
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Figure 1.2: Physical effects that are evolved in oil spill process. Captured from
www.medess4ms.eu/marine-pollution
1.1 Overall Goal
Due to the interactions of many physical processes, the dynamics of the oil spilling on
water is complicated. Developing a full mathematical model that takes every aspect of
the physics into account is difficult, even analyzing and applying such a multiphysics
and multiscales model will be a challenge. In our work, we are aiming to develop a
reduced model that not only captures the main dynamics of the oil spilling process,
but also can be implemented in a practical way without further attentions on the
details of every physical aspect.
1.2 Summary of Results
As a progress towards the overall goal, we have achieved four main results in this
thesis:
1. A reduced model has been established for the oil spreading process on water.
2. A numerical solver has been developed to simulate the dynamics of an oil spread-
ing on water and can be used to validate the reduced model.
3. The implementation of data assimilation methods on a reduced model for oil
evaporation process has been investigated.
4. An improved reduced model for oil evaporation process has been developed to
maintain accuracy and stability.
In this thesis, we will present our results through discussions on the following
topics:
14
• The motivation of the reduced model for oil spreading on water
• Oil spreading on water surface with contracting flow
• A scale solution at the steady state for the contracting flow case
• A form of the analytic solution at the steady state for the contracting flow case
• A reduced ODE for the steady state solution for the contracting flow case
• Boundary conditions for the reduced ODE
• Numerical solutions of the reduced ODE
• Oil spreading on water surface with expanding flow
• A scale solution for the expanding flow case
• A full PDE model for the expanding flow case
• A form of the quasi-steady state solution for the expanding flow case
• A reduced ODE and its boundary conditions for the quasi-steady state solution
• Numerical solutions of the reduced ODE
• Implementation of Ensemble Kalman filter on a multilayer stochastic model for
oil evaporation process
• Instability of the six taps multilayer model
• Estimation accuracy of the one tap multilayer model
• Derivation of the one tap model with multiple bins approach
• Comparison of six taps model, one tap model and one tap model with bins
approach
• Limitation of the reduced model
15
1.3 Thesis Organization
This thesis is organized in the following order:
• In Chapter 2, from section 2.1, we review an order of magnitude analysis and a
PDE model for an oil slick spreading on calm water.
• In Chapter 2, section 2.2, we review a dimension reduction for system with slow
relaxation.
• In Chapter 3, we address a reduced model for an oil slick spreading on flowing
water. We discuss the solution behaviors for scenarios with different water flows
and develop a numerical solver to simulate the dynamics.
• In Chapter 4, we investigate the performance of the reduced model in estimating
the oil evaporation process and discuss the influence of noise from the data. We
develop an advanced reduced model that improves the prediction stability and
discuss the limitation of data assimilation implementation in this application.
16
Chapter 2
Background
2.1 Fluid Dynamics of An Oil Slick On Steady Water
In this section, we will explore the dynamics of an oil slick spreading on steady water
surface.
2.1.1 A Order of Magnitude Analysis
Fay [8, 9] firstly developed an estimation on the rate of spread of an oil slick in calm
water using the order-of-magnitude analysis in 1969. The result are based on several
assumptions in the following.
1. A hydrostatic equilibrium is assumed for the oil slick due to the fact that oil
layer is typically very thin, comparing to its horizontal scale and the wavelength
of the waves underneath it.
2. A bulk model that assumes constant chemical properties for the oil slick is used
by Fay.
It is noted that for crude oil, since different chemical compounds generally have
quite different spreading coefficients due to surface tension, such a bulk model assump-
tion may be a rather poor description of the flow in a regime where surface-tension
and viscous effects are important. We will address a statistical framework that can
be implemented to improve this problem in later sections.
Referring to Fay’s analysis, let us consider an one-dimensional setting where the
oil is spreading unidirectionally on the water surface, illustrated in Figure 2.1. With
the bulk model assumption, there are four basic forces that either promote or retard
the spreading of the oil slick, which are the gravitational force, the inertial force,
the viscous drag and surface tension. We will use l to represent the characteristic
Figure 2.1: Oil slick on water
17
length scale of the oil layer, h to represent the characteristic thickness scale of the
oil layer, and t to represent the characteristic time scale of the dynamics. Assume
that water has kinematic viscosity νw, oil has kinematic viscosity νo and the relative
density difference between water and oil is ∆, i.e. ρoil = ρwater(1 − ∆). Typically,
νw  νo and ∆ is so small (usually ∆ ≤ 0.1) that we will only consider the density
difference when evaluating the gravitational force. Then the orders of magnitude of
these promoting and retarding forces can be estimated by the characteristics in the
following way.
Because of the hydrostatic equilibrium in the oil, the oil slick floats a height ∆h
above the mean water surface, which generates a pressure of the order
ρg∆h
resulting in a horizontal gravitational driving force that has a order of
ρg∆hh (2.1.1)
While an oil slick is released from the rest, the inertia effect tends to retard the
motion. The order of such a inertial force is given by the Newton’s law
ρlt−2(hl) (2.1.2)
As the oil is much more viscous than water, while it sliding over the water surface,
a water boundary layer is formed. The Blasius solution [12] provides an approximation
of the thickness δ of a laminar boundary layer
δ ≈ 5.0
√
νwx
u0
Using this solution as the thickness of the boundary layer, the order of the viscous
drag can be estimated by
ρνwlt
−1(νwt)−
1
2 l (2.1.3)
While the slick is spreading on water, multiple surface tensions result from the
air, water and oil interfaces can act on the edge. We will only characterize the net
surface tension defined as
σ = σ1 − σ2 − σ3 (2.1.4)
where σ1 is the air-water interfacial tension, σ2 is the oil-water interfacial tension,
and σ3 is the oil-air interfacial tension. In general, the effect of the surface tension to
either promote or retard the spreading is determined by the sign of σ. For most crude
oils, the net surface tension is measured to be positive [14] so that it will promote the
spreading.
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Now suppose an oil slick with a constant volume V is released at a point and
starts spreading on the water surface. An estimation on the order of characteristic
length scale gives
hl ∼ V
The inertial force and viscous drag tend to retard the oil. For a very short period
of time after the release, the oil layer is relatively thick so that the inertial force
dominates the viscous drag as the main retarding force. More precisely, by comparing
the orders of magnitude of these two retarding forces, we can see that
ρνwlt
−1(νwt)−
1
2 l ρlt−2(hl) (2.1.5)
when
t ν−1w h2 (2.1.6)
For the promoting side, the gravitational force dominates surface tension as the
main driving force, when the oil layer is thick. In particular,
ρg∆hh σ, (2.1.7)
when
h ( σ
ρg∆
)
1
2 (2.1.8)
Thus for a short period of time after the oil slick is released when the thickness of
the oil layer is still relatively thick, the gravitational force and the inertial force are
the dominating promoting and retarding forces, respectively. We will refer this stage
of dynamics as the ’Inertial’ regime. A rough spreading law for this regime can be
obtained by balancing the orders of the gravitational force and the inertial force:
ρ(lt−2)hl ∼ ρg∆hh
⇒ l ∼ (g∆V ) 13 t 23 (2.1.9)
Substituting the spreading law (2.1.9) into (2.1.6) and making use of the fact
hl ∼ V yields the time scale for this regime:
t (g∆)− 27V 47ν−
3
7
w (2.1.10)
It is noted that the upper bound of the time scale for this regime increases with
the volume of the oil slick. Intuitively, this can be explained by the reason that it
takes longer for a large amount of oil to spread out as an oil layer that is reasonably
thin.
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After certain amount of time, the oil slick is spreading out and becomes to a thin
layer. Once the layer thickness is thin enough, it is expected that the viscous drag
starts dominating the inertial force as the main retarding effect. Referring to (2.1.6),
this scenario happens when
t ν−1w h2
or equivalently
(νwt)
1
2  h (2.1.11)
which means when the boundary layer thickness is much larger than the thickness
of the oil layer. On the other hand, we should not forget that the boundary layer
description of the water flow is only appropriate if the Reynolds number is large,
which implies that
(νt)
1
2  l (2.1.12)
On the promoting effect side, let’s assume that the oil layer is not thin enough
so that the inequality (2.1.8) still holds, which indicates that the gravitational force
still dominates the surface tension. We will refer this stage of the dynamics as the
’Viscous’ regime. A balance on the orders of magnitude of the viscous drag and the
gravitational force yields an estimation of the spreading law of this regime:
ρνwlt
−1(νwt)−
1
2 l ∼ ρg∆hh
⇒ l ∼ t 38 (gV ) 14V 12ν−
1
8
w (2.1.13)
The bounds of the time scale for this regime are given by (2.1.12) and (2.1.8). By
substituting the spreading law (2.1.13) into (2.1.12) and (2.1.8), we obtain the time
scale for the ’Viscous’ regime:
(g∆)−
2
7V
4
7ν
− 3
7
w  t (g∆)2V 4ν−5w (2.1.14)
Comparing to the upper bound of the time scale for the ’Inertial’ regime, the
upper bound of the time scale for this ’Viscous’ regime increases much faster with
the volume of the oil (∼ V 4). Thus for a large volume of oil spills, we expect the
spreading dynamics stays in this ’Viscous’ regime much longer than in the ’Inertial’
regime.
At the last stage of spreading, after a long period of time, the oil layer becomes
extremely thin (h ∼ 0) so that the viscous drag is dominating the inertial force as
the main retarding effect, while the surface tension is dominating the gravitational
force as the main promoting effect. We will refer this stage of dynamics as the
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Regime Time Scale Spreading Law
Inertial Regime t (g∆)− 27V 47ν−
3
7
w l ∼ (g∆V ) 13 t 23
Viscous Regime (g∆)−
2
7V
4
7ν
− 3
7
w  t (g∆)2V 4ν−5w l ∼ t
3
8 (gV )
1
4V
1
2ν
− 1
8
w
Surface Tension Regime t (g∆)2V 4ν−5w l ∼ σ
1
2ρ−
1
2ν
− 1
4
w t
3
4
Table 2.1: Oil Spreading Regimes
Parameter Notation Typical value
Volume of oil spills V 100 ∼ 10000 tonnes
Density of crude oil ρoil 870 ∼ 920 kg/m3
Density of sea water ρwater 1025 kg/m
3
Fractional density difference ∆ 0.10∼0.15
Viscosity of oil νoil 326.87× 10−6m2/s
Viscosity of water νw 1.004× 10−6m2/s
Net surface tension σ 0.025N/m
Gravitational acceleration g 9.8 m/s2
Table 2.2: Oil parameters
’Surface-Tension’ regime. Again, an estimated spreading law for this regime comes
from balancing the dominating forces from the promoting and retarding side:
ρνwlt
−1(νwt)−
1
2 l ∼ σ
⇒ l ∼ σ 12ρ− 12ν−
1
4
w t
3
4 (2.1.15)
We note that in this regime, the spreading rate is independent of the oil slick’s vol-
ume V , meaning that every oil slick that is spreading on the water surface, regardless
of its size, will spread as t
3
4 eventually.
We summarize the three different regimes of the oil spreading dynamics in Table
2.1. Also, to have an intuition on how long each regime would be in a real oil spreading
scenario, we list the natural values of the parameters that are involved in the order
of magnitude analysis in Table 2.2. We then compute the time scales for each regime
based on the parameter values listed and plot the estimated spreading law in Figure
2.2. For an oil spilling accident that spills hundreds of tonnes of oil on the ocean,
the first ’Inertial’ regime may last from couple of hours to one day, and the second
’Viscous’ regime could last from several days to a month.
By the order-of-magnitude analysis above, one can get an estimation on the
spreading rates in each stage of the dynamics and understand the manner of their de-
pendence on the oil parameters. However, the actual spreading coefficients cannot be
deduced from the order of magnitude estimates. To derive a more detailed spreading
law for the oil spreading dynamics, a differential equation model is needed to describe
21
Figure 2.2: Oil spreading rates in each regime
the dynamics more precisely. Buckmaster firstly developed a PDE model that gov-
erns the dynamics of the oil spreading in ’Viscous’ regime and derived a numerical
spreading law from the model in 1973 [2]. We will review Buckmaster’s solution in
Section 2.2.
2.1.2 A PDE Model for The Viscous Regime of Oil Spreading
Let’s first set up a coordinate system as shown in Figure 2.3, in which the origin was
set at the center of the slick and the spreading of the slick is symmetric about the
y-axis. In this section, we are going to explore the dynamics of the oil spreading in the
’Viscous’ regime, whose time scale takes a major part of the entire spreading process.
In this regime, the gravitational force from the oil slick is promoting its spreading
and the viscous drag from the water is retarding the spreading.
Assume that the oil slick has width 2R(t), where
R(t) = Ctα (2.1.16)
As suggested by the order of magnitude analysis (2.1.13), the spreading rate α should
be equal to 3
8
, and this should also comes from the analysis of a dynamical model.
Furthermore, the dependence of C on the flow parameters is also given by (2.1.13),
but the actual spreading coefficients is not clear so far.
Because of a hydrostatic balance, the oil slick can be characterized by a velocity
q(x, t) that only varies horizontally, and a thickness h(x, t). Thus the oil continuity
22
Figure 2.3: Frame setup at the center of oil slick
equation is
∂h
∂t
+
∂(qh)
∂x
= 0 (2.1.17)
The gravitational forces generate a horizontal pressure gradient in the oil, which
drives its spreading. The force associated with this is balanced by the shear stress
acting at the oil-water interface due to the water boundary layer. Suppose the water
flow has velocities u, v in the horizontal and vertical direction, respectively. Then the
momentum equation for the oil is written as
− ν
g∆
∂u
∂y
(x, 0; t) + h
∂h
∂x
= 0 (2.1.18)
As for the water flow, it is governed by the unsteady boundary-layer equations
∂u
∂t
+ u · ∇u− νw∆u = −∇p (2.1.19)
∇ · u = 0 (2.1.20)
A simplified equation that ignores the pressure divergence is used for the steady
water case
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= νw
∂2u
∂y2
(2.1.21)
∂u
∂x
+
∂v
∂y
= 0 (2.1.22)
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The equation system is completed by certain boundary conditions. At the water-
oil interface, a ’no-slip’ boundary condition is assumed, i.e.
v(x, 0; t) = 0, u(x, 0; t) = q(x, t) (2.1.23)
and, if the water is at the rest far from the oil-water interface,
lim
y→∞
u(x, y; t) = 0 (2.1.24)
In addition there is symmetry about the y axis, and with the assumption (2.1.16),
at the edge of the slick q is equal to the edge velocity, i.e.
q(R(t), t) = R˙(t) (2.1.25)
With these boundary conditions, the problem description is complete. We now de-
scribe the procedure that Buckmaster follows to solve for the prefactor C in (2.1.16)[2].
Suppose that the velocity of the oil q(x, t) is a known function of x and t, then the
water boundary layer-equations (2.1.21),(2.1.22) can be solved with the boundary
conditions (2.1.23),(2.1.24),(2.1.25). Once the water velocity u(x, y; t) is obtained,
the skin friction at the water-oil interface ∂u
∂y
(x, 0; t) is computable. Then we can
integrate equation (2.1.18) to get the oil thickness h(x, t). It is noted that the oil con-
tinuity equation (2.1.17) will only be satisfied if the q(x, t) is picked correctly in the
beginning. Once such a self-consistent solution is found, by integrating the thickness
h, we will have the volume of the slick, which indicates the constant C.
Let’s begin solving the boundary-layer equation near the center of the slick. The
stream function ψ is introduced by
u =
∂ψ
∂y
, v = −∂ψ
∂x
(2.1.26)
Following from the equation (2.1.21), the function ψ must satisfy
∂2ψ
∂y∂t
+
∂ψ
∂y
∂2ψ
∂y∂x
− ∂ψ
∂x
∂2ψ
∂y2
= ν
∂3ψ
∂y3
(2.1.27)
Hoult [14] suggests that the similarity solution in this case takes the form
u = xt−1F ′(β) (2.1.28)
where
β =
y
(νt)
1
2
(2.1.29)
is the similarity variable. Buckmaster, in contrast, remarks that the boundary-layer
thickness δ, in such a description, is independent of x, which must be incorrect in the
vicinity of the leading edge.
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As an improvement, Buckmaster [2] suggests the necessity of having two similarity
variables
γ =
x
Ctα
, β =
y
(νt)
1
2
(2.1.30)
A similarity solution then is sought in the form
ψ = ν
1
2xt−
1
2F (γ, β) (2.1.31)
The function F then satisfies the equation
Fβββ + Fββ(
1
2
β + F ) + Fβ − F 2β = γ(FβFγβ − FγFββ − αFγβ) (2.1.32)
Also the boundary conditions for F can be derived. From condition (2.1.23), we
immediately get
v(x, 0; t) = −ν 12 t− 12F (γ, 0)− ν 12xt− 12 1
Ctα
Fγ(γ, 0)
= −ν 12 t− 12F (γ, 0)− ν 12 t− 12γFγ(γ, 0)
= 0
⇒ F (γ, 0) + γFγ(γ, 0) = 0
⇒ F (γ, 0) = k
γ
, k ∈ R
Such a function F (γ, 0) is defined at the center of the slick (γ = 0) only if k = 0.
Thus
F (γ, 0) = 0 (2.1.33)
At this moment, q(x, t) is not known yet, but only a right choice of q will lead to a
self-consistent solution. Hoult [14] shows that the oil continuity equation is identically
satisfied, and h is finite at x = 0 if and only if
q = α
x
t
(2.1.34)
Therefore, (2.1.23) and (2.1.24) yield
x
t
Fβ(γ, 0) = α
x
t
, lim
β→∞
x
t
Fβ(γ, β) = 0
⇒ Fβ(γ, 0) = α, lim
β→∞
Fβ(γ, β) = 0 (2.1.35)
Now equation of function F (2.1.32) together with its boundary conditions is solv-
able. Buckmaster [2] suggests an effective way to solve this third order ODE is to
expand F (γ, β) as a series in γ, i.e.
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F (γ, β) = F0(β) +
∞∑
n=1
Cnγ
ωnFn(β) (2.1.36)
where ωn is a positive increasing sequence of real numbers. Then we can derive the
equations satisfied by each Fn. As examples, for F0 and F1, the equations are
F ′′′0 + F
′′
0 (
1
2
β + F0) + F
′
0 − F ′20 = 0 (2.1.37)
F ′′′1 + F
′′
1 (
1
2
β + F0) + F
′
1(1 +
3
8
ω1 − 2F ′0 − ω1F ′0) + F1(1 + ω1)F ′′0 = 0 (2.1.38)
The boundary conditions on Fn are then
Fn(0) = 0, F
′
0(0) = α, F
′
n(0) = 0(n ≥ 1), lim
β→∞
F ′n(β) = 0 (2.1.39)
However, the above boundary conditions do not ensure a unique solution for Fn.
Hoult [15] shows that two out of three solutions of (2.1.37) satisfy F0 = 0 and F
′
0(∞) =
0. Buckmaster [2] also points out that the non-uniqueness of the solution can be
isolated by considering the behavior for large β. By linearizing the solution at infinity,
where Fn = constant, it can be seen that the solution for F
′
n contains two independent
terms,
β−2−
3
4
ωn , β1+
3
4
ωn exp[−1
4
(β + 2Fn(∞))2] (2.1.40)
Hence, any F ′′n (0) will give a solution that satisfies our boundary conditions.
Therefore, we need specify the actual numbers for F ′′n (0) in order to solve the equation
system.
Hoult [14] finds the value F ′′0 (0) = 0.213 through a one-dimensional experiment
and he believes F ′′0 (0) should have the same value in both one-dimensional and axisym-
metric cases. While Buckmaster [2] suggests that we can determine F ′′n (0) without
experimental results but based on the nature of the solution for Fn. Starting with
F0, the solution to (2.1.37) has been investigated numerically, for different choices
of F ′′0 (0) and α =
3
8
. The graph of F ′0, which contributes to the water velocity, are
shown in Figure 2.4.
If F ′′0 (0) is positive, there exist some points within the boundary layer at which
the water velocity is larger than the slick velocity q = 3
8
xt−1. This is unrealistic in
the boundary-layer theory with the assumption that the free stream in the water is
stable. We can therefore exclude such solutions.
If F ′′0 (0) < −0.0124, F ′0 is negative in some region, which indicates an existence
of reversed flows. Following Buckmaster [2], we argue that this is not physically
reasonable.
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Figure 2.4: Solution of F ′0 for different F
′′
0 (0)
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For F ′′0 (0) in the interval [−0.0124, 0], the water velocity u is monotone decreasing
on β. More importantly, at the interval’s left end point -0.0124, the water velocity
F ′0 approaches 0 exponentially at infinity, whereas for all other points its behaviour
is algebraic. Such phenomenon has been justified in higher order boundary-layer
theory by [1]. It is argued that the boundary-layer flow must approach the free-
stream condition exponentially. Thus we can conclude that F ′′0 (0) = −.0124 is the
appropriate boundary condition and with this F0 can be solved uniquely.
Next let’s turn to the equation (2.1.38) for F1. Since its equation and boundary
conditions are both homogeneous we may choose F ′′1 (0) = 1 without loss of generality.
Again we want to force an exponential behaviour on F ′1 at infinity, by appropriate
choice of parameter ω1. Actually, there are probably infinitely many possible ω1 that
will lead to an exponential behaved F ′1. Buckmaster [2] found the first two numbers
that meet this requirement are
4.966, 8.248
In principle, all ωn and Fn can be determined in this manner. Unfortunately, this
is still not enough to provide an unique solution to F because the coefficients Cn
in the series expansion of F have not been specified. Buckmaster believes that this
issue results from the fact that (2.1.36) is actually a ’downstream’ expansion. Such
non-uniqueness is typical of downstream expansions of steady boundary-layer flows
because it fails to account for the initial conditions (upstream data). Therefore, he
suggests it might be more useful to integrate from the leading edge of the slick [2].
2.1.3 Flows near the leading edge of the slick
To study the flows near the leading edge, we reset the coordinate frame at the right
side edge of the slick so that the frame is moving with the edge of the slick, shown
in Figure 2.5. Under this coordinate frame, the boundary-layer equation (2.1.21) is
re-written as
∂u˜
∂t
+ u˜
∂u˜
∂x˜
+ v
∂u˜
∂y
= R¨ + ν
∂2u˜
∂y2
(2.1.41)
∂u˜
∂x˜
+
∂v
∂y
= 0 (2.1.42)
where
x˜ = R(t)− x, u˜ = R˙(t)− u (2.1.43)
Then the same ’no-slip’ boundary conditions in this frame can be derived:
v(x˜, 0; t) = 0 (2.1.44)
lim
y→∞
u˜(x˜, y; t) = αCtα−1, lim
x˜→0
u˜(x˜, 0; t) = 0 (2.1.45)
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Figure 2.5: Boundary layer in leading edge frame
A new stream function is introduced by
u˜ =
∂ψ˜
∂y
, v = −∂ψ˜
∂x˜
(2.1.46)
The similarity solution then is sought in the form
ψ˜ = (2αCνx˜tα−1)
1
2G(ξ, η) (2.1.47)
where
ξ =
x˜
Ctα
, η = y(
αCtα−1
2νx˜
)
1
2 (2.1.48)
are similarity variables. Then G must satisfy the equation
Gηηη +GGηη = 2ξ(GηGηξ−GξGηη− ξGηξ) + 2ξ(α−1)α−1(Gη + 1
2
ηGηη−1) (2.1.49)
And the corresponding boundary conditions are
G(ξ, 0) = 0, lim
η→∞
Gη(ξ, η) = 1 (2.1.50)
Now we expand G as a power series in ξ,
G(ξ, η) =
∞∑
n=0
ξnGn(η) (2.1.51)
Note that in this expansion of G, there is no undetermined constant Cn.
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Equation (2.1.49) then immediately leads to a sequence of equations satisfied by
each Gn. The first two equations are
G′′′0 +G0G
′′′
0 = 0 (2.1.52)
G′′′1 +G0G
′′′
1 − 2G′0G′1 + 3G′′0G1 =
10
3
− 10
3
(G′0 +
1
2
ηG′′0) (2.1.53)
These equations will be solved with boundary conditions
Gn(0) = 0, lim
η→∞
G′n(η) = δn0, G
′
0(0) = 0 (2.1.54)
With the expansion of function G, the skin friction at the water-oil interface can be
calculated
∂u˜
∂y
(x˜, 0; t) =
∂2ψ
∂y2
(x˜, 0; t) = (αCtα−1)
3
2 (2νx˜)−
1
2
∞∑
n=0
ξnG′′n(0) (2.1.55)
This allows us to integrate the oil momentum equation (2.1.18) to get the oil
thickness h ∫
h
∂h
∂x
dx =
ν
g∆
∫
∂u
∂y
(x, 0; t)dx
⇒ 1
2
h2 =
ν
g∆
(αCtα−1)
3
2 (2ν)−
1
2
∞∑
n=0
∫
x˜−
1
2 ξndx
⇒ h2 = (2ν) 12 (αC) 32 (g∆)−1x˜ 12 t 32 (α−1)
∞∑
n=0
ξn
G′′n(0)
n+ 1
2
(2.1.56)
Now α can be determined by considering the volume of the slick. Suppose the
oil slick has a constant volume V , then a half volume is obtained by integrating its
thickness h from the leading edge to the center
1
2
V =
∫ R
0
hdx˜ = Ctα
∫ 1
0
h(ξ)dξ
⇒ 1
2
V = C2α
3
4 (2ν)
1
4 (g∆)−
1
2 t2α−
3
4
∫ 1
0
ξ
1
4 [
∞∑
n=0
ξnG′′n(0)
n+ 1
2
]
1
2dξ (2.1.57)
Assuming V is a constant, the right side of the above equation is only independent
of time when α = 3
8
.
In terms of the series expansion of function G, the velocity of the oil takes the
form of
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q = R˙(t)− ∂ψ˜
∂y
= αCtα−1 − αCtα−1
∞∑
n=0
ξnG′n(0) (2.1.58)
In this moving frame, since
∂h(x, t)
∂t
=
∂h(x˜, t)
∂t
+ R˙
∂h(x˜, t)
∂x˜
,
∂h
∂x
= −∂h
∂x˜
,
∂q
∂x
= −∂q
∂x˜
The oil continuity equation in such frame can be written as
∂h
∂t
+ R˙
∂h
∂x˜
− q∂h
∂x˜
− h∂q
∂x˜
= 0
⇔ ∂
∂t
(h2) + αCtα−1
∂
∂x˜
(h2)− q ∂
∂x˜
(h2)− 2h2 ∂q
∂x˜
= 0 (2.1.59)
Substituting the expressions of q (2.1.58) and h (2.1.56) into the above equation yields
∞∑
n=0
ξn+1
G′′n(0)
n+ 1
2
[
3(α− 1)
2α
− n] +
∞∑
n=0
ξnG′n(0)
∞∑
n=0
ξnG′′n(0)
+ 2
∞∑
n=0
ξnG′′n(0)
n+ 1
2
∞∑
n=0
ξnnG′n(0) = 0 (2.1.60)
Then it can be verified that when α = 3
8
, the solution of this infinite set of
equations is
G′1(0) = 1, G
′
n(0) = 0, n ≥ 2 (2.1.61)
Using this result for (2.1.58), the oil velocity q is then
q =
3
8
x
t
(2.1.62)
This is consistent with the initial assumption on q.
Subject to boundary conditions (2.1.61), Gn now are uniquely defined, and of
more interest, the skin friction coefficients G′′n(0) can be evaluated numerically. In
principle, the thickness of the slick is now given by (2.1.56). Then the prefactor C
can be determined by summing the series in (2.1.57). Solutions of the first few G′n
and G′′n are shown in Figure 2.6.
And those actually are useful to the derivation are G′′n(0), which are shown in Table
2.3. However, the values of G′′n(0) are so large that the series in (2.1.57) cannot be
easily summed, especially near the center of the slick (ξ ∼ 1). Therefore, Buckmaster
[2] solves for Gηη(ξ, 0) for large ξ in a different way as follows.
Known that q = 3
8
x
t
, the problem is to solve the equations
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Figure 2.6: Solutions of G′n and G
′′
n
n 0 1 2 3 4 5
G′′n(0) 0.469600 -2.002364 1.190562 2.077139 4.781272 8.714005
Table 2.3: Skin-friction coefficients
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Gηη(ξ, 0) Gηη(ξ, 0)
ξ Terrill series ξ Terrill series
0 – 0.4696 0.275 0.084 0.095
0.025 – 0.420 0.30 0.072 0.093
0.05 – 0.373 0.325 0.062 0.103
0.075 – 0.327 0.35 0.055 –
0.10 – 0.284 0.40 0.045 –
0.125 0.244 0.244 0.50 0.036 –
0.15 0.207 0.207 0.60 0.028 –
0.175 0.173 0.173 0.70 0.021 –
0.20 0.144 0.145 0.80 0.015 –
0.225 0.119 0.121 0.90 0.008 –
0.25 0.099 0.104
Table 2.4: Skin-friction coefficients
∂u˜
∂t
+ u˜
∂u˜
∂x˜
+ v
∂u˜
∂y
= − 5
24
Ct−
13
8 + ν
∂2u˜
∂y2
(2.1.63)
∂u˜
∂x˜
+
∂v
∂y
= 0 (2.1.64)
subject to the boundary conditions
v((˜x), 0; t) = 0, u˜(x˜, 0; t) =
3
8
Ct−
5
8 ξ (2.1.65)
lim
y→∞
u˜(x˜, y; t) =
3
8
Ct−
5
8 (2.1.66)
The similarity solution of this system is numerically obtained from equation.
Specifically, Buckmaster [2] starts using the series expansion that we just present
above for small ξ, and then continues using essentially the method described by Ter-
rill [25] to seek for Gηη. Eventually, the skin friction at the interface is of primary
interest and was computed at intervals in ξ of 0.025 starting at ξ = 0.1, the point
where the series expansion was abandoned. Table.3 shows Buckmaster’s results with
a comparison between the series expansion and Terrill’s method.
Once the skin friction is known, the slick thickness may be found by (2.1.56). In
Particular,
h ≡ ν 14 (g∆)− 12Ct− 38H(ξ) (2.1.67)
The values of H(ξ) are shown in Table.4.
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ξ H(ξ) ξ H(ξ)
0 0 0.15 0.308
0.002 0.117 0.20 0.319
0.004 0.138 0.30 0.329
0.006 0.153 0.40 0.334
0.008 0.164 0.50 0.337
0.01 0.173 0.60 0.339
0.02 0.205 0.70 0.340
0.03 0.225 0.80 0.341
0.05 0.252 0.90 0.342
0.075 0.274 1.0 0.342
0.10 0.289
Table 2.5: Slick thickness coefficient
The last step of the calculation is integrating the thickness h to get the volume,
through equation (2.1.57). This leads to a value of C so that the size of the slick
following from this calculation is
R(t) = 1.76(g∆)
1
4V
1
2ν−
1
8 t
3
8 (2.1.68)
As a comparison, the experimental result by Hoult [14] shows that the coefficient
best fits its data is 1.5. So the error in Buckmaster’s result is approximately 17%.
Buckmaster discusses the possible reasons for such an error and summaries that the
boundary layer is perhaps turbulent, rather than laminar, as assumed here.
2.2 Modeling Crude Oil: Dimension Reduction and Data As-
similation
When modeling the spreading of crude oil on the water, a bulk model that are assumed
in the previous sections are physically unrealistic, since crude oil is made of hundreds
or even thousands of chemical components, each has different properties. Different
components can react chemically with each other. They also dissolve into sea water
or evaporate into the atmosphere at different rates. In practice, we do not have
the remote sensing capabilities or the computational power needed to track each
individual component. Consequently, the composition of the oil is uncertain, and
it varies both temporally and spatially, which in turn leads to spreading rates that
vary in both space and time. It is a significant mathematical challenge to track the
evolution of hundreds of uncertain quantities for oil slick dynamics. A first step in
this direction is a recent work by Venkatamarani, Venkataramani and Restrepo [27]
on developing reduced, stochastic models for the high dimensional system describing
the evaporation of multiple components in an oil spill. We will first review their work
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on dimension reduction for systems with slow relaxation in this chapter and build on
this work to develop statistical tools using data assimilation to simultaneously track
the composition and the evolution of oil later.
2.2.1 The Linear Evaporation Process of Oil
As an example of systems with slow relaxation, let’s consider the process of oil evap-
oration. Inspired from the equations for the evaporation of water, the evaporation of
each compound in crude oil can be modeled as
E/C ≈ KTS (2.2.1)
where E is the evaporation rate, C is the concentration of the compound, K is the
mass transfer rate, T is a coefficient that characterizes the transport of the vapor
from the interface and S is a factor that depends on the saturation of the boundary
layer by the evaporating fluid. It is natural to consider the quantity α = KTS as a
constant, so called the evaporation rate constant, to lead
E = αC (2.2.2)
Thus, a generic dynamical system for the evaporation of crude oil, treated as com-
posite of many individual chemical compounds can be written as
∂tci(t) = −αici(t), αi > 0, 1 ≤ i ≤ I, (2.2.3)
where i is the index of compound, I is the total number of compounds, ci is the
concentration of the ith compound and αi is the evaporation rate constant of the i
th
compound. For crude oil, I  1 will be considered.
Since measuring the concentration ci for each individual compound is practically
impossible, it is reasonable to rather consider a single source of measurement M(t).
M(t) can be viewed as a weighted average of the concentrations ci, i.e.
M(t) =
∑
i
βici(t) =
∑
i
βici(0)e
−αit (2.2.4)
By interpolating the values of αi and βi, one can replace the discrete index i with
a continuous variable ω
αi = αmin(1− ω) + αmaxω (2.2.5)
Let i(ω) denote a monotonic interpolation of the inverse of ω(i) and ρ(ω, t) the
smooth interpolation of the function
ρ(ω(i), t) = eαmintβici
αmax − αmin
αi+1 − αi (2.2.6)
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It then yeilds that
M(t) = e−αmint
∑
i
ρ(ω(i), t)[ω(i+ 1)− ω(i)] (2.2.7)
Relying on the differential equations for ci, the equation for ρ(ω, t) can be derived
∂tρ(ω, t) = −(αmax − αmin)ωρ(ω, t) (2.2.8)
With a rescale on t and αmin = 0, taking the continuum limits of equations (2.2.7)
and (2.2.8) gives
∂tρ(ω, t) = −ωρ(ω, t)
M(t) =
∫ 1
0
ρ(ω, t)dω
(2.2.9)
Model (2.2.9) are the continuum limit version of dynamical system (2.2.3). These
two equations together with an initial condition ρ(ω, 0) define a linear evaporation
process. The initial measure ρ(ω, 0) reflects the uncertainties in the initial composition
of the oil and therefore can be viewed as a random state. In particular, the statistics of
ρ(ω, t) should be inferred from the statistics of the concentrations ci(0) of each distinct
compound in the oil. Both model (2.2.9) and model (2.2.3) are high dimensional
system since a description on the microscopic structure is required to solve the system.
We will review a dimension reduction procedure for this linear evaporation process in
the following section.
2.2.2 The Mori-Zwanzig Decomposition of The Linear Evaporation
The derivation of the reduced model relies on the discrete-time Mori-Zwanzig pro-
jection. Suppose we take H = L2([0, 1]), the space of square integrable functions on
[0,1]. We will use ket-vectors to represent states in H and use bra-vectors to represent
observables.
Let’s consider a discrete dynamical system for the linear evaporation process.
|ρn〉 is the state of the microscopic structure of the oil, Mn =
∫
ρndω = 〈1|ρn〉 can
be viewed as the weighted average of species concentration and is our single observed
quantity. Suppose we have |ρn〉 = Λ|ρn〉, where Λ : H → H is a linear operator on
the space H. Then we can decompose |ρn〉 as
|ρn〉 = |ξn〉+ |ηn〉 (2.2.10)
with
|ξn〉 = P |ρn〉 |ηn〉 = Q|ρn〉
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where P = |1〉〈1| is an orthogonal projection on H and Q = I −P is the complemen-
tary projection. Explicitly, |ξn〉 = |1〉〈1|ρn〉 = Mn|1〉 and Mn = 〈1|ξn〉. By induction,
it is easy to show that
|ρn〉 = |ξn〉+ |ηn〉 = |ξn〉+QΛ(|ξn−1〉+ |ηn−1〉)
= |ξn〉+QΛ|ξn−1〉+ (QΛ)2(|ξn−2〉+ |ηn−2〉)
...
= ξn +
n∑
k=1
(QΛ)k|ξn−k〉+ (QΛ)nQ|ρ0〉
Therefore,
Mn = 〈1|ξn〉 = 〈1|P |ρn〉 = 〈1|PΛ|ρn−1〉
= 〈1|PΛ|ξn−1〉+
n∑
k=2
〈1|PΛ(QΛ)k−1|ξn−k〉+ 〈1|PΛ(QΛ)n−1Q|ρ0〉
=
n∑
k=1
〈1|(ΛQ)k−1Λ|1〉Mn−k + 〈1|(ΛQ)n|ρ0〉
gives the Mori-Zwanzig decomposition of the linear evaporation process:
Mn =
n∑
k=1
hkMn−k + βn, (2.2.11)
where hk = 〈1|(ΛQ)k−1Λ|1〉 and βn = 〈1|(ΛQ)n|ρ0〉 is the noise term that depends on
the initial state |ρ0〉. For the trivial case, where |ρ0〉 = c|1〉 for some constant c, one
can explicitly solve the model (2.2.9) to have
Mn = c
∫ 1
0
e−ωnτdω = c
1− e−nτ
nτ
, n ≥ 1 (2.2.12)
Therefore, the corresponding memory kernel hk for this case can be determined
analytically by solving the equation
1− e−nτ
nτ
=
n∑
k=1
hk
1− e−(n−k)τ
(n− k)τ , n ≥ 1 (2.2.13)
Let the Z-transform of M be Mˆ(z) = ∑∞n=0Mnz−n and Hˆ(z) = ∑∞n=0 hnz−n.
Then we multiply both sides of the above equation by z−n and sum it over n ≥ 1 to
yield
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1− e−nτ
nτ
z−n =
n∑
k=1
hkz
−n1− e−(n−k)τ
(n− k)τ
⇒ 1
M0
∞∑
n=1
Mnz
−n =
1
M0
∞∑
n=1
n∑
k=1
hkz
−nMn−k
⇒ ˆM(z)−M0 = ˆM(z) ˆH(z) (2.2.14)
So that
ˆH(z) = 1− M0
ˆM(z)
(2.2.15)
On the other hand, since Mn decreases over time, the series of Mˆ converges for
all |z| > 1 so that the sum is computable.
Mˆ(z) = M0
∞∑
n=0
∫ 1
0
e−ωnτz−ndω = M0
∫ 1
0
zeωτ
zeωτ − 1dω =
M0
τ
ln(
zeτ − 1
z − 1 ) (2.2.16)
Substitution of this into equation (2.2.15) yields
ˆH(z) = 1− τ
ln(eτz − 1)− ln(z − 1) (2.2.17)
Expanding the resulting expression of ˆH(z) about z =∞ gives
ˆH(z) =
1− e−τ
τ
z−1 +
(1− e−τ )((τ − 2) + (τ + 2)e−τ
2τ 2
z−2 + · · · (2.2.18)
So that the memory kernel hk are given by
h1 =
1− e−τ
τ
, h2 =
(1− e−τ )((τ − 2) + (τ + 2)e−τ
2τ 2
, · · · (2.2.19)
The asymptotic behavior of hk is particularly interested. Flajolet and Odlyzko
[10] have shown that
hk ∼ 1
k ln2 k
, k →∞ (2.2.20)
using the transfer operator methods. It indicates that hk decays algebraically and
thus has a fat tail. One should expect such a slow decay since it reflects the slow
relaxation in ρ(ω, t) = ρ0(ω)e
−ωt for oil compounds with small ω.
For a general problem, in which the initial state ρ0(ω) is random with uncertainty,
the purpose of the following section is to estimate the single observable quantity Mn,
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given the sequence of noisy measurements k = 〈1|ρk〉 + γkσ at the discrete time in
the past, where γk are uncorrelated normal variables. The optimal estimator of Mn
is given in terms of conditional expectation
M¯n = E[Mn|n−1,n−2 , · · · ,0 ] (2.2.21)
Evaluations on this expectation will reveal practical methods to predict the states
of oil during its evaporation. In particular, one would like to seek for a function Fn
such that
Fn(n−1,n−2 , · · · ,0 ) ≈ E[Mn|n−1,n−2 , · · · ,0 ] (2.2.22)
Next, we will present several possible estimators that are derived already in the
paper [27].
2.2.3 Mori-Zwanzig Linear Autonomous Estimators
Based on the Mori-Zwanzig decomposition (2.2.11), if one replace βn by a Gaussian
process θn, which has the same statistical features with βn, i.e.
E[θn] = E[βn] = 0, E[θ
T
n θm] = E[β
T
n βm], m, n ≥ 0 (2.2.23)
then it gives a reduced stochastic model of the linear evaporation process (2.2.9),
Mn =
n∑
k=1
hkMn−k + θn (2.2.24)
An estimator that directly comes from this reduced model is
M¯n =
n∑
k=1
hkM˜n−k (2.2.25)
We will refer this estimator as the MZ estimator. The MZ estimator is autonomous
since it does not depend on n.
However, all history states Mk, k = 0, 1, · · · , n − 1 are required to estimate the
current state. Since the memory kernel hk decays slowly, reasonable estimate will
not be guaranteed with a naive truncation on the sum at a fixed number of terms.
As an illustration of the effect of the truncated sum, we will compare the estimator
result from truncating the MZ decomposition at L = 6 with the estimator that tracks
the entire history in section. The choice of the number of truncated terms L = 6
has no analytic reason other than presenting an example. In particular, because the
quantity hkMn−k have positive means and their sum over n− L ≤ k < n for a fixed
L is O(n−1), thus truncating the sum (2.2.25) will cause the estimator to be biased
at O(n−1). One can still try to reduce the bias by renormalizing the weights, i.e.
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h
′
k =
hk∑L
k=1 hk
, M¯n =
L∑
k=1
h
′
kM¯n−k (2.2.26)
so that
∑L
k=1 h
′
k =
∑∞
k=1 hk = 1. The renormalized estimator has a bias O(n
−2). We
will refer this estimator as the truncated FIR (finite impulse response) estimator.
An alternative way to truncate the MZ decomposition is to approximate the Z-
transform Hˆ(z) in by a rational function in z−1, i.e.
Hˆ(z) ≈ p(z
−1)
q(z−1)
where p and q are polynomials of degrees no more than L. Follows from (2.2.15), a
approximated Mˆ(z) is given by
Mˆ(z) ≈ M0
1− p(z−1)
q(z−1)
= M0
q(z−1)
q(z−1)− p(z−1) = M0
q(z−1)
b(z−1)
One can also normalize q and b by requiring that q(0) = 1 and p(0) = 0. Suppose
b(z−1) = 1 + b1z−1 + b2z−2 + · · ·+ bLz−L and q(z−1) = 1 + q1z−1 + q2z−2 + · · ·+ qLz−L,
we have
(1 + b1z
−1 + b2z−2 + · · ·+ bLz−L)Mˆ(z) = M0(1 + q1z−1 + q2z−2 + · · ·+ qLz−L)
⇒ (Mn + b1Mn−1 + b2Mn−2 + · · ·+ bLMn−L)z−n = M0qnz−n
⇒Mn = M0qn −
L∑
k=1
bkMn−k
This suggests an estimator of Mn
M¯n = M0qn −
L∑
k=1
bkM˜n−k (2.2.27)
2.2.4 Nonlinear Harmonic Filters
One motivation of seeking for nonlinear estimators is that the linear evaporation
process has slow relaxation and the observed quantity Mn decays as
1
n
roughly. This
inspires us to estimate 1
Mn
by looking for the estimator such that
1
M¯n
=
n∑
k=1
vk
M˜n−k
(2.2.28)
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Again, one can still expect to solve for the weights vk from the trivial process
(2.2.12), similar to the linear estimator part. In particularly, assuming |ρ0〉 = |1〉, we
have
1
Mn
=
nτ
M0(1− e−nτ ) =
nτ
M0
+
nτe−nτ
M0
+
nτe−2nτ
M0
+ · · · , n ≥ 1 (2.2.29)
The Z-transform of 1
Mn
is
T (z) =
∞∑
n=0
1
Mn
z−n =
1
M0
[1 +
z−1τ
(1− z−1)2 +
∞∑
j=1
z−1τe−jτ
(1− e−jτz−1)2 ] (2.2.30)
We want to solve for vk through its Z-transform by solving
S(z) =
∞∑
k=0
vkz
−k = z[1− 1
M0T (z)
] (2.2.31)
However, since the zeros of T (z) are unknown so that the poles of S(z) are un-
known, we will not know the asymptotic behavior of vk from this equation. Instead,
one can use a rational approximation of T (z) to help generate finite lag estimator for
M−1n .
Since the series expansion of 1
Mn
(2.2.29) converges exponentially, one can truncate
the sum at order e−mnτ to have
M0T (z) ≈ 1 + z
−1τ
(1− z−1)2 +
z−1τe−τ
(1− e−τz−1)2 + · · ·+
z−1τe−mτ
(1− e−mτz−1)2 (2.2.32)
This gives a rational approximation of T (z) = M−10
q(z−1)
b(z)−1 that one can use to
develop a linear estimator for M−1n . An example calculation for m = 1 is the following.
T (z) ≈ 1
M0
[1 +
z−1τ
(1− z−1)2 +
z−1τe−τ
(1− e−τz−1)2 ]
=
1
M0
(1− z−1)2(1− e−τz−1)2 + z−1τ [(1− z−1)2 + (1− e−τz−1)2]
(1− z−1)2(1− e−τz−1)2
So the polynomials b and q are defined by
b(z−1) = (1− z−1)2(1− e−τz−1)2 (2.2.33)
q(z−1) = (1− z−1)2(1− e−τz−1)2 + z−1τ [(1− z−1)2 + (1− e−τz−1)2] (2.2.34)
41
Then by a similar argument as in the linear estimator part, one can have the
estimator for M−1n ,
M¯−1n = M˜
−1
0 qn −
n∑
k=1
bkM˜
−1
n−k (2.2.35)
Since the polynomial b and q have degree 2m + 2 in general, corresponding to
the m + 1 quadratic factors from the poles of order 2 in the rational approximation
of T (z), the sum in (2.2.35) has at most 2m + 2 non-zero terms. We will refer the
estimator (2.2.35) as a nonlinear harmonic estimator.
2.2.5 Empirical Estimators
In the previous two sections, the coefficients of the linear autonomous estimator and
the harmonic estimators are derived from a particular sequence of Mn corresponding
to the initial condition |ρ0〉 = M0|1〉. Alternatively, another common approach to
determining the parametric coefficients is comparing the reduced model with the
data. In particular, one can use the linear estimator and the harmonic estimator as
an ansatzes and infer the coefficients from random realizations of the time series Mn
with initial conditions |ρ0〉 sampled from an appropriate distribution.
We will use equation (2.2.11) as a state space model for Mn, where βn is now
considered as non-stationary random process. As a approximation, it is also assumed
that the following model gives a stochastic parameterization of Mn.
M¯n = M0qn +
min(n,L)∑
k=1
hkMn−k + σ(Mn−1,Mn−2, . . . ,M0)θn (2.2.36)
where qk, hk are renormalized weights that are zero for n > L, and θn are i.i.d. normal
variables.
2.2.6 Asymptotic Estimators
For the numerical discretization of the linear evaporation process, let’s take
ρ0(ω) =
I∑
i=1
1
I
γiδ(ω − ( i
I
− 1
2I
)) (2.2.37)
where I is the total number of discetized intervals of [0, 1], γi are non-negative i.i.d.
random variables with mean µγ, variance σ
2
γ, and δ is the Dirac delta function. For
continuous functions φ, ψ on [0, 1], one can show that
E[
∫ 1
0
ρ0(ω)ψ(ω)dω] = µγ
I∑
i=1
1
I
φ(
i
I
− 1
2I
) ≈ µγ
∫ 1
0
φ(x)dx (2.2.38)
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and
E[
∫ 1
0
∫ 1
0
φ(ω)ψ(ω
′
)ρ0(ω)ρ0(ω
′
)dωdω
′
]
= (µγ
I∑
i=1
1
I
φ(
i
I
− 1
2I
))2 + σ2γ
I∑
i=1
1
I
φ(
i
I
− 1
2I
)ψ(
i
I
− 1
2I
)
≈ µ2γ
∫ ∫
φ(ω)ψ(ω
′
)dωdω
′
+
σ2γ
I
∫
φ(ω)ψ(ω
′
)dωdω
′
(2.2.39)
Therefore, for the linear evaporation process Mn = 〈1|Λn|ρ0〉, assuming that the
random initial condition |ρ0〉 is normalized such that M0 = 1, we have
E[Mn] = E[〈1|Λn|ρ0〉] = 〈1|Λn|1〉 = 1− e
−nτ
nτ
and
E[MnMj] = 〈1|Λn|E[|ρ0〉〈ρ0|]Λj|1〉 = E[Mn]E[Mj] + σ2〈1|Λn+j|1〉
This suggests
Cov(Mn,Mj) = σ
2〈1|Λn+j|1〉 = σ21− e
(n+j)τ
(n+ j)τ
(2.2.40)
We are looking for an optimal estimator of the form
Mn = qnM0 + h
n
1Mn−1 + h
n
2Mn−2 + · · ·+ hnLMn−L + θn
Note that the coefficients in the optimal estimator are allowed to be time dependent
so that the estimator is not autonomous. Because of the orthogonality of the noise
θn to Mn, one can have the Yule-Walker equations
E[MnMn−k] = qnE[Mn−k] +
L∑
j=1
hnj E[Mn−jMn−k] (2.2.41)
E[Mn] = qn +
L∑
j=1
hnj E[Mn−j] (2.2.42)
(2.2.41)− (2.2.42)× E[Mn−k]⇒ Cov(Mn,Mn−k) =
L∑
j=1
hnj Cov(Mn−j,Mn−k)
⇒ 1− e
−(2n−k)τ
(2n− k)τ =
L∑
j=1
hnj
1− e−(2n−k−j)τ
(2n− k − j)τ , k = 1, 2, , . . . , L (2.2.43)
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For a long period of time, one can ignore the exponential terms to get a linear
system 
1
2n−1
1
2n−2
...
1
2n−L

︸ ︷︷ ︸
v
=

1
2n−2
1
2n−3 · · · 12n−L−1
1
2n−3
1
2n−4 · · · 12n−L−2
...
...
. . .
...
1
2n−L−1
1
2n−L−2 · · · 12n−2L

︸ ︷︷ ︸
A

hn1
hn2
...
hnL

︸ ︷︷ ︸
h
(2.2.44)
The difficulty of solving this system is that the coefficients matrix A is ill condi-
tioned. We can see this through expanding the matrix as a series in n:
A =
1
2n

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
+ 14n2

2 3 · · · L+ 1
3 4 · · · L+ 2
...
...
. . .
...
L+ 1 L+ 2 · · · 2L
+ · · ·
The first L− 1 matrices in the expansion of A are all singular and their row null
spaces are nested. The determinant of A is so close to zero that it is not clear that
there is a solution for hn where the leading order stays O(1) rather than diverging.
However, we can still solve this system based on its special structure. According to
[22], A is a Cauchy matrix whose entries are of the form Aij = 1/(xi − yj), with
xi = 2n− i and yj = j. Its determinant is given by
det(A) =
∏
i>j(xi − xj)(yj − yi)∏
i
∏
j(xi − yj)
Let’s create another matrix Aˆm by replacing the m
th column of A with the vector
vi =
1
2n−i . The resulting matrix Aˆm is still a Cauchy matrix with the choice xi = 2n−i
and
yˆi =
{
yj, j 6= m
0, j = m
Then by Cramer’s rule, the unique solution of this system is computed as hnj :
hnj =
det(Aˆj)
det(A)
=
L∏
i 6=j
i
i− j
L∏
i=1
2n− i− j
2n− i
= (−1)j−1
(
L
j
)
+ (−1)jL
2
2n
(
L− 1
j − 1
)
+O(n−2)
(2.2.45)
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As an example, if we take L = 6, the coefficients are
hn1 = 6−
36
2n− 1
hn2 = −15 +
630
2n− 1 −
225
n− 1
hn3 = 20−
3360
2n− 1 +
2100
n− 1 −
1200
2n− 3
Asymptotically, the estimator coefficients converges as n→∞,
lim
n→∞
hnj = (−1)j−1
(
L
j
)
(2.2.46)
We will refer the estimator
M¯n =
L∑
j=1
hnjMn−j (2.2.47)
together with coefficients given by (2.2.45) as the asymptotic estimator.
2.2.7 Performance Of The Estimators
In this section, we will compare the estimators that were mentioned in the last section
and their performances on predicting the linear evaporation process.
For simplicity, the data that is used for the estimation and comparison is generated
through a synthetic experiment. In particular, the data is generated by the following
Algorithm.
Algorithm 1 Generate synthetic data for Mn
I = 1000, ∆ = 1/I
Draw ui from U(0, 1), i = 1, 2, · · · , I
ρ0(i) = ui/(∆
∑I
i=1 ui)
ω(i) = (i− 1
2
)∆, i = 1, 2, · · · , I
τ = ln (3/2)
for n=1:N do
ρn(i) = ρ0(i)(2/3)
nω(i)
Mn =
∑I
i=1 ρn(i)∆
end for
For each estimator, the one step error defined as |M¯n −Mn| is used to evaluate
its performance on prediction. The quantity M¯n is estimated oil concentration using
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(a) (b)
Figure 2.7: Performance of MZ Estimators. Figure captured from [27]
the information available at time n−1, while Mn is the ’truth’ given by the synthetic
data.
In Figure 2.7, the performances of MZ estimators with different truncation are
compared by its averaged one step error over 100 realizations. The no filtering pro-
cess is essentially the trivial process (2.2.9) with no ’noise’ in the initial condition.
The MZ estimator is the estimator (2.2.25) derived from the Mori-Zwanzig decom-
position of the linear evaporation process, while predicting using all history states.
The Truncated FIR estimator is the MZ estimator truncated naively at a finite terms
L = 6. From Figure 2.7a, we see that the Truncated FIR estimator performs sur-
prisingly better than the MZ estimator even though we know that the estimator’s
memory kernel decays slowly.
In Figure 2.7b, the Pade estimator is derived from approximating H(z) about z =
∞ using the Pade approximation to obtain 6th order polynomials p and q, which give
arise to a 6 tap estimator of the form (2.2.25). Once again, the Pade estimator, which
is intended to approximate the MZ estimator using fewer history states, performs even
better than the MZ estimator.
Figure 2.8 is showing a comparison between the Nonlinear Harmonic estimators
with different truncation and the Pade estimator. The three Harmonic estimators
correspond to truncating the series expansion of M−1n (61) at order e
−mnτ , where
m = 0, 1 and 2. We see from the figure that the Pade estimator performs better
than the Nonlinear Harmonic estimators at predicting the first few time steps up to
50. However, the Nonlinear Harmonic estimators have comparable or even better
predictions on a longer period of time.
In the next, Figure 2.9 presents the performances of the Empirical estimator and
the Empirical Harmonic estimator. The one step errors are computed for each esti-
mator on a single realization and are averaged over 100 random realizations that are
not in the training set as well. As comparison, a Linear Oracle, which is an estimator
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Figure 2.8: Performances of Harmonic estimator. Captured from [27]
(a) Empirical estimator errors on a sin-
gle realization
(b) Empirical estimator errors aver-
aged on 100 realizations
Figure 2.9: Performance of Empirical Estimators. Captured from [27]
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resulting from minimizing the sum of the residual squares over all sub-sequences of
consecutive values of Mn for this realization, is constructed. In this way, the Linear
Oracle is constructed with the knowledge of the ’future’, thus should has the small-
est possible prediction errors among all linear estimators. As Figure 2.9 shows, the
performances of the Empirical Linear estimator are almost as good as the Linear Or-
acle both on a single realization and in average, better than the Empirical Harmonic
estimator.
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Chapter 3
Fluid Dynamics of An Oil Slick Spreading On
Flowing Water
After an oil spill accident happens, the spilled oil is spreading on the sea under the
effect of water waves. Based upon the complexity of the dynamics of the underlying
water flow, the spreading and evolution process of the oil can be complicated. In
this chapter, we will address a reduced model that captures the local dynamics of an
oil slick spreading on a flowing water surface and discuss its applications in different
scenarios.
3.1 Motivation and A Reduced Model
When an oil slick is spreading on a water surface, other physical process such as
evaporation and dissolution can also happen at the same time. In a two dimensional
setup, let’s denote the thickness of the oil slick as h(x, t) and its velocity as q(x, t).
Figure 3.1: Two dimensional setup of an oil slick spreading on a flowing water surface
with evaporation
By continuity,
∂h
∂t
+
∂(qh)
∂x
= −αh+ β (3.1.1)
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where α is the evaporation rate of the oil, β is other sources. With the ’no-slip’
assumption, the velocity of the slick q is the same as the velocity of the water at the
surface. Due to the viscous drag, the velocity of the water at the surface is different
from the water free stream velocity u∞. Without loss of generality, we can represent
q as
q = u∞ + f (3.1.2)
where f is a correction function. Using the representation (3.1.2) for q, the continuity
equation (3.1.1) can be written as
∂h
∂t
+ u∞
∂h
∂x︸ ︷︷ ︸
advection
= −F (h, ∂h
∂x
,
∂u
∂x
, · · · )h︸ ︷︷ ︸
spread dynamics
−αh︸︷︷︸
evaporation
+β︸︷︷︸
source
(3.1.3)
where the function F is result from the correction function f for q and it potentially
depends on the thickness of the slick, the gradient of the thickness, the stream rate
of the water flow and so on. Assuming that the evaporation rate α is constant, the
free stream of the water flow u∞ can be obtained from other models, and the source
term β is known, we would be able to model the evolution of the slick thickness once
the function F is specified. We will refer to equation (3.1.3) as a reduced model for
the oil dynamics on a flowing water surface.
Figure 3.2: The local picture of an oil slick spreading on flowing water surface
Although to characterize the function F for the global phase may be difficult, we
can still specify F for the local dynamics. Suppose that (1) the oil slick is nearly
flat locally so that its thickness is independent of x, i.e. h(x, t) = h(t) and (2) in a
locally moving frame, the stream rate of the horizontal water flow is independent of
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x. Therefore, by Taylor expansion approximation, the local horizontal water stream
is nearly linear in space, i.e.
u = u0 +
∂u
∂x
x+O(x2) ≈ ηx, (3.1.4)
where η(y, t) = ∂u
∂x
is the stream rate of the water flow. Under these assumptions, the
continuity equation yields
∂h
∂t
+
∂(qh)
∂x
= −αh+ β
⇒∂h
∂t
= −η0(t)h− αh+ β (3.1.5)
Comparing the above equation to the reduced model (3.1.3), it suggests that the
water stream rate at the surface η0 shall serve as the function F in a locally moving
frame.
Furthermore, the stream rate of the water flow is determined by the unsteady
Navier-Stokes equations:
∂u
∂t
+ u · ∇u− νw∆u = −∇p (3.1.6)
∇ · u = 0 (3.1.7)
which can also be written in terms of η:
∂η
∂t
+ η2 + v
∂η
∂y
− νw ∂
2η
∂y2
= −∂
2p
∂x2
(3.1.8)
Next, we will discuss the solution behaviors of η0 with three different underlying
flows: steady water flow, contracting water flow and expanding water flow.
3.2 Oil Spreading on Unidirectional Contracting Water Sur-
face
When ∂u∞
∂x
< 0, the underlying water is flowing in the direction towards the center
of the oil slick so that the water flow is contracting. For simplicity, let’s assume the
water stream is contracting to the origin with a velocity linear in space, i.e.
ufree = −η∞x, vfree = η∞y
where η∞ := |∂u∞∂x | > 0 is independent of x. In this scenario, since the water stream
flows in the opposite direction of the oil slick tends to spread, one can expect that the
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viscous drag from water acts a more significant dragging effect on the oil slick than
the viscous drag inside the oil and the oil inertial force. The gravitational force from
the slick itself is more significant on driving it to spread than the net surface tension
in a reasonable large time scale. Therefore, the approximated momentum equation
for the oil slick is derived from a balance between the water viscous drag force and
the oil gravitational force, which is the same as in the ’Viscous’ regime of the steady
water scenario. A full PDE model that describes the dynamics can be seen as:
∂h
∂t
+
∂(qh)
∂x
= 0 (3.2.1)
g∆h
∂h
∂x
= νw
∂u
∂y
(x, 0; t) (3.2.2)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− νw ∂
2u
∂y2
= −∂p
∂x
(3.2.3)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
− νw ∂
2v
∂y2
= −∂p
∂y
(3.2.4)
∂u
∂x
+
∂v
∂y
= 0 (3.2.5)
with B.C. that reflects ’no-slip’ at the oil-water interface and the contracting free
stream
u(x, 0; t) = q(x; t), v(x, 0; t) = 0
lim
y→∞
u(x, y; t) = −η∞x (3.2.6)
This time we need to consider a pressure p(x, y) in the water boundary equations
that drives the water flows. Right after an oil slick is released from the rest, it
tends to spread at a relatively fast speed due to gravity. After a certain amount of
time, as the oil slick spreads out, it becomes more flat as a thin layer so that the
gravitational driving force decreases. On the other side, the shear stress on the water
surface gradually increases due to the increasing oil speed, resulting in an increasing
dragging force from the water. Once the gravitational force is balanced by the viscous
drag from water, the oil slick reaches a steady state. The order of the steady state
can be calculated roughly by an order of magnitude analysis. By simply balancing
the orders of the two forces on the left and right sides of equation (3.2.2), we get a
reduced ODE:
g∆
h2
l
∼ ν
1
2
w l
− 1
2 (l˙ + ηl)
3
2
⇒ l˙ ∼ (g∆V 2ν−
1
2
w )
2
3 l−
5
3 − ηl, (3.2.7)
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⇒ l˙ is
{
> 0, l < (g∆V 2)
1
4ν
− 1
8
w η−
3
8
< 0, l > (g∆V 2)
1
4ν
− 1
8
w η−
3
8
Thus l has a stable steady state at l ∼ (g∆V 2) 14 (νwη3)− 18 .
More precisely, we can solve for the stationary solution of the full PDE system
(3.2.1)-(3.2.5) analytically subject to boundary conditions (3.2.6). Let’s seek a sta-
tionary solution in the form
u(x, y) = −η∞xf(y
√
η∞
νw
) (3.2.8)
To satisfy the incompressible condition (3.2.5), the water velocity in the vertical
direction must be in the form of
v(x, y) = η∞
√
νw
η∞
g(y
√
η∞
νw
) (3.2.9)
where the function g satisfies g′(s) = f(s). At a steady state, the water flow satisfies
the equations
u
∂u
∂x
+ v
∂u
∂y
− νw ∂
2u
∂y2
= −∂p
∂x
(3.2.10)
u
∂v
∂x
+ v
∂v
∂y
− νw ∂
2v
∂y2
= −∂p
∂y
(3.2.11)
Substituting u and v into the above equations yields:
η2∞x((g
′)2 − gg′′ + g′′′) = −px (3.2.12)√
νwη3∞(gg
′ − g′′) = −py (3.2.13)
From equation (3.2.13) we see pyx = 0. So taking the derivative with respect to y on
both sides of equation (3.2.12) gives
η2∞x
∂
∂y
((g′)2 − gg′′ + g′′′) = 0
⇒ (g′)2 − gg′′ + g′′′ = C (3.2.14)
where C is a constant. We can determine C with the help of the boundary condition
lim
s→∞
g′(s) = 1 (3.2.15)
Lemma 1. If g′(s)→ 1 as s→∞, then gg′′ → 0 as s→∞
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Proof. Assume limx→+∞ g′(x) = 1. Now suppose that limx→∞ infgg′′ = K > 0.
Because g′ → 1, there exists x0 > 0 s.t. ∀x ≥ x0, g′(x) ≥ 1−K/2. Then for x ≥ x0,
we have
(g′)2 + gg′′ ≥ (1−K/2)2 +K = 1 +K2/4
⇒ (gg′)′ ≥ 1 +K2/4
⇒ gg′ ≥ (1 +K2/4)x+ C1
⇒ (g
2
2
)′ ≥ (1 +K2/4)x+ C1
⇒ g ≥ x
√
1 +K2/4 + C1
√
x+ C2 > x
which contradicts the fact that g′ → 1. Therefore limx→+∞ gg′′ = 0
Then taking the limit on both sides of equation (3.2.16) and realizing g′′′ → 0
gives
C = lim
x→∞
(g′)2 − lim
x→+∞
gg′′ + lim
x→∞
g′′′ = 1
In the end, we get the equation for the function g
(g′)2 − gg′′ + g′′′ = 1 (3.2.16)
By the ’no-slip’ boundary condition, the water velocity at the oil-water interface
u(x, 0) = q(x) = 0 and v(x, 0) = 0 provide initial conditions for g:
g(0) = 0, g′(0) = 0 (3.2.17)
Next, we will explore the existence of solutions to ODE (3.2.16) subject to bound-
ary conditions (3.2.15) and (3.2.17). Let g(s) = s + ξ(s). In order to satisfy the
boundary condition lims→∞ g′(s)=1, ξ must satisfy lims→∞ ξ′(s) = 0. Substituting ξ
into equation (3.2.16) and neglecting higher order terms yields:
(1 + ξ′)2 − (s+ ξ)ξ′′ + ξ′′′ = 1
⇒ 2ξ′ − sξ′′ + ξ′′′ = 0 (3.2.18)
The general solution to above equation takes the form:
ξ′(s) = c1(s2 − 1) + c2(
√
2pi(s2 − 1)erfi( s√
2
)− 2e s
2
2 s) (3.2.19)
where the imaginary error function erfi(z) has series about infinity
erfi(z) = −i+ e
z2
√
pi
(z−1 +
1
2
z−3 +
3
4
z−5 +
15
8
+ z−7 + · · · ) (3.2.20)
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Thus the series expansion of the solution ξ′(s) about infinity is
ξ′(s) =c1(s2 − 1) + c2(
√
2pis2erfi(
s√
2
)− 2e s
2
2 s−
√
2pierfi(
s√
2
))
= c1(s
2 − 1) + c2(−
√
2pi(s2 − 1)i+
√
2e
s2
2 ((
s√
2
)−3 + (
s√
2
)−5 + · · · )
The asymptotic solution for ξ′(s) contains two independent terms, both are grow-
ing towards infinity. Thus the condition ξ → 0 requires both c1 and c2 equal to zero.
Therefore, the boundary condition (3.2.15) is in fact placing two restrictions on the
equation. Along with conditions (3.2.17), a total of four conditions are placed on the
third order equation for function g, which force no solutions that exist. A comparable
situation is seen in the analysis for the steady water scenario. Buckmaster [2] finds
that the asymptotic similarity solution to the original water boundary layer equation
consists of two independent terms, both of which can satisfy boundary conditions
induced from the original model. However, only a right choice of an extra condition
on the water velocity field can lead to a solution that is physically realistic.
To find an extra condition that is indicated by the dynamics, let’s consider the
vertical change of the horizontal velocity, i.e. ∂u
∂y
, within the boundary layer. For an
oil slick that is sliding over a water surface that flows in the opposite direction, the
water flows near the water surface on top slow down due to the drag of the oil, while
the water flow at the bottom of the boundary layer has relatively faster velocity in the
negative direction, close to the free stream velocity. Therefore, a physically realistic
solution u(x, y) should be monotonically decreasing in the vertical direction in the
entire field, or equivalently ∂u
∂y
≤ 0 for all y ≥ 0. By solution (3.2.8),
u(x, y) = −η∞xf(y
√
η∞
νw
)
⇒ ∂u
∂y
= −η∞
√
η∞
νw
xf ′ = −η∞
√
η∞
νw
xg′′ ≤ 0
⇒ g′′(s) ≥ 0, for s > 0 (3.2.21)
Therefore, we will seek for a solution to the equation (3.2.16) subject to conditions
g′(0) = 0, lims→∞ g′(s) = 1 and also satisfies g′′(s) ≥ 0. Approximation of such a
solution given by the MATLAB solver bvp4c() is in Figure 3.3.
Then the oil thickness h(x) at the steady state can be solved from the momentum
equation (3.2.2):
g∆h
∂h
∂x
= νw
∂u
∂y
(x, 0; t)
55
(a) (b)
Figure 3.3: Approximations of (a) g’(s) and (b) g”(s) by MATLAB
⇒ g∆ ∂
∂x
(
1
2
h2) = −η
3
2∞ν
1
2
wxg
′′(0)
⇒ h2 = h2(0)− η∞
√
η∞νw
g∆
g′′(0)x2 (3.2.22)
where g′′(0) ≈ 0.55 referring to Figure 3.3b. Since we assume a constant volume V
of oil is conserved, the radius of the oil layer at the steady state Rs can be calculated
from ∫ Rs
0
h(x)dx =
V
2
3.3 Oil Spreading on Unidirectional Expanding Water Sur-
face
In another circumstance, when ∂u∞
∂x
> 0, the oil slick is spreading on a water surface
with a flow in the direction towards the edge of the oil. The spread is expected to
be faster than spreading on a steady water surface. In the following part, we will
analyze the dynamics of the oil spreading process on a flowing stream, whose velocity
is linearly expanded over space, i.e.
ufree = η∞x, vfree = −η∞y
where η∞ = |∂u∞∂x | > 0 is independent of x. In this circumstance, the water flow
always travels in the direction towards the edge of the slick at a faster speed so that
it pushes the slick to spread.
Inspired by Buckmaster’s method [2], let’s first derive the full momentum equation
for an oil slick on a flowing water surface. Similar to the steady water scenario, there
are still four forces that are involved in this dynamics. As before, the gravitational
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force is promoting the oil to spread. But instead of always dragging the spreading in
the steady water case, the viscous drag from the water now can either drag or drive
the oil spreading, depending on the velocity of the underlying water flow. On the
other side, the viscous drag inside the oil and the inertial force are the two forces that
retards the spreading. Considering the small magnitude of the net surface tension
from the real measurement shown in Table 2.2, we will neglect the surface tension
effect for the time scale we are interested in.
We start with driving the term of viscous drag inside the oil. Let’s use A to denote
the thickness of the slick part that is floating above the water surface and B to denote
the thickness of the part below water surface. By buoyancy balance, B = ∆h. Use
this in the continuity equation, we have,
B˙ = (A+B)
∂q
∂x
+ A˙ = h
∂q
∂x
+ ∆h˙
The viscous drag inside the oil can then be computed by the shear stress:
νo
∂(B˙)
∂x
= νo
∂
∂x
(h
∂q
∂x
+ ∆h˙) ≈ νo ∂
∂x
(h
∂q
∂x
) (3.3.1)
known that ∆ 1.
Next, the inertial force is given by Newton’s Law,
h
Dq
Dt
= h(
∂q
∂t
+ q
∂q
∂x
) (3.3.2)
In a moving coordinate frame which is set at the center of the oil slick, the gravita-
tional term and the viscous drag term from water are the same as in the Buckmaster’s
model. Thus the full momentum equation for an oil slick on a flowing water surface
is
− g∆h∂h
∂x
+ νw
∂u
∂y
(x, 0; t) = −νo ∂
∂x
(h
∂q
∂x
) + h(
∂q
∂t
+ q
∂q
∂x
) (3.3.3)
The fact that whether the viscous drag from water is promoting or retarding the oil
spreading is determined by the sign of the shear stress ∂u
∂y
(x, 0; t).
Recall that for a bulk model that we are using for the oil slick, we assume a
hydrostatic equilibrium inside the oil, which implies that the effect of the viscous drag
inside the oil can be neglected. Here we can justify this assumption by comparing
the order of magnitude of the viscous drag from oil with other retarding effect.
On the retarding forces side, the order of magnitude of the viscous drag from the
oil can been seen from its expression (3.3.1), which is of νohl
−1t−1. While the inertial
force has the order of hlt−2 from the expression (3.3.2). A direct comparison of the
two orders gives
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hlt−2
νohl−1t−1
∼ l
2
νot
∼ ( l√
νot
)2  1, (3.3.4)
which suggests that the effect of the viscous drag inside the oil is indeed negligible,
comparing to the effect of inertia. Thus, we can simply the full momentum equation
by dropping the oil viscous drag term to get
− g∆h∂h
∂x
+ νw
∂u
∂y
(x, 0; t) = h(
∂q
∂t
+ q
∂q
∂x
) (3.3.5)
The system of equations that governs this process is
∂h
∂t
+
∂(qh)
∂x
= 0 (3.3.6)
− g∆h∂h
∂x
+ νw
∂u
∂y
(x, 0; t) = h(
∂q
∂t
+ q
∂q
∂x
) (3.3.7)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
− νw ∂
2u
∂y2
= −∂p
∂x
(3.3.8)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
− νw ∂
2v
∂y2
= −∂p
∂y
(3.3.9)
∂u
∂x
+
∂v
∂y
= 0 (3.3.10)
with boundary conditions
u(x, 0; t) = q(x, t), v(x, 0; t) = 0 (3.3.11)
lim
y→∞
u(x, y; t) = η∞x (3.3.12)
Motivated by Fay’s analysis for the steady water case [8, 9], we can derive an
approximation of the spreading law for this flowing water case through an order of
magnitude analysis. The order of the gravitational force is the same as before g∆h2l−1
The order of the water viscous drag is characterized by the time variant of the length
scale l, as ν
1
2
w l−
1
2 (η∞l− l˙) 32 . And the order of the inertial force is approximated by hl¨,
with a drop of the advection effect due to its small impact. A direct balance between
the orders of magnitude of promoting and retarding forces gives an ODE:
ν
1
2
w l
− 1
2 (η∞l − l˙) 32 ∼ hl¨ + g∆h2l−1
⇒ V l2l¨ − ν
5
2
w l
1
2 (η∞l − l˙) 32 + g∆V 2 ∼ 0 (3.3.13)
If we propose an exponential solution l ∼ eαt to this balance equation, we get
58
V α2e3αt − ν
1
2
we
4αt(η∞ − α) 32 + g∆V 2 ∼ 0 (3.3.14)
The leading order term suggests that α→ η∞ as t→∞. Therefore, we can infer
that the asymptotic spreading law of on oil slick on a linear water flow is l ∼ eη∞t,
where η∞ is the horizontal free stream rate of the underlying water flow.
Analytically, we will seek for a quasi-steady solution for the PDE system (3.3.6) -
(3.3.10) subject to the boundary conditions (3.3.11) and (3.3.12). As in the contract-
ing water flow case, we are still looking for a solution in the forms of
u(x, y) = −η∞xf(y
√
η∞
νw
) (3.3.15)
v(x, y) = η∞
√
νw
η∞
g(y
√
η∞
νw
) (3.3.16)
where the function g satisfies g′(s) = f(s). At a quasi-steady state, the water flow
satisfies the steady Navier-Stokes equations
u
∂u
∂x
+ v
∂u
∂y
− νw ∂
2u
∂y2
= −∂p
∂x
(3.3.17)
u
∂v
∂x
+ v
∂v
∂y
− νw ∂
2v
∂y2
= −∂p
∂y
(3.3.18)
Substituting u and v into the above equations and following the same steps as in the
contracting water flow case yields the same ODE satisfied by g:
(g′)2 − gg′′ + g′′′ = 1 (3.3.19)
The free stream boundary condition on u (3.3.12) now yields
lim
s→∞
g′(s) = −1 (3.3.20)
For the ’no-slip’ boundary conditions at the oil-water interface (3.3.11), we discard
the condition v(x, 0; t) = 0 because of the same reason as in the contracting water flow
case. The condition on the horizontal velocity u(x, 0; t) = q(x, t) together with the
oil momentum equation (3.3.7) exposes the other condition on function g. Ignoring
the gravitational driving, the momentum equation for the oil is
νw
∂u
∂y
(x, 0; t) = h(
∂q
∂t
+ q
∂q
∂x
) (3.3.21)
Substitution of the solution form (3.3.15) for u and replace q with u(x, 0; t) result in
g′′(0) = −hη
1
2∞ν
− 1
2
w [g
′(0)]2 (3.3.22)
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(a) (b)
Figure 3.4: Approximations of (a) g’(s) and (b) g”(s) by MATLAB
Hence, the quasi-steady state solution of the PDE system (3.3.6) - (3.3.12) is deter-
mined by the solution of the ODE (3.3.19) subject to boundary conditions (3.3.20)
and (3.3.22). Since condition (3.3.22) depends on the slick thickness h, the solution
of g is a function of h. Considering that in this regime of spreading, the slick thick-
ness changes slowly in a local frame, we can solve for a solution g(s) satisfying the
condition (3.3.22) for a fixed value of h.
When looking for a solution of g numerically, we realize the physical fact that the
horizontal velocity u now increases in the vertical direction due to the viscous drag
and a faster expanding free stream velocity. So
u(x, y) = −η∞xf(y
√
η∞
νw
)
⇒ ∂u
∂y
= −η∞
√
η∞
νw
xf ′ = −η∞
√
η∞
νw
xg′′ ≥ 0
⇒ g′′(s) ≤ 0, for s > 0 (3.3.23)
As an example, the numerical solutions of g′(s) and g′′(s) solved for hη
1
2∞ν
− 1
2
w = 11
are shown in 3.4a and 3.4b, which suggest g′(0) ≈ −0.2. The corresponding stream
rate at the surface η0(t, y) is then
η0(y, t) = −η∞g′(0) = 0.2η∞ (3.3.24)
3.4 A Numerical Simulation of the Viscous Spreading On
Calm Water Surface
Following the order of magnitude analysis by Fay [8] and Hoult [14], while an oil slick
is spreading on steady water and in the ’Viscous’ regime, its radius should spread at
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a rate of t
3
8 . Furthermore, Buckmaster derived a system of equations that governs
the dynamics of the spreading in this regime for the two dimensional setup [2]. The
equations are the following:
∂h
∂t
+
∂(qh)
∂x
= 0 (3.4.1)
− νw
g∆
∂u
∂y
(x, 0; t) + h
∂h
∂x
= 0 (3.4.2)
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
= νw
∂2u
∂y2
(3.4.3)
∂u
∂x
+
∂v
∂y
= 0 (3.4.4)
with the ’no-slip’ boundary conditions
u(x, 0; t) = q(x, t), v(x, 0; t) = 0 (3.4.5)
lim
y→∞
u(x, y; t) = 0 (3.4.6)
q(R(t), t) = R˙(t) (3.4.7)
where h(x; t) is the thickness of the oil layer, q(x; t) is the velocity of the oil, u(x, y; t)
is the velocity of the water underneath the oil layer and R(t) is the radius of the oil.
Buckmaster obtains an approximate solution of this PDE systems. The analysis
yields that the velocity of the oil is
q(x; t) =
3
8
x
t
Therefore, the stream rate of the water flow at the surface is:
η0 =
3
8t
(3.4.8)
The radius of the oil slick is indeed spreading at the rate of t
3
8 and the approximate
spreading law is solved through a series expansion of the solution to the system of
PDEs (3.4.1) - (3.4.7), as:
R(t) = 1.76(g∆)
1
4V
1
2ν
− 1
8
w t
3
8
We develop a numerical solver that simulates the dynamics of the oil slick spread-
ing on a calm water surface and validate the schemes using Buckmaster’s analysis.
In a summary, we will solve the system of equations (3.4.1) - (3.4.3) in the following
order:
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1. Assuming that at a certain fixed time point, the instantaneous thickness of the
oil layer can be measured by some means. We will use this measurement as the
initial state h0(x) = h(x; 0).
2. The evolution of the thickness h can then be determined by the continuity
equation (3.4.1).
3. Once the thickness h at the next time is known, it can be used in the momentum
equation (3.4.2) to computed the shear stress ∂u
∂y
(x, 0; t) for that moment.
4. The resulting shear stress will then be implemented in the boundary-layer equa-
tion (3.4.3) as the boundary conditions to update the underlying water velocity.
5. The oil velocity q will then be assigned by the water velocity at the surface,
according to the ’no-slip’ boundary condition.
Now we will present the details of the numerical schemes that we use to solve
each of the equations. In the following part that describes the numerical schemes, the
superscript represents the time step index and the subscript represents the spatial
index, and δx, δy, δt are the spatial and time discretization sizes, respectively.
In particular, starting from an initial state h0(x) and q0(x) = 0, we first use the
Lax-Friedrichs scheme [7] to solve hn+1 from the continuity equation (3.4.1):
hn+1j =
1
2
(hnj+1 + h
n
j−1)−
δt
2δx
(qnj+1h
n
j+1 − qnj−1hnj−1) (3.4.9)
The Lax-Friedrichs method is explicit and first order accurate in time and second
order accurate in space (O(δt) +O( δx
2
δt
)). The method is stable if and only if the the
Courant-Friedrichs-Leway (CFL) condition [5] is satisfied:
|q δt
δx
| ≤ 1
To deal with the discretization at the boundaries, recall that in the coordinate
frame that is set at the center of the slick, the center does not move (q(0; t) = 0)
and the spreading dynamics is symmetric about the center so that we can assign
q−1 = −q1 and h−1 = h1.
Next we use hn+1i to compute the shear stress s
n+1
i := [
∂u
∂y
(x, 0)]n+1 through the
momentum equation (3.4.2).
sn+1j = [
∂u
∂y
(x, 0)]n+1 =
g∆
νw
1
2
(hn+1j+1 )
2 − (hn+1j )2
δx
(3.4.10)
A first order forward method is being used to approximate the spatial derivatives
h∂h
∂x
with O(δx) accuracy in space.
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Then the velocity of the underlying water un+1 will be computed from the water
flow equation (3.4.3). We will split this step into two mini steps, each dealing with
the diffusion and advection effects separately. We first update an intermediate state
un+
1
2 that is only caused by the diffusion effect ∂u
∂t
= νw
∂2u
∂y2
using the Crank-Nicolson
method [6]:
u
n+ 1
2
i,j − r(un+
1
2
i+1,j − 2un+
1
2
i,j + u
n+ 1
2
i−1,j) = u
n
i,j + r(u
n
i+1,j − 2uni,j + uni−1,j), i = 2, 3, ..., N
(3.4.11)
where r = νδt
4δy2
. At the water-oil interface i.e. i=1, the shear stress yielded from
(3.4.10) will be specified as the boundary condition and be used to update the velocity
u
n+ 1
2
1,j − r(un+
1
2
2,j − un+
1
2
1,j ) = u
n
1,j + r(u
n
2,j − un1,j)− r(δy)sn+
1
2
j − r(δy)snj (3.4.12)
The Crank-Nicolson method is second order accurate in time and it is uncondi-
tionally stable [26] for the diffusion equation.
We then update the intermediate state un+
1
2 half a step further under the effect
of horizontal advection and neglect the vertical advection. A simplified advection
equation ∂u
∂t
+ u∂u
∂x
= 0 is solved for un+1, using the Upwind method [20] :
un+1j =
{
u
n+ 1
2
j − un+
1
2
j
δt
2δx
(u
n+ 1
2
j − un+
1
2
j−1 ), if uj > 0
u
n+ 1
2
j − un+
1
2
j
δt
2δx
(u
n+ 1
2
j+1 − un+
1
2
j ), if uj < 0
(3.4.13)
The Upwind scheme is adjusted to coincide the direction of propagation of the
traveling waves. The method is first order accurate in space and time and it is stable
if the CFL condition holds |u δt/2
δx
| ≤ 1. Lastly, according to the ’no-slip’ boundary
condition, we set the oil velocity qn+1 to the water velocity at the interface qn+1 = un+11
to continue the iteration.
Based on this numerical simulation to the PDE model (3.4.1)-(3.4.7), we are able
to track the radius growing rate of an oil slick while it is spreading on a steady water
surface. A plot of the radius of an oil slick, which is initially in the shape of ellipse,
versus time is present in Figure 3.5. The growing curve can be fitted by a straight
line with a slope 3
8
and intercept in the asymptotic sense, indicating that the oil slick
is spreading in a behavior of
R(t) ∼ (g∆) 14V 12ν−
1
8
w t
3
8 (3.4.14)
The numerical simulation of the ’Viscous’ regime for steady water scenario demon-
strates Buckmaster’s analysis and provides a work flow to numerically simulate the
spreading dynamics with more complicated underlying flow. Buckmaster’s result on
the spreading coefficient differs from the experimental data by approximately 17%.
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Figure 3.5: Log plot of the oil slick radius vs time
3.5 A Numerical Simulation Of The Spreading On Expand-
ing Water Surface
For an oil slick spreading on a water surface with expanding flow, we want to nu-
merically simulate the dynamics using similar schemes developed for the calm water
scenarios.
For simplicity, we take the following system of PDEs and seek for its numerical
solution.
∂h
∂t
+
∂(qh)
∂x
= 0 (3.5.1)
− g∆h∂h
∂x
+ νw
∂u
∂y
(x, 0; t) = h(
∂q
∂t
+ q
∂q
∂x
) (3.5.2)
∂u
∂t
+ u
∂u
∂x
= νw
∂2u
∂y2
(3.5.3)
with boundary conditions
u(x, 0; t) = q(x, t), lim
y→∞
u(x, y; t) = η∞x (3.5.4)
A rescaling on the variables can further simplify the equations to
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∂h˜
∂t˜
+
∂(q˜h˜)
∂x˜
= 0 (3.5.5)
− h˜∂h˜
∂x˜
+
∂u˜
∂y˜
(x˜, 0; t˜) = h˜(
∂q˜
∂t˜
+ q˜
∂q˜
∂x˜
) (3.5.6)
∂u˜
∂t˜
+ u˜
∂u˜
∂x˜
=
∂2u˜
∂y˜2
(3.5.7)
with dimensionless variables
h = (V νw)
2
7 (g∆)−
1
7 h˜
x = V
5
7ν
− 2
7
w (g∆)
1
7 x˜
y = (V νw)
2
7 (g∆)−
1
7 y˜
t = V
4
7ν
− 3
7
w (g∆)
− 2
7 t˜
u = V
1
7ν
1
7
w(g∆)
3
7 u˜
q = V
1
7ν
1
7
w(g∆)
3
7 q˜ (3.5.8)
It is noted that the time scale in this setup, V
4
7ν
− 3
7
w (g∆)−
2
7 , can be quite big if
the volume of the oil slick is massive. Alternatively, on a rather smaller time scale,
the rescaling parameter for the gravitational term is much smaller than other terms’.
Because of this reason, we will neglect the gravitational term in our simulations.
For simulation, we solve the system of equations (3.5.5)-(3.5.7) numerically using
the methods that we implement for the steady water system in section 2.4. Starting
from an initial state h0(x) and q0(x) = 0, we first use the Lax-Friedrichs scheme [7]
to solve hn+1 from the continuity equation (3.5.5):
hn+1j =
1
2
(hnj+1 + h
n
j−1)−
δt
2δx
(qnj+1h
n
j+1 − qnj−1hnj−1) (3.5.9)
For simulation on a short time scale, we will only keep the inertial effect but
ignore the gravitational term in the momentum equation. The shear stress sn+1j :=
[∂u
∂y
(x, 0)]n+1 will then be expressed in terms of qn and qn+1 according to the oil
momentum equation (3.5.6).
sn+1j = [
∂u
∂y
(x, 0)]n+1 = hnj (
qn+1j − qnj
δt
+
1
2
(qnj+1)
2 − (qnj−1)2
2δx
)
= hnj (
un+11,j − un1,j
δt
+
1
2
(un1,j+1)
2 − (un1,j−1)2
2δx
)
(3.5.10)
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A same strategy as we used in the steady water model is used to solve for the
velocity of the water flow un+1 from the boundary layer equation (3.5.7). We first
update an intermediate state un+
1
2 effected by the diffusion using the Crank-Nicolson
method [6]. For the velocity field under the oil-water surface, the Crank-Nicolson
scheme is still written as:
u
n+ 1
2
i,j − r(un+
1
2
i+1,j − 2un+
1
2
i,j + u
n+ 1
2
i−1,j) = u
n
i,j + r(u
n
i+1,j − 2uni,j + uni−1,j), i = 2, 3, ..., N
(3.5.11)
where r = δt
4δy2
. However, at the water-oil interface i.e. i=1, the expression of the
shear stress sn+1j (3.5.10) is used to yield
u
n+ 1
2
1,j − r(un+
1
2
2,j − un+
1
2
1,j ) = u
n
1,j + r(u
n
2,j − un1,j)− r(δy)sn+
1
2
j − r(δy)snj (3.5.12)
We then update the intermediate state un+
1
2 half a step further with an effect of
advection, using the Upwind method [20] :
un+1i =
{
u
n+ 1
2
j − un+
1
2
j
δt
2δx
(u
n+ 1
2
j − un+
1
2
j−1 ), if uj > 0
u
n+ 1
2
j − un+
1
2
j
δt
2δx
(u
n+ 1
2
j+1 − un+
1
2
j ), if uj < 0
(3.5.13)
Based on our simulation result shown in Figure 3.6, the magnitude of the gravita-
tional force is no more than 10% and most of the time less than 5% of the magnitude
of the water viscous drag, which demonstrates the reliability to neglect the effect of
gravitational effect on a short time scale. The simulation result also indicates that
the solution to the order balance equation (3.3.13) is converging to the numerical
solution solved from the full PDE system asymptotically. And in the example of
setting the free stream expanding parameter η∞ = 1, both solutions suggest that
R(t) ∼ eη∞t. Therefore, for simplification purpose, ODE (3.3.13) can be potentially
used as a reduced model of the spreading process on a large time scale.
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(a)
(b)
Figure 3.6: (a) Ratio of gravitational force to water viscous drag. (b) Numerical
simulation of the spreading rate verses solution to the reduced ODE
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Chapter 4
Multilayer Stochastic Models and Data
Assimilation
In the previous chapter, We develop a reduced model that tracks the evolution of
an oil slick spreading on a water surface. However, applying such a model to a real
scenario is still difficult. In practice, the underlying water can have complicated
free stream flows such as oceanic waves. Modeling the dynamics of crude oil is also
challenging since a bulk model we addressed will not reflect the dynamics of crude
oil accurately, which composes of multiple chemical components. Therefore, we want
to develop a statistical framework that integrates the reduced physical model with
observable data to produce a reliable estimation of the oil evolution practically.
4.1 A Multilayer Stochastic Model
We first introduce a multilayer stochastic model developed before [27] based on the
asymptotic estimator that was derived in section 2.2. The asymptotic estimator
(2.2.47) is non-autonomous, because of the result that its estimate coefficients hnj
depend on actual time n. Since it is difficult to identify the ’true’ time associated
with oil at a certain state in a real scenario, using the Asymptotic estimator to predict
the future evolution of the oil is practically impossible.
An improvement of the Asymptotic estimator is to enlarge its ’phase space’ by
introducing an additional variable κ into the dynamical system so that the time-
dependent system is recast as an autonomous system in the larger phase space. In
particular, this means that we parametrize the system as
Mn =
L∑
j=1
h
(κn)
j Mn−j + σnθn
κn = κn−1 + 1 + sθ
′
n
σn ∼ σ¯2 L!
κL+1n
(4.1.1)
In this model, the time influence is reflected by a dynamical variable κ, which is
introduced to track the microscopic structure of the oil in terms of its ’age’. The
estimator coefficient h
(κn)
j is given by (2.2.45) with n replaced by κn. Since the
dependence of the parameter hj on time n has been embed into its dependence on κ,
a variable that is a part of the dynamics, this reduced model (4.1.1) is autonomous.
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This model is an example of multilayer stochastic model, in which multiple dynam-
ical processes are involved and interact. Typically, one of the variables Mn, referred to
as the weighted average concentration of the oil, can be directly observed/measured
in practice, while the variable κn is a hidden layer that is not observable. Assum-
ing only noisy measurements of Mn are given, one way to estimate both states of
(Mn, κn) in such a multilayer stochastic model with hidden variables is using the data
assimilation methods.
4.1.1 A Brief Review on Kalman Filter Method
In this section, we present a short review of the Kalman Filter [28], one of the data
assimilation methods that is widely applied in many fields. Without loss of generality,
suppose we have a discrete linear dynamical system:
xk+1 = Mxk, k = 0, 1, 2, · · · (4.1.2)
where x ∈ Rn, and M ∈ Rn×n, with initial condition x0 ∼ N (µ0, P0). Assume that a
noisy measurement at the next time step yk+1 of the following form is valid.
yk+1 = Hxk+1 + ηk+1
where yk+1 ∈ Rm, H ∈ Rm×n is a projection from the state space to the observation
space and ηk+1 ∼ N (0, R) is an i.i.d. random noise. H does have not to be the
identity matrix, meaning that a dynamical variable that is not directly observable
is allowed. For the multilayer model (4.1.1) the state space is (Mn, κn)
T , and the
observation projection matrix H is (1, 0). Immediately, we have yk+1 given xk+1 is
also a Gaussian random variable:
yk+1|xk+1 ∼ N (Hxk+1, R)
When estimating a dynamical system (4.1.2) with a random Gaussian initial con-
dition, we have
xk|(y1, y2, · · · , yk) ∼ N (µk, Pk)
To predict for the future state xk+1, we would first use the dynamical model to
get a ’forecast’ mean and variance of xk+1:
µf = Mµk, Pf = MPkM
T (4.1.3)
The by Bayes’ rule,
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P (xk+1|yk+1) = P (yk+1|xk+1)P (xk+1)
∝ exp [−1
2
(yk+1 −Hxk+1)TR−1(yk+1 −Hxk+1)]
· exp [−1
2
(xk+1 − µf )TP−1f (xk+1 − µf )]
∝ exp (−F (xk+1))
where
F (xk+1) =
1
2
(yk+1 −Hxk+1)TR−1(yk+1 −Hxk+1) + 1
2
(xk+1 − µf )TP−1f (xk+1 − µf )
is a quadratic function of xk+1. One can show that a distribution with such a pdf
function is a Normal distribution with mean µk+1 = arg minF (xk) and covariance
Pk+1 =inverse of the Hessian of F (xk). A direct calculation yields
∇F = HTR−1(Hxk+1 − yk+1) + P−1f (xk+1 − µf ) = 0
⇒x∗k+1 = (HTR−1H + P−1f )−1(P−1f µf +HTR−1yk+1)
and
Hess(F ) = HTR−1H + P−1f
⇒Pk+1 = (HTR−1H + P−1f )−1
With the use of the Woodbury Matrix identity, the mean and variance can further
be simplified as
µk+1 = µf +K(yk+1 −Hµf )
Pk+1 = (I −KH)Pf
(4.1.4)
where I is the identity matrix and K = PfH
T (HPfH
T +R)−1 is called the ’Kalman
gain’. Hence, we obtain the distribution of the future state given a noisy measurement
of the history,
P (xk+1|y1:k+1) ∼ N (µk+1, Pk+1)
and µk+1 will be used to estimate the state xk+1. We will refer this µk+1 and Pk+1
given by (4.1.4) as the ’Posterior’ mean and covariance.
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The Kalman filter algorithm can work for both linear and nonlinear dynamical
models. However, a practical problem of implementing the Kalman filter to nonlinear
model is computing the ’Forecast’ covariance matrix Pf , since the formula (4.1.3) will
not be valid. A common method to estimate the covariance matrix for a nonlinear
model is using the Monte Carlo simulation. At each time step, multiple ensembles of
xk are drawn from its distribution:
{xik} ∼ P (xk|y1:k), i = 1, 2, · · · , Ne
where Ne is the total number of ensembles. Then by the law of large numbers, the
’forecast’ mean and covariance at the next step can be approximated by
µ¯f =
1
Ne
Ne∑
i=1
M(xik)
P¯f =
1
Ne − 1
Ne∑
i=1
(M(xik)− µ¯f )(M(xik)− µ¯f )T
(4.1.5)
The Kalman filter using µf and Pf approximated by (4.1.5) will be referred to as the
Ensemble Kalman filter [28].
When implementing the Kalman filter method to a stochastic dynamical model,
we will use the root mean squared error (RMSE) and the Spread defined in (4.1.6) to
examine the applicability of the algorithm.
RMSE = (
1
n
n∑
i=1
([xtk]i − [xak]i)2)
1
2
Spread = (
Trace(Pk)
n
)
1
2
(4.1.6)
where [xtk]i is the i
th component of the ’true’ state xt at time k, [xak]i is the i
th
component of the Kalman filter analysis state xa at time k and Pk is the Kalman filter
posterior covariance matrix at time k. By the its definition, RMSE can be viewed as
the averaged error per variable of the predictor, while the Spread is approximating
the average standard deviation of the predictor variable. In principle, the match of
RMSE and Spread in scale is a signal that the Kalman filter algorithm is implemented
appropriately.
4.1.2 Estimate the Multilayer Stochastic Model with Kalman Filter
In this section, we will implement the Ensemble Kalman filter method to the multi-
layer stochastic models (4.1.1) with different choices on the number L of truncated
terms.
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The data we are using to test the performance of the multilayer model is the
synthetic data generated from Algorithm 1. The generated MTn is taken as the ’true’
state of Mn and is used to evaluate the estimation errors. To simulate possible noises
that may exist in a real measurement, we are randomly perturbing the ’true’ state
MTn by a small amount in fraction, and the perturbed quantities M˜n are used as the
observation data in the Kalman filter algorithm. In particular, the data that is used
to generate figures in this section is
M˜n = (1 + 0.1 ∗ N (0, 1))MTn (4.1.7)
The initial states M0,M1, . . . ,ML−1 and κ0, κ1, · · · , κL−1 are generated through
the following algorithms, in which M0 is simulated from a random ρ0 drawn from
an uniform distribution, M1, . . . ,ML−1 are then generated from M0 using the lin-
ear evaporation process, and κ0, κ1, · · · , κL−1 are approximated by the values of
M0,M1, . . . ,ML−1. In fact, the initial values of M ′ns and κ
′
ns, when generated appro-
priately, won’t affect the asymptotic behavior of the estimator when filtered by the
Kalman filter algorithm.
Algorithm 2 Draw the intial states of M0,M1, . . . ,ML−1
u = rand(I,1)
v = u/(1
I
sum(u))
M0 =
1
I
sum(v)
for n = 1 : L− 1 do
ρ(n) = v exp (−τnω)
M(n) = 1
I
sum(ρ(n))
end for
Algorithm 3 Draw the intial states of κ0, κ1, · · · , κL−1
κ1 = 1
κ2 = κ1 + 1 + 0.3 ∗ N (0, 1)
for n = 3 : L do
κn =
1
2
( Mn−2
Mn−2−Mn−1 − κn−1) + κn−1 + 1
end for
As a comparison to all other estimators mentioned in Chapter 2, we first imple-
ment the Ensemble Kalman filter method to the multilayer stochastic model with the
number of past Mi terms truncated at L=6. In our experiment, we take the ensem-
ble size equal to 2000, which is large enough so that no inflation and localization is
needed. To verify the Kalman filter algorithm is implemented appropriately in this
case, we first look into the estimation RMSE and Spread, both of which are com-
puted only for the variable Mn since the ’true’ states of κn are unknown. The result
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in Figure 4.1 shows a match of RMSE and Spread in scale, which indicates a reliable
application of the Kalman filter to our model.
Algorithm 4 Kalman Filter implementation to the multilayer stochastic model
Ne=2000, H=[1,0]
for i=1:Ne do
Draw M i1:L−1 from Algorithm 2
Draw κi1:L−1 from Algorithm 3
end for
for n = L+ 1 : N do
for i = 1 : Ne do
κif = κ
i
n−1 + 1 + 0.3 ∗ N (0, 1)
M if =
∑6
j=1 h
κjf
j M
i
n−1
end for
Forecast: µf = [
1
Ne
∑Ne
i=1M
i
f ;
1
Ne
∑Ne
i=1 κ
i
f ], Pf=Cov([Mf ;κf ])
R = (0.1 ∗MTn )2
K = (Pf ∗HT ) ∗ (H ∗ Pf ∗HT +R)−1
µa = µf +K ∗ (MTn −H ∗ µf )
for i = 1 : Ne do
[M in, κ
i
n] = [M
i
f , κ
i
f ] +K ∗ (M˜n + 0.1 ∗MTn ∗ N (0, 1)−H ∗ [M if , κif ])
end for
end for
Figure 4.1: RMSE and Spread of the Kalman filter
We compare the relative one-step error en = |M¯n −MTn |/MTn of the multilayer
model implemented with the Kalman filter with those of the Empirical estimator, the
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Figure 4.2: Relative One-Step error of Kalman filter and other estimators
Empirical harmonic estimator and the Asymptotic estimator in Figure 4.2. Among
these different types of estimators, the multilayer model implemented with Kalman
filter has the smallest relative one-step errors that are of order O(10−2). The em-
pirical linear estimator, which even though were seen to be one of the most reliable
approaches when no-noisy data is available, is now suffering from the noises in the
measurements. The relative one-step error of all three estimators except the multi-
layer model can be as large as O(1).
This multilayer stochastic model using 6 Mn’s in the past, when implemented with
the Kalman filter method, is an improved way to estimate the states of the oil up to
the time when noisy measurements are available. However, it is unstable to predict
the future states without the help of data. In fact, since the linear operator associated
with the parametrization truncated at L = 6 is not normal, none of these estimators
using 6 past states are stable once the evolution trajectory of the past states exhibits
random perturbation.
4.2 A Stable Multilayer Model With Tracking On Fewer His-
tory States
The multilayer reduced model (4.1.1) with 6 taps are proven to be reasonable when
filtered by the Kalman algorithm using noisy measurement. However, it is unstable,
meaning that the noise in the estimations of the history states will be amplified. This
causes critical issues when we want to use the model to predict the future states of
the oil, while no data from the future will be valid to apply the Kalman filter. A
simple improvement on the stability is to use the same multilayer model (4.1.1) but
with the choice of L = 1.
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M¯n = h
κnM¯n−1, hκn = 1− 1
2κn − 1 (4.2.1)
Essentially, this estimator only makes use of the states in the latest past but discards
all information from older time. Hence, despite its stability when used to predict the
future, we will expect a sacrifice on accuracy thanks to the slow relaxation of the
linear evaporation process.
Figure 4.3: Relative One-Step error of multilayer reduced model with one tap
By Figure 4.3, the relative one-step error of the multilayer estimator with only
one tap is at the order of O(10−1) when filtered by the Kalman algorithm using
noisy measurement (4.1.7), which is an order worse than the estimator with 6 taps.
When being used to predict the future states, the multilayer estimator with one tap
is stable, but the relative error can grow up to O(1) in a few hundreds steps. We are
seeking for an improvement of this one tap model on the estimation accuracy while
still remaining its stability in the following way.
Instead of setting a one tap model for the entire average concentration Mn, we
can track more details of the concentration evolution by splitting the entire domain
of ρ(ω, t), [0, 1] into K sub-domains, and building a one tap model for the average
concentration φk on each small sub-domain. In particular, let’s define
M(t) = φ1 + φ2 + · · ·+ φK (4.2.2)
where
φk =
∫ k/t
(k−1)/t
ρ(ω, t)dω =
∫ k/t
(k−1)/t
ρ0e
−ωtdω, k = 1, 2, . . . , K − 1 (4.2.3)
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and
φK =
∫ 1
(K−1)/t
ρ(ω, t)dω =
∫ 1
(K−1)/t
ρ0e
−ωtdω (4.2.4)
To track the evolution of each ’bin’ φk(t), we address a reduced model that only
uses the history at the last time step, similar to model (4.2.1). However, since the
boundaries of each sub-domain are time variant and the domain of φk at time n
overlaps part of the domain of φk−1 at time n−1, the past state of φk−1 also contributes
to the evolution of φk to the current state. Therefore, a non-autonomous discrete
model that estimates the quantity for each ’bin’ φk is
φ1n = h
(1,1)
n φ
1
n−1
φkn = h
(k,k−1)
n φ
k−1
n−1 + h
(k,k)
n φ
k
n−1, k = 2, 3, . . . , K
(4.2.5)
We will use the Yule-Walker equations again to determine the coefficients h’s. To
derive h
(k,k)
n , we have
E[φknφ
k
n−1] = h
(k,k−1)
n E[φ
k
n−1φ
k−1
n−1] + h
(k,k)
n E[(φ
k
n−1)
2] (4.2.6)
E[φkn]E[φ
k
n−1] = h
(k,k−1)
n E[φ
k−1
n−1]E[φ
k
n−1] + h
(k,k)
n (E[φ
k
n−1])
2 (4.2.7)
Since φkn−1 and φ
k−1
n−1 are independent, subtracting (4.2.7) from (4.2.6) yields
Cov(φkn, φ
k
n−1) = h
(k,k)
n Var(φ
k
n−1)
⇒ h(k,k)n =
Cov(φkn, φ
k
n−1)
Var(φkn−1)
(4.2.8)
Similarly, h
(k,k−1)
n is derived using the equations:
E[φknφ
k−1
n−1] = h
(k,k−1)
n E[(φ
k−1
n−1)
2] + h(k,k)n E[φ
k
n−1φ
k−1
n−1] (4.2.9)
E[φkn]E[φ
k−1
n−1] = h
(k,k−1)
n (E[φ
k−1
n−1])
2 + h(k,k)n E[φ
k
n−1]E[φ
k−1
n−1] (4.2.10)
Subtracting (4.2.10) from (4.2.9) yields
h(k,k−1)n =
Cov(φkn, φ
k−1
n−1)
Var(φk−1n−1)
The variance and covariance can be computed in the manner of (2.2.38) and
(2.2.39), resulting in
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h(k,k)n =
2n− 2
2n− 1 ·
e−
2n−1
n−1 (k−1) − e− 2n−1n k
e−2(k−1) − e−2k
h(k,k−1)n =
2n− 2
2n− 1 ·
e−
2n−1
n
(k−1) − e− 2n−1n−1 (k−1)
e−2(k−2) − e−2(k−1)
(4.2.11)
For k = 1, h
(1,1)
n = (1 − 12n−1) so that the reduced model for φ1 is the same as the
asymptotic estimator (4.2.1) for Mn with one tap.
To make the estimators for φk autonomous, we use the same trick as being used
in the multilayer stochastic model for Mn that introduces an additional dynamical
variable κ that tracks the ’age’ of the oil and recast the system into a larger phase.
An autonomous multilayer reduced model for Mn using one tap and multiple ’bin’s is
φ1n = h
(1,1)
κn φ
1
n−1
φkn = h
(k,k−1)
κn φ
k−1
n−1 + h
(k,k)
κn φ
k
n−1, k = 2, 3, . . . , K
κn = κn−1 + 1 + sθ
′
n
Mn =
K∑
k=1
φkn
(4.2.12)
where hκn ’s are given by (4.2.11) with n repalced by κn. By making estimations
for each component of Mn on smaller sub-domains, more details of the microscopic
structure during its evolution are captured. Therefore, we should expect a more
accurate estimation from this one tap multilayer estimator with multiple bins without
loss of stability. Finally, one should get the high dimensional linear evaporation
process (2.2.9) when taking the continuum limit of the model (4.2.5).
In Figure 4.4, we compare the relative one step errors of the 6 tap multilayer
model, the one tap multilayer model, and the one tap 20 ’bin’s multiplayer model, all
filtered by the Kalman filter algorithm using synthetic data generated from (4.1.7).
Both one tap models are less sensitive to the measurement noise than the 6 tap model.
The estimation errors of the one tap model with 20 bins are comparable to the 6 tap
model on average, better than the original one tap model.
When being used to predict the future states of the oil, both one tap models are
stable. However, the prediction errors are growing at a relatively fast rate even with
the approaches using multiple ’bins’, as Figure 4.5 shows. The limitation that the
reduced models are poor at free predicting without data is due to the randomness of
the linear evaporation of crude oil. Even with the same few past states, the evolution
of crude oil due to evaporation could be different thanks to the difference in the
microscopic structure. Thus, the reduced model in which only the total mass Mn is
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Figure 4.4: Relative One-Step error of one tap multilayer model with 20 bins
Figure 4.5: Free prediction errors of one tap multilayer model with 20 bins
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tracked will not be able to reflect the evolution precisely without an incorporation of
observational data.
To illustrate the randomness of the linear evaporation process, we simulate the
variance of the stochastic process Mn = 〈1|Λn|ρ0〉 from 200 realizations generated
from Algorithm 1 with all M0 = 1 but random initial microscopic structure |ρ0〉. We
also compare the spread (
√
Var) of the linear evaporation process with the absolute
one-step errors of the reduced models filtered by noisy data. Refer to Figure 4.6, the
one-step errors of the estimations from both 1 tap reduced models are smaller than
the process spread in a long term. While the estimations from the 1 tap model with
20 bins are better than the process spread even in a shorter period of time.
Figure 4.6: Prediction errors of one tap multilayer
Therefore, the reduced 1 tap model with multiple bins is reliable on estimating the
current states of the oil using observational data and is stable to predict the future
evolution without data. However, its accuracy in prediction is limited due to the lack
of information about the microscopic structure.
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Chapter 5
Conclusions and Future Research Directions
In this dissertation, we have studied the phenomena of oil spreading on water surface.
We address a reduced model that captures the local dynamics of an oil slick spreading
on flowing water surface and present analysis for different scenarios. When the under-
lying water is locally steady, a full PDE model is analyzed to yield that the oil slick
radius is expanding at a rate proportional to t
3
8 with the velocity of the slick equals
3
8
x
t
. For spreading on a water surface where the flow is locally contracting towards
the center of the oil slick, a stationary state is found for the oil slick. For an oil slick
spreading on a water surface where the flow is locally expanding towards the edge the
slick, the slick has an exponential spreading rate whose exponent is equal to the free
stream rate. A quasi-steady state is found in this case. We also develop numerical
schemes that simulate the dynamics of an oil slick spreading on steady water surface
and surface with expanding water flow.
For modeling the evolution of crude oil, we introduce a dimension reduction for
systems with slow relaxation and develop a multilayer stochastic model. Using the
multilayer reduced model, we are able to estimate a single observable quantity of
oil based on its past states, without further knowledge on the microscopic structure
inside the crude oil. Through synthetic data experiments, our reduced model is
demonstrated to have an improved accuracy when implemented with data assimilation
methods and can maintain stability while predicting a future state when no data is
available.
For future work on this topic, we will expect to investigate on the effects of other
physical processes that may have impact on the spreading of oil on the sea surface,
but have not been considered in the models developed in this thesis. As an example,
when modeling the oil spill process on the sea, the effect of oceanic flows must be
taken into account. Unlike the unidirectional flows that we assume in section 3.1,
the oceanic waves are more complicated and involve more physical effects. On a
small length scale, the oceanic waves almost have a periodic propagation. One of the
significant effects on a particle flowing with such periodic waves is Stokes drift.
In general, Stokes drift reflects the difference in end position when tracing a parcel
as it travels with the fluid flows after a predefined amount of time (usually one wave
period). The Stokes drift velocity is the average velocity of the parcel during the
defined period. For water waves, George Gabriel Stokes first formulated the Stokes
drift in 1847. For instance, let’s consider the case of infinite-deep water, with linear
wave propagation of a sinusoidal wave on a free surface of a fluid layer:
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Figure 5.1: Illustration of nearshore oil layer floating on water. Captured from [23]
η = a cos(kx− ωt) (5.0.1)
where η is the elevation of the free surface in the vertical direction; a is the wave
amplitude; k is the wave number; ω is the angular frequency; λ is the wave length; T
is the wave period; x is the horizontal coordinate and the wave propagation direction;
z is the vertical coordinate. Then it can be derived that the horizontal component
uS(z) of the Stokes drift velocity for deep-water waves is approximately [21]
uS(z) ≈ ωka2e2kz = 4pi
2a2
λT
e
4piz
λ (5.0.2)
Such a drift effect from the oceanic waves could have impact on the oil spreading
and should not be neglected. Restrepo, Venkataramani and Dawson develops a model
that explains the effect of the Stokes drift and the non-uniform dispersion in the
vertical direction on the parking of buoyant pollutants in the nearshore in 2014 [23].
In particular, let’s look at a scenario of oil transport in the nearshore. A simple
illustration is shown in Figure 10, in which the quiescent ocean level is at z = 0, the
basin is bounded below at z = −H(x). The oil in the surface slick may be entrained
by the action of wave breaking and turbulent mixing. In most general cases, the
floating oil can be treated as two stratification. A very thin layer of pure oil riding
on the ocean surface will be referred as the oil slick. Immediately below the oil slick
layer, oil bulks are found in suspension in a layer of ocean. We will refer this portion
of oil as the interior oil. Let h(x, t) denote the thickness of the oil slick layer and
assume that the ocean layer containing the suspended oil has the maximum depth
P . B denotes the dimensionless volume fraction of the oil in suspension. Also a
function b(x; t) is introduced to represent the thickness of an ’equivalent’ pure oil
layer containing the same amount of oil as in the interior.
The oil slick is moving with the water surface, pushed by the wave propagation. In
a rough sense, one can approximate the cross-shore component of the oil slick velocity
uS by U
St(x, 0; t) := USt, the Stokes drift velocity evaluated at the surface. Assume
that the oil slick and the interior oil have the same viscosity D(X) so that a diffusive
flux on the surface is −D(x)∂h
∂x
and in the suspension bulk is −D(X) ∂b
∂x
.
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Lastly, the exchange of material between the surface and the bulk due to wave-
mixing and buoyancy can be characterized on a long time scale corresponding to
averaging over many waves. The net flux from the slick into the suspension layer is
modeled as a linear expression 1
τ(x)
((1− γ)h− γPB), where γ ∈ (0, 1) is a parameter
that sets the relative proportions of the oil in the slick and in suspension for vertical
equilibrium, i,e,
h
PB
=
γ
1− γ
τ(x) is the time scale for the vertical mixing.
Then a full PDE model that describes the transport of the floating oil in the
nearshore is derived as:
∂h
∂t
+
∂[uS(x)h]
∂x
= −(1− γ)h− γPB
τ(x)
+
∂
∂x
[D(x)
∂h
∂x
] (5.0.3)
∂b
∂t
+
∂[v(x)b]
∂x
=
(1− γ)h− γPB)
τ(x)
+
∂
∂x
[D(x)
∂b
∂x
] (5.0.4)
with zero flux conditions at the boundary x = 0 and x = L:
uS(x)h−D(x)∂h
∂x
= 0, x = 0, L
v(x)b−D(x) ∂b
∂x
= 0, x = 0, L
(5.0.5)
This model reflects several main physical effects involved in the oil transport in the
nearshore ocean, including (1) A mean advective flow that is depth dependent and is
shore directed on the surface, (2) A dispersion model that models the transport due
to the fluctuating component of the velocity and accounts for the enhanced diffusion
in the break zone, (3) A simplified oil model that includes the effects of buoyant
stratification of the oil into a surface slick and a suspending bulk, and (4) An vertical
exchange interaction between the suspending bulk oil and the surface oil slick. With
specified initial conditions h(x; 0) and b(x; 0), one can solve this complete PDE model
numerically. And through a model reduction, it has been shown that the results
obtained from the full PDE model are robust and depend only on gross feature of the
diffusive parameter D(x) and the vertical mixing time τ(x), but not on the details
of these functions [23]. Therefore, simple choices on the functions D and τ can still
yield useful results for real physical flows in nature.
However, in this model, a simplification for modeling the advection flow is assum-
ing that uS ≈ USt(x, 0; t), which does not distinguish the horizontal moving velocity
of the oil from the velocity of the water. This flaw can be potentially improved by
the solution we present in section 2.4 and 3.1, in which a distinguished horizontal
velocity of the oil slick can be estimated numerically while the slick is sliding over a
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steady water surface, or over a flowing water surface with expanding or contracting
stream. For real oceanic waves, which usually generate periodic streams on a small
scale, it is promising to simulate its effect on the moving velocity of a floating oil slick
by splitting the entire domain into small regions, each has unidirectional stream, and
evaluating the local moving velocity of the oil through our analysis of in Chapter 3.
Nevertheless, there are other effects that may have influence on the oil spreading
process but not been taken into account in our calculation, nor in the nearshore model
developed in [23]. The driving effect from the wind right above the water surface has
significant impact to promote or retard the oil slick’s growing and should not be
neglected. Korinenko [17] conducts a field study of film spreading on a sea surface
through experiments. The experiments were carried out in the coastal zone of the
Black Sea in a wide range of wind speeds and wave conditions. Vegetable oil was used
for preparing the surfactants. The experimental results find that at moderate and
strong wind speeds, the slicks take on a shape similar to an ellipse and are orientated
in the direction of the air flow. Hoult [14] estimates that with a wind velocity above
the water surface a certain distance (usually 10 meters), the drift water velocity by
the wind is approximately
Uwater = [
ρair
ρwater
]1/2Uwind = 0.035Uwind (5.0.6)
This result can be verified by laboratory studies [13, 19], and field observations
[24, 16]. However, no further study has been conducted on the wind drift velocity of
a more viscous fluid like oil.
Also we should address the additional difficulty that arises in modeling the oil spill
in large scale. When a massive amount of oil spills, it will spread to a large area after
some time. The characteristic length of the oil layer after a few days from spilling
occurs could be thousands of miles. In such a large-scale phenomenon, the rotation
of earth is normally playing an important role so that the effect of the Coriolis force
must be considered. Maderich [18] examines the effect of the Coriolis force on the
oil spill spreading in the gravity-viscous regime. They describe a new shallow water
model for the transport and spreading of oil slick of arbitrary shape, in which the
Coriolis force is included in the momentum equations and the oil-water friction is
parameterized in a frame of the boundary layer theory including the Ekman friction.
The process of oil spreading on the sea is complicated. There are numerous studies
on this phenomena, but typically only a few effects are incorporated into the models.
Developing a comprehensive mathematical model that incorporates effect from every
physical process involved in the oil spread evolution on the sea is challenging. With the
rapid progress in the field of data science, statistical methods that absorb observable
data from the real world can be promising complement tools to help people understand
this process better.
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