Imagerie cérébrale et étude de la connectivité fonctionnelle par échographie Doppler ultrarapide chez le petit animal éveillé et en mouvement by tiran, elodie
HAL Id: tel-02080572
https://tel.archives-ouvertes.fr/tel-02080572
Submitted on 26 Mar 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Imagerie cérébrale et étude de la connectivité
fonctionnelle par échographie Doppler ultrarapide chez
le petit animal éveillé et en mouvement
Elodie Tiran
To cite this version:
Elodie Tiran. Imagerie cérébrale et étude de la connectivité fonctionnelle par échographie Doppler
ultrarapide chez le petit animal éveillé et en mouvement. Physique [physics]. Université Sorbonne
Paris Cité, 2017. Français. ￿NNT : 2017USPCC174￿. ￿tel-02080572￿
 
 
 
UNIVERSITE PARIS DIDEROT (Paris 7) SORBONNE PARIS CITE 
Ecole Doctorale : Physique en Ile-de-France 
Laboratoire : Institut Langevin 
Spécialité : Acoustique Physique 
 
Imagerie cérébrale et étude de la connectivité 
fonctionnelle par échographie Doppler ultrarapide 
chez le petit animal éveillé et en mouvement.  
Thèse de doctorat  
présentée par  
Elodie TIRAN  
pour obtenir le grade de Docteur de l’Université de Paris VII, 
 
soutenue le 19 juin 2017 devant le jury composé de : 
Mickaël Tanter (HDR, DR) ................................................ Directeur de thèse 
Thomas Deffieux (PhD, CR) .......................................... Co-directeur de thèse 
Jean-Michel Escoffre (HDR, CR) ................................................... Rapporteur 
Hervé Liebgott (HDR, Pr) .............................................................. Rapporteur 
Denis Vivien (HDR, PU-PH) ........................... Président du jury & Examinateur 
Yves Boubenec (PhD, MC) .......................................................... Examinateur 
Thomas Bourgeron (HDR, Pr) ..................................................... Examinateur 
Sophie Pezet (HDR, MC) …………………………………………………………. Examinatrice 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Remerciements 
Quelle joie d’en être enfin arrivée à l’écriture des remerciements ! Et quelle joie de pouvoir 
mettre par écrit ce qui a rendu ces 3 années si spéciales et si enrichissantes. 
Je n’avais pas prévu de faire une thèse après mes études d’ingénieur… mais comme beaucoup 
d’autres, après un stage à l’Institut Langevin dans l’équipe de Mickaël Tanter, je n’ai pas pu résister 
très longtemps à l’envie d’y revenir et de signer pour 3 années supplémentaires ! Et si on est si 
nombreux à faire cela c’est qu’il y a une, voire mille raisons…  
 
Je souhaite donc tout d’abord remercier chaleureusement Mickaël pour la chance qu’il m’a 
donné de faire un stage dans son équipe, puis pour m’avoir proposé cette thèse qui correspondait tant 
à ce que je souhaitais faire. Mickaël est un directeur de recherche exceptionnel, en de nombreux 
points, mais surtout pour moi dans sa façon de manager son équipe. Il sait donner confiance, donner 
envie de toujours aller plus loin, et surtout il sait écouter. Ses qualités humaines sont tout aussi grandes 
que ses qualités en tant que scientifique et chercheur. Merci pour l’aide apportée à mon travail, pour 
la confiance que tu as eu en moi, pour le temps que tu as toujours pris malgré ton planning surchargé, 
et surtout merci pour la façon dont tu t’es réjoui pour moi de manière si sincère lorsque je suis venue 
t’annoncer ma grossesse dans les 6 derniers mois de ma thèse !  
 
Depuis le premier jour de stage jusqu’à mon dernier jour de thèse j’ai été encadrée et 
énormément épaulée dans mon travail par Thomas Deffieux, que je souhaite également remercier 
grandement ! En effet, c’est grâce à ton encadrement quasi quotidien depuis plus de 3 ans que j’ai 
appris le métier de chercheur et surtout que j’ai aimé ce métier ! Merci à toi aussi pour la confiance que 
tu as eu en mon travail, pour la liberté que tu m’as donné, notamment pour rédiger mes articles et mon 
manuscrit, et pour le temps que tu as passé à me guider et à superviser de près ces 3 années de thèse.  
 
Merci à Zsolt Lenkei et toute son équipe du laboratoire de Neurobiologie de l’ESPCI avec qui 
j’ai beaucoup aimé collaborer, mais aussi discuter et déjeuner lors de mes journées de manip chez 
eux ! Merci pour votre accueil ! Merci Zsolt pour le stage que j’ai eu la chance de faire dans ton 
laboratoire lorsque j’étais à l’ESPCI : c’était un vrai plaisir pour moi de pouvoir me rapprocher du 
domaine de la neurobiologie, qui m’a toujours tant attiré, après un cursus de physique. Ce stage aura 
été pour moi une vraie « bulle d’oxygène » dans mes études et une sorte de validation de mon envie de 
travailler à l’interface entre physique et biologie ! Merci d’avoir ensuite appuyé ma candidature auprès 
de Mickaël lorsque je cherchais le stage suivant. Et enfin merci pour ton encadrement, ton transfert de 
connaissance, tes idées, ton aide et tes conseils concernant tout le travail que j’ai pu faire en 
collaboration avec ton équipe durant ma thèse.  
Merci à Sophie Pezet, qui fait partie des bien trop rares femmes chercheurs avec qui j’ai pu 
travailler ! La première fois que je t’ai rencontré lors de mon stage, tu m’as appris à découper un 
cerveau de rat en petites tranches à l’aide d’un cryostat… Mais c’est aussi toi qui m’a présenté pour la 
première fois l’Atlas Paxinos, et à cette époque je ne me doutais pas encore à quel point il allait ensuite 
être important dans mon futur travail ! Au tout début de ma thèse nous avons passé ensemble de 
longues heures de manip enfermées dans une salle sans fenêtre, sans toujours obtenir de résultats 
probants... Cela aurait pu démoraliser plus d’un nouveau thésard, mais ta gentillesse et ta très grande 
pédagogie ont rendu ces moments agréables et très intéressants. Tu as ensuite passé la main à Jérémy, 
avec qui j’ai continué de faire toutes les manips suivantes, toujours dans une salle sans fenêtre, mais 
toujours avec le même plaisir et la même persévérance !  
Merci donc également à Jérémy, le meilleur binôme de manip et de travail que j’aurai pu avoir. 
Je suis contente d’avoir pu travailler avec quelqu’un d’aussi persévérant et perfectionniste que moi, 
c’est ce qui nous a permis de ne jamais nous décourager dans les moments où les résultats n’étaient 
pas au rendez-vous ! Une autre force de notre binôme a certainement été notre foisonnement d’idées 
en tout genre, parfois farfelues, que nous testions toujours avec entrain ! Je mesure la chance que j’ai 
eu de pouvoir travailler avec une personne aussi agréable à vivre, et j’espère l’avoir été autant avec toi.  
 
Merci également à Ivan Cohen et son équipe, et notamment à Lim-Anna Sieu et Antoine Bergel 
pour notre collaboration en début de ma thèse mais aussi pour leur accueil durant une de leurs 
expérimentations lorsque j’étais encore en stage. C’est en effet en accompagnant Charlie pour une de 
leurs expériences que j’ai assisté à ma première manip d’imagerie cérébrale par échographie 
ultrasonore ultrarapide. 
  
Mais si je garde un si bon souvenir de mes 3 années de thèse, c’est aussi et surtout grâce à la 
« famille » Institut Langevin, grâce aux bons moments partagés avec tous les membres de l’équipe de 
Physique des Ondes pour la Médecine.  
Une mention spéciale pour Marion Imbault : nous avons commencé exactement en même 
temps et nous avons donc pu vivre nos thèses en parallèle du début à la fin, partager la joie des galères 
administratives, la complexité du système lorsqu’on débute une thèse au mois de mai (et non en 
septembre « comme tout le monde ») et le stress du calendrier pour les différentes étapes clés d’une 
vie de doctorant ! Je me suis tout de suite sentie à l’aise pour discuter avec toi, je trouve que tu es une 
personne formidable. Après ces 3 années en parallèle nos chemins prennent des directions différentes, 
je te souhaite de continuer ton super parcours avec autant de force, de courage et de passion, que ce 
que tu nous as montré pendant ta thèse. Tu m’as aussi été d’un soutien énorme lorsque j’étais une 
femme enceinte un peu handicapée, merci pour toute l’aide que tu m’as apporté à ce moment-là, 
notamment pour avoir imprimé mes manuscrits à l’ESPCI quand je ne pouvais pas me déplacer, mais 
aussi d’être venue boire ce fameux Virgin Mojito à côté de chez moi, qui m’a bien remonté le moral à 
la veille de mon accouchement !  
Mais je n’oublie pas non plus mes autres amies de thèse, Mafalda, Justine, Claudia… Je me suis 
retrouvée un peu en chacune de vous et ça faisait bien longtemps que je n'avais pas eu de « groupe de 
copines »... ça m'a fait énormément de bien de redécouvrir cela !  
 
Il me faut aussi remercier : 
… Juliette, Charles, Simon, David et Miguel, pour leur bonne humeur, leur "sagesse" de post-doc, leur 
aide scientifiques sur certains projets.  
… Hicham sans qui mes pièces 3D n'auraient pas été si réussies. 
… Abdel pour les « casquettes » de souris en tout genre et pour son efficacité. 
… mes co-bureaux de Bastille : Charlotte, Olivier V., Guillaume M., et Guillaume G., même si on n’a pas 
souvent eu l’occasion d’être tous les 5 en même temps dans le bureau !   
… Khadija, mais aussi Caroline Yang, pour leur efficacité impressionnante !  
… Charlie et Bruno, qui m’ont toujours beaucoup impressionné ! Il n’était pas facile de prendre la suite 
de certains de tes projets Bruno, j’ai fait au mieux pour être à la hauteur, mais la barre était très haute ! 
Merci à tous les deux pour vos conseils et votre transfert de connaissance ! 
… Patricia pour son côté « maman du labo » et pour tous les midis à Bastille où nous étions les deux 
seules à manger à midi pile! 
… Marc, Line, Stéphane, Jérôme, Gioia, Martin, Claire, Béatrice, Alexandre, mais aussi les 
« permanents », Olivier, Jean, Mathieu, Jean-François… et d’une façon plus générale, chacun des 
membres de l’équipe, merci à chacun d’entre vous pour votre accueil, pour votre gentillesse, votre 
bienveillance. 
J’ai certainement oublié de remercier personnellement certaines personnes qui ont pourtant 
dû énormément compter pour moi. Ne m’en tenez pas rigueur, je rédige ces lignes entre deux biberons 
donnés à Augustin, et avec peu d’heures de sommeil de réserve !  
 
Mais ces 3 années de thèse n’ont pas été uniquement 3 années passées au laboratoire, et si 
j’ai pu mener à bien mon travail c’est parce que j’ai été soutenue et aidée - et cela depuis bien plus de 
3 ans - par ma famille et mes proches. Je pense à mes parents et mes sœurs, sans qui je ne serais 
évidemment pas celle que je suis aujourd’hui. Merci de toujours croire en moi, de m’avoir toujours 
supportée, encouragée, aidée en différentes circonstances et à différentes étapes de ma vie. Merci aussi 
à toi Granny, de t’être toujours autant intéressée à ce que je fais et de toujours me donner l’impression 
que je fais des choses exceptionnelles ! Merci aux amis de m’avoir demandé fréquemment des nouvelles 
de mes petites souris… même si vous faisiez souvent une petite grimace lorsque je vous racontais en 
quoi consistaient mes recherches et mes expériences. 
 
Enfin, et surtout, il me faut remercier de tout mon cœur et avec tout mon amour, Benoît. Ces 
3 années ont été très riches, très heureuses et très intenses d’un point de vue personnel, notamment 
avec la naissance d’Augustin il y a quelques semaines ! Merci de toujours me redonner confiance et 
courage, merci pour tout l’amour que tu me donnes et donnes à Augustin chaque jour, merci pour ton 
aide, ta patience, tes conseils, les relectures, les diners et les petites boites pour le déjeuner, les heures 
à attendre que je finisse d’envoyer un e-mail « super important »… ! Et merci à mon autre amour, 
Augustin, d’avoir été si sage dans mon ventre lorsque je devais rédiger ce manuscrit et de m’avoir 
donné autant de force pour finir cette aventure en beauté ! A présent, cette page de ma vie, de notre 
vie à tous les trois, se tourne, et bien d’autres aventures nous attendent…  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Résumé 
 
Mes travaux de thèse portent sur l’application de l’imagerie fUS (functional ultrasound imaging) à 
l’imagerie cérébrale préclinique chez le petit animal. Le but était de transformer cette technique 
d’imagerie cérébrale récente en un véritable outil de quantification de l’état cérébral. Les objectifs 
principaux ont été de démontrer la faisabilité de l’imagerie fUS chez le petit animal non anesthésié 
ainsi que de passer du modèle rat au modèle souris - modèle de choix en imagerie préclinique en 
neurosciences -  de surcroît de façon non invasive. 
J’ai tout d’abord mis au point une nouvelle séquence d’imagerie ultrasonore ultrarapide 
(Multiplane Wave imaging), permettant d’améliorer le rapport signal-à-bruit des images grâce à 
l’augmentation virtuelle de l’amplitude du signal émis, sans diminuer la cadence ultrarapide 
d’acquisition. Dans un deuxième temps j’ai démontré la possibilité d’imager le cerveau de la souris et 
du jeune rat anesthésiés par échographie Doppler ultrarapide, de manière transcrânienne et 
complètement non invasive, sans chirurgie ni injection d’agents de contraste. J’ai ensuite mis au point 
un montage expérimental, une séquence ultrasonore et un protocole expérimental permettant de 
réaliser de l’imagerie fUS de manière minimalement invasive chez des souris éveillées et libres de leurs 
mouvements. Enfin, j’ai démontré la possibilité d’utiliser le fUS pour étudier la connectivité 
fonctionnelle du cerveau au repos (sans stimulus) chez des souris éveillées ou sédatées.  
L’imagerie fUS et la combinaison « modèle souris » + « minimalement invasif » + « animal éveillé » 
+  « connectivité fonctionnelle »  constituent un outil précieux pour la communauté des 
neuroscientifiques travaillant sur des modèles animaux pathologiques ou de nouvelles molécules 
pharmacologiques. 
 
Mots clefs : échographie Doppler ultrarapide, imagerie fonctionnelle ultrasonore (fUS), imagerie 
cérébrale, rongeurs éveillés, transcrânien, non invasif, rapport signal-à-bruit (SNR) 
 
 
 
 
 
 
 
 
 
Abstract 
 
My work focuses on the application of fUS (functional ultrasound) imaging to preclinical brain 
imaging in small animals. The goal of my thesis was to turn this recent vascular brain imaging technique 
into a quantifying tool for cerebral state. The main objectives were to demonstrate the feasibility of 
fUS imaging in the non-anaesthetized small rodents and to move from rat model imaging to mouse 
model imaging –most used model for preclinical studies in neuroscience-, while developing the least 
invasive imaging protocols. 
First, I have developed a new ultrafast ultrasonic imaging sequence (Multiplane Wave imaging), 
improving the image signal-to-noise ratio by virtually increasing emitted signal amplitude, without 
reducing the ultrafast framerate. Then, I have demonstrated the possibility to use ultrafast Doppler 
ultrasound imaging to image both the mouse brain and the young rat brain, non-invasively and through 
the intact skull, without surgery or contrast agents injection. Next, I have developed an experimental 
setup, an ultrasound sequence and an experimental protocol to perform minimally invasive fUS 
imaging in awake and freely-moving mice. Finally, I have demonstrated the possibility to use fUS 
imaging to study the functional connectivity of the brain in a resting state in awake or sedated mice, 
still in a transcranial and minimally invasive way.  
fUS imaging and the combination of "mouse model" + "minimally invasive" + "awake animal" + 
"functional connectivity" represent a very promising tool for the neuroscientist community working 
on pathological animal models or new pharmacological molecules. 
 
Key words: ultrafast Doppler, functional ultrasound imaging (fUS), brain imaging, awake rodents, 
transcranial, non-invasive, signal-to-noise ratio (SNR) 
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I. Introduction 
 
I.1.  Le cerveau en bref 
 
Le cerveau, situé dans la cavité de la boîte crânienne chez les vertébrés, est le principal organe du 
système nerveux central (SNC). Le SNC comprend l’encéphale (regroupement du cervelet, cerveau et 
tronc cérébral) et la moelle épinière, les autres structures anatomiques du système nerveux (nerfs 
crâniens et nerfs rachidiens) étant regroupées sous le terme de système nerveux périphérique (SNP).  
La fonction première du cerveau est d’intégrer les informations sensorielles qui lui parviennent, 
de contrôler la motricité du corps et d’assurer des fonctions cognitives, mais il joue aussi un rôle au 
niveau de la régulation hormonale. Il possède une structure très complexe bien que le tissu cérébral 
ne soit composé que de deux types de cellules : les neurones et les cellules gliales. Les neurones 
assurent le rôle de traitement et de transmission de l’information nerveuse, tandis que les cellules 
gliales ont un rôle centré autour du support et de la protection des neurones et de leurs fonctions. Les 
neurones (Figure I-1 (a)) peuvent communiquer entre eux sur de longues distances par le biais de 
l’axone : un long bras qui s’étend depuis le corps cellulaire du neurone jusqu’à d’autres neurones  (mais 
aussi jusqu’à d’autres cellules pouvant être non neuronales : muscles ou glandes) avec lesquels il 
établit des connexions appelées synapses. Chaque axone peut établir jusqu’à plusieurs milliers de 
connexions synaptiques. Les neurones possèdent également un autre type de « bras » appelé 
« dendrites », sortes de branches ramifiées qui recueillent l’information et l’acheminent vers le corps 
de la cellule (Figure I-1 (a)). 
Les signaux transmis par l’axone sont des signaux électrochimiques connus sous le nom de 
potentiels d’action. Ces potentiels d’actions durent moins d’un millième de seconde et voyagent à 
travers l’axone à des vitesses pouvant aller jusqu’à 100 m/s. Au niveau de la synapse, l’arrivée du 
potentiel d’action provoque la libération de neurotransmetteurs, messagers chimiques pouvant se lier 
aux récepteurs membranaires de la cellule cible et pouvant provoquer son excitation ou au contraire 
son inhibition.  
La plupart des axones sont entourés d’une gaine de myéline de couleur blanche et sont regroupés 
sous forme de faisceaux de fibres nerveuses. Les zones du cerveau dans lesquelles on retrouve une 
forte densité de ces fibres nerveuses font parties de ce qu’on nomme communément la « substance 
blanche », tandis que les zones cérébrales dans lesquelles on retrouve majoritairement les corps 
cellulaires des neurones, plutôt de couleur grise, font parties de la « substance grise ».  
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Au niveau macroscopique le cerveau se décompose en deux hémisphères cérébraux qui agissent 
de façon controlatérale : l’hémisphère droit contrôle le côté gauche du corps et inversement. En 
surface des deux hémisphères cérébraux se trouve la partie du cerveau appelé « cortex cérébral » 
(Figure I-1 (b)), majoritairement formé de substance grise. Le cortex cérébral se divise en de 
nombreuses aires fonctionnelles assurant chacune une fonction cognitive précise. On distingue les 
aires sensorielles (cortex auditif, cortex visuel…), les aires motrices et les aires dites d’association 
(regroupement des aires n’étant ni motrices ni sensorielles, soit une large gamme de fonctions très 
diverses). Pour de nombreuses espèces il est aujourd’hui possible de trouver des atlas cartographiant 
les différentes aires cérébrales de façon plus ou moins précises. Chez le rat et la souris, l’atlas de 
référence actuellement est l’atlas Paxinos, du nom d’un de ses auteurs (Paxinos and Watson 1982; 
Franklin and Paxinos 1997 -pour leurs premières versions- Paxinos and Watson 2007; K. B. J. Franklin 
and Paxinos 2008 –3ème version de l’atlas souris et 6ème version de l’atlas rat, utilisées actuellement au 
laboratoire). Les différentes aires cérébrales y sont répertoriées au sein de coupes coronales ou 
sagittales (Figure I-1 (c)) et chaque coupe est repérée dans un système de coordonnées de stéréotaxie 
par rapport à deux sutures visibles au niveau de l’os du crâne : Lambda et Bregma (Figure I-1 (d)). 
D’autres atlas plus récents permettent également de visualiser le cerveau de la souris en 3 dimensions, 
Figure I-1 : (a) Schéma d’un neurone. (b) Photographie d’un cerveau de souris. (c) Première ligne : 
schéma d’un cerveau de souris et visualisation de la définition d’une coupe coronale et d’une coupe 
sagittale. Deuxième ligne : allure d’une coupe coronale et d’une coupe sagittale extraites de l’atlas 
Paxinos souris. (d) Visualisation des repères Bregma et Lambda sur le crâne d’une souris. 
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c’est le cas du Allen Mouse Brain volumetric atlas, accessible depuis internet (http://mouse.brain-
map.org/).  
 
Aujourd’hui 1 personne sur 8 en Europe est concernée par les maladies du système nerveux, chiffre 
qui va encore augmenter avec le vieillissement de la population (sources : Organisation Mondiale de 
la Santé, European Brain Council, Institut Nationale de la Santé et de la Recherche Médicale, Institut 
du Cerveau et de la Moelle, Fédération pour la Recherche sur le Cerveau, et Union Nationale des 
Associations de Familles de Traumatisés Crâniens et cérébro-lésés). Les différentes pathologies 
affectant le système nerveux peuvent être regroupées sous trois groupes : les maladies 
neurodégénératives (maladie d’Alzheimer, maladie de Parkinson…), les maladies psychiatriques 
(dépression, schizophrénie, addiction, autisme…) et les traumatismes du cerveau et de la moelle 
épinière (traumatisme crânien, lésion de la moelle épinière…). Devant le nombre de personnes 
concernées et la diversité des pathologies existantes, la recherche médicale (clinique et préclinique) 
dans le domaine des neurosciences est d’un enjeu considérable aujourd’hui. La recherche préclinique 
sur des modèles animaux est une étape clé dans le développement de nouveaux médicaments qui ne 
peuvent pas être directement administrés et testés sur l’Homme sain ou malade. Dans le domaine des 
neurosciences, l’expérimentation animale est aussi utilisée pour des recherches plus fondamentales : 
en effet, le cerveau reste encore à l’heure d’aujourd’hui un organe complexe dont le fonctionnement 
soulève  bien des questions. Cette thèse s’inscrit donc dans un besoin constant d’innover et 
d’améliorer les techniques d’imagerie cérébrale utilisées chez le petit animal afin d’aller encore plus 
loin dans la compréhension du fonctionnement du cerveau sain ou malade, mais aussi dans l'efficacité 
des futurs traitements thérapeutiques.  
 
I.2.  Imagerie cérébrale chez le petit animal 
 
I.2.1. Introduction à l’imagerie cérébrale et au couplage neurovasculaire 
 
Dans le domaine de l’imagerie cérébrale, ou neuroimagerie, on distingue généralement 
l’imagerie anatomique cérébrale de l’imagerie fonctionnelle cérébrale. La première concerne la mise 
en évidence des structures cérébrales et leurs modifications éventuelles : lésions, tumeurs, 
hémorragies… L’imagerie fonctionnelle étudie quant à elle le cerveau en action, son fonctionnement.  
Même si les deux vont de pair, l’imagerie fonctionnelle reste donc surtout utilisée dans un contexte de 
recherche fondamentale, visant à mieux comprendre le rôle des diverses structures cérébrales, tandis 
que l’imagerie anatomique est plus classiquement réalisée lors d’examens cliniques. Si l’imagerie 
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anatomique peut facilement être imaginée comme une photographie du cerveau à un instant t, 
l’imagerie fonctionnelle repose plutôt sur une vision du cerveau sous un aspect dynamique.  
Lorsqu’une personne effectue une tâche cognitive particulière son activité cérébrale se traduit 
par une augmentation de l’activité des neurones, dans les zones cérébrales impliquées dans cette 
tâche. A l’échelle microscopique, au niveau des neurones concernés, il est possible de mesurer les 
variations chimiques mais aussi électriques qui ont lieu localement. Mais cette augmentation d’activité 
entraîne également une augmentation des demandes métaboliques des neurones, et par ricochet une 
augmentation du flux sanguin dans les zones cérébrales concernées, notamment afin d’apporter la 
quantité d’oxygène nécessaire. C’est ce qu’on appelle le couplage neurovasculaire : une augmentation 
de l’activité neuronale se traduit donc par des modifications observables à l’échelle vasculaire. 
Plusieurs paramètres sont modifiés et peuvent être mesurés au niveau vasculaire lors de l’activation 
neuronale : le taux d’oxygénation du sang, le volume, le débit sanguin… ces paramètres peuvent être 
regroupés sous le terme de « réponse hémodynamique ». La réponse hémodynamique (de l’ordre de 
la seconde) est bien plus lente que la réponse neuronale (de l’ordre de la milliseconde), à cause de la 
dynamique de dilatation des vaisseaux sanguins. Cependant elle est bien localisée et permet donc de 
mettre en évidence les zones cérébrales activées. Aujourd’hui, un très grand nombre de techniques 
d’imagerie cérébrale reposent sur ces signaux hémodynamiques résultant du couplage 
neurovasculaire.  
 
I.2.2. Quelques techniques d’imagerie cérébrale utilisées chez le petit animal 
 
Parmi les techniques se basant sur l’observation de modifications hémodynamiques, on peut 
citer notamment de nombreuses méthodes optiques : spectroscopie proche infrarouge (Near Infrared 
Spectroscopic Imaging, NIRS), signal optique intrinsèque (Intrinsic Optical Signal, IOS), laser Doppler ou 
encore l’imagerie bi-photonique (également appelée imagerie 2-photon). L’inconvénient majeur de 
ces méthodes est la faible profondeur de pénétration de la lumière dans les tissus et donc un champ 
de vue souvent limité au cortex superficiel. Souvent un amincissement du crâne ou une craniotomie 
est nécessaire, ce qui rend la plupart de ces méthodes invasives (et non applicable en clinique).  
Cependant, ces méthodes optiques ont en commun une très bonne résolution temporelle (de l’ordre 
de la ms), une bonne sensibilité, et une bonne résolution spatiale, allant du micromètre pour le 2-
photon et l’IOS au millimètre pour le laser Doppler (seul le NIRS présente une résolution spatiale 
moindre : du millimètre au centimètre). De plus, dans le cadre de l’expérimentation sur le petit animal 
la miniaturisation des systèmes optiques favorise l’expansion de systèmes permettant des acquisitions 
sur animaux éveillés et mobiles à l’aide d’endoscopes implantés (ou sur des animaux éveillés avec tête-
fixée).   
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D’autres méthodes permettent des mesures directes de l’activité électrique neuronale. Parmi 
les techniques d’électrophysiologie on peut citer l’électroencéphalographie (EEG, mesurant une 
différence de potentiel électrique entre deux points dans le cerveau), et la magnétoencéphalographie 
(MEG, détectant des variations de champs magnétiques induits par les courants créés lors de 
l’activation des neurones). Cette dernière technique est très peu utilisée chez le petit animal car sa 
résolution spatiale n’est pas suffisante. L’EEG, au contraire, est largement utilisée chez le petit animal 
et présente l’avantage de pouvoir être utilisée sur des animaux éveillés et en mouvement. En utilisant 
un grand nombre d’électrodes une cartographie relativement précise de l’activité électrique du 
cerveau peut être obtenue, et ce avec une très bonne résolution temporelle. Cependant, l’EEG n’est 
pas une technique d’imagerie à proprement parlé puisqu’aucune image n’est obtenue. Souvent, il peut 
donc être intéressant de coupler cette technique d’électrophysiologie à une autre technique 
d’imagerie cérébrale afin de combiner les différentes sources d’information. 
 
Bien que de nombreuses techniques d’imagerie cérébrale existent, le système d’imagerie 
cérébrale de référence depuis les années 1990 reste actuellement l’imagerie par résonance 
magnétique (IRM). 
  
I.2.3. Imagerie par résonance magnétique (IRM) 
 
Principe de l’IRM  
L’imagerie par résonance magnétique est utilisée en clinique depuis les années 1980-90. Son 
principe repose sur le phénomène de résonance magnétique nucléaire, c’est-à-dire sur le couplage 
entre le moment magnétique du noyau des atomes et le champ magnétique externe. Le champ 
magnétique externe est produit par un aimant de très grande puissance. De manière simplifiée, les 
noyaux d’hydrogène présents dans les tissus de l’organisme renferment des protons, qui sous l’effet 
du champ magnétique vibrent et se comportent comme de petits aimants. En vibrant, ils émettent des 
signaux qui sont captés par une antenne et transformés en image. Dans le domaine de l’imagerie 
médicale l’intensité du champ magnétique produit par l’aimant est comprise entre 0.1 et 7 T (sachant 
que 1.6 T équivaut à 30 000 fois le champ magnétique terrestre). Dans le domaine de la recherche, des 
études précliniques et cliniques sont réalisées sur l’Homme avec des IRM ayant une intensité jusqu’à 
11.7 T, tandis que sur le petit animal les intensités peuvent être supérieures à 17 T. L’augmentation de 
l’intensité du champ magnétique permet d’augmenter la résolution spatiale de l’appareil, qui peut 
descendre en dessous du millimètre avec les champs les plus intenses.  
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 En imagerie médicale, l’IRM est principalement utilisée pour l’étude du système nerveux 
central (regroupant le cerveau et la moelle épinière), les muscles (dont le cœur), et les tumeurs. Au 
niveau des applications cérébrales de l’IRM on peut distinguer plusieurs grands types d’acquisitions, 
notamment l’IRM de diffusion (aussi appelée DTI pour Diffusion Tensor Imaging), l’angiographie par 
IRM (MRA) et l’IRM fonctionnelle (IRMf, ou fMRI en anglais pour functional Magnetic Resonance 
Imaging).  
Le DTI repose sur l’observation des directions de diffusion des molécules d’eau. Dans le 
cerveau, les molécules d’eau ne peuvent pas diffuser dans n’importe quelle direction car elles sont 
contraintes par les tissus environnants. En observant la diffusion des molécules d’eau dans le cerveau 
il est donc possible d’obtenir, de manière indirecte, la position et l’orientation des faisceaux de fibres 
nerveuses. Le DTI permet donc d’observer les connexions structurelles qui existent entre les 
différentes aires du cerveau. C’est la seule technique permettant de faire cela in vivo de manière non 
invasive.  
L’angiographie par IRM permet de visualiser les artères et est donc très couramment utilisée 
en clinique afin de détecter dans le cerveau des patients des anévrismes, des occlusions, ou encore 
des malformations artério-veineuses. L’angiographie par IRM permet donc de visualiser la 
vascularisation cérébrale et d’avoir une information structurelle.  
L’IRM fonctionnelle permet, quant à elle, d’obtenir des informations sur le fonctionnement 
cérébral. C’est ce type d’acquisition qui nous intéresse plus particulièrement et que nous détaillons 
donc dans le paragraphe suivant. 
 
L’IRM fonctionnelle (IRMf, fMRI en anglais) 
 Même s’il est également possible de mesurer localement des variations au niveau des volumes 
sanguins cérébraux (Cerebral Blood Volume fMRI) et des flux sanguins cérébraux (Cerebral Blood Flow 
fMRI), la séquence d’imagerie fonctionnelle par IRM la plus utilisée actuellement repose sur l’effet 
BOLD (Blood Oxygenation Level Dependent) (Ogawa et al. 1990) et sur les propriétés magnétiques de 
l’hémoglobine du sang (Figure I-2, Jonckers et al. 2015).  
Figure I-2 : figure extraite de 
Jonckers et al. (2015). Légende : 
CMRO2 : Cerebral Metabolic 
Rate of Oxygen consumption, 
CBV: Cerebral Blood Volume, 
CBF: Cerebral Blood Flow, BOLD: 
Blood Oxygenation Level 
Dependent. 
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L’hémoglobine existe sous deux formes : une forme oxygénée appelée oxyhémoglobine (HbO2) 
et une forme désoxygénée appelée dé-oxyhémoglobine (HbR). Or, si l’oxyhémoglobine est 
diamagnétique comme la plupart des tissus biologique, la forme désoxygénée est quant à elle 
paramagnétique. Cette molécule s’oriente donc dans le sens du champ magnétique externe et 
provoque une modification de la susceptibilité magnétique locale. Ainsi, quand la concentration en 
HbR augmente, le signal BOLD diminue (Ogawa et al. 1990; Buxton and Frank 1997).  Quand une zone 
fonctionnelle cérébrale s’active, la consommation en oxygène augmente et donc dans un premier 
temps la concentration en HbR augmente. Cependant, les neurones activés ont besoin d’une quantité 
d’oxygène plus importante et une augmentation locale du débit sanguin est donc nécessaire. Cette 
augmentation locale du débit sanguin se traduit par une diminution de la concentration en HbR dans 
cette zone. Ainsi le signal BOLD augmente suite à l’activation neuronale (Figure I-3). C’est la découverte 
de cet effet BOLD qui a permis de réaliser dans les années 1990 les premières images du cerveau en 
fonctionnement (Belliveau et al. 1991; Bandettini et al. 1992; Kwong et al. 1992). L’IRM fonctionnelle 
permet aujourd’hui des études très poussées en neurosciences à la fois chez des sujets sains ou 
malades, que ce soit chez l’Homme ou chez des modèles animaux, notamment chez le petit animal 
(Jonckers et al. 2015). 
 
 
Avantages et inconvénients de l’IRMf dans le cadre de l’imagerie cérébrale chez le petit animal  
Ces dernières années plusieurs variantes de la séquence classique d’IRMf BOLD ont été 
développées et ont permis d’atteindre des cadences de répétition d’imagerie allant jusqu’à 0.5 s et des 
résolutions spatiales inférieures au millimètre (pour plus de détails sur ces séquences d’imagerie 
fonctionnelle rapide ou haute résolution, consulter par exemple la revue de Feinberg and Yacoub 
2012). Mais si l’on s’en tient à la séquence classique d’IRMf BOLD il convient de noter que par rapport 
aux techniques citées précédemment, telles que l’EEG ou la MEG notamment, l’IRMf fournit une 
information moins directe et avec une résolution temporelle moindre. Cependant, l’IRMf reste à 
l’heure actuelle la méthode d’imagerie qui fournit la meilleure résolution spatiale en 3 dimensions et 
à l’échelle du cerveau entier,  par rapport aux techniques mentionnées précédemment. Elle possède 
également le grand avantage d’être une méthode complètement non invasive.   
Le tableau ci-dessous (Tableau 1) résume les principales caractéristiques de l’IRMf BOLD et ses 
principaux avantages et inconvénients dans le cadre de l’imagerie cérébrale chez le petit animal. 
Figure I-3 : Effet BOLD en imagerie par résonance magnétique fonctionnelle. 
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Résolution spatiale  ̴ mm : limite pour l’imagerie chez le rat, insuffisante chez la souris 
Résolution temporelle ̴ s 
Profondeur d’imagerie / 
champ de vue 
Très bonne : Tout le volume du cerveau est accessible 
 
Sensibilité 
Mauvaise 
Nécessité de moyenner les signaux temporels en répétant le 
stimulus plusieurs fois 
Portabilité Aucune 
Disponibilité de la technique 
pour les chercheurs 
Mauvaise 
Peu d’appareil disponible et coût élevé  
Etat de l’animal pendant 
l’acquisition 
- Anesthésié le plus souvent 
- Eveillé possible mais avec contention 
Invasivité  Non invasive 
Tableau 1 : Principales caractéristiques, avantages (lignes surlignées en vert) et inconvénients (lignes 
surlignées en orange) de l’IRMf BOLD dans le cadre de l’expérimentation chez le petit animal. 
 
I.2.4. Récapitulatif 
 
Le tableau ci-dessous donne un bref récapitulatif des principaux avantages et inconvénients des 
différentes techniques d’imagerie cérébrale utilisées chez le petit animal dont nous avons parlé dans 
ce chapitre. 
Tableau 2 : Tableau récapitulatif des principaux avantages et inconvénients des différentes techniques 
d’imagerie cérébrale abordées dans ce chapitre et pouvant être utilisées chez le petit animal. 
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Dans le cadre de ma thèse j’ai utilisé une autre technique d’imagerie fonctionnelle très récemment 
développée par l’Institut Langevin, appelée fUS, pour « functional ultrasound » (Macé et al. 2011) et 
se positionnant comme un concurrent de l’IRMf pour l’imagerie chez le petit animal. Les deux parties 
suivantes vont nous permettre de comprendre le développement et le fonctionnement de cette toute 
nouvelle méthode d’imagerie cérébrale mais aussi de la situer par rapport à l’IRMf. 
  
I.3. Imagerie ultrasonore conventionnelle  
 
Le principe général de l’échographie est relativement simple. Un signal ultrasonore est envoyé 
dans le milieu à sonder. Cette onde ultrasonore rencontre au cours de sa propagation différents 
éléments du milieu qui la réfléchissent plus ou moins. Les échos rétrodiffusés sont enregistrés et 
permettent de reconstituer une image du milieu dans lequel l’onde s’est propagée. Les premières 
recherches sur les ultrasons ont tout d’abord été utilisées par Paul Langevin pour créer le SONAR et 
ont permis de détecter des sous-marins pendant la première guerre mondiale. Ce n’est qu’en 1942 
qu’est décrit pour la première fois la possibilité d’utiliser les ondes ultrasonores dans un but médical 
afin de « voir » à l’intérieur du corps humain (Dussik 1942). En effet, les ultrasons permettent d’imager 
en profondeur dans le corps humain car les tissus biologiques sont relativement transparents dans une 
gamme de fréquence allant de quelques centaines de kHZ à quelques MHz. En 1951, le premier 
échographe médical est mis au point par deux anglais. Depuis les années 60 la technique n’a cessé de 
se développer et différents modes d’imagerie ont peu à peu vu le jour. Le premier mode d’imagerie 
apparu, appelé imagerie B-mode, permet de cartographier l’échogénicité des tissus, propriété qui 
dépend de la masse volumique, du module de compressibilité et de la microstructure des tissus. 
L’imagerie B-mode permet donc d’obtenir une image anatomique des organes, des interfaces entre 
ceux-ci, mais aussi de détecter certaines malformations, kystes, ou encore de visualiser le fœtus dans 
le ventre de la mère… Peu après fut élaboré le mode Doppler, permettant de mesurer et visualiser les 
flux sanguins. Dans cette partie nous allons étudier l’imagerie ultrasonore conventionnelle, encore 
appelée imagerie focalisée ligne par ligne. Nous pourrons ainsi mieux comprendre dans la partie 
suivante comment le mode Doppler fut révolutionné par l’apparition de l’échographie dite 
« ultrarapide », ouvrant de nouvelles perspectives notamment dans le domaine des neurosciences.   
 
I.3.1. Principe de l’imagerie ultrasonore conventionnelle focalisée  
 
L’imagerie échographique repose sur l’effet piézo-électrique, découvert par Pierre et Jacques 
Curie dans les années 1880. En effet, les sondes ultrasonores classiques utilisées en clinique sont 
constituées d’un réseau 1D d’une centaine de transducteurs piézoélectriques (typiquement 128 ou 
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256 transducteurs). Les transducteurs piézoélectriques ont la propriété intéressante de pouvoir 
émettre une onde ultrasonore lorsqu’ils sont soumis à un courant électrique, et inversement de 
produire un signal électrique lorsqu’ils reçoivent une onde ultrasonore. Les sondes ultrasonores 
servent donc à la fois d’émetteur et de récepteur. Chacun des transducteurs de la sonde peut être 
soumis à la même excitation électrique mais avec un délai temporel différent permettant ainsi 
d’émettre différentes formes d’ondes acoustiques dans les tissus. La majorité des échographes 
émettent des fronts d’ondes focalisés (Figure I-4 (a)). L’énergie ultrasonore est alors concentrée le 
long d’une ligne. Lorsque l’onde rencontre sur son passage des hétérogénéités une partie de son 
énergie est rétrodiffusée vers la sonde ultrasonore sous la forme d’une onde sphérique (Figure I-4 (b)). 
La sonde enregistre les ondes sphériques correspondant à chaque hétérogénéité, puis une étape de 
« formation des faisceaux »  (beamforming en anglais), ou focalisation en réception (Figure I-4 (c)), 
est nécessaire afin d’obtenir une image de l’échogénicité de la ligne qui a été sondée par l’onde 
ultrasonore focalisée (Figure I-4 (d)). Pour chaque ligne du milieu à imager deux étapes de focalisation 
successives sont donc nécessaires, une en émission puis une en réception. Afin d’obtenir une image 
complète du milieu il faut déplacer l’onde focalisée latéralement, et donc répéter une centaine de fois 
ces étapes d’émission/réception. L’image finale obtenue s’appelle image en mode B ou image B-mode. 
  
I.3.2. Imagerie Doppler focalisée  
 
Le mode Doppler permet de mesurer et visualiser les écoulements sanguins. Nous allons 
distinguer ici le Doppler continu (envoyant un faisceau ultrasonore focalisé de manière continue) et 
le Doppler impulsionnel (reposant sur l’envoi d’impulsions ultrasonores). 
 
Figure I-4 : Principe de l’imagerie ultrasonore conventionnelle focalisée : (a) Focalisation du faisceau 
ultrasonore le long d’une ligne du milieu. (b) Réception des échos rétrodiffusés par les hétérogénéités 
du milieu. (c) Focalisation en réception, couramment appelée étape de « beamforming ». (d) Une 
ligne de l’image seulement est obtenue, il faut donc ensuite déplacer l’onde focalisée latéralement et 
répéter toutes les étapes précédentes une centaine de fois pour obtenir l’image entière. 
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Doppler continu 
Le Doppler continu est la seule modalité Doppler qui repose réellement sur l’effet Doppler 
comme nous l’entendons généralement et comme l’a décrit Christian Doppler en 1842, c’est-à-dire 
« une mesure d’un décalage de la fréquence d’émission dû au déplacement de la cible imagée ». Ce 
mode n’est pas à proprement parlé un mode d’imagerie car il ne permet pas d’obtenir une image des 
écoulements sanguins mais simplement une mesure ponctuelle de la vitesse de flux. Pour cela une 
partie de la barrette ultrasonore envoie un faisceau monochromatique (de fréquence f0) de manière 
continue et focalisée en un point donné, tandis qu’en parallèle une autre partie de la barrette 
ultrasonore écoute les signaux rétrodiffusés par les hématies contenues dans le sang. La fréquence 
reçue est alors f0+fd avec fd la fréquence Doppler déterminée par l’équation suivante : 
avec vz la vitesse axiale du sang et c la vitesse des ultrasons dans le corps humain, de l’ordre de 1540 
m/s. Ce mode permet ainsi de déterminer vz ponctuellement, et est surtout utilisé pour les 
écoulements très rapides, comme les flux en sortie de l’aorte (~ 5 m/s).    
Doppler impulsionnel 
Les deux principaux modes d’imagerie Doppler utilisés de nos jours et permettant d’obtenir 
une image des écoulements sanguins sont les modes Doppler couleur et Doppler pulsé, qui peuvent 
être regroupés sous le terme « Doppler impulsionnels », par opposition au Doppler continu.  En effet 
ces deux modalités d’imagerie utilisent des impulsions ultrasonores. La technique repose sur l’envoi 
répété d’impulsions ultrasonores focalisées en un même endroit : entre deux instants d’acquisition les 
signaux provenant des tissus ne varient pas car leur mouvement est trop lent, tandis que les signaux 
provenant des hématies varient à cause de leur déplacement dans les vaisseaux sanguins. C’est donc 
la répétition des tirs ultrasonores de manière suffisamment rapide et la comparaison des images 
acquises à deux instants successifs qui nous permettent d’obtenir l’information sur l’écoulement 
sanguin. En pratique ce que l’on mesure est une différence de phase entre les deux images dans les 
zones où se trouve le sang.  
Le seul point délicat est le choix de la cadence d’imagerie afin d’échantillonner correctement 
le signal au sens du théorème de Shannon. En effet, il a été démontré que le temps de décorrélation 
entre deux images successives (tdecorr) est l’inverse de la fréquence Doppler définie dans l’Equation I-1, 
c’est-à-dire tdecorr= 1/fd. D’après le théorème de Shannon, afin d’échantillonner correctement des 
signaux ayant pour fréquence maximale fd, la fréquence d’acquisition (facq) doit être au moins deux fois 
supérieure, c’est-à-dire : facq>2 fd. Dans le cerveau d’un rat, un écoulement sanguin ayant une vitesse 
de l’ordre de 2 cm/s (valeur typique de vitesse de flux dans les artérioles par exemple), imagé avec une 
Equation I-1 
 
fd = −2 vzf0/c   
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sonde de fréquence centrale f0 = 15 MHz, correspond à une fréquence Doppler fd de l’ordre de 390 Hz. 
La fréquence d’acquisition ultrasonore doit donc être de l’ordre de 780 Hz minimum.  
En imagerie focalisée, pour chaque ligne imagée, il faut que les ultrasons aient le temps 
d’insonifier le milieu sur toute sa profondeur, puis qu’ils reviennent jusqu’à la sonde après avoir été 
rétrodiffusés par les différentes hétérogénéités rencontrées dans le milieu de propagation. Ensuite, le 
faisceau focalisé est déplacé latéralement et une nouvelle ligne peut être imagée de la même façon… 
et ainsi de suite jusqu’à obtenir l’image complète. Pour obtenir l’image d’un cerveau de rat sur toute 
sa profondeur, la profondeur d’imagerie doit être d’environ z= 15 mm. Le temps d’un aller-retour est 
donc d’environ t = 2z/c = 20 µs. Une ligne peut ainsi être acquise en 20 µs mais il faut répéter cette 
opération une centaine de fois pour balayer tout le champ de vue de la sonde, soit attendre 2 ms pour 
obtenir une image entière. La fréquence d’acquisition maximale d’une telle image est donc de 500 Hz. 
Or, nous avons vu dans le paragraphe précédent que pour échantillonner des vitesses d’écoulement 
de l’ordre de 2 cm/s la fréquence d’acquisition devait être d’au moins 780 Hz. Pour obtenir une telle 
cadence d’imagerie en imagerie focalisée, la seule solution consiste à réduire le nombre de lignes 
sondées dans le milieu, c’est-à-dire réduire le champ de vue. L’imagerie focalisée est donc soumise à 
un compromis entre cadence d’imagerie et champ de vue. Lorsqu’une cartographie du flux  est 
nécessaire on utilisera le mode Doppler couleur. Au contraire pour accéder à des paramètres 
quantificatifs du flux, on utilisera le mode Doppler pulsé.  
Doppler couleur : cartographie des écoulements sanguins 
Le mode Doppler couleur permet d’obtenir une image des écoulements sanguins en déplaçant 
latéralement le faisceau focalisé. Les flux dirigés vers la sonde sont généralement représentés en 
rouge, tandis que les flux s’éloignant de la sonde sont en bleu. Cependant comme le faisceau 
ultrasonore focalisé doit être déplacé latéralement suffisamment vite pour faire une image entière, 
chaque ligne de l’image n’est obtenue qu’avec un faible nombre d’émission/réception (une dizaine en 
général). La mesure de la vitesse sur chaque ligne est donc très bruitée et ne permet pas de 
quantification précise. Il est aussi possible de calculer l’énergie contenue dans le signal (plutôt que la 
vitesse) afin de gagner en sensibilité et pouvoir visualiser de petits vaisseaux. Dans ce cas on parle de 
Doppler de puissance (Power Doppler).  
Doppler pulsé : quantification de flux 
Lorsqu’une quantification précise du flux est nécessaire, la dizaine d’échantillons disponible par ligne 
imagée en Doppler couleur n’est plus suffisante, il faut en acquérir beaucoup plus afin de pouvoir 
calculer la transformée de Fourier du signal rétrodiffusé. Le balayage complet de l’image n’est alors 
plus possible. La sonde reste donc focalisée à la même position et un grand nombre 
d’émission/réception focalisées sont faites. Le Doppler pulsé permet d’obtenir un spectrogramme, 
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c’est-à-dire une représentation temps/fréquence du signal, et renseigne sur l’évolution des vitesses du 
flux au cours du temps. Ce type d’acquisition permet des études basiques d’imagerie fonctionnelle : 
la mesure des modifications des vitesses des flux sanguins dans de grosses artères irrigant le cerveau 
(Aaslid, Markwalder, and Nornes 1982) donne une information sur l’activation neuronale durant une 
tâche cognitive. Ce genre d’acquisition a notamment permis d’étudier la latéralisation droite/gauche 
de certaines tâches (Duschek and Schandry 2003) mais son utilisation reste cependant limitée par le 
fait que la mesure est localisée en un point et ne permet pas d’obtenir d’image de l’activation 
cérébrale. 
 
I.4. Imagerie ultrasonore ultrarapide 
 
Nous avons vu dans la partie précédente que l’imagerie ultrasonore conventionnelle impose un 
compromis entre cadence d’imagerie et champ de vue balayé, à cause de la nécessité de déplacer le 
faisceau focalisé latéralement un grand nombre de fois pour obtenir une image complète. Dans le cas 
de l’imagerie vasculaire cérébrale et notamment dans le cas de l’imagerie fonctionnelle du cerveau, 
l’information importante est la variation du flux sanguin au cours du temps. Une grande cadence 
d’imagerie est donc cruciale pour ce genre d’application. Nous allons à présent voir dans cette partie 
comment l’imagerie ultrasonore ultrarapide a permis de révolutionner le mode Doppler et ouvre de 
nombreuses perspectives dans le domaine des neurosciences. 
 
I.4.1. Principe de l’imagerie ultrasonore ultrarapide par émission d’ondes planes 
 
L’imagerie ultrasonore ultrarapide par émission d’ondes planes a été mise au point par 
l’Institut Langevin à la fin des années 1990/début des années 2000 (Sandrin et al. 1999). Au départ, 
l’idée de cette technique d’imagerie était de pouvoir imager la propagation des ondes de cisaillement 
dans le corps humain (Sandrin et al. 1999; Sandrin et al. 2002; M. Tanter et al. 2002) afin d’en déduire 
l’élasticité des tissus (Bercoff, Tanter, and Fink 2004; Mickael Tanter et al. 2008). La vitesse des ondes 
de cisaillement dans le corps humain étant typiquement de 1 à quelques dizaines de m/s, une cadence 
d’imagerie de plusieurs kHz était donc nécessaire pour pouvoir imager la propagation de ces ondes sur 
quelques cm. En utilisant la technique d’imagerie par ondes focalisées que nous avons décrite dans la 
partie précédente de telles cadences sont inatteignables.  
La solution trouvée par l’Institut Langevin afin d’augmenter la cadence d’imagerie fut de 
remplacer l’émission d’ondes focalisées ligne par ligne par l’émission d’ondes planes (Figure I-5 (a)). 
Ainsi tous les points du milieu sont insonifiés lors du même tir ultrasonore. La sonde récupère alors en 
une seule fois les échos provenant de toute la zone insonifiée (Figure I-5 (b)). Les données sont 
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stockées temporairement dans la mémoire de la machine (RAM) et l’étape de focalisation en réception 
est alors effectuée sur tous les pixels de l’image en même temps (Figure I-5 (c)). Ainsi une image B-
mode entière est obtenue en un seul tir ultrasonore (Figure I-5 (d)).  
  
 Par conséquent, pour imager jusqu’à une profondeur de 15 mm (dans le cerveau d’un rat par 
exemple), la durée d’un aller-retour de l’onde ultrasonore étant de 20 µs, des cadences d’imagerie de 
50 kHz peuvent être atteintes.  
 Cependant il faut noter que puisqu’aucune focalisation en émission n’a lieu la qualité des 
images obtenues s’en trouve détériorée, en termes de résolution spatiale mais aussi de contraste, par 
rapport à l’imagerie conventionnelle focalisée. C’est dans le but d’améliorer la qualité des images 
acquises par émission d’ondes planes que l’Institut Langevin a alors développé la technique du 
« coherent compounding » (recombinaison cohérente en français) (Montaldo et al. 2009). Au lieu 
d’envoyer une seule et unique onde plane, plusieurs ondes planes inclinées par rapport à l’alignement 
des transducteurs sont envoyées dans le milieu successivement. Les images obtenues sont ensuite 
combinées de façon cohérente. Cette astuce permet de créer une focalisation synthétique en 
émission, comme cela avait été prédit et mis en évidence dans le domaine du synthetic aperture 
imaging (imagerie par ouverture synthétique) (Karaman, Li, and O’Donnell 1995; Lockwood, Talman, 
and Brunke 1998; Nikolov and Jensen 2003; Udesen et al. 2008). Il a été démontré qu’en utilisant 40 
ondes planes inclinées la qualité de l’image reconstruite est équivalente à celle obtenue par imagerie 
focalisée (tout en ayant l’avantage d’être de qualité optimale sur toute la profondeur imagée alors que 
la qualité d’image obtenue par imagerie focalisée n’est optimale qu’à la profondeur de focalisation 
choisie) (Montaldo et al. 2009; Denarie et al. 2013). La cadence d’imagerie est alors divisée par le 
Figure I-5 : Principe de l’imagerie ultrasonore ultrarapide par émission d’ondes planes. (a) Une 
onde plane est émise et insonifie tout le champ de vue en un seul tir. (b) Réception des échos 
rétrodiffusés par les hétérogénéités du milieu présentes dans la zone insonifiée. (c) Focalisation 
en réception pour tous les pixels de l’image en même temps. (d) L’image B-mode entière est 
obtenue, après un seul tir ultrasonore. 
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nombre d’ondes planes inclinées utilisées pour la formation de l’image finale, mais elle reste malgré 
tout bien supérieure à celle de l’imagerie focalisée. L’imagerie ultrarapide par émission d’ondes planes 
repose donc sur un compromis à faire entre qualité d’imagerie (augmenter le nombre d’ondes planes 
inclinées pour obtenir une meilleure qualité) et la cadence d’imagerie (diminuer le nombre d’ondes 
planes inclinées pour obtenir une plus grande cadence d’imagerie). 
 Nous reparlerons plus longuement dans le chapitre suivant de la technique de recombinaison 
cohérente d’ondes planes inclinées afin d’introduire le Multiplane Wave imaging, une nouvelle 
séquence ultrasonore ultrarapide mise au point dans le cadre de ma thèse afin d’augmenter le rapport 
signal-à-bruit des images sans diminuer la cadence d’imagerie ultrarapide.  
 
I.4.2. Imagerie Doppler ultrarapide : application à l’imagerie fonctionnelle cérébrale du 
petit animal (fUS) 
 
Le Doppler ultrarapide (ultrafast Doppler en anglais) a été développé par l’Institut Langevin en 
2011 (Bercoff et al. 2011). Pour obtenir une image Doppler, un paquet de plusieurs centaines d’images 
est acquis par imagerie ultrasonore ultrarapide en utilisant la méthode de recombinaison cohérente, 
comme expliqué dans la partie précédente. Typiquement, en imagerie cérébrale chez le petit animal, 
200 à 400 images sont acquises à une fréquence de l’ordre de 500 Hz. Ce paquet de plusieurs centaines 
d’images est ensuite filtré afin d’extraire le signal du sang du signal des tissus. Les hautes fréquences 
correspondent en effet au signal du sang dont le mouvement est bien plus rapide que celui des tissus 
(qui se retrouvent donc dans les basses fréquences). Un filtrage passe-haut est donc appliqué au 
paquet d’une centaine d’image, puis ce paquet d’images filtrées est moyenné afin d’obtenir l’image 
Doppler finale des vaisseaux sanguins. Les images Doppler peuvent ainsi être obtenues avec une 
cadence d’imagerie inférieure à la seconde, et il est alors possible de réaliser un « film » de l’évolution 
de la vascularisation au cours du temps.  
 Ici le compromis entre qualité d’imagerie et cadence d’imagerie doit être pris en compte en 
fonction de la vitesse des flux à imager. En effet, pour imager des flux rapides il sera préférable de 
n’utiliser que quelques ondes planes inclinées afin de pouvoir maximiser la cadence d’imagerie; tandis 
que pour imager des flux plutôt lents on pourra utiliser un grand nombre d’ondes planes et donc 
augmenter la qualité des images. Les flux rapides correspondent généralement à des écoulements 
dans des vaisseaux de grande taille tandis que les flux lents se retrouvent plutôt dans des vaisseaux de 
petites tailles. Ainsi, le fait d’utiliser moins d’ondes planes et donc de dégrader quelque peu la 
résolution dans le cas des flux rapides n’est pas réellement un problème ; tandis qu’au contraire utiliser 
plus d’ondes planes et augmenter la résolution dans le cas des flux lents est tout à fait avantageux. 
Dans le cas du Doppler le compromis cadence/qualité d’imagerie, propre à l’imagerie ultrarapide par 
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émission d’ondes planes, est donc moins gênant que ne l’est le compromis cadence/champ de vue 
propre à l’imagerie focalisée.  
 
 Le grand avantage du Doppler ultrarapide par rapport au Doppler conventionnel focalisé est 
que tous les pixels de l’image sont acquis au même instant et avec un grand nombre d’échantillons. Il 
a été démontré qu’en termes de quantification le Doppler ultrarapide permet des résultats 
comparables à ceux du Doppler pulsé mais en tout point de l’image et non plus sur une ligne de l’image 
(Bercoff et al. 2011). De plus, il a aussi été démontré que la cadence ultrarapide permet d’augmenter 
d’un facteur 30 la sensibilité des images Power Doppler (dans le cas de l’émission de 16 ondes planes 
inclinées) comparé au Doppler conventionnel focalisé (Mace et al. 2013). 
 C’est cette très grande sensibilité du Doppler ultrarapide qui a permis à l’Institut Langevin de 
développer la technique d’imagerie fonctionnelle cérébrale par ultrasons, nommée fUltrasound ou 
plus généralement fUS imaging pour functional ultrasound imaging. La preuve de concept a été faite 
chez le rat anesthésié en 2011 (Macé et al. 2011) en montrant que le Doppler ultrarapide permettait 
de détecter des variations du flux sanguin dans certaines zones spécifiques du cerveau du rat suite à 
la stimulation de ses vibrisses (appelées « moustaches » dans le langage courant) ou encore au cours 
d’une crise d’épilepsie (Figure I-6).  
Ici non plus (comme pour l’IRMf et les autres techniques reposant sur la réponse 
hémodynamique), l’activité fonctionnelle du cerveau n’est pas directement mesurée par l’activité 
électrique des neurones (contrairement à l’EEG), mais indirectement par le biais du couplage 
neurovasculaire. Comme nous l’avons vu précédemment, l’augmentation de l’activité d’une zone 
cérébrale induit une augmentation de la consommation d’oxygène, ce qui nécessite une augmentation 
du flux sanguin afin de réaliser l’approvisionnement nécessaire en oxygène. C’est ainsi qu’en 
visualisant de manière précise les variations des flux sanguins au cours du temps, le Doppler 
ultrarapide permet d’accéder à l’activité cérébrale. Le fUS est basé sur le calcul du Doppler de 
puissance (Power Doppler), c’est-à-dire sur la mesure de l’énergie contenue dans le signal ultrasonore 
plutôt que sur la vitesse des écoulements, le niveau de Power Doppler étant relié au volume sanguin 
cérébral (Rubin et al. 1995; Rubin et al. 1997). 
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Avant cette première preuve de concept, seules des études fonctionnelles par Doppler focalisé 
avaient été faites. Comme nous l’avons vu précédemment cela avait permis de mesurer des vitesses 
d’écoulement dans de grosses artères et de mettre ainsi en évidence la latéralisation gauche/droite de 
certaines tâches motrices par exemple, mais aucune image ne pouvait être faite. Le fUS est donc la 
première méthode d’imagerie fonctionnelle par ultrasons. Ses principales caractéristiques, avantages 
et inconvénients, dans le cadre de l’imagerie sur le petit animal, sont présentés dans le Tableau 3.  
 
 
Figure I-6 : Première preuve de concept de l’imagerie fonctionnelle cérébrale par ultrasons (fUS) chez 
un rat anesthésié (figure extraite de l’article Macé et al. (2011)). (a) Durant la stimulation des vibrisses 
du rat le niveau du Power Doppler, et donc le volume sanguin, augmente dans certaines zones 
cérébrales, notamment dans le cortex sensoriel primaire (S1). Au niveau de cette zone fonctionnelle 
corticale on remarque que la stimulation de l’ensemble des vibrisses (b) active une aire  plus large que 
la stimulation d’une seule vibrisse (c). (d) Une crise d’épilepsie peut être induite chez le rat par injection 
de 4-AP (4-aminopyridine) dans le cortex : on remarque alors qu’une augmentation du volume 
sanguin cérébral se produit au moment des crises épileptiques visibles sur le tracé EEG (f). (e) Un film 
des variations du signal Power Doppler au cours du temps permet de mettre en évidence la 
propagation de la crise épileptique dans le cortex puis dans le thalamus (g). 
 
19 
 
 
Tableau 3 : Principales caractéristiques, avantages (lignes surlignées en vert) et inconvénients (lignes 
surlignées en orange) du fUS dans le cadre de l’expérimentation chez le petit animal. 
   
Suite à cette première preuve de concept en 2011, d’autres études fonctionnelles ont été faites au 
laboratoire chez des rats anesthésiés, notamment dans le cadre de la thèse de Bruno-Félix Osmanski : 
observation de la réponse évoquée par des stimuli olfactifs dans le bulbe olfactif principal et dans le 
cortex piriforme antérieur (B. F. Osmanski et al. 2014), mais aussi observation de la connectivité 
fonctionnelle dont nous reparlerons plus longuement dans le chapitre V (Figure I-7) (B.-F. Osmanski et 
al. 2014). Ma thèse, dont les principaux objectifs sont décrits dans la partie suivante, s’inscrit dans la 
continuité de ce travail. 
 
 
 
 
 
 
 
 
 
 
Résolution spatiale  Très bonne : 100 x 100 x 200 µm  
Résolution temporelle Très bonne : 200 – 400 ms  
Profondeur d’imagerie / 
champ de vue 
Tout le cerveau du rat est accessible en profondeur mais acquisitions 
limitées au 2D pour l’instant 
Sensibilité Bonne 
Portabilité Très bonne : Appareil compact, sur roues, déplaçable d’une salle 
d’expérimentation à l’autre 
Disponibilité de la 
technique pour les 
chercheurs 
Encore peu répandue car technique récente mais son faible coût et sa 
facilité d’utilisation par rapport à l’IRMf sont deux points forts pour sa 
dissémination, en plus des nombreux avantages listés dans ce tableau 
Etat de l’animal 
pendant l’acquisition 
Anesthésié / éveillé possible (et sans contention) (chapitre IV) 
 
Invasivité  Invasif chez le rat / peu à non invasif chez la souris et le raton 
(chapitre III) 
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I.5. Objectifs de la thèse  
 
L’idée générale suivie au cours de ce travail de thèse fut de transformer le fUS, technique 
d’imagerie cérébrale récente, en un véritable outil de quantification de l’état cérébral, le moins invasif 
possible, permettant en particulier d’imager des modèles de souris génétiques ou pharmacologiques, 
sans utiliser d’anesthésie. Mon travail a tout d’abord porté sur une méthode d’amélioration de la 
qualité des images, puis sur la validation de la possibilité d’utiliser l’échographie ultrasonore 
ultrarapide de manière transcrânienne chez la souris, la transposition de l’utilisation de la technique 
fUS du modèle « rat éveillé » au modèle « souris éveillée », et enfin la mise au point de l’étude de la 
connectivité fonctionnelle sur des souris dans différents états d’éveil. 
 
Figure I-7 : Utilisation du fUS pour étudier la connectivité fonctionnelle chez le rat anesthésié. 
Figure adaptée de l’article Osmanski et al (2014). (a) Schéma des régions fonctionnelles 
présentes dans le plan coronal de coordonnées bregma -0.6 mm chez le rat. (b) Sélection de deux 
régions d’intérêt partageant la même fonction (en rouge et bleu) pour la partie gauche et la 
partie droite du corps, et d’une région fonctionnelle sans lien fonctionnel avec les deux 
précédentes (en vert). (c-d) Variations spontanées du Power Doppler dans les zones 
précédemment choisie : les deux zones symétriques ayant un lien fonctionnel présentent des 
signaux fortement corrélés au cours du temps, tandis que deux zones ne partageant pas de lien 
fonctionnel ont des signaux très faiblement corrélés au repos. (e) Les niveaux de corrélations 
entre chaque paire de régions fonctionnelles peuvent être représentés sous la forme d’une 
matrice de corrélation : les plus fortes corrélations se retrouvent sur l’anti-diagonale de la 
matrice, ce qui correspond à toutes les corrélations gauche-droite entre des zones symétriques 
partageant la même fonction. 
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I.5.1. Développer une nouvelle séquence d’imagerie ultrasonore ultrarapide 
permettant d’augmenter le rapport signal-à-bruit 
 
Nous avons vu dans cette introduction générale comment l’utilisation d’ondes planes au lieu 
d’ondes focalisées permet d’augmenter considérablement la cadence d’imagerie et a permis le 
développement de l’imagerie Doppler ultrarapide rendant possible l’imagerie fonctionnelle par 
ultrasons (fUS). Même si l’imagerie ultrarapide rencontre déjà un grand succès en imagerie clinique, 
(notamment grâce au mode d’élastographie permettant de mesurer l’élasticité des tissus), il pourrait 
être intéressant pour différentes applications d’augmenter encore sa profondeur de pénétration et 
son rapport signal-à-bruit, tout en conservant la cadence ultrarapide. Une première partie de mon 
travail de thèse fut de développer une nouvelle séquence d’imagerie ultrarapide permettant de tels 
résultats. Nous avons nommé cette nouvelle séquence : Multiplane Wave imaging. Le rapport signal-
à-bruit est augmenté grâce à l’augmentation virtuelle de l’amplitude du signal émis. Le principe de 
base du Multiplane Wave est très proche de celui du coherent compounding (recombinaison 
cohérente) que nous avons introduit dans ce chapitre, mais une astuce simple nous permet d’envoyer 
N ondes planes dans le même tir ultrasonore et d’en retirer au final une image similaire à celle qui 
aurait été obtenue si les ondes planes avaient été envoyées séparément les unes des autres avec une 
amplitude N fois plus grande. La séquence d’imagerie ainsi conçue a été validée expérimentalement 
pour différents modes d’imagerie : B-mode, élastrographie et Doppler ultrarapide, sur des fantômes 
d’imagerie mais également in vivo chez un rat anesthésié.  
 
I.5.2. Démontrer la possibilité d’utiliser l’échographie Doppler ultrarapide pour imager 
de façon transcrânienne et non invasive le cerveau de la souris et du raton 
 
Comme nous l’avons vu dans le Tableau 3, la principale limitation de l’échographie Doppler 
ultrarapide (notamment par rapport à l’IRM) lorsqu’elle est utilisée dans le cadre de l’imagerie 
cérébrale est son caractère invasif. Ceci est dû à la difficulté des ultrasons à traverser la barrière du 
crâne. Comme pour les nombreuses techniques optiques que nous avons évoqué dans ce chapitre, il 
est souvent nécessaire de pratiquer un volet crânien, d’amincir le crâne, ou encore d’injecter des 
agents de contraste au rat afin de pouvoir visualiser correctement son cerveau. Jusqu’à présent, 
aucune étude n’avait été faite, à notre connaissance, concernant la possibilité d’utiliser l’échographie 
Doppler ultrarapide pour réaliser de l’imagerie vasculaire cérébrale chez la souris, qui est pourtant un 
modèle d’étude de choix dans le domaine des neurosciences. La souris étant un animal plus petit que 
le rat, nous avons pensé qu’il devait être possible d’imager son cerveau directement à travers l’os de 
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son crâne, voire même directement à travers son crâne et sa peau, de manière complètement non 
invasive. Puis, partant du constat que les ratons, de taille inférieure ou similaire à celle de la souris, 
devaient posséder un crâne d’une épaisseur similaire nous avons étendu notre étude à l’imagerie 
vasculaire cérébrale du raton au cours de son développement. Le chapitre III expose donc nos résultats 
concernant la possibilité d’imager par échographie Doppler ultrarapide le cerveau de la souris et du 
jeune rat de manière transcrânienne et complètement non invasive, sans chirurgie ni injection 
d’agents de contraste. Ces résultats ont été obtenus en collaboration avec l’équipe du Dr Zsolt Lenkei 
du laboratoire Plasticité du Cerveau à l’ESPCI.  
 
I.5.3. Transposer l’utilisation du fUS de l’animal anesthésié à l’animal éveillé et en 
mouvement 
 
Lorsque je suis arrivée en thèse en 2014, la technique fUS avait été appliquée et commençait 
à faire ses preuves dans le cadre de l’imagerie fonctionnelle chez le rat anesthésié (Macé et al. 2011; 
B.-F. Osmanski et al. 2014; B. F. Osmanski et al. 2014). L’Institut Langevin collaborait alors avec l’équipe 
du Dr Ivan Cohen de l’Institut de Biologie Paris Seine à l’UPMC, afin de transposer l’utilisation du fUS 
du rat anesthésié au rat éveillé et en mouvement, dans le cadre de l’étude des crises d’épilepsie. Mon 
rôle dans ce travail, qui était déjà fort bien avancé lorsque je suis arrivée et sur lequel l’équipe d’Ivan 
Cohen travaillait de façon très autonome, se situa surtout au niveau de la mise à jour des séquences 
ultrasonores qu’ils utilisaient afin de leur permettre de réaliser leurs acquisitions avec les paramètres 
les plus adaptés à leurs besoins (échantillonnage, beamforming…). Ce travail donna lieu à la première 
preuve de concept d’utilisation du fUS chez le rat éveillé et en mouvement (Sieu et al. 2015). 
 J’ai beaucoup appris grâce à cette première collaboration et j’ai ensuite pu travailler de mon 
côté (cette fois-ci en collaboration avec l’équipe du Dr Zsolt Lenkei du laboratoire Plasticité du Cerveau 
à l’ESPCI) au développement de l’imagerie fUS chez la souris éveillée et en mouvement. En effet, après 
avoir démontré la possibilité d’utiliser l’imagerie Doppler ultrarapide de manière complètement non 
invasive chez ce modèle animal (chapitre III), nous avons mis au point un montage expérimental, une 
séquence ultrasonore et un protocole expérimental afin de démontrer la possibilité de réaliser de 
l’imagerie fonctionnelle cérébrale de manière minimalement invasive, chez des souris éveillées et 
libres de leurs mouvements.  
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I.5.4. Démontrer la possibilité d’utiliser le fUS pour étudier la connectivité 
fonctionnelle chez un modèle de souris et dans différentes conditions d’éveil 
 
Peut-être plus encore que l’imagerie fonctionnelle étudiée suite à l’application d’un stimulus 
(visuel, auditif, sensoriel), un autre enjeu majeur en neurosciences actuellement est l’étude de la 
connectivité fonctionnelle du cerveau au repos, appelée étude du « resting state » en anglais. C’est-
à-dire l’étude des connexions fonctionnelles présentes dans le cerveau en l’absence de stimulus 
particulier. L’étude de la connectivité fonctionnelle est un outil puissant puisqu’elle permet d’obtenir 
des informations chez des sujets pour lesquels la stimulation est difficile voire impossible (nouveau-
nés, patients dans le coma, sujets endormis, patients présentant de graves troubles psychiatriques ou 
neurologiques…).  
Jusqu’à présent, l’étude de la connectivité fonctionnelle chez le petit animal est surtout 
réalisée par IRMf, chez des rats anesthésiés. Il a été démontré que le fUS permettait également 
d’étudier la connectivité fonctionnelle chez des rats anesthésiés, avec une résolution spatiale et 
temporelle de meilleure qualité (B.-F. Osmanski et al. 2014).  
Toutefois, deux barrières majeures subsistaient au début de ma thèse. D'une part la nécessité 
de travailler sous anesthésie introduit un biais important dans toute expérimentation de 
neuroimagerie, d'autre part l'immense majorité des modèles animaux de pathologies cérébrales est 
disponible uniquement chez la souris en raison d'une ingénierie génétique particulièrement 
développée. Dans le cadre de cette thèse et dans la suite logique des résultats obtenus dans les 
chapitres III et IV, nous avons donc démontré la possibilité d’utiliser le fUS afin d’étudier la connectivité 
fonctionnelle chez des souris, éveillées et en mouvement et de manière transcrânienne. Nous avons 
également étudié l’influence du niveau d’éveil sur les motifs de connectivité fonctionnelle. Ces 
résultats ont également été obtenus en collaboration avec l’équipe du Dr Zsolt Lenkei du laboratoire 
Plasticité du Cerveau à l’ESPCI.  
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CHAPITRE II : 
Nouvelle séquence d’imagerie ultrasonore ultrarapide 
permettant d’augmenter le rapport signal-à-bruit sans 
diminuer la cadence d’imagerie : le Multiplane Wave 
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II. Nouvelle séquence d’imagerie ultrasonore ultrarapide permettant 
d’augmenter le rapport signal-à-bruit sans diminuer la cadence 
d’imagerie : le Multiplane Wave 
 
II.1. Introduction 
 
Comme nous l’avons vu précédemment, l’imagerie ultrasonore ultrarapide par émission d’ondes 
planes a été mise au point par notre laboratoire au cours des 15 dernières années avec comme 
principal objectif de maximiser la cadence d’imagerie ultrasonore. Le but initial était de pouvoir suivre 
la propagation des ondes de cisaillement à travers le corps humain (Mickael Tanter et al. 2008). Pour 
atteindre une grande cadence d’imagerie l’astuce consiste à envoyer une seule onde plane au lieu de 
transmettre des faisceaux focalisés ligne par ligne. Cela permet d’atteindre des cadences allant jusqu’à 
10 000 images par seconde, et cette cadence ne dépend que de la profondeur d’imagerie choisie. 
L’absence de  focalisation lors de l’émission induit inévitablement une diminution de la qualité 
d’imagerie par rapport à l’imagerie focalisée, notamment en termes de contraste. Malgré tout, 
l’imagerie ultrarapide par émission d’ondes planes est apparue comme une solution innovante pour 
visualiser les phénomènes rapides et transitoires.  
Quelques années plus tard, notre laboratoire a amélioré la technique d’imagerie ultrarapide 
par émission d’ondes planes en utilisant non plus une seule et unique onde plane mais une 
combinaison cohérente de plusieurs ondes planes inclinées avec des angles différents (Bercoff et al. 
2011; Montaldo et al. 2009). Ainsi, en utilisant des délais temporels appropriés, la focalisation lors de 
l’émission peut être recréée synthétiquement dans chaque pixel de l’image simplement en sommant 
de façon cohérente les échos rétrodiffusés provenant de quelques ondes planes transmises avec des 
inclinaisons différentes. On appelle couramment cette technique le « coherent compounding » ou 
« recombinaison cohérente » en français. Une telle recombinaison avait été proposée dans la même 
idée que l’imagerie synthétique pour améliorer la qualité d’imagerie (Karaman, Li, and O’Donnell 1995; 
Lockwood, Talman, and Brunke 1998; Nikolov and Jensen 2003; Udesen et al. 2008).  
Il a été démontré que la recombinaison cohérente permet de produire des images B-mode de 
qualité équivalente à celles obtenues par imagerie conventionnelle focalisée, en utilisant seulement 
un tiers du nombre d’émissions (Montaldo et al. 2009). Par conséquent, la recombinaison cohérente 
permet d’obtenir à la fois une grande qualité et une grande cadence d’imagerie, et ce même dans le 
cas de cibles bougeant rapidement (Denarie et al. 2013). Cependant, un compromis sur le nombre 
d’ondes planes inclinées est à trouver : en effet, utiliser plus d’ondes planes permet d’augmenter la 
qualité d’imagerie mais diminue la cadence, et vis-versa. 
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Le concept d’imagerie par recombinaison cohérente a tout d’abord été appliqué à la technique 
d’élastographie par ondes de cisaillement, puis plus tard à l’imagerie Doppler (Bercoff et al. 2011) et 
enfin à l’imagerie ultrarapide par émission d’ondes divergentes (Papadacci et al. 2014). Le grand 
nombre d’applications actuelles, mais aussi toutes les futures potentielles applications que pourrait 
permettre l’imagerie ultrasonore ultrarapide (M. Tanter and Fink 2014) encouragent le 
développement de nouvelles séquences ultrasonores optimisées permettant d’améliorer le contraste, 
le rapport signal-à-bruit ou encore la résolution des images ultrarapides. C’est dans cette optique 
d’amélioration du rapport signal-à-bruit, sans dégradation de la cadence d’imagerie et de la résolution, 
que la séquence « Multiplane Wave » a été imaginée.   
Dans ce chapitre je décris tout d’abord le principe de la séquence Multiplane Wave. Puis, je 
compare les performances de cette séquence d’imagerie aux performances de l’imagerie par 
recombinaison cohérente classique en réalisant des acquisitions B-mode sur un fantôme d’imagerie. 
Enfin, la séquence Multiplane Wave est utilisée pour deux applications nécessitant une grande cadence 
d’imagerie : l’élastographie et le Doppler ultrarapide. Là encore, les performances de l’imagerie 
Multiplane Wave sont comparées avec celles de l’imagerie par recombinaison cohérente.  Nous 
démontrons comment cette nouvelle approche d’imagerie permet d’améliorer le rapport signal-à-
bruit (SNR, Signal-to-noise ratio) et le contraste des images B-mode, comment elle permet l’obtention 
de cartes d’élasticité plus précises dans le cadre de l’élastographie, et comment elle permet la 
détection de vaisseaux sanguins plus profonds lors de l’utilisation en mode Doppler. En résumé, nous 
démontrons dans ce chapitre que l’imagerie Multiplane Wave pourrait être d’un grand intérêt pour 
toutes les observations en profondeur dans les tissus, là où l’atténuation diminue grandement le 
signal.  
 
II.2. Principe de base de la séquence Multiplane Wave  
 
II.2.1. Principe du Multiplane Wave pour le cas simple de 2 ondes planes 
 
La Figure II-1 (a) (partie gauche) représente schématiquement le principe de l’imagerie ultrarapide 
classique par coherent compounding (recombinaison cohérente) pour le cas simple de N=2 ondes 
planes. Au temps T0 le milieu est insonifié avec une première onde plane inclinée avec un angle α1 et 
les échos rétrodiffusés sont enregistrés. Puis, au temps T1, le milieu est à nouveau insonifié, cette fois-
ci avec une seconde onde plane inclinée avec un angle α2. Les échos rétrodiffusés sont à nouveau 
enregistrés. Après l’étape de beamforming (formation des faisceaux) des données reçues, deux images 
radio fréquence (RF) de faible qualité sont obtenues. C’est l’addition cohérente de ces deux images qui 
permet de générer une image de haute qualité, comme décrit dans Montaldo et al. (2009). Chaque 
30 
 
onde plane est transmise à une fréquence fixée, appelée « fréquence de répétition des pulses » ou 
« pulse repetition frequency » en anglais (PRF), qui n’est limitée que par la durée de propagation dans 
le milieu, autrement dit par la profondeur d’imagerie. Ici dans le cas de N=2 ondes planes, deux images 
résultant de l’insonification par deux ondes planes différentes sont nécessaires pour créer l’image 
finale de haute qualité ; par conséquent la cadence d’imagerie finale correspond à la PRF divisée par 
deux. D’une façon générale la cadence d’imagerie finale est égale à la PRF divisée par le nombre 
d’ondes planes utilisées lors de l’étape de sommation cohérente. Ainsi, plus on utilise un grand nombre 
d’ondes planes pour former l’image finale meilleure est sa qualité mais aussi plus faible est la cadence 
d’imagerie. Cela illustre bien le compromis classique entre la qualité d’imagerie et la cadence 
d’imagerie auquel est confrontée la technique de recombinaison cohérente. 
L’imagerie Multiplane Wave nous permet d’augmenter le rapport signal-à-bruit des images pour 
une cadence d’imagerie donnée, en utilisant une implémentation très simple. C’est une augmentation 
artificielle de l’amplitude du signal transmis qui permet d’augmenter la qualité des images finales, sans 
compromettre la cadence d’imagerie. En effet, souvent l’amplitude du front d’onde émis est limité par 
divers facteurs : les caractéristiques du circuit électronique des transducteurs ultrasonores, la 
Figure II-1 : (a) Recombinaison cohérente pour N=2 ondes planes. (b) Multiplane Wave pour N=2 
ondes planes. Pour chacune des deux méthodes, à gauche se trouve une représentation 
schématique de la séquence d’acquisition et à droite une représentation des formes d’ondes 
envoyées. 
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conception de la sonde, ou encore par des considérations liées à la sécurité telles que les limites sur 
l’indice mécanique (MI). Ainsi, l’amplitude est souvent déjà proche de sa valeur maximale et 
augmenter directement l’amplitude du signal transmis n’est pas possible. Voilà pourquoi une 
augmentation « artificielle » de l’amplitude du signal transmis apparait comme une solution 
intéressante.  
La solution proposée est présentée schématiquement dans la Figure II-1 (b) (partie gauche) pour 
le cas simple de N=2 ondes planes. Au temps T0, deux ondes planes inclinées avec des angles α1 et α2 
sont envoyées quasi-simultanément dans le milieu : les deux ondes ne se chevauchent pas mais sont 
séparées temporellement par un très petit délai dt. Lors de cette première émission un facteur 
multiplicatif +1 est appliqué sur les deux fronts d’ondes. Les échos rétrodiffusés sont reçus et stockés 
dans la mémoire de la machine. Au temps T1, les deux mêmes ondes planes inclinées avec des angles 
α1 et α2 sont à nouveau envoyées dans le milieu, à la différence près cette fois-ci qu’un facteur 
multiplicatif +1 est appliqué sur l’amplitude du premier front d’onde, tandis qu’un facteur multiplicatif 
-1 est appliqué sur l’amplitude du deuxième front d’onde. Les échos rétrodiffusés sont à nouveau reçus 
et stockés dans la mémoire de la machine. Deux images RF sont donc obtenues, une pour chaque 
émission aux temps T0 et T1. Ces deux images sont ensuite sommées de façon cohérente. On peut 
alors remarquer que la sommation des deux images fait disparaître la contribution de l’angle α2, dans 
un régime linéaire de propagation, à cause des facteurs multiplicatifs qui ont été appliqués sur cet 
angle (en effet (+1) + (-1) = 0), tandis que les contributions de l’angle α1 s’ajoutent ((+1) + (+1) = 2). 
Ainsi, on remarque que la sommation des deux images RF permet d’obtenir la même image que si une 
onde plane unique, transmise avec une inclinaison α1, avait été envoyée avec une amplitude deux fois 
plus grande. Dans une seconde combinaison la soustraction des deux images permet de faire 
disparaître la contribution de l’angle α1 ((+1) – (+1) = 0), tandis que les contributions de l’angle α2 
s’ajoutent ((+1) – (-1) = 2). Cette fois on remarque donc que la soustraction permet d’obtenir la même 
image que si une onde plane unique, transmise avec une inclinaison α2, avait été envoyée avec une 
amplitude deux fois plus grande. Enfin, le délai dt entre les deux ondes planes est compensé et les 
deux images résultantes sont sommées de façon cohérente afin d’obtenir l’image finale. Il est 
important de noter que cette dernière étape de sommation cohérente (notée « coherent 
compounding » sur le schéma) est rigoureusement la même que celle présente dans la méthode de 
recombinaison cohérente (Figure II-1 (a) partie gauche).  
Le temps séparant deux images consécutives est limité seulement par la durée de propagation des 
ultrasons dans le milieu. Par conséquent si le jeu d’ondes planes est envoyé avec la même PRF que 
celle de la méthode classique par recombinaison cohérente, la cadence d’imagerie finale est ici aussi 
égale à la PRF/N (avec N le nombre d’ondes planes), soit ici PRF/2. En conclusion, le Multiplane Wave 
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conduit bien à une augmentation virtuelle de l’amplitude du signal transmis sans aucune modification 
de la cadence finale ultrarapide. 
 
II.2.2. Zone aveugle due à la durée d’émission 
 
Dans cet exemple utilisant 2 ondes planes on peut noter que la matrice d’émission est 
logiquement au minimum deux fois plus grande que dans le cas d’une seule onde plane (Figure II-1 (a) 
et (b) partie droite). Dans notre cas un délai dt est introduit entre les deux ondes planes. Ce délai est 
choisi de façon à être approximativement  de la même durée que la durée d’une de nos ondes planes, 
de manière à laisser le temps aux transducteurs de revenir à zéro et d’éviter d’éventuels artéfacts. 
L’échographe ne peut pas recevoir les échos rétrodiffusés tant que l’émission n’est pas terminée. Par 
conséquent, comme la matrice d’émission est plus longue dans le cas du Multiplane Wave que dans le 
cas classique d’ondes planes envoyées séparément, la zone aveugle à la surface de l’image due à la 
durée de l’émission est plus grande. Cette zone aveugle peut se calculer approximativement par la 
formule suivante :  
où c représente la célérité des ultrasons et tem la durée des émissions. Dans le cas de la méthode par 
recombinaison cohérente classique, et pour α = ± 1°, daveugle vaut :  
𝑑𝑎𝑣𝑒𝑢𝑔𝑙𝑒 ≈ 1540 ∗
0.8∗10−6
2
= 0.6 𝑚𝑚 .  
Tandis que le cas Multiplane Wave avec la même inclinaison (α = ± 1°) donne : 
𝑑𝑎𝑣𝑒𝑢𝑔𝑙𝑒 ≈ 1540 ∗
2.4∗10−6
2
= 1.8 𝑚𝑚 .  
La zone aveugle reste de taille négligeable pour un petit nombre d’ondes planes et pour de faibles 
inclinaisons mais elle doit être prise en compte dans le cas d’un nombre important d’ondes planes ou 
lorsque les ondes sont fortement inclinées. Il est cependant intéressant de remarquer qu’un grand 
nombre d’ondes planes est justement plutôt utilisé pour imager des structures profondes c’est-à-dire 
relativement loin de la sonde et de la zone aveugle décrite ici. 
 
II.2.3. Principe du Multiplane Wave pour N ondes planes, avec N>2 
 
Pour plus de clarté le principe du Multiplane Wave a été introduit dans ce chapitre pour le cas 
simple de N=2 ondes planes, mais il peut être généralisé pour un nombre quelconque d’ondes planes. 
Il faut simplement trouver les combinaisons appropriées de facteurs multiplicatifs +1 et -1  à appliquer 
à chaque jeu d’ondes planes de manière à ce que chaque onde plane du jeu puisse être retrouvée 
comme si elle avait été envoyée séparément des autres avec une amplitude N fois plus grande. Dans 
Équation II-1 daveugle ≈ c ∗
tem
2
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le cadre de cette thèse nous avons choisi d’utiliser des matrices d’Hadamard afin de trouver ces 
facteurs multiplicatifs, car elles permettent de créer des vecteurs indépendants ne contenant que des 
coefficients +1 et -1. Ces matrices ont déjà de multiples applications en traitement du signal, codage 
ou cryptographie (Horadam 2007) et ont déjà été appliquées dans le cadre des ultrasons à l’imagerie 
par ouverture synthétique (Chiao, Thomas, and Silverstein 1997; Mosca et al. 2008). Une matrice de 
Hadamard est une matrice carrée ne contenant que des valeurs +1 ou -1 et dont les lignes sont 
mutuellement orthogonales. Une des propriétés intéressantes de ces matrices et que la multiplication 
de HN (matrice de Hadamard d’ordre N) par sa transposée HNt est égale à N fois la matrice identité :  
C’est cette propriété qui est utilisée dans le cas du Multiplane Wave et qui permet de retrouver chaque 
onde plane séparément des autres.  
L’ordre d’une matrice d’Hadamard doit être 1, 2 ou un multiple de 4. La plus petite matrice d’Hadamard 
est H1 = [1]. Les suivantes, d’ordre 2k (avec 2 ≤ k  ∈ ℕ), peuvent être calculées en utilisant la construction 
de Sylvester (Sylvester 1867) :  
où H2 est la matrice de Hadamard d’ordre 2 telle que 𝐻2 = [
1 1
1 −1
].  
La Figure II-2 représente le cas de N=4 ondes planes. Les coefficients contenus dans les colonnes de la 
matrice d’Hadamard peuvent être vus comme les facteurs multiplicatifs à appliquer aux différentes 
émissions, tandis que les coefficients sur les lignes peuvent être vus comme les combinaisons 
d’addition et de soustraction nécessaires afin de retrouver chaque onde plane individuellement et avec 
une amplitude N fois plus grande. Dans le cadre de cette thèse nous avons utilisé le Multiplane Wave 
avec N allant de 2 à 32 ondes planes, nous avons donc utilisé des matrices d’Hadamard d’ordre 2 à 32. 
 
Dans la partie suivante nous quantifions les performances du Multiplane Wave en comparant 
cette méthode d’imagerie à la méthode classique par recombinaison cohérente. Nous nous attendons 
à ce que l’augmentation virtuelle de l’amplitude du signal émis résulte en une augmentation globale 
du rapport signal-à-bruit des images.  
 
 
 
 
 
Équation II-2 𝐻 𝑁. 𝐻𝑁
𝑡 = 𝑁. 𝐼  
 
Équation II-3 H2
k =  
H2
k−1 H2
k−1
H2
k−1 −H2
k−1
  , 
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II.3. Quantification des performances du Multiplane Wave par imagerie B-mode sur 
un fantôme d’imagerie 
 
Description du setup :  
La séquence Multiplane Wave a été implémentée sur un système échographique multivoies 
de recherche (SuperSonic Imagine, Aix-en-Provence, France) permettant d’utiliser Matlab 
(MathWorks, Natick, Massachusetts, USA). Nous avons testé les performances du Multiplane Wave à 
la fois en termes de rapport signal-à-bruit et en termes de contraste, sur un fantôme d’imagerie (model 
551, ATS laboratories, Bridgeport, USA) présentant des inclusions anéchoïques de 3 mm de diamètre 
Figure II-2 : (a) Représentation schématique de la séquence du Multiplane Wave pour N=4 ondes planes. 
(b) Exemple de matrice de Hadamard pour N=4.  
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entourées d’un environnement de speckle homogène. Nous avons utilisé les 128 premiers éléments 
d’une sonde de 160 éléments ayant une fréquence centrale de 6 MHz et un pas de 0.2 mm (Vermon, 
Tours, France). Un filtre à réponse impulsionnelle finie a été utilisé en réception pour limiter la bande 
passante en réception à 90%.  Cent images ont été acquises dans ces conditions, en utilisant tout 
d’abord la séquence classique de recombinaison cohérente, puis en utilisant l’imagerie par Multiplane 
Wave afin de comparer les performances des deux séquences d’imagerie. 
 
Calcul du rapport signal-à-bruit : 
Nous avons tracé le rapport signal-à-bruit en fonction de la profondeur d’imagerie pour les 
deux méthodes. Le rapport signal-à-bruit (SNR) est défini, comme le rapport du signal sur le bruit dans 
une zone d’intérêt de l’image. Nous avons défini une zone d’intérêt de 10 pixels de large, contenant 
les inclusions. Pour chaque pixel de la zone d’intérêt le signal ultrasonore a été calculé comme la 
moyenne du signal sur les 100 images, tandis que le bruit a été calculé comme l’écart-type du signal. 
Pour chaque profondeur le SNR a été moyenné dans la direction de la sonde sur les 10 pixels.  
 
Calcul du contraste :  
Le contraste représente la capacité de détecter un objet anéchoïque incorporé dans un milieu 
homogène diffusant, autrement dit de détecter l’inclusion par rapport au fond de l’image (le 
background). Le contraste a été calculé de la façon suivante :      
Le numérateur représente le signal du background de l’image. Il se calcule comme la moyenne 
du signal sur les cent images acquises pris dans une région d’intérêt proche de l’inclusion mais ne 
contenant pas d’inclusion : Dext (Dext, 10x10 pixels = 2 x 2.4 mm). Le dénominateur représente le signal 
dans l’inclusion anéchoïque et se calcule comme la moyenne du signal sur les cent images acquises, 
pris dans une région d’intérêt contenant l’inclusion : Din  (de la même taille que Dext).  
 
Le SNR et le contraste ont été calculés pour un nombre d’ondes planes allant de 2 à 32. Dans 
le cas d’un petit nombre d’ondes planes il est intéressant d’utiliser un écart angulaire assez 
grandentre deux ondes planes successives. Dans notre cas nous avons choisi  Ceci permet 
d’assurer une bonne décorrélation des signaux reçus lors de l’étape de sommation cohérente, même 
si le nombre d’ondes planes est petit. Un petit nombre d’ondes planes permet d’atteindre des 
cadences d’imagerie très grande. Par conséquence cette stratégie (« petit nombre d’ondes planes avec 
un grand écart angulaire entre chaque onde plane ») est typiquement employée pour des modalités 
Équation II-4 Contraste = 10. log10
 |h(x,z)|2dxdz
⬚
x,z ∈ Dext 
 |h(x,z)|2dxdz
⬚
x,z ∈ Dint
 , 
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d’imagerie ultrarapide. Parfois, il est cependant préférable d’utiliser un grand nombre d’ondes planes 
pour obtenir des images de meilleure qualité, même si cela conduit à une cadence d’imagerie plus 
faible. Dans ce cas, si l’on conserve un écart angulaire grand entre chaque onde plane, les inclinaisons 
des ondes planes envoyées peuvent vite dépasser la directivité de la sonde. On préfère donc dans ce 
cas utiliser une stratégie alternative : on fixe l’ouverture angulaire maximale max  en fonction de la 
directivité de la sonde, et on en déduit ensuite l’écart angulaire en fonction du nombre d’ondes 
planes utilisées. Avec une telle configuration la cadence d’imagerie décroit avec le nombre d’ondes 
planes mais la qualité augmente. Nous avons mesuré les performances de notre séquence Multiplane 
Wave dans ces deux configurations.  
 
II.3.1. Configuration permettant une grande cadence d’imagerie : utilisation d’un 
petit nombre d’ondes planes (N variant de 2 à 8 ondes planes) 
 
La Figure II-3 (a) contient les graphiques de SNR en fonction de la profondeur d’imagerie, 
calculés pour N=2, 4 et 8 ondes planes. Nous avons fixé l’écart angulaire entre deux ondes planes à  
2°. Les courbes bleues correspondent aux acquisitions faites avec la méthode de coherent 
compounding (recombinaison cohérente), les courbes rouges correspondent aux acquisitions faites 
avec la séquence Multiplane Wave. Quelle que soit la méthode d’imagerie on remarque que le SNR 
décroît exponentiellement avec la profondeur. En effet, à cause de l’atténuation des ultrasons avec la 
profondeur, l’amplitude des signaux rétrodiffusés, et par conséquent l’amplitude des signaux reçus, 
décroît exponentiellement avec la profondeur. Au contraire, le bruit qui est principalement d’origine 
électronique, peut être supposé uniforme dans l’image, quelle que soit la profondeur. Cela explique 
pourquoi le SNR, définit comme le rapport entre le signal et le bruit, décroît de manière exponentielle 
avec la profondeur (Figure II-3 (a)). Le SNR diminue également dans les inclusions anéchoïques, ce qui 
est normal puisque le signal est plus faible dans ces régions-là que dans le background environnant. 
Quel que soit le nombre d’ondes planes utilisé, l’imagerie par Multiplane Wave donne un meilleur SNR 
que la méthode de recombinaison cohérente. Cela s’explique par le fait que lorsque N=2, 4 ou 8 ondes 
planes sont envoyées en même temps par la méthode Multiplane Wave, seulement une onde plane 
est envoyée par émission en utilisant la méthode de recombinaison cohérente. On s’attend donc à un 
signal reconstruit N fois plus fort avec le Multiplane Wave qu’avec la recombinaison cohérente, tout 
en gardant un bruit électronique équivalent. Le gain théorique est donc : 
avec NemissionMP le nombre d’ondes planes envoyées à chaque émission avec le Multiplane Wave. 
Expérimentalement on mesure les gains suivants : Gexp(2)=2.8 ± 0.4 dB, Gexp(4)=5.8 ± 0.5 dB, et 
Équation II-5 Gth = 10 log10(NemissionMP), 
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Gexp(8)=8.3 ± 0.6  dB, en accord avec les gains théoriques Gth(2)=3 dB, Gth(4)=6 dB and Gth(8)=9 dB. Le 
bénéfice du Multiplane Wave par rapport à la recombinaison cohérente est surtout visible en 
profondeur. En effet, on peut remarquer que les courbes bleues, correspondant à la recombinaison 
cohérente, sont presque complètement plates et égales à zéro là où se trouve la 5ème inclusion (autour 
de 60 mm de profondeur), tandis que les deux dernières courbes rouges, correspondant au Multiplane 
Wave pour N=4 et 8 ondes planes, mettent clairement en évidence la présence de l’inclusion.  
Sur la Figure II-3 (b) sont présentées côte-à-côte les images B-mode du fantôme imagé pour 
un même nombre d’ondes planes, par la méthode de recombinaison cohérente (encadrées en bleue) 
ou par Multiplane Wave (encadrées en rouge). Cette figure met bien en évident l’amélioration de la 
qualité d’imagerie en utilisant le Multiplane Wave. L’inclusion la plus profonde (autour de 60 mm) 
commence à être visible en utilisant N=4 ondes planes et est clairement visible dans l’image réalisée 
avec N=8 ondes planes avec la méthode Multiplane Wave, tandis qu’elle reste complètement invisible 
avec la méthode de recombinaison cohérente, même dans le cas de 8 ondes planes.  
Pour les deux méthodes, proche de la surface on peut remarquer que le contraste s’améliore 
quand le nombre d’ondes planes utilisées augmente. Pour un nombre d’ondes planes fixé, le 
Multiplane Wave n’améliore que faiblement le contraste des images proche de la surface. Ces 
observations faites à l’œil nu sont confirmées par les courbes tracées dans la Figure II-3 (c). Afin de 
réaliser ces graphes deux inclusions ont été sélectionnées : une proche de la surface du fantôme 
(autour de 30 mm de profondeur, encadrée par une ligne continue dans la Figure II-3 (b)), et une autre 
plus profonde dans le fantôme (autour de 60 mm, encadrée par une ligne pointillée dans la Figure II-3 
(b)). On remarque sur cette figure que le contraste de l’inclusion proche de la surface (courbes en ligne 
continue) est clairement amélioré, quelle que soit la méthode d’imagerie utilisée, lorsque que le 
nombre d’ondes planes augmente. Et on remarque également que le Multiplane Wave n’améliore que 
faiblement le contraste. Au contraire, dans la région plus profonde, on remarque que le principal 
facteur pour améliorer le contraste est l’utilisation du Multiplane Wave (courbes en ligne pointillée).  
Avec N=8 ondes planes, le gain apporté par le Multiplane Wave par rapport à la recombinaison 
cohérente est de 4 dB, tandis que passer de 4 à 8 ondes planes pour la méthode de recombinaison 
cohérente n’améliore quasiment pas le contraste. 
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II.3.2. Configuration permettant une grande qualité d’imagerie à des cadences plus 
faible : utilisation d’un grand nombre d’ondes planes (N variant de 8 à 32 ondes 
planes) 
 
Dans la Figure II-4 les performances du Multiplane Wave sont comparées à celles de la 
méthode par coherent compounding (recombinaison cohérente) pour des configurations utilisant un 
grand nombre d’ondes planes (jusqu’à N=32 ondes planes) avec une ouverture angulaire fixée. max a 
 
Figure II-3 : Quantification en termes de SNR et de contraste dans le cas d’un petit nombre d’ondes 
planes : comparaison entre le coherent compounding (recombinaison cohérente) (lignes bleues fines) 
et le Multiplane Wave (lignes rouges épaisses), en utilisant N=2, 4, ou 8 ondes planes inclinées séparées 
par  2°. (a) Rapport signal-à-bruit en fonction de la profondeur d’imagerie, calculé sur une zone 
contenant les inclusions. On note une réelle augmentation du SNR pour les dernières inclusions grâce 
à l’utilisation du Multiplane Wave. Les gains mesurés expérimentalement (Gexp(2)=2.8 ± 0.4 dB, 
Gexp(4)=5.8 ± 0.5 dB, and Gexp(8)=8.3 ± 0.6  dB) sont en accord avec les gains théoriques : 
Gth=10*log10(N), correspondant respectivement à 3 dB, 6 dB  et 9 dB. (b) Images B-mode 
correspondantes. (c) Contraste en fonction du nombre d’ondes planes utilisées, calculé pour une 
inclusion proche de la surface du fantôme (30 mm, lignes continues) et une inclusion plus profonde 
dans le fantôme (60 mm, lignes pointillées). 
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été fixée à 9° afin d’assurer ≥0.6° (plus petite valeur utile d’après l’équation 12 de l’article de 
Montaldo et al. (2009) pour cette sonde), même dans le cas de 32 ondes planes. Les courbes bleues 
représentent la méthode par recombinaison cohérente, les courbes rouges la méthode Multiplane 
Wave. Là encore les gains de SNR mesurés expérimentalement (Gexp(8)=8.3 ± 0.7 dB, Gexp(16)=11.4 ± 
0.7 dB, et Gexp(32)=13.5 ± 0.6  dB) sont en accord avec ceux calculés théoriquement (Gth(8)=9 dB, 
Gth(16)=12 dB, and Gth(32)=15 dB) à l’aide de l’Équation II-5 (Figure II-4 (a)).  Les images B-mode 
mettent bien en évidence l’apport du Multiplane Wave par rapport à la recombinaison cohérente 
surtout pour imager en profondeur (Figure II-4 (b)) : l’inclusion autour de la profondeur 60 mm reste 
invisible avec la recombinaison cohérente, même pour N=32 ondes planes, alors qu’elle est visible avec 
le Multiplane Wave à partir de N=8 ondes planes.  
Sur la Figure II-4 (c) on remarque que pour un très grand nombre d’ondes planes, quand l’écart 
angulaire devient petit, les ondes planes sont moins décorrélées entre elles et le contraste tend à 
converger vers une valeur limite.  
 
Enfin, que ce soit avec un petit ou grand nombre d’ondes planes, la cadence d’imagerie 
maximale atteignable a été calculée par la formule suivante : 
avec tA/R le temps pour l’onde ultrasonore pour faire un aller-retour jusqu’à la profondeur d’imagerie 
maximale dmax (dmax = 80 mm dans ces acquisitions B-mode) et N le nombre d’ondes planes utilisées. 
Ces cadences d’imageries calculées pour N=2, 4, 8 et N=8, 16, 32 ondes planes sont respectivement 
reportées dans les Figure II-3 et Figure II-4. L’imagerie Multiplane Wave, précédemment introduite 
comme un moyen pour augmenter le SNR sans compromettre la cadence d’imagerie peut également 
être vue comme une méthode d’imagerie permettant d’atteindre des cadences plus élevée, à qualité 
d’imagerie équivalente à celle de la recombinaison cohérente.  
En conclusion, dans cette troisième partie du chapitre II, nous avons confirmé de manière 
expérimentale que le Multiplane Wave donnait de meilleurs résultats en termes de SNR et de contraste 
que la méthode classique de coherent compounding (recombinaison cohérente), et ce plus 
particulièrement en profondeur, où le bruit électronique est le principal facteur de perte de contraste. 
L’utilisation du Multiplane Wave est donc d’une grande aide dès lors qu’il s’agit d’améliorer la qualité 
des images en termes de SNR ou de contraste dans des zones profondes, sans diminuer la cadence 
d’imagerie.  Dans les deux parties suivantes de ce chapitre II nous avons appliqué le Multiplane Wave 
à deux modalités qui nécessitent de très grande cadence d’imagerie : l’élastrographie par ondes de 
Équation II-6 Frate =
1
N∗ tA/R
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cisaillement et le Doppler ultrarapide. Les avantages du Multiplane Wave par rapport à la 
recombinaison cohérente classique sont présentés pour ces deux applications. 
 
II.4. Application du Multiplane Wave à des modalités d’imagerie nécessitant une 
grande cadence d’imagerie 
 
II.4.1. Application à l’élastographie par onde de cisaillement sur un fantôme de sein 
 
Courte introduction à l’élastographie par onde de cisaillement  
 
Figure II-4 : Quantification en termes de SNR et de contraste dans le cas d’un grand nombre d’ondes 
planes : comparaison entre le coherent compounding (recombinaison cohérente) (lignes bleues fines) 
et le Multiplane Wave (lignes rouges épaisses). (a) SNR en fonction de la profondeur, calculé sur une 
zone contenant les inclusions. (b) Images B-mode obtenues pour N=8, 16 et 32 ondes planes inclinées 
avec un angle maximal max = 9°. Les carrés représentent la position des inclusions utilisées pour la 
quantification du contraste dans la Figure II-4 (c). (c) Contraste en fonction  du nombre d’ondes planes 
utilisées, calculé pour une inclusion proche de la surface du fantôme (30 mm, lignes continues) et deux 
inclusions plus profondes dans le fantôme (50 mm, lignes de tirets et 60 mm, lignes en pointillés). 
41 
 
Dans les tissus mous humains, les ondes de cisaillement basses fréquences, de l’ordre de 50 à 
500 Hz, se propagent à des vitesses très faibles (~1 à 10 m/s). L’élastographie par onde de cisaillement 
consiste à imager le déplacement des tissus, induit par des ondes de cisaillement  (Mickael Tanter et 
al. 2008). Ces ondes de cisaillement sont créées en utilisant des ondes de compression se propageant 
à de très grandes vitesses, autour de 1500 m/s. Pour observer la propagation de l’onde de cisaillement, 
la cadence d’imagerie doit atteindre des valeurs supérieures à 1000 Hz.  
 
Description du setup 
Dans cette étude, les ondes de cisaillement sont générées par la force de radiation acoustique 
créée par un faisceau ultrasonore focalisé de 150 µs (appelé généralement un « push » ultrasonore), 
en utilisant la technique Supersonic Shear Imaging (Mickael Tanter et al. 2008). La séquence a été 
implémentée sur un système échographique multivoies de recherche du laboratoire (SuperSonic 
Imagine, Aix-en-Provence, France) à l’aide de Matlab (MathWorks, Natick, Massachusetts, USA). Nous 
avons utilisé les 128 premiers éléments d’une sonde de 160 éléments fonctionnant à la fréquence 
centrale de 6 MHz et ayant un pas de 0.2 mm. Un filtre à réponse impulsionnelle finie a été utilisé en 
réception pour limiter la bande passante en réception à 90%. 
La propagation de l’onde de cisaillement induite dans un fantôme de sein (modèle 059, CIRS, 
Norfolk, USA) a été imagée en utilisant 4 ondes planes (inclinées avec des angles de -3, -1, 1 et 3°), soit 
avec la méthode classique de recombinaison cohérente (Figure II-5 (a)), soit avec le Multiplane Wave 
(Figure II-5 (b)). Dans les deux configurations, la PRF a été fixée à 11.7 kHz. Après l’étape de sommation 
cohérente les images échographiques finales sont donc obtenues avec une cadence d’imagerie de 2.9 
kHz.  
 
Résultats 
Pour les deux séquences d’imagerie, nous avons calculé l’écart-type temporel de la vitesse 
particulaire, longtemps après le passage de l’onde de cisaillement, sur 10 images. La valeur a été 
moyennée sur la région d’intérêt carrée dessinée dans la Figure II-5. Les mesures faites donnent les 
valeurs d’écart-type suivantes, estimées sur 10 acquisitions différentes : σCoherentCompounding=0.329 ± 
0.004 mm/s et σMultiplaneWave=0.159 ± 0.002 mm/s. Comme attendu, la séquence Multiplane Wave 
utilisant N=4 ondes planes induit une réduction de moitié de l’écart-type temporel de la vitesse 
particulaire (σPlaneWave/ σMultiplaneWave=2.07 ± 0.05). Cette valeur est en accord avec la théorie pour 
l’émission de N = 4 ondes planes. Cette réduction du bruit permise grâce au Multiplane Wave, peut 
être vue dans les images de vitesse de déplacement des tissus, présentées dans la Figure II-5, 
notamment en profondeur, comme le montre le zoom fait sur la région d’intérêt pour les deux 
méthodes.  
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L’estimation de la vitesse de déplacement des tissus a un impact direct sur le calcul de la carte de 
vitesse de l’onde de cisaillement, comme cela a récemment été démontré dans Deffieux et al. (2012). 
Les bénéfices du Multiplane Wave sur la carte de vitesse de l’onde de cisaillement ont été quantifié en 
termes d’écart-type sur plusieurs acquisitions. Nous nous sommes aussi intéressés à l’étendue de la 
zone reconstruite dans la carte des vitesses. L’estimation locale de la vitesse de l’onde de cisaillement 
est faite en utilisant un simple algorithme de temps de vol (Mickael Tanter et al. 2008). Le temps de 
vol Δt est estimé par corrélation croisée entre les profiles temporels de déplacement au point x et au 
 
Figure II-5 : Elastographie par onde de cisaillement sur un fantôme de sein en utilisant 4 ondes planes 
(-3, -1, 1 et 3°). (a) Imagerie par recombinaison cohérente. (b) Imagerie par Multiplane Wave. 
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point x + Δx. Dans cette expérience, Δx a été fixé à 1.2 mm et la même acquisition a été répétée 10 
fois, avec les deux méthodes d’imagerie. Les cartes moyennes de vitesse de l’onde de cisaillement 
obtenues sur le fantôme de sein en utilisant cet algorithme sont représentées dans la Figure II-6. Pour 
chaque pixel de l’image, l’écart-type sur les 10 acquisitions a été estimé. Puis, le pixel contenant la 
valeur de la vitesse de l’onde de cisaillement a été affiché seulement quand l’écart-type correspondant 
était inférieur à 20% de la vitesse de cisaillement moyenne, soit 0.4 m/s dans cette expérience. On 
appelle « zone reconstruite » la zone qui contient les pixels qui sont inférieurs à ce seuil. L’image de 
fond est l’image B-mode. En utilisant la recombinaison cohérente classique 42% de l’image dans le 
rectangle noir (Figure II-6) est reconstruire, tandis qu’en utilisant l’imagerie par Multiplane Wave la 
zone reconstruite atteint 59% du rectangle noir. On observe une fois encore que le Multiplane Wave 
permet d’imager plus en profondeur que la recombinaison cohérente classique. Cela résulte 
directement de l’amélioration du SNR dans l’estimation de la vitesse de l’onde de cisaillement 
(Deffieux et al. 2012).  
Figure II-6 : Elastographie par onde de cisaillement sur un fantôme de sein en utilisant 4 ondes 
planes (-3, -1, 1 et 3°). Comparaison entre le coherent compounding (recombinaison cohérente) (à 
gauche) et le Multiplane wave (à droite) : carte moyenne de la vitesse de l’onde de cisaillement 
(moyenne sur N=10 acquisitions) superposée à l’image B-mode. Un seuil sur l’écart-type a été 
utilisé, seuls les pixels pour lesquels l’écart-type sur la vitesse de cisaillement était inférieur à 0.4 
m/s ont été dessinés dans l’image. En utilisant la recombinaison cohérente classique seul 42% de 
l’image contenue dans le rectangle noir est reconstruite, tandis qu’avec le multiplane wave la zone 
reconstruite atteint 59%. 
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L’écart-type dans les cartes des vitesses moyennes de l’onde de cisaillement obtenues pour les 
deux séquences a été estimé sur 10 acquisitions. On trouve un écart-type σCohrentCompounding=0.15 ± 0.09 
m/s pour la recombinaison cohérente et un écart-type σMultiplaneWave= 0.07 ± 0.05 m/s pour le Multiplane 
Wave. Comme attendu, le Multiplane Wave avec l’émission de N=4 ondes planes permet une 
réduction de moitié de l’écart-type de la vitesse de l’onde de cisaillement dans la zone reconstruite. 
Là-encore cette valeur est en accord avec la théorie pour l’émission de N=4 ondes planes. En effet une 
diminution de l’écart-type dans l’estimation de la vitesse particulaire a pour conséquence une 
diminution de l’écart-type pour l’estimation de la vitesse de l’onde de cisaillement (Deffieux et al. 
2012).  
 
En conclusion de cette partie, le Multiplane Wave permet une nette amélioration de la 
précision de l’imagerie de l’onde de cisaillement : une réduction du bruit dans le film de propagation 
de l’onde de cisaillement induit une plus grande zone reconstruite dans les cartes de vitesse de l’onde 
de cisaillement, et une plus grande précision pour l’estimation de la vitesse locale de l’onde. 
 
II.4.2. Application à l’imagerie Doppler ultrarapide in vivo sur un cerveau de rat 
anesthésié 
 
Description du setup 
Pour cette expérience, afin de permettre la propagation des ultrasons jusqu’au cerveau du rat, 
le crâne du rat a été affiné, sous anesthésiée générale (Kétamine/Xylazine). Le rat a ensuite été placé 
dans un cadre de stéréotaxie et maintenu sous anesthésie (Kétamine/Médétomidine) durant 
l’acquisition. L’acquisition a été réalisée avec une sonde de fréquence 15 MHz (128 éléments, pas de 
0.08 mm, Vermon, Tours, France) et un système échographique multivoies de recherche du laboratoire 
(SuperSonic Imagine, Aix-en-Provence, France) permettant d’utiliser Matlab (MathWorks, Natick, 
Massachusetts, USA). La bande passante du scanner en réception a été fixé à 90% en utilisant un filtre 
à réponse impulsionnelle finie. Le positionnement de la sonde a été fait grâce à un système de moteurs 
contrôlés par Matlab. Les deux méthodes d’imagerie (recombinaison cohérente classique et 
Multiplane Wave) ont été comparée pour N = 2, 4 et 8 ondes planes inclinées avec des angles séparés 
de 2°, ce qui correspond plus précisément aux valeurs suivantes  [-1 1]°, [-3, -1, 1, 3]° et [-7, -5, -3, -1, 
1, 3, 5, 7]°. La PRF a été fixée à 1600 Hz, 3200 Hz et 6400 Hz respectivement, ce qui correspond à une 
cadence d’imagerie Doppler finale (après l’étape de sommation cohérente) de 800 Hz. Cette cadence 
est suffisante pour échantillonner correctement des flux sanguins aux vitesses allant jusqu’à 4.1 cm/s, 
sans repliement de spectre. 200 images sont acquises en 0.25 s ce qui permet  d’enregistrer un cycle 
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cardiaque complet. Les images Doppler finales, obtenues après filtrage et moyenne des 200 images 
sont présentées dans la Figure II-7 (a) et (b).  
 
Résultats 
Pour chaque configuration d’ondes planes, le Multiplane Wave présente toujours une 
amélioration de l’image comparé à la méthode par recombinaison cohérente : plus de vaisseaux sont 
visibles, et ce principalement en profondeur. Le contrast-to-noise ratio (CNR) a été calculé pour des 
vaisseaux dans des zones profondes de l’image (Figure II-8) en utilisant la formule suivante : 
avec PW̅̅̅̅̅vaisseau/tissu la valeur moyenne du Power Doppler calculée dans une zone contenant un vaisseau 
ou du tissu et std l’écart-type. On trouve alors -1.8 dB, 5.5 dB et 8.2 dB pour les acquisitions faites par 
Figure II-7 : Imagerie Doppler ultrarapide in vivo d’un cerveau de rat : comparaison entre (a) une 
acquisition par coherent compounding (recombinaison cohérente) classique et (b) une acquisition 
avec le Multiplane Wave. Pour chaque type d’acquisition 3 configurations ont été testées : N=2, 4, ou 
8 ondes planes inclinées respectivement avec les valeurs suivantes : [-1 1]°, [-3 -1 1 3]° et [-7 -5 -3 -1 
1 3 5 7]°. Chaque image a été normalisée entre sa valeur maximale et la valeur médiane de son bruit 
de fond ([0 1]) et l’échelle de couleur a ensuite été réglée entre -0.1 et 1 afin de pouvoir mieux 
visualiser la dynamique du bruit de fond. Les 4 rectangles blancs sont les zones agrandies dans la 
Figure II-8. 
Équation II-7 CNR = (PW̅̅̅̅̅vaisseau – PW̅̅̅̅̅tissu) / std(PWtissu)   
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recombinaison cohérente classique et 3.9 dB, 8.5 dB et 14.0 dB pour les acquisitions faites par 
Multiplane Wave, respectivement pour N=2, 4 et 8 ondes planes. La séquence Multiplane Wave 
permet jusqu’à 6 dB d’augmentation du contraste et donc une meilleure détection des vaisseaux dans 
des zones profondes (à une distance d’environ 14 mm de la sonde), en utilisant N=8 ondes planes. 
 
En conclusion, l’imagerie Multiplane Wave dans le cas des acquisitions Doppler ultrarapides  
pourrait être d’un grand intérêt pour l’imagerie des organes profonds, tel que le rein. Le Multiplane 
Wave pourrait aussi être très utile pour les acquisitions d’imagerie fonctionnelle par ultrasons afin 
d’accéder aux structures cérébrales profondes dans le cerveau, ou encore pour améliorer le SNR dans 
le cas de l’imagerie transcrânienne. Par exemple, certaines zones fonctionnelles dans le cerveau du 
Figure II-8 : Agrandissement des 4 zones encadrées en blanc dans la Figure II-7 (a) et (b). 
Comparaison entre la méthode de recombinaison cohérente (en haut) et le Multiplane Wave (en 
bas), pour N=8 ondes planes. Les rectangles blancs représentent les zones utilisées pour le calcul du 
CNR : la zone contenant un vaisseau est encadrée en lignes continues, la zone contenant du tissu est 
encadrée en lignes pointillées. 
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rat, telles que la substance noire, l’amygdale ou l’hypothalamus, sont souvent très difficiles à détecter 
à cause de leur profondeur dans le cerveau. Ces zones cérébrales chez le rat se trouvent à des 
profondeurs similaires à celle de la région d’intérêt dans laquelle nous avons trouvé un gain de 6 dB 
en CNR grâce au Multiplane Wave utilisant N=8 ondes planes, on peut donc espérer un meilleur SNR 
dans la détection de l’activité fonctionnelle de ces zones grâce aux Multiplane Wave. 
 
II.5. Discussion et conclusion 
 
Principe du Multiplane Wave 
Dans ce chapitre nous avons introduit une nouvelle séquence ultrasonore pour l’imagerie 
ultrarapide permettant d’augmenter le rapport signal-à-bruit et le contraste comparé à la méthode de 
coherent compounding (recombinaison cohérente) classique. La séquence est basée sur l’émission de 
plusieurs ondes planes, dans un même tir ultrasonore, envoyées avec des inclinaisons différentes et 
des amplitudes codées différemment à l’aide de facteurs multiplicatifs +1 et -1.  Des matrices de 
Hadamard ont été utilisées afin de choisir les coefficients +1 et -1  à appliquer lors de l’émission et lors 
de la réception. En appliquant les coefficients appropriés, on obtient des images identiques à celles qui 
auraient été obtenues si des ondes planes uniques avaient été envoyées avec une amplitude N fois 
plus grande, c’est-à-dire comme si des ondes planes uniques avaient été émises avec moins de bruit. 
L’avantage d’utiliser des matrices de Hadamard est double : tout d’abord cela assure un niveau 
d’amplitude maximal à chaque transmission. Deuxièmement, la recombinaison synthétique des 
données, pour retrouver les échos rétrodiffusés correspondant à chaque onde plane, est faite de façon 
très simple et très robuste, en utilisant uniquement des opérations d’addition et de soustraction. Ces 
opérations extrêmement simples permettent d'éviter les techniques de déconvolution de signaux 
codés complexes proposées habituellement, techniques qui ont toutes montré leur limite en raison 
des modifications du signal ultrasonore lors de sa propagation dans le milieu.  
 
Quantification des performances sur les acquisitions B-mode 
Cette séquence permet une augmentation du SNR par un facteur N. Elle a été testée pour N=2, 
4, 8, 16, et 32 ondes planes. L’augmentation du SNR se traduit par un meilleur contraste dans les 
images, plus particulièrement dans les zones profondes des images où la perte de contraste est 
principalement gouvernée par le bruit électronique. Cela est particulièrement intéressant pour les 
applications perturbées par un fort bruit, telles que les acquisitions dans les organes profonds, les 
milieux fortement atténuants ou les tissus hypoéchogènes.  
 
48 
 
Application à l’élastographie 
Cette augmentation de SNR est intéressante non seulement pour l’amélioration du contraste 
des images B-mode mais aussi pour les acquisitions d’élastrographie, puisque la qualité de l’estimation 
de la vitesse de déplacement des tissus et directement liée au SNR des acquisitions (Deffieux et al. 
2012). Pour N=4 ondes planes émises dans la même transmission, une division par deux de l’écart-type 
de la vitesse de déplacement des tissus est observée. Une conséquence directe de cette augmentation 
du SNR dans l’estimation de la vitesse de déplacement des tissus est une meilleure estimation dans 
les cartes de vitesse de l’onde de cisaillement. Pour N=4 ondes planes, une division par deux de l’écart-
type dans les cartes de vitesse des ondes de cisaillement a été observée, en accord avec la théorie 
(Deffieux et al. 2012). Cela est particulièrement intéressant pour l’imagerie par élastographie des 
organes en profondeur, notamment pour évaluer le stade d’une fibrose du foie ou d’un cancer du foie, 
deux cas pour lesquelles la précision est critique et pour lesquelles le SNR peut être faible à cause de 
la profondeur des régions d’intérêt. Augmenter le SNR diminue à la fois l’écart-type sur la vitesse de 
l’onde cisaillement et son biais. 
 
Application au Doppler ultrarapide et au fUS 
L’acquisition d’un grand nombre d’images grâce au Doppler ultrarapide par émission d’ondes 
planes augmente la sensibilité globale des images Doppler (Mace et al. 2013). Augmenter le SNR en 
utilisant le Multiplane Wave apporte une sensibilité supplémentaire aux images Doppler et permet 
donc de détecter des vaisseaux jusqu’alors peu ou non visibles dans le cerveau. La combinaison de 
l’utilisation d’un filtrage par décomposition en valeurs singulières (SVD, singular value decomposition) 
introduit par Demene et al. (2015) et de l’acquisition par Multiplane Wave permet d’augmenter encore 
la sensibilité du Doppler ultrarapide. Cette amélioration pourrait permettre une meilleure détection 
des variations des petits flux sanguins dans le cadre de l’imagerie fonctionnelle par ultrasons (fUS) 
(Mace et al. 2013) dans les zones profondes du cerveau chez le rat adulte ou permettre dans un futur 
plus ou moins proche d’accéder à des zones profondes dans le cerveau humain.  
Pour rendre le « fUS Multiplane Wave » possible il a été nécessaire d’optimiser les temps de 
calculs et notamment l’étape de beamforming afin de permettre de répéter l’acquisition des images 
Doppler suffisamment rapidement. Les acquisitions fUS nécessitent en effet de pouvoir obtenir une 
image vasculaire Doppler (faite classiquement à partir du filtrage et de la moyenne de 200 images 
acquises à 500 Hz) toutes les 1 ou 2 secondes maximum. Entre la mise au point de la séquence 
Multiplane Wave et la fin de ma thèse, l’étape de beamforming a été optimisée sur GPU (Graphics 
Processing unit) sur des scanners ultrasonores Verasonics® (Kirkland, USA). Actuellement, l’étape de 
beamforming de 200 images, sur un scanner Verasonics®, sur une profondeur de 10 mm et en utilisant 
une sonde de fréquence centrale 15 MHz, est réalisée avec les performances suivantes :  
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N = 4 tirs ultrasonores 
Recombinaison cohérente (4 ondes planes envoyées au total) : 61.3 ± 2 ms 
Multiplane Wave imaging (16 ondes planes envoyées au total) : 66.8 ± 1 ms 
N = 8 tirs ultrasonores 
Recombinaison cohérente (8 ondes planes envoyées au total) : 111.0 ± 6.9 ms 
Multiplane Wave imaging (64 ondes planes envoyées au total) : 159.1 ± 2.2 ms 
Les temps de calculs obtenus pour la séquence Multiplane Wave sont donc comparables à ceux de la 
séquence classique par recombinaison cohérente. Il est donc maintenant techniquement possible 
d’utiliser la séquence Multiplane Wave pour réaliser des acquisitions fUS.  
 
Cadence d’imagerie  
 La séquence Multiplane Wave avec N émissions est équivalente, d’un point de vue du SNR, à 
moyenner N fois les données reçues, ce qu’on appelle aussi parfois « accumulation de N buffers ». 
Cependant, pour le même SNR, l’avantage du Multiplane Wave est de ne pas diminuer la cadence 
d’imagerie finale. Cela est important pour imager des organes bougeant rapidement, tel que le cœur, 
ou pour quantifier des flux rapides par Doppler ultrarapide, ou encore pour faire des mesures 
d’élastographie dans des tissus durs où les ondes de cisaillement se propagent très rapidement. Pour 
une cadence d’imagerie donnée et un SNR donné, la séquence Multiplane Wave nécessite moins de 
buffers en réceptions et par conséquent réduit la quantité de données à transférer et à traiter.  
 
Augmentation de l’amplitude d’émission 
La séquence Multiplane Wave est aussi équivalente en termes de SNR à une augmentation par 
un facteur √𝑁 de l’amplitude d’émission de chaque onde plane. Cependant, augmenter l’amplitude 
d’émission n’est pas toujours possible, notamment à cause des limitations des pulsers, du voltage de 
la sonde, mais aussi de l’indice mécanique (MI) dans certains cas. Pour cette raison, cette séquence 
d’imagerie est prometteuse pour beaucoup d’applications pour lesquelles une grande cadence 
d’imagerie est nécessaire alors que le SNR est limité. On peut citer notamment l’exemple de 
l’élastrographie du foie, ou encore l’établissement du stade de la fibrose pour laquelle une grande 
cadence d’imagerie est nécessaire afin d’éviter les perturbations liées aux artéfacts de respiration. 
Pour ces applications la séquence devra être adaptée à l’utilisation de sondes courbes pour permettre 
l’imagerie abdominale. Une autre application nécessitant à la fois une grande cadence d’imagerie et 
un grand SNR est l’élastographie cardiaque (Papadacci et al. 2014). Pour cela, la séquence Multiplane 
Wave devra être adaptée à l’utilisation d’ondes divergentes au lieu d’ondes planes. 
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Multiplane Wave et indice mécanique (MI) 
Pour un SNR donné, la séquence Multiplane Wave permet d’utiliser des pressions plus faibles. 
Par conséquent, le Multiplane Wave pourrait être utile pour des applications pour lesquelles le MI est 
limité et une grande cadence d’imagerie est nécessaire. C’est le cas des techniques d’imagerie de 
contraste ultrarapide, qui reposent sur l’imagerie des échos produits par des micro-bulles dans le mode 
fondamental (Couture et al. 2009). Le Multiplane Wave pourrait aussi être utile pour l’imagerie 
Doppler de la cornée ou de la rétine, ou pour l’élastographie par onde de cisaillement pour laquelle les 
règles de la FDA (Food and Drug Administration) limitent l’indice mécanique à 0.23. 
 
Multiplane Wave et ISPTA 
 Pour un indice mécanique (MI) équivalent, la séquence Multiplane Wave donne un plus grand 
ISPTA (spatial peak temporal average Intensity) que la séquence par recombinaison cohérente 
classique. Cependant, cette augmentation de l’ISPTA n’est pas un facteur limitant quand la cadence 
ultrarapide est requise sur des périodes limitées et non continument. C’est le cas de l’élastographie 
par ondes de cisaillement pour laquelle l’acquisition ultrarapide n’est utilisée que sur des durées de 
quelques dizaines de millisecondes pour produire une carte d’élasticité quantitative. Pour de telles 
applications, la FDA définit les limites pour l’ISPTA en termes de nombre de tirs ultrarapides réalisés 
en 1 seconde. Quand l’ISPTA est le facteur limitant, le seul avantage de la séquence Multiplane Wave 
est alors sa plus grande cadence d’imagerie. 
 
 Comparaison aux émissions codées de type « chirps » et codes de Golay 
 Comparé aux émissions codées telles que les « chirps » ou les codes de Golay (Chiao and 
Thomas 2000; Misaridis and Jensen 2005a; Misaridis and Jensen 2005b; Misaridis and Jensen 2005c), 
la séquence Multiplane Wave permet des cadences d’imagerie plus grandes avec une moins grande 
complexité. Ici le codage est fait à la fois dans l’espace et le temps et l’opération de décodage est fait 
avec des opérations extrêmement simples. Au contraire, les excitations « chirps » demandent un 
processus de déconvolution plus complexe et dont l’efficacité peut être altérée par l’atténuation du 
milieu.  
 
Limitations principales de la technique : non-linéarité et mouvements trop importants 
 Contrairement aux excitations « chirps », aucun a priori n’est nécessaire sur le milieu insonifié 
lorsqu’on utilise le Multiplane Wave, même s’il faut s’assurer de la linéarité de la propagation. En 
effet, dans ce travail nous avons fait l’hypothèse que l’annulation (+1) + (-1) = 0 est parfaite. Cependant 
il faut noter qu’une propagation non linéaire générerait des signaux harmoniques, qui, s’ils n’étaient 
pas filtrés ne s’annuleraient pas lors de l’étape de combinaison et créeraient alors des lobes 
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secondaires, ce qui aurait finalement pour conséquence une réduction du contraste de l’image. Dans 
notre implémentation plusieurs étapes ont été prévues pour ne pas avoir de signaux harmoniques 
dans les données reçues : l’émission a été faite à la fréquence centrale des sondes (respectivement 6 
et 15 MHz), et un filtre à réponse impulsionnelle finie (FIR) de bande passante 90% a été appliqué à la 
réception. Dans une telle configuration le Multiplane Wave est censé marcher, même en présence de 
non-linéarité.  
 Une autre limitation possible de la technique Multiplane Wave est le mouvement rapide, 
comme dans le cas par exemple de l’imagerie cardiaque B-mode. En effet dans le cas de mouvement 
rapide l’annulation (+1) + (-1) = 0 pourrait ne pas être parfaite à cause de pertes de cohérence dans la 
phase (Denarie et al. 2013).  Dans ce cas il ne serait pas possible d’utiliser un grand nombre d’ondes 
planes sans ajouter des étapes de correction du mouvement. Pour un nombre donné d’ondes planes 
et pour une vitesse des tissus donnée, la part de diminution du contraste due au mouvement rapide 
et la part d’amélioration du contraste due à la diminution du bruit n’ont pas encore été étudiées. 
 
Superposition des ondes planes à l’émission 
 La séquence Multiplane Wave repose sur l’encodage de l’amplitude des ondes planes et non 
pas sur l’encodage des éléments individuels comme cela est fait en imagerie synthétique (synthetic 
aperture imaging). Dans ce travail, une matrice d’Hadamard a été choisie et les différentes ondes 
planes ont été encodées en amplitude (+1  ou -1) avec une petite pause entre elles pour éviter leur 
superposition dans la matrice d’émission. La superposition des ondes planes pourrait permettre une 
matrice d’émission plus courte et donc une réduction de la zone aveugle au début de l’image. 
Cependant, les amplitudes individuelles devraient alors être réduites pour s’assurer que l’amplitude 
après superposition reste en dessous de l’amplitude maximale de sortie de l’échographe. De plus, 
comme l’imagerie par Multiplane Wave est principalement utile pour améliorer l’imagerie en 
profondeur, une plus grande zone aveugle en début d’image n’est pas réellement un problème. 
Cependant, il pourrait être intéressant de réduire la zone aveugle en utilisant des matrices d’émission 
plus compactes et des superpositions d’ondes appropriées dans le cas particulier de l’imagerie à haute 
fréquence où l’atténuation peut diminuer le SNR et pour laquelle les sondes sont généralement 
utilisées à des voltages bien plus faibles que le maximum permis par le scanner.  
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CHAPITRE III : 
Imagerie Doppler ultrarapide transcrânienne non 
invasive chez la souris et le raton 
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III. Imagerie Doppler ultrarapide transcrânienne non invasive chez la 
souris et le raton 
 
III.1. Introduction 
 
L’échographie ultrasonore a des applications médicales extrêmement variées allant du diagnostic 
de pathologies digestives, à celles urinaires, gynéco-obstétricales ou encore cardiaques… D’une façon 
très simplifiée on peut dire que l’échographie permet d’imager l’ensemble du corps humain mis à part 
les os et les poumons. Dans les domaines de la neurologie et des neurosciences l’échographie se heurte 
donc à un problème de taille : la boîte crânienne. En effet, de précédentes études (Fry and Barger 1978; 
Goss, Frizzell, and Dunn 1979; Larrat et al. 2010; Pinton et al. 2012) ont permis de démontrer que des 
acquisitions ultrasonores faites à la fréquence de 15 MHz souffraient d’une atténuation de 6.9 dB/cm 
due à la présence du crâne, ce qui rend les petites variations de flux sanguins cérébraux très 
difficilement distinguables du bruit environnant.  
En clinique, il existe actuellement deux champs d’application pour lesquels une « fenêtre 
d’imagerie » au niveau du crâne existe et pour lesquels l’imagerie fUS est alors possible: chez le 
nouveau-né (Demené et al. 2014) et en peropératoire (Imbault et al. 2016). En effet chez le nouveau-
né les os de la boîte crânienne ne sont pas encore soudés et entre les os se trouvent plusieurs espaces 
membraneux appelés « fontanelles » permettant le passage des ultrasons dans le cerveau. En 
peropératoire lorsqu’une tumeur cérébrale doit être retirée une ouverture est pratiquée dans la boîte 
crânienne du patient, la sonde ultrasonore peut alors être directement mise au contact du cerveau.   
Chez des rats anesthésiés, notre laboratoire a tout d’abord démontré la possibilité de faire des 
acquisitions d’imagerie fonctionnelle cérébrale par ultrasons (fUS) en réalisant des craniotomies 
(Mace et al. 2013), puis en pratiquant des fenêtres de crâne aminci (Bruno-Félix Osmanski et al. 2014). 
La procédure d’amincissement du crâne est moins invasive et moins complexe qu’une craniotomie 
complète. Elle permet de faire des études longitudinales pendant quelques jours mais la qualité 
d’image se dégrade rapidement (Urban et al. 2014) à cause de la régénération de l’os. Afin de  
permettre des études longitudinales sur des périodes plus longues (jusqu’à 1 à 2 mois) une prothèse 
de polymère transparente aux ultrasons peut être mise à la place du crâne pour protéger les tissus 
(Sieu et al. 2015). Enfin, plus récemment l’injection d’agents de contraste (Errico et al. 2016) a permis 
de réaliser des acquisitions fUS de manière transcrânienne chez des rats anesthésiés.  
Cependant, à notre connaissance, aucune étude n’avait été faite à ce jour concernant la possibilité 
de réaliser des acquisitions ultrasonores ultrarapides dans le cerveau des plus petits rongeurs tels que 
la souris et les très jeunes rats, que ce soit de manière peu ou complètement non invasive. En effet, la 
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petite taille de ces animaux, et donc la faible épaisseur de leur crâne, laisse pourtant  suggérer que les 
ultrasons pourraient passer directement à travers l’os du crâne avec une atténuation négligeable. Or, 
les souris et les ratons sont deux modèles de grand intérêt pour les neurosciences : la souris de par la 
large gamme de modèles génétiques existants permettant de reproduire des conditions 
pathologiques, et les ratons pour les études liées au développement cérébral.  
Dans ce chapitre de ma thèse nous allons voir qu’il est possible de réaliser des acquisitions Doppler 
de très bonne qualité, de manière complètement non invasive, directement à travers le crâne et la 
peau de souris anesthésiées de tout âge, sans avoir besoin de recourir à des procédures chirurgicales 
invasives ou des injections d’agents de contraste. Nous verrons que l’ensemble du cerveau peut être 
visualisé et qu’une reconstitution en 3D de la vasculature cérébrale est possible grâce à des 
acquisitions tomographiques. Nous avons ensuite cherché à déterminer jusqu’à quel âge de tels 
résultats pouvaient également être obtenus chez de jeunes rats, puisque nous savons que les 
acquisitions transcrâniennes sans chirurgie ou agents de contraste ne sont pas directement possibles 
chez les rats adultes.  
 
III.2. Protocole expérimental  
 
III.2.1. Préparation des animaux 
 
Respect de la règlementation 
Les animaux ont été hébergées  4 par cage, dans un environnement contrôlé (22°C ± 2°C; 50% 
d'humidité relative, cycle d'obscurité-lumière de 12h/12h) avec de la nourriture et de l'eau à volonté. 
Pour minimiser le stress au cours de la procédure expérimentale, ils ont bénéficié d’une période 
d'acclimatation de 7 jours après leur arrivée dans l’animalerie. Tous les animaux ont reçu des soins 
humains en accord avec les directives de 2010 de la Communauté Européenne. Cette étude a été 
approuvée par le Comité local d'éthique en matière d'expérimentation animale (n°59, C2EA -59, « Paris 
Centre et Sud ») et a reçu le numéro de protocole APAFIS#3323-2015122411279178_v3-3. 
 
Protocole animal 
L’acquisition tomographique par Doppler ultrarapide dans un cerveau de souris a été faite sur 
une souris mâle C57Bl/6 âgée de 8 semaines (laboratoire Janvier, France). L’étude portant sur la qualité 
d’imagerie transcrânienne en fonction de l’âge des animaux (souris puis rat) a été faite sur 5 souris de 
type C57Bl/6 et 5 ratons de type Sprague-Dawley de sexe indéterminé, respectivement de la même 
portée  (laboratoire Janvier, France). Au cours des acquisitions échographiques, les animaux ont été 
placés dans un appareil de stéréotaxie et maintenus sous anesthésie. Les souris ont été anesthésiées 
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en utilisant 1.5% d’isoflurane. Les ratons ont été anesthésiés par injection d’un mélange de kétamine 
(50 mg/kg/h) et de médétomidine (0.75 mg/kg/h) en voie intrapéritonéale. Les images Doppler ont été 
acquises à travers le crâne et la peau intacts (après avoir préalablement retiré les poils à l’aide d’une 
crème dépilatoire commerciale, Netline®, laboratoire BIOES), sans injection de produits de contraste 
ni chirurgie préalable. Dans ces conditions on peut alors parler d’acquisition transcrânienne 
totalement non invasive. Chez les ratons, cette configuration complètement non invasive a été 
comparée à une configuration peu invasive, en retirant la peau du crâne et en plaçant la sonde 
directement au-dessus du crâne intact. Dans ce cas on parle d’acquisition transcrânienne peu invasive.  
 
Positionnement de la sonde échographique 
 L’atlas de référence pour les cerveaux de rongeurs est un atlas des structures cérébrales (atlas 
appelé couramment « Paxinos », du nom de son auteur), tandis que les images obtenues avec la 
technique d’imagerie Doppler ultrarapide sont des images vasculaires du cerveau. Il n’est donc pas 
toujours évident de faire le lien entre l’image Doppler obtenue et l’atlas structurel ; par conséquent le 
positionnement correct de la sonde par rapport au repère Bregma de référence n’est pas direct.  Afin 
de positionner correctement la sonde, pour les ratons nous avons utilisé un point de repère vasculaire 
classique et facile à reconnaître : les artères choroïdiennes antérieures. Ces artères ont déjà été 
identifiées comme appartenant au plan de coordonnées Bregma -3.8 mm dans le cerveau d’un rat 
adulte (Scremin 2004). Pour résoudre le problème de positionnement de la sonde chez les souris, nous 
avons effectué des scans coronaux sur plusieurs souris auxquelles nous avions retiré la peau de crâne 
afin de pouvoir visualiser clairement l’os du crâne et ses points de repère (Bregma et Lambda). Un 
repère physique (un fil) a été positionné sur le repère Bregma. L’image contenant l’écho du fil a été 
identifiée comme correspondant à la coordonnée Bregma. Ainsi, chaque image du scan coronal peut 
ensuite être identifiée par rapport à Bregma. Les artères choroïdiennes antérieures du cerveau de la 
souris ont été identifiées dans le plan coronal de coordonnée   B̴regma -2.3 mm. Comme chez les rats 
nous avons ensuite pu repérer cette empreinte vasculaire dans d’autres acquisitions chez d’autres 
souris, ce qui nous a permis de positionner la sonde dans le plan coronal voulu, même lorsque la peau 
des souris avait été préservée intacte et que le crâne n’était pas visible. Des acquisitions de types 
imagerie fonctionnelle (fUS), par stimulation des vibrisses (moustaches) par exemple, nous ont 
également permis de vérifier que notre recalage scan Doppler/atlas structurel de référence était 
correct.   
Lorsqu’il s’agit de jeunes rats ou jeunes souris aucun atlas de référence n’existe. Nous avons 
donc effectué une étude préliminaire en scannant les cerveaux de jeunes rats et de jeunes souris au 
cours de leur développement, et nous avons observé que les principales veines et artères existant dans 
le cerveau adulte sont déjà présentes chez les nouveau-nés. Nous avons donc défini des repères 
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vasculaires présents à la fois chez les adultes et chez ces jeunes rats/souris en développement. Alors 
que la taille et la forme du cerveau change au cours du développement, ces repères ne changent pas. 
Pour définir leurs coordonnées nous avons choisi de les définir par rapport à leurs équivalents 
« Bregma ± xx mm chez l’adulte ».  
 
III.2.2. Montage expérimental 
 
Deux sondes de haute fréquence différentes ont été utilisées avec un système échographique 
multivoies de recherche (SuperSonic Imagine, Aix-en-Provence, France) permettant d’utiliser Matlab 
(MathWorks, Natick, Massachussets, USA). Les acquisitions chez les ratons ont été faites à l’aide d’une 
sonde ultrasonore de fréquence centrale 15 MHz (128 éléments, pas de 0.08 mm, Vermon, Tours, 
France). Les acquisitions chez les souris ont été faites avec un nouveau prototype de sonde ultra légère 
de fréquence centrale 15 MHz (128 éléments, pas de 0.110 mm, Vermon, Tours, France). Cette sonde 
ultra légère nous a permis de réaliser ensuite des acquisitions sur des souris éveillées et en mouvement 
(voir chapitre IV). Elle est présentée plus en détail dans le chapitre suivant. Les animaux ont été 
anesthésiés avant d’être placés dans un cadre de stéréotaxie. Le positionnement de la sonde au-dessus 
de la tête de l’animal a été réalisé grâce à un système de plusieurs moteurs connectés les uns aux 
autres et permettant 3 degrés de translation (3 moteurs de translation VT-80, Physik Instrumente (PI)) 
et un degré de rotation (1 moteur de rotation DT-80, PI) (Figure III-1). Le mouvement de ces moteurs 
est contrôlé par Matlab. Ce système motorisé permet de positionner précisément la sonde au-dessus 
du plan coronal d’intérêt mais permet également de réaliser des acquisitions tomographiques. La 
combinaison des rotations et translations permet d’améliorer la résolution des images vasculaires et 
de représenter l’ensemble du cerveau en 3 dimensions (Demené et al. 2016). Nous avons utilisé cette 
méthode d’acquisition pour visualiser le cerveau complet d’une souris anesthésiée de manière 
complètement non invasive (III.3.1). Pour une orientation θ donnée de la sonde, un volume du cerveau 
de la souris a été acquis en translatant la sonde par pas de 100 µm. Pour acquérir le cerveau entier de 
la souris, 18 orientations θ différentes ont été utilisées, incrémentées par rotation de 10°. Pour chaque 
orientation θ, 70 translations ont été effectuées. Dans chaque position de la sonde une image Doppler 
ultrarapide a été acquise. 
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III.2.3. Séquences d’acquisition ultrasonores 
 
Les images vasculaires ont été obtenues en utilisant la technique d’imagerie Doppler 
ultrarapide par coherent compounding (recombinaison cohérente en français) (Bercoff et al. 2011). 
Typiquement 11 ondes planes inclinées, séparées de 2°, ont été utilisées pour former une image 
recombinée (G. Montaldo et al. 2009). Un paquet de plusieurs centaines d’images recombinées ont 
été acquises avec une cadence d’imagerie très élevée (typiquement 200 à 400 images acquises à 500 
Hz, ce qui permet d’enregistrer plusieurs cycles cardiaques). Ce paquet de plusieurs centaines d’images 
a ensuite été filtré à l’aide d’un filtre spatio-temporel utilisant la décomposition en valeurs singulières 
(SVD) (Demene et al. 2015) : cette étape de filtrage permet de séparer le signal de flux sanguin du 
signal des tissus. Pour l’acquisition tomographique transcrânienne 3D, chaque image Doppler résulte 
de l’acquisition de 200 images recombinées acquises à 500 Hz. Les ondes planes étaient inclinées des 
valeurs suivantes : [-10, -8, -6, -4, -2, 0, 2 , 4, 6, 8,10] °. Pour les acquisitions Doppler au cours du 
développement des souris et des jeunes rats, chaque image Doppler résulte de l’acquisition de 400 
images recombinées acquises à 500 Hz. Les ondes planes étaient inclinées de la même façon que 
précédemment ([-10, -8, -6, -4, -2, 0, 2, 4, 6, 8,10] °). 
 
 
Figure III-1 : Photographie du montage expérimental utilisé pour les acquisitions sur animaux 
anesthésiés, permettant des acquisitions tomographiques. La sonde est montée dans un porte-
sonde fixé à un moteur rotatif, lui-même monté sur 3 axes de translation. L’animal (ici une souris) 
anesthésié a la tête maintenue dans un cadre de stéréotaxie. 
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III.3. Imagerie vasculaire cérébrale transcrânienne complètement non invasive 
chez la souris 
 
III.3.1. Tomographie et visualisation 3D du cerveau complet de la souris de manière 
non invasive 
 
Nous avons tout d’abord étudié la possibilité d’utiliser l’imagerie Doppler ultrarapide de 
manière complètement non invasive afin de visualiser et représenter en 3 dimensions l’ensemble du 
système vasculaire cérébral du cerveau d’une souris adulte de 8 semaines. Ce genre d’acquisition 
tomographique permettant la visualisation 3D du cerveau a été mise au point par Charlie Demené à 
l’Institut Langevin. De nombreuses acquisitions avaient alors été faites sur des cerveaux de rats adultes 
ayant subis une craniotomie afin que les ultrasons puissent passer la barrière du crâne (Demené et al. 
2016). Nous avons cherché à reproduire cette expérience de manière complètement non invasive chez 
la souris adulte. Des scans tomographiques Doppler ultrarapides de la tête de la souris anesthésiée ont 
été réalisés à travers le crâne et la peau laissés intacts (seuls les poils ont été préalablement épilés à 
l’aide d’une crème dépilatoire), en utilisant le montage expérimental motorisé présenté 
précédemment. La Figure III-2 (a) donne une représentation schématique des repères du crâne de la 
souris (Bregma et Lambda) et de l’étendue du balayage dans la direction coronale : d’environ Bregma 
-5mm à Bregma +1mm. La Figure III-2 (b) présente quelques-unes des images Doppler obtenues de 
manière entièrement non invasive à travers le crâne et la peau de la souris suivant un scan coronal. 
Les images sont de bonne qualité et permettent de mettre en évidence quelques repères vasculaires 
classiques tels que les artères striées antérieures (astr), l’artère choroïdienne antérieure (ach), l’artère 
cérébrale moyenne (mcer), l’artère choroïdienne postérieure médiale (pmch) et le réseau artériel 
supra colliculaire (scol) (Scremin 2004) (Demené et al. 2016). La base du cercle de Willis peut 
également être vue dans les deux premières images de la Figure III-2 (b). La Figure III-2 (c) illustre la 
reconstruction 3D complète du cerveau de souris.  
 
 En conclusion, nous avons montré qu’il était possible d’imager la vascularisation du cerveau 
entier (i.e sur toute sa profondeur et toute sa largeur) d’une souris adulte en utilisant l’imagerie 
Doppler ultrarapide de manière complètement non invasive. Ce résultat ouvre la possibilité d’études 
longitudinales, vasculaires ou fonctionnelles, dans le cerveau de la souris.  
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III.3.2. Imagerie vasculaire cérébrale transcrânienne de la souris au cours de son 
développement 
 
Nous avons ensuite étudié la possibilité de réaliser des études longitudinales de la 
vascularisation du cerveau de la souris de son plus jeune âge à un âge adulte avancé. Les cerveaux de 
souris anesthésiées, âgées d’une semaine à plus d’un an, ont été imagés de manière complètement 
non invasive à travers leur crâne et leur peau intacts (Figure III-3). Le même plan coronal a été acquis 
(environ Bregma -2.3 mm) afin de comparer la qualité des images au cours du développement de la 
souris. On observe des images de bonne qualité, permettant de visualiser les vaisseaux depuis le cortex 
jusqu’à la base du cerveau, quel que soit l’âge testé.  
  
 Figure III-2 : La totalité du cerveau d’une souris âgée de 8 semaines peut être imagée de manière 
complètement non invasive à travers son crâne et sa peau intacts. (a) Représentation schématique du 
crâne de la souris et de la position des points de repères usuels Bregma et Lambda. Le rectangle coloré 
représente l’étendue du scan effectué dans la direction caudo-rostrale. (b) 6 images coronales du 
cerveau de la souris scannée dans la direction caudo-rostrale, obtenues par acquisitions Doppler 
ultrarapide. Echelle : la barre blanche représente 2 mm. Signification des abréviations : astr : artères 
striées antérieures / ach : artère choroïdienne antérieur / mcer : artère cérébrale moyenne / pmch : 
artère choroïdienne  postérieure médiale / scol : réseau artériel supra colliculaire. (c) Image 
sélectionnée dans une vidéo représentant la reconstruction 3D du cerveau de la souris obtenue par 
tomographie Doppler ultrarapide.  
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Ces résultats montrent que la relative transparence du crâne de la souris aux ultrasons permet de 
réaliser de l’imagerie Doppler ultrarapide de manière complètement non invasive pour un large 
éventail d’âges dans cette espèce. 
 
III.4. Imagerie vasculaire cérébrale transcrânienne du raton au cours du 
développement  
 
En comparaison à celui des souris, le crâne des rats adultes est beaucoup plus épais et provoque 
l’atténuation des ultrasons. Il est donc nécessaire pour faire de l’imagerie Doppler chez le rat adulte 
de réaliser une craniotomie, une fenêtre de crâne aminci (Sieu et al. 2015) (Bruno-Félix Osmanski et 
al. 2014), ou d’injecter de manière intraveineuse des produits de contraste (Errico et al. 2016). 
Cependant, chez le jeune rat, juste après sa naissance, le crâne est encore relativement mince et donc 
semblable à celui des souris adultes. L’idée nous est alors venue d’étudier la faisabilité d’imager de 
manière transcrânienne et totalement non invasive la vascularisation des cerveaux de jeunes rats au 
cours de leur développement. Des images Doppler ultrarapides ont été acquises chez 5 jeunes rats de 
la même portée, dans le même plan coronal (environ Bregma -3.8 mm) à différents âges, afin de 
comparer la qualité des images transcrâniennes au cours du développement. Deux conditions ont été 
testées pour chaque jeune rat : une première acquisition a été faite à travers le crâne intact et la peau 
intacte (Figure III-4 première ligne), une deuxième acquisition a ensuite été réalisée après le retrait de 
la peau du crâne (Figure III-4 deuxième ligne). Nous avons alors constaté que l’imagerie Doppler est 
possible de manière totalement non invasive (à travers crâne et peau intacts) chez des jeunes rats 
jusqu’à l’âge d’environ 35 jours (Figure III-4 première ligne). Jusqu’à cet âge la qualité d’imagerie est 
acceptable pour visualiser les vaisseaux à la fois dans le cortex et jusqu’à la base du cerveau (8 mm de 
profondeur). Cependant, on observe ensuite que la qualité des images à travers la peau et le crâne 
intacts diminue progressivement avec l’âge des jeunes rats en raison de l’épaississement du crâne au 
Figure III-3 : Images représentant le volume sanguin cérébral (CBV, Cerebral Blood Volume) de 
souris âgées de quelques jours seulement à plus d’un an. Le même plan coronal (correspondant 
environ à Bregma -2.3 mm dans l’atlas d’une souris adulte) a été imagé à différents âges. Toutes 
ces acquisitions ont été faites  de manière complètement non invasive, à travers le crâne et la peau 
intacts.  
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cours du développement : en effet, l’image Doppler acquise de manière totalement non invasive dans 
le cerveau du rat âgé de 45 jours ne permet de visualiser quasiment aucun vaisseau sanguin, même 
dans le cortex. Le retrait de la peau améliore légèrement la qualité de l’image, en particulier pour le 
rat âgé de 45 jours : plusieurs grands vaisseaux dans le cortex, mais aussi plus profonds dans le cerveau, 
invisibles à travers le crâne et la peau, deviennent visibles après le retrait de la peau (Figure III-4 
deuxième ligne).  
 
Ces résultats montrent la possibilité de réaliser des études longitudinales, vasculaires ou 
fonctionnelles, dans le cerveau de jeunes rats en développement jusqu’à l’âge d’environ 1 mois.  
 
III.5. Discussion et conclusion 
 
Dans ce chapitre nous avons montré pour la première fois qu’il était possible de réaliser de 
l’imagerie Doppler ultrarapide de la vascularisation cérébrale de la souris et du jeune rat, de manière 
transcrânienne et complètement non invasive.  
 
Tomographie et visualisation du cerveau de la souris en 3D de manière complètement non invasive 
Dans un premier temps nous avons montré que chez la souris adulte, le système vasculaire du 
cerveau entier peut être imagé à travers le crâne et la peau intacts, de manière complètement non 
invasive et visualisé en 3 dimensions. Nous avons identifié dans ces images quelques points de repères 
Figure III-4 : CBV (cerebral blood volume) imagé dans le cerveau de jeunes rats âgés de 5 à 45 jours. Le 
même plan coronal (correspondant environ à Bregma -3.8 mm dans un atlas de rat adulte) a été acquis 
à différents âges sur 5  jeunes rats différents. Pour chaque âge, l’image sur la première ligne correspond 
à la première acquisition faite de manière complètement non invasive à travers la peau et le crâne 
intacts. L’image sur la deuxième ligne correspond à l’acquisition faite après retrait de la peau du crâne.  
Des images transcrâniennes de bonne qualité peuvent être obtenues chez le jeune rat jusqu’à environ 
l’âge de 1 mois, sans agent de contraste ni chirurgie invasive. 
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vasculaires. Dans la continuité de ce travail et sur la base de cette approche tomographique 
complètement non invasive il pourrait être intéressant de réaliser un atlas vasculaire complet et en 3 
dimensions du cerveau de la souris.  
 
Imagerie vasculaire au cours du développement chez le raton et la souris  
Nous montrons également dans ce chapitre que les vaisseaux du cerveau de la souris peuvent 
être imagés de manière complètement non invasive jusqu’à l’âge d’un an minimum (dernier âge 
étudié), tandis que chez le jeune rat cela reste possible uniquement jusqu’à l’âge de 35 jours, après 
quoi la qualité des images diminue progressivement. Après cet âge, il faut alors choisir entre une 
opération d’amincissement du crâne (Bruno-Félix Osmanski et al. 2014), une craniotomie (Sieu et al. 
2015), ou augmenter le rapport signal-à-bruit des images en injectant des agents de contraste 
ultrasonores (Errico et al. 2016) ou en utilisant une séquence ultrasonore adaptée telle que la 
séquence Multiplane Wave présentée dans le chapitre précédent (Tiran et al. 2015).  Bien que le crâne 
soit le principal obstacle au passage des ultrasons pour atteindre le cerveau, nous pouvons cependant 
remarquer que l’influence de la couche de peau n’est pas négligeable chez les jeunes rats que nous 
avons imagés, notamment lorsqu’ils sont âgés de plus de 30 jours. Cette atténuation du signal 
observée lorsque la peau n’est pas retirée pourrait s’expliquer par l’épaisseur de la peau elle-même 
qui augmente d’un facteur 3 entre un raton de 5 jours et un autre de 45 jours (0.5 mm contre 1.6 mm). 
La présence d’un tissu conjonctif sous la peau est aussi un facteur d’atténuation possible. En effet, 
nous savons de par nos expériences chez le rat que lorsque le tissu conjonctif n’est pas correctement 
nettoyé après l’amincissement du crâne le signal est perturbé d’une manière non homogène.  
 
Qualité des images transcrâniennes chez la souris et le raton 
Dans les plans coronaux représentés dans la Figure III-2 (b), un artéfact connu, appelé « stripe 
artifact » (artéfact de bandes) peut être observé (Vignon et al. 2010). Cet artéfact est dû à des 
aberrations provoquées par l’os du crâne. Cet effet pourrait être corrigé dans des travaux futurs en 
utilisant des approches de focalisations adaptatives, telles que la focalisation par retournement 
temporel en utilisant le bruit de speckle ou en utilisant le flux sanguin, deux méthodes développées au 
laboratoire par Montaldo et al. (Gabriel Montaldo, Tanter, and Fink 2011) et Osmanski et al. (Bruno-
Felix Osmanski et al. 2012).  
D’une manière générale, outre ces artéfacts de bandes visibles dans la Figure III-2 (b), la qualité 
des images présentées dans ce chapitre peut paraître légèrement inférieure par rapport à nos études 
antérieures. Il faut rappeler que dans les études précédentes les images avaient été réalisées dans des 
configurations plus avantageuses pour le signal Doppler puisqu’une craniotomie ou une fenêtre de 
crâne amincie avaient été réalisées sur des rats adultes (Macé et al. 2011; Bruno-Félix Osmanski et al. 
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2014; Sieu et al. 2015; Demené et al. 2016). Ici les modèles animaux utilisés (et donc leurs cerveaux) 
sont plus petits, et la propagation ultrasonore se fait directement à travers l’os du crâne, tandis que la 
fréquence ultrasonore des sondes utilisées dans ces expériences est la même que celle utilisée 
habituellement chez les rats adultes. Nous pourrions à l’avenir développer une sonde dédiée à 
l’imagerie chez la souris et le jeune rat pour laquelle la fréquence serait modifiée en conséquence. 
Cependant le choix de la fréquence résulterait forcément d’un compromis à faire entre la résolution à 
atteindre et l’atténuation du signal : en effet, une fréquence plus élevée permettrait une meilleure 
résolution (et donc une meilleure visualisation de certains vaisseaux très petits dans le cerveau de la 
souris et du très jeune rat), mais aurait aussi pour conséquence une plus grande atténuation du signal 
due à la présence du crâne. 
 
 En conclusion de ce chapitre, nos résultats ouvrent la voie à des études longitudinales, 
complètement non invasives chez les souris et les jeunes rats anesthésiés, deux modèles animaux 
d’un grand intérêt préclinique car bien adaptés pour les études du développement cérébral ou des 
études impliquant des modèles génétiques. Dans ce chapitre, seule de l’imagerie vasculaire a été 
présentée, mais de l’imagerie fonctionnelle par ultrasons (fUS) est également possible de manière 
complètement non invasive chez ces deux modèles. Chez le jeune rat, des travaux supplémentaires 
seront nécessaires afin d’optimiser le protocole anesthésique de manière à pouvoir observer les 
variations hémodynamiques suites à des stimulations dans ce modèle. Chez la souris de tels résultats 
d’imagerie fonctionnelle sont présentés dans les chapitres suivants, à la fois chez des animaux 
anesthésiés et éveillés. 
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CHAPITRE IV : 
Imagerie fonctionnelle ultrasonore ultrarapide (fUS) 
chez le petit animal éveillé et en mouvement 
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IV. Imagerie fonctionnelle ultrasonore ultrarapide (fUS) chez le petit 
animal éveillé et en mouvement  
 
IV.1. Introduction : intérêt de développer de nouvelles techniques permettant 
d’imager le cerveau d’un animal éveillé et en mouvement  
 
IV.1.1. Limites des techniques d’imagerie actuelles 
 
Une des limitations de l’IRMf (imagerie par résonance magnétique fonctionnelle) dans le cadre de 
l’imagerie cérébrale chez le petit animal est qu’il est souvent nécessaire d’utiliser une anesthésie 
générale, afin d’éviter les mouvements des animaux pour pouvoir acquérir des images de bonne 
qualité. L’utilisation d’anesthésiques exclut la possibilité de réaliser des expériences 
comportementales et cognitives et soulève de nombreuses questions telles que la modification du 
métabolisme neuronal et du débit sanguin cérébral au cours de l’anesthésie (Lahti et al. 1999; Gao et 
al. 2016). Plusieurs protocoles ont donc été proposés afin d’adapter les expériences en IRMf à 
l’imagerie de rongeurs éveillés. Une première solution utilisée chez le rat afin d’éviter ses mouvements 
au cours des acquisitions d’imagerie cérébrale est la contention combinée avec des procédures 
d’habituation spécifiques pour minimiser le stress (King et al. 2005; Lahti et al. 1998). Cette technique 
est rarement appliquée aux acquisitions en IRMf chez la souris éveillée car plus difficile à mettre en 
place (Desai et al. 2011). Une autre approche permettant de garder l’animal conscient tout en évitant 
ses mouvements est d’utiliser des relaxants musculaires afin de paralyser son corps durant 
l’expérience (Peeters et al. 2001). Par conséquent, bien que l’IRMf soit une méthode d’imagerie non 
Figure IV-1 : (a) Photographie représentant un montage expérimental de contention pour réaliser 
des acquisitions sur rats éveillés dans un appareil IRM (image extraite de l’article de Lahti et al. 
(1998)). Le montage est composé d’une structure en plexiglas (A) dans laquelle viennent s’insérer les 
supports de tête (B) et de corps (C), ainsi que de petites barres en plastique flexibles permettant de 
tenir la tête de l’animal de manière fixe dans le support de tête (D). (b) Schéma d’un montage 
expérimental de contention permettant de mesurer l’activation neuronale chez la souris éveillée par 
une technique d’opto-fMRI (image extraite de l’article de Desai et al. (2011)). (c) Photographie d’un 
appareil IRM dédié aux expérimentions sur rongeurs. 
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invasive puissante, possédant à la fois une bonne résolution spatiale et temporelle, la nécessité 
d’immobiliser les animaux durant les acquisitions limite fortement la possibilité d’expériences sur 
animaux éveillés (Figure IV-1).  
 
 D’autres techniques d’imagerie (électrophysiologie, optique, imagerie photo-acoustique…) 
permettent l’enregistrement de l’activité neuronale électrique (Fan et al. 2011) ou d’une réponse 
hémodynamique (Packer et al. 2015; Yu et al. 2015; Sigal et al. 2016) chez des animaux mobiles  (Figure 
IV-2), mais dans ce cas le champ de vue est souvent limité à quelques mm en surface du cortex (Tang, 
Dai, and Jiang 2016) et des procédures chirurgicales invasives sont souvent nécessaires.  
 
 Ces limitations démontrent l’intérêt de développer de nouvelles techniques d’imagerie 
cérébrale permettant d’imager le cerveau du petit animal éveillé et en mouvement. Afin de dépasser 
les limitations actuelles précédemment citées, ces nouvelles techniques doivent fournir à la fois une 
bonne résolution spatiale, temporelle, un champ de vue le plus grand possible, tout en étant les moins 
invasives possibles.  
 
Figure IV-2 : (a ; b ; c) Images extraites de l’article de Sigal et al. (2016) : montage expérimental 
d’imagerie optique (a) permettant d’imager les flux sanguins chez un rat éveillé et en mouvement 
(b) sur un champ de vue de 2x2 mm avec une résolution latérale de 4.4 µm (c) et un échantillonnage 
temporel de 1 à 8 Hz. (d ; e ; f) Images extraites de l’article de Fan et al. (2011) présentant un 
montage expérimental d’électrophysiologie permettant d’enregistrer l’activité neuronale en 
plusieurs endroits du cerveau à l’aide d’électrodes implantées (d) dans le cerveau de rats ou de 
souris éveillés et complètement libres de leurs mouvements grâce à un système de télémétrie sans 
fil (e). Ce type de montage permet d’enregistrer les potentiels d’action des neurones (f) avec une 
grande résolution temporelle (30 kHz), mais ne permet pas d’obtenir d’image.  
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IV.1.2. L’imagerie fUS chez le rat éveillé et en mouvement  
 
Au tout début de ma thèse j’ai participé, dans le cadre d’une collaboration avec l’équipe du Dr 
Ivan Cohen de l’Institut de Biologie Paris Seine à l’UPMC, à démontrer que l’imagerie fonctionnelle par 
ultrasons (fUS) (Macé et al. 2011) était possible chez des rats éveillés et libres de leurs mouvements 
en utilisant une petite sonde ultrasonore fixée sur leur tête (Sieu et al. 2015, voir également la thèse 
de Lim-Anna Sieu soutenue en 2016). La possibilité d’imager le cerveau de rats en mouvement confère 
un énorme avantage au fUS par rapport à l’IRMf, en plus des avantages existants tels que la résolution 
spatiale et temporelle élevée, le faible coût de la technique, la portabilité de l’appareil ou encore sa 
facilité d’entretien comparé à l’IRMf. Cependant contrairement à l’IRMf, nous avons vu dans le 
chapitre précédent que le crâne du rat adulte reste un obstacle pour l’imagerie fUS. Par conséquent 
pour réaliser ces expériences d’imagerie fonctionnelle chez les rats éveillés et en mouvement une 
opération chirurgicale fut nécessaire : après craniotomie une prothèse de polymère transparente aux 
ultrasons a été mise à la place du crâne pour protéger les tissus. La craniotomie permet un large champ 
de vue dans le cerveau et la prothèse de polymère permet des études longitudinales avec des 
conditions d’imagerie stables pendant 1 à 2 mois (Figure IV-3).  
 
 
 
 
 
 
 
Figure IV-3 : (a) Représentation schématique des 
limites de la craniotomie (rouge) et de la position 
des écrous de fixation (vert). (b) représentation 
schématique de la prothèse en polymère 
remplaçant le crâne (orange), du porte-sonde 
(bleu), du moteur (violet) et de la sonde (gris). (c) 
Résultat de la chirurgie. (d) Rat équipé de 
l’ensemble du montage expérimental. (e) Image 
Doppler d’un plan coronal obtenu dans le cerveau 
d’un rat à travers la prothèse en polymère. 
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IV.1.3. Passage du modèle « rat » au modèle « souris » : enjeux et difficultés  
 
Dans le cadre de ma thèse nous avons cherché à étendre ces résultats démontrés chez le rat 
(Sieu et al. 2015) au modèle souris. En effet, l’existence d’une large gamme de modèles génétiques 
disponibles chez la souris fait de cet animal le modèle le plus important pour les études précliniques 
en neurosciences. Cependant, à ce jour, les modalités de neuroimagerie permettant d’étudier 
l’ensemble du cerveau, telle que l’IRMf, sont limitées chez cette espèce. Cela se remarque lorsque l’on 
compare le nombre d’articles rapportant des études faites par IRMf chez la souris et chez le rat. Une 
simple analyse de la bibliographie sur Pubmed en utilisant les mots-clés « fMRI AND mice » ou « fMRI 
AND rats » retourne 31 articles pour le modèle souris contre 158 pour le modèle rat, soit 5 fois plus 
d’articles concernant les rats que les souris. Cette disparité peut être principalement expliquée par le 
fait qu’il est plus difficile d’obtenir des images de haute qualité en IRMf chez les souris, notamment à 
cause de leur taille réduite, de distorsions dans les images et de pertes de signal par rapport aux rats 
(Nasrallah, Tay, and Chuang 2014), même si de récents progrès sont en cours grâce au développement 
de bobines refroidies cryogéniquement (cryo-coils) (Ratering et al. 2008). La Figure IV-4 présente deux 
cartes d’activation fonctionnelle obtenues en IRMf suite à la stimulation de la patte avant gauche chez 
des rats (Figure IV-4 (a), Pawela et al. 2009) ou chez des souris (Figure IV-4 (b), Nasrallah, Tay, and 
Chuang 2014) anesthésiés : on remarque une nette perte de qualité d’imagerie chez le modèle souris. 
Devant les limitations de l’IRMf pour imager ce modèle animal extrêmement important en recherche 
préclinique nous avons trouvé intéressant de démontrer que le fUS pouvait être une méthode 
d’imagerie cérébrale tout à fait applicable au modèle souris.  
 
Dans le chapitre précédent nous avons déjà démontré que l’imagerie par ultrasons était 
possible de manière complètement non invasive (à travers la peau et l’os du crâne) chez des souris de 
tout âge sous anesthésie. Dans ce nouveau chapitre nous présentons comment la mise au point d’un 
Figure IV-4 : Cartes d’activation fonctionnelle obtenues par IRMf chez le rat (a) et la souris (b) 
anesthésiés, suite à une stimulation de la patte avant gauche. Dans les deux cas le cortex primaire 
sensoriel lié à la patte avant gauche (S1FL) s’active dans l’hémisphère droit, mais on peut remarquer 
une nette différence en termes de qualité d’imagerie entre l’acquisition chez le rat et chez la souris. 
L’image (a) est extraite de Pawela et al. (2009), l’image (b) de Nasrallah et al. (2014). 
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nouveau montage expérimental (IV.2.1) et l’optimisation des séquences d’acquisition ultrasonores 
(IV.2.2) nous ont permis de réaliser des acquisitions d’imagerie cérébrale fonctionnelle (fUS) chez des 
souris éveillées et libres de leurs mouvements, de manière transcrânienne et peu invasive (IV.2.3).  
 
IV.2. Imagerie fonctionnelle transcrânienne du cerveau de la souris éveillée et 
libre de ses mouvements 
 
IV.2.1. Présentation du protocole expérimental et du montage expérimental associé  
 
Respect de la règlementation 
Les souris ont été hébergées  4 par cage, dans un environnement contrôlé (22°C ± 2°C; 50% 
d'humidité relative, cycle d'obscurité-lumière de 12h/12h) avec de la nourriture et de l'eau à volonté. 
Pour minimiser le stress au cours de la procédure expérimentale, elles ont bénéficié d’une période 
d'acclimatation de 7 jours après leur arrivée dans l’animalerie. Toutes les souris ont reçu des soins 
humains en accord avec les directives de 2010 de la Communauté Européenne. Cette étude a été 
approuvée par le Comité local d'éthique en matière d'expérimentation animale (n°59, C2EA -59, « Paris 
Centre et Sud ») et a reçu le numéro de protocole APAFIS#3323-2015122411279178_v3-3. 
 
Préparation des animaux  
Les expériences dont les résultats sont présentés dans ce chapitre ont été réalisées chez des 
souris C57BL/6 mâles (Janvier Labs, Le Genest St Isle, France), âgées de 8 semaines au début des 
expériences.  
Afin de permettre une fixation simple et rapide, par simple aimantation, entre la sonde 
ultrasonore et la tête des animaux, un cadre métallique magnétique et plat a été fixé sur le crâne des 
souris (Urban et al. 2015) (voir le paragraphe suivant et la Figure IV-5 pour une description complète 
et détaillé du montage expérimental). Pour réaliser l’implantation chirurgicale du cadre métallique, les 
souris ont été anesthésiées par un mélange de kétamine (100 mg/kg, injection intrapéritonéale) et de 
médétomidine (1 mg/kg, Domitor®, injection intrapéritonéale) et placées dans un cadre de stéréotaxie. 
Après vérification de la perte du réflexe de retrait de la patte suite à un pincement, la peau du crâne 
et le périoste ont été retirés afin d’accéder au crâne. Le cadre métallique a été fixé sur le crâne à l’aide 
de deux vis chirurgicales et de Super-bond C&B (Phymep, France). La stabilité de la fixation a été 
également renforcée à l’aide de ciment dentaire (Henry Schein, France) (Figure IV-5 (c1)). La fenêtre 
d’imagerie permise par le cadre métallique (allant grossièrement de Bregma à Lambda) a ensuite été 
couverte de Kwik-CastTM (Phymep, France) entre chaque session d’imagerie afin de protéger et 
maintenir l’intégrité de l’os (Figure IV-5 (c2)). Une fois l’opération d’implantation du cadre métallique 
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terminée, l’anesthésie a été « annulée » par une injection sous-cutanée d'atipamézole (1 mg/kg, 
Antisedan®). Toutes les souris ont également reçu une administration prophylactique de pénicilline 
(Extencillin®, 100.000 UI/kg, injection intramusculaire) et meloxicam (Metacam® 5 mg/kg/jour, 
injection sous-cutanée) pour éviter la douleur postopératoire. Les souris ont ensuite eu une semaine 
de récupération pour se remettre de cette procédure chirurgicale avant de commencer les 
expérimentations.  
Juste avant les acquisitions d’imagerie fonctionnelle ultrasonore les souris ont été légèrement 
anesthésiées par inhalation d’isoflurane. Durant cette brève période d’anesthésie la protection de 
Kwik-CastTM a été enlevée, le crâne a été nettoyé avec une solution saline, puis un gel échographique 
a été appliqué dans la fenêtre d’imagerie. La sonde, préalablement fixée dans le porte-sonde 
magnétique a ensuite été fixée sur le cadre métallique et alignée avec le bord du cadre (Figure IV-5 
(d)). Les souris ont été placées dans une cage vide (sans sciure) afin d'avoir un accès plus facile à leurs 
vibrisses (moustaches) lors des stimulations. 
 
Description du montage expérimental conçu pour les acquisitions d’imagerie fonctionnelle sur les souris 
éveillées et librement mobiles 
 Le principal défi pour réaliser des expériences d’imagerie sur des souris éveillées et librement 
mobiles est leur petite taille comparée à celle des rats. Notre montage expérimental se compose d'une 
sonde à ultrasons montée dans un porte-sonde magnétique et d’un cadre métallique fixé sur la tête 
des souris (Figure IV-5 (a-b)). Tous les éléments du montage ont été conçus de manière à minimiser 
leur taille et leur poids. La sonde est connectée à un scanner de recherche ultrasonore ultrarapide 
(AixplorerTM, SuperSonic Imagine, Aix-en-Provence, France) permettant d’utiliser Matlab (MathWorks, 
Natick, Massachussets, USA).  
La sonde ultrasonore utilisée dans ces expériences est une nouvelle sonde ultralégère 
spécifiquement conçue pour les expériences d’imagerie sur rongeurs éveillés et en mouvement 
(fréquence centrale de 15MHz, 128 éléments, pas de 0.110 mm, 8 mm de distance focale et 400 µm 
de largeur focale). Par rapport au précédent modèle de sonde utilisé pour les expériences de rats 
mobiles (Sieu et al. 2015) (IV.1.2), l’épaisseur de la sonde a été réduite par un facteur  5 (passant ainsi 
de 1.85 cm à 0.4 cm), son poids par un facteur 3 (passant de 12 g à 4 g), et son câble a été rendu plus 
flexible (Figure IV-5 (a)). La sonde a été conçue en interne au laboratoire et fabriquée par Vermon 
(Tours, France) selon nos spécifications. 
 Le cadre métallique (Figure IV-5 (c1)) a été conçu pour être fixé directement sur le crâne intact 
de la souris (aucun amincissement du crâne n’est nécessaire (chapitre III) contrairement aux 
expériences réalisées sur des rats adultes) suivant la procédure d'implantation décrite ci-dessus. Ce 
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cadre métallique est un rectangle de 12 mm par 23 mm permettant une fenêtre d'imagerie de 6 mm 
par 21 mm. Il a été découpé dans une tôle d'acier galvanisé, matériau choisi pour ses propriétés 
magnétiques, afin de permettre une fixation rapide avec le porte-sonde. A cet effet, 4 aimants petits 
mais puissants (Supermagnete, Q-05-1.5-01-N, 1 x 1,5 x 5 mm, NdFeB, force adhésive 140 g) ont été 
collés à la base du porte-sonde (Figure IV-5 (a-b)). Le porte-sonde a été dessiné par nos soins dans le 
logiciel Autodesk Inventor et fabriqué à l’aide d’une imprimante 3D (MakerBot).  
 Entre les sessions d’expérience les souris portaient donc uniquement ce cadre métallique et 2 
vis, correspondant à un poids total de 1.4 g (Figure IV-5 (c1-c2)). Aucune perturbation de l’activité 
normale des souris portant ce cadre métallique n’a été observée (Figure IV-5 (c2)). Lors des 
expériences d’imagerie fonctionnelle, les souris portaient la configuration totale (cadre métallique +  
sonde + porte-sonde) correspondant à un poids total d'environ 8 g (Figure IV-5 (d)). Dans cette version 
actuelle du montage expérimental, correspondant à une preuve de concept, l’expérimentateur doit 
Figure IV-5 : Montage expérimental pour les acquisitions fUS sur souris éveillées et en mouvement 
libre. (a) Le montage, conçu pour permettre une fixation rapide et simple de la sonde lors des 
expériences sur souris éveillées et en mouvement, se compose de 3 parties : la sonde, le porte-sonde 
magnétique, et un cadre métallique léger fixé sur le crâne intact de la souris. (b) Photo du montage 
une fois les 3 parties assemblées. (c1)-(c2) Une souris équipée du cadre métallique.  Le cadre 
métallique est la seule partie du montage que la souris garde sur la tête en permanence entre deux 
sessions expérimentales. Le crâne intact (pas d’amincissement dans la fenêtre d’imagerie) (c1) de la 
souris est protégé par une couche de plastique Kwik-CastTM  entre deux sessions expérimentales (partie 
verte visible dans (c2)). (d) La même souris équipée du montage complet durant une session 
expérimentale. 
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alléger manuellement le poids du montage expérimental en tenant le câble de la sonde et en suivant 
les mouvements de la souris pour limiter les efforts de torsion du câble notamment.  
 Une fois les souris équipées du système d’imagerie et après une habituation de 30 min, leurs 
vibrisses ont été stimulées manuellement à l'aide d'un coton-tige afin d’étudier la possibilité de réaliser 
de l’imagerie fUS sur des souris dans des conditions d’éveil. Le schéma de stimulation consistait en 3 
stimulations de 30 secondes chacune (5-7 Hz, 1 cm d'amplitude) des vibrisses droites ou gauches de la 
souris, séparées par 60 secondes de non stimulation, sur une durée totale d'acquisition de 5 minutes. 
 
Séquences d’acquisition ultrasonore 
Comme dans le chapitre précédent, les images vasculaires ont été obtenues en utilisant la 
technique d’imagerie Doppler ultrarapide par coherent compounding (recombinaison cohérente) 
(Bercoff et al. 2011). Typiquement 11 ondes planes inclinées, séparées de 2°, ont été utilisées pour 
former une image recombinée (Montaldo et al. 2009). Un paquet de plusieurs centaines d’images 
recombinées a été acquis avec une cadence d’imagerie très élevée (typiquement 200 à 400 images 
acquises à 500 Hz, ce qui permet d’enregistrer plusieurs cycles cardiaques). Ce paquet de plusieurs 
centaines d’images a ensuite été filtré à l’aide d’un filtre spatio-temporel utilisant la décomposition en 
valeurs singulières (SVD) (Demene et al. 2015) : cette étape de filtrage permet de séparer le signal de 
flux sanguin du signal des tissus.  
Les images de vascularisation Doppler présentées dans ce chapitre proviennent de l’acquisition 
de 400 images recombinées acquises à 500 Hz. Les ondes planes étaient inclinées avec les valeurs 
suivantes : [-10, -8, -6, -4, -2, 0, 2, 4, 6, 8,10] °.  
Pour les acquisitions d’imagerie fonctionnelle, une image Doppler a été acquise chaque 
seconde durant 5 minutes  (chaque image Doppler étant obtenue à partir de 200 images recombinées 
acquises à 500 Hz grâce à l’insonification de 5 ondes planes inclinées avec les angles [-4, -2, 0, 2, 4]°). 
Une optimisation de la séquence d’acquisition ultrasonore a cependant été nécessaire afin de pouvoir 
l’utiliser sur des souris éveillées. En effet, nous avons observé lors des premiers tests d’imagerie fUS 
sur des souris éveillées que de fort signaux Doppler provenant des muscles temporaux induisaient des 
artéfacts dans l’image, notamment dans la partie centrale de l’image correspondant au cerveau. La 
solution pour réduire ces artéfacts provenant des muscles consiste à appliquer une apodisation 
(Cobbold 2006) lors de l’émission et de la réception sur les bords de la sonde, afin de minimiser la part 
d’ondes ultrasonores reçue et rétrodiffusée par les muscles. Cet artéfact et la solution utilisée sont 
présentés plus en détail dans la partie suivante. 
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IV.2.2. Amélioration de la séquence d’imagerie pour résoudre un problème d’artéfact 
lié aux mouvements de la mâchoire de la souris. 
 
Nous avons démontré dans le chapitre précédent (chapitre III) qu’il était possible d’imager de 
manière transcrânienne et complètement non invasive, le cerveau de souris anesthésiées, quel que 
soit leur âge,  à travers leur crâne et leur peau intacts, en utilisant des séquences d’imagerie Doppler 
ultrarapide classiques. Dans ce chapitre nous nous intéressons à la possibilité de faire de l’imagerie 
vasculaire cérébrale Doppler ultrarapide ainsi que de l’imagerie fonctionnelle cérébrale chez la souris 
éveillée et libre de ses mouvements. Théoriquement, et aux vues des résultats du chapitre précédent, 
ce genre d’imagerie pourraient donc se faire de manière complètement non invasive chez la souris 
éveillée, comme nous l’avons démontré chez la souris anesthésiée. Cependant, comme la peau du 
crâne n’est pas rigidement liée au crâne mais au contraire peut bouger par rapport à celui-ci, une 
fixation entièrement non invasive sur la peau (à l’aide de colle par exemple) a été tentée mais n’a pas 
fonctionné. En effet, afin d’éviter les artéfacts lorsque la souris est libre de ses mouvements, une 
stabilisation solide de la sonde est nécessaire. C’est pour cela que le cadre métallique magnétique a 
été fixé directement sur le crâne des souris à l’aide de vis de fixation (Figure IV-5) et que la peau du 
crâne a été retirée dans la fenêtre d’imagerie. De plus, le fait de retirer la peau du crâne nous permet 
de fixer le cadre métallique de manière précise en se servant des repères visible sur l’os (Bregma et 
Lambda). En utilisant ce montage, des images Doppler ultrarapides de haute qualité ont été obtenues 
pour la première fois sur une souris éveillée et libre de ses mouvements (Figure IV-6) : on observe sur 
ces images coronales la vascularisation du cerveau ainsi que des tissus environnants. Plusieurs coupes 
coronales différentes ont pu être acquises entre Bregma et Lambda en bougeant manuellement la 
sonde par rapport au cadre métallique. Notre montage expérimental nous permet donc d’accéder à 
différentes aires cérébrales. 
Figure IV-6 : Images vasculaires du cerveau d’une souris éveillée et pouvant se déplacer librement, 
obtenues par acquisition Doppler ultrarapide classique. Plusieurs plans coronaux ont pu être imagés 
entre Bregma et Lambda en bougeant manuellement la sonde par rapport au cadre métallique fixé 
sur la tête de la souris. Ces plans coronaux ont été identifiés comme correspondant aux plans de 
coordonnées Bregma -3.5 mm (a), -2.5 mm (b), -1.5 mm (c). 
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 Ces images vasculaires ont été obtenues avec une séquence d’imagerie ultrasonore 
classique, identique à celles utilisées chez les souris anesthésiées. Cependant, afin d’étudier l’activité 
cérébrale au cours du temps une optimisation de la séquence d’acquisition a été nécessaire. En effet, 
sur ces images vasculaires faites à un instant t, et notamment sur la coupe coronale correspondant à 
la Figure IV-6 (b), on peut observer sur les bords du cerveau la présence de deux muscles temporaux 
(muscles de la mâchoire) présentant un signal Doppler fort. A cet instant t, les muscles ne sont pas 
activés et leur signal ne vient pas perturber le reste de l’image. Cependant, dès les premières 
Figure IV-7 : Optimisation de la séquence ultrasonore permettant de cibler l’énergie sur la zone 
contenant uniquement le cerveau afin de réduire un artéfact provenant des muscles temporaux 
de part et d’autre du cerveau de la souris. Une image Doppler a été acquise toutes les secondes 
pendant 5 minutes en utilisant (a) une séquence ultrasonore classique utilisant les 128 éléments 
de la sonde, ou bien (b) la séquence ultrasonore optimisée avec apodisation des éléments 
extrêmes de la sonde par une fenêtre de Hamming, à la fois à l’émission et à la réception. (c) Le 
signal Doppler provenant des muscles temporaux induit un artéfact dans la région centrale de 
l’image (encadrée en blanc) contenant le cerveau, et conduit à une forte augmentation de 
l’amplitude du signal Doppler moyennée dans cette zone centrale d’intérêt (jusqu’à +120%). Deux 
images Doppler ont été affichées : une correspondant à un de ces pics d’amplitude (image de 
gauche) et une autre lors d’une phase stable où les muscles ne sont pas activés (image de droite). 
(d) La séquence optimisée, apodisant le signal des éléments latéraux sur 3.5 mm à la fois en 
émission et réception, conduit à un signal Doppler au cours du temps bien plus stable. Les 
amplitudes des variations du volume sanguin cérébral dans la zone d’intérêt encadrée en blanc 
sont <20%, ce qui est compatible avec des variations induites par une activité cérébrale. 
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expériences sur les souris éveillées nous nous sommes rendu compte que de nombreuses images 
acquises étaient perturbées par un artéfact rendant nos acquisitions fonctionnelles inexploitables. En 
effet, lorsque la souris utilise ses muscles temporaux (ce que nous avons identifié comme étant lié à 
un phénomène de mastication de la souris), le signal Doppler provenant des muscles devient très fort 
et perturbe l’image, non seulement sur les bords où se trouvent les muscles, mais également dans la 
zone centrale de l’image où se trouve le cerveau. Cet artéfact résulte en une augmentation allant 
parfois jusqu’à +120% du signal Doppler de base (Figure IV-7 (c)). Cet artéfact n’est pas gênant dans le 
cas où seule une image vasculaire à un instant t quelconque doit être acquise : si les muscles sont 
activés à cet instant t il suffit de refaire l’acquisition quelques secondes plus tard et de garder l’image 
sans artéfact. Dans le cas des acquisitions d’imagerie fonctionnelle le problème est plus délicat car 
l’information clé dont nous avons besoin correspond justement à la variation du signal Doppler au 
cours du temps, provoquée par l’activité fonctionnelle du cerveau, et non provoquée par des 
perturbations extérieures du signal de type artéfact. Dans ce type d’acquisition une image Doppler 
ultrarapide est acquise chaque seconde durant 5 minutes et chaque image au cours du temps est 
importante. Il nous a donc été nécessaire de modifier la séquence ultrasonore afin de supprimer ces 
artéfacts musculaires. Pour cela, nous avons fait en sorte de « masquer » les muscles temporaux, à la 
fois lors de l’émission et de la réception à l’aide d’une apodisation du signal par une fenêtre de 
pondération de type Hamming (Figure IV-7). Cette amélioration de la séquence d’acquisition conduit 
bien à une suppression significative de l’artéfact et à une image Doppler au cours du temps plus stable 
et de bien meilleure qualité, dont les variations d’amplitude sont compatibles avec une activité 
cérébrale (<20%) chez la souris éveillée (Figure IV-7 (d)). 
 
IV.2.3. Imagerie fonctionnelle par stimulation des vibrisses de la souris 
 
Nous avons ensuite réalisé des expériences d’imagerie fonctionnelle par stimulation des vibrisses 
chez la souris éveillée. La sonde a été placée de façon à visualiser le plan coronal correspondant à la 
coordonnée antéropostérieure Bregma -1.5 mm, c’est-à-dire le plan coronal contenant le cortex 
sensoriel S1BF. La Figure IV-8 (a) est une carte d’activation représentant la répartition spatiale de la 
réponse hémodynamique suite à la stimulation manuelle des vibrisses gauches de la souris. L’image 
de fond en niveaux de gris est l’image vasculaire de la coupe coronale imagée. Le niveau de corrélation 
superposé à cette image correspond à la corrélation temporelle entre le schéma de stimulation (60 s 
de non stimulation suivies de 30 s de stimulation, répété durant 5 min ; représenté en rosé dans le 
graphique de la Figure IV-8 (b)) et la réponse hémodynamique. Seuls les pixels ayant un niveau de 
corrélation supérieur à 3 fois le niveau de bruit ont été considérés comme significativement activés 
par le stimulus et sont représentés dans l’image (Figure IV-8 (a)). La stimulation des vibrisses conduit 
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à une activation controlatérale de la zone fonctionnelle S1BF : en effet, la stimulation des vibrisses 
gauches est fortement corrélée avec une augmentation du volume sanguin cérébral dans la zone S1BF 
de l’hémisphère droit (Figure IV-8 (b)). La valeur de corrélation moyenne dans la zone activée est de 
0.56. La même expérience a été réalisée sur N=3 souris, le coefficient de corrélation moyen est de 0.55 
± 0.15.  
 
En conclusion, grâce à notre nouvelle sonde ultra légère, à notre montage expérimental 
permettant une fixation simple et rapide de la sonde sur la tête des souris, et grâce à notre 
optimisation de la séquence ultrasonore classique, nous avons démontré dans cette partie que 
l’imagerie fonctionnelle par ultrasons (fUS) permet de visualiser de manière fiable les changements 
hémodynamiques induits par une tâche chez des souris éveillées et librement mobiles. Le tout a été 
obtenu à travers un crâne intact, sans nécessiter de chirurgie invasive ou d’injection d’agents de 
contraste.  
 
Figure IV-8 : Imagerie fonctionnelle fUS du cerveau d’une souris éveillée et librement mobile à travers 
son crâne intact : observation des variations du flux sanguin dans le cortex sensoriel S1BF en réponse 
à une stimulation des vibrisses. (a) L’image de fond en niveaux de gris est une image des vaisseaux 
sanguins dans le plan coronal choisi (Bregma -1.5 mm). Echelle : 1 mm. Le niveau de corrélation 
représente la corrélation temporelle entre le stimulus et la réponse hémodynamique dont le décours 
temporel est présenté en (b).  
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IV.3. Discussion et conclusion 
 
Dans ce chapitre nous avons démontré la possibilité de faire de l’imagerie fonctionnelle 
ultrasonore ultrarapide (fUS) chez le petit animal éveillé et en mouvement, et notamment de manière 
transcrânienne et peu invasive chez la souris. Pour cela nous avons utilisé une nouvelle sonde 
ultrasonore ultra légère spécialement conçue pour l’imagerie chez le petit animal éveillé et nous avons 
mis au point un système de fixation de la sonde à la fois léger, peu encombrant et très simple à utiliser. 
De plus nous avons identifié que le mouvement rapide et le fort signal Doppler provenant des muscles 
de la mâchoire de la souris, de part et d’autre du cerveau, étaient à l’origine d’artéfacts rendant nos 
expériences d’imagerie fonctionnelle impossibles. Pour résoudre ce problème nous avons optimisé 
notre séquence d’acquisition ultrasonore ultrarapide classique en y ajoutant une apodisation des 
bords de l’image, afin de ne pas envoyer d’ultrason sur ces muscles latéraux et de ne pas recevoir de 
signal parasite de leur part.  
 
Imagerie fUS minimalement invasive sur souris éveillées 
Bien qu’il soit possible d’obtenir des images vasculaires cérébrales de très bonne qualité de 
manière complètement non invasive chez la souris anesthésiée, comme nous l’avons vu dans le 
chapitre précédent, les expériences sur souris éveillées nécessitent une fixation solide entre le crâne 
et la sonde. Pour cela nous avons vissé et cimenté un cadre métallique très léger sur le crâne des souris. 
Cette approche est minimalement invasive, la cavité crâniale et la zone d’imagerie étant laissée 
intacte, réduisant ainsi le risque d’infection. Le cerveau est donc préservé dans un état plus 
physiologique comparé aux craniotomies (notre précédente approche utilisée chez les rats éveillés 
(Sieu et al. 2015)) pouvant provoquer des changements importants d’un point de vu biochimique, 
morphologique et vasculaire dans le cerveau du rat, mais également au niveau comportemental (Cole 
et al. 2010; Lagraoui et al. 2012; Forcelli, Kalikhman, and Gale 2013). Une alternative à la chirurgie pour 
réaliser des images cérébrales de manière transcrânienne est l’injection d’agents de contraste (Errico 
et al. 2016). Injecter des agents de contraste dans des animaux éveillés et en mouvement serait 
théoriquement possible mais compliqué à mettre en œuvre, car cela nécessiterait de placer un 
cathéter dans une veine de la souris de telle façon que cela ne la gêne pas dans ses mouvements. Une 
telle procédure augmenterait le risque d’infections et/ou de douleur. La possibilité d’imager le cerveau 
des souris directement à travers leur crâne intact est donc d’un réel intérêt pour les études 
longitudinales et comportementales en condition d’éveil. 
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Perspective d’amélioration du montage expérimental 
 Un des principaux défauts du montage expérimental dans sa version présentée ici est la 
nécessité de soutenir manuellement le câble de la sonde et de suivre les mouvements de la souris, afin 
d’éviter des problèmes de torsion du câble notamment. Une amélioration du montage est en cours de 
test au laboratoire afin de ne plus avoir besoin que l’expérimentateur tienne le câble. Pour cela, au 
lieu de placer la souris dans une cage classique nous avons placé la souris dans une cage ultra légère 
en fibre de carbone, flottant sur un coussin d’air. Nous avons détourné l’utilisation « normale » d’un 
système expérimental permettant de faire des expérimentations sur souris éveillées avec tête fixée, 
en utilisant uniquement la cage et le support propulsant l’air comprimé, sans utiliser la partie « fixation 
de la tête »  (voir le chapitre V et le système Mobile HomeCageTM dans sa configuration normale « tête 
fixée »). Ainsi le câble est simplement fixé au-dessus de la cage à l’aide d’une pince de fixation (afin de 
limiter le poids supporté par la souris), mais les mouvements de torsion du câble sont largement 
réduits. En effet, la cage étant sur coussin d’air, lorsque la souris essaie de tourner sur elle-même son 
mouvement est compensé par le mouvement de la cage sous ses pieds et le câble ne se tord pas.  
 
La perspective de sondes toujours plus petites, plus légères, et permettant des acquisitions 3D… 
La nouvelle sonde ultrasonore ultra légère utilisée chez la souris pourrait être encore 
améliorée de plusieurs façons. Tout d’abord, comme nous l’avons déjà discuté dans le chapitre 
précédent, un ajustement de la fréquence ultrasonore pourrait être envisagé, tout en faisant un 
compromis entre la résolution à atteindre et l’atténuation du signal : en effet, une fréquence plus 
élevée permettrait une meilleure résolution (et donc une meilleure visualisation de certains vaisseaux 
très petits dans le cerveau de la souris), mais aurait aussi pour conséquence une plus grande 
atténuation du signal due à la présence du crâne. La sonde pourrait également être miniaturisée 
d’avantage en réduisant le nombre d’éléments puisque finalement l’apodisation des bords de l’image 
revient à n’utiliser qu’environ 64 éléments sur les 128 lors des expériences d’imagerie fonctionnelle. 
Enfin, dans un futur plus lointain les technologies de type cMUT (capacitive micromachined ultrasonic 
transducers) fourniront certainement des solutions très attractives pour l’imagerie chez le petit animal 
éveillé, puisqu’elles pourraient permettre de réduire encore d’avantage la taille et le poids des sondes, 
mais également de réaliser des matrices 2D. En effet, une des principales limitations restante, face au 
concurrent qu’est l’IRM fonctionnel, reste la possibilité restreinte de faire de l’imagerie fonctionnelle 
3D chez le petit animal. En l’absence de sonde 2D suffisamment haute fréquence pour obtenir une 
bonne résolution d’imagerie chez le petit animal, des stratégies à l’aide de sondes linéaires montées 
sur des moteurs sont possibles et ont déjà été utilisées chez l’animal anesthésié (Gesnik et al. 2017). 
Cependant, ces solutions restent peu envisageables chez les souris éveillées et librement mobiles à 
cause du poids supplémentaire que cela induirait.  
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Vers l’étude de la connectivité fonctionnelle sur souris éveillées… 
Plus généralement encore que l’imagerie fonctionnelle induite par une tâche, nos précédents 
résultats ouvrent également la voie à l’étude de la connectivité fonctionnelle du cerveau de la souris 
éveillée. La souris est un modèle de choix pour de nombreuses maladies en recherche préclinique, et 
notamment au niveau psychiatriques et neurologiques. L’utilisation d’anesthésiques peut poser 
problème dans ce domaine de recherche puisqu’ils induisent inévitablement des modifications du 
fonctionnement du cerveau. Par conséquent, le fait de pouvoir étudier la connectivité fonctionnelle 
dans ce modèle animal en condition d’éveil permettrait des avancées conséquentes dans les études 
précliniques en neurosciences. L’étude de la connectivité fonctionnelle chez la souris est le sujet 
abordé dans le chapitre suivant. 
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Etude de la connectivité fonctionnelle chez la souris 
par imagerie fonctionnelle ultrasonore ultrarapide 
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V. Etude de la connectivité fonctionnelle chez la souris par imagerie 
fonctionnelle ultrasonore ultrarapide (fUS)  
 
V.1. Introduction  
 
V.1.1. Qu’est-ce que la connectivité fonctionnelle ? 
 
La localisation des différentes aires cérébrales et de leurs fonctions associées (aires motrices, 
visuelles, auditives…) est désormais relativement bien connue et cartographiée sous forme d’Atlas 
pour de nombreuses espèces. Cependant, la manière dont ces différentes régions interagissent entre 
elles et forment ce qu’on appelle des « réseaux fonctionnels » fait encore office de très nombreuses 
investigations.  
Lorsque le cerveau est en état de repos, c’est-à-dire lorsqu’il n’est pas engagé dans la 
réalisation d’une tâche précise, (état dit de « resting state », rest signifiant repos en anglais) il a été 
observé, grâce à l’IRMf, des fluctuations spontanées au cours du temps dans les signaux BOLD (Biswal 
et al. 1995). Il a alors été démontré que certaines régions, bien distinctes spatialement mais ayant des 
fonctions reliées, présentaient des fluctuations spontanées basse fréquence (0.01 à 0.1 Hz) ayant une 
forte corrélation temporelle entre elles (Biswal et al. 1995; Michael D. Fox and Raichle 2007). C’est 
cette corrélation temporelle des fluctuations des signaux BOLD à basse fréquence entre des régions 
du cerveau spatialement distinctes que l’on appelle « connectivité fonctionnelle » (Lowe et al. 2000). 
L’observation des fluctuations spontanées basses fréquences et l’étude des corrélations entre ces 
signaux dans les différentes zones du cerveau permettent de visualiser l’architecture fonctionnelle du 
cerveau. 
Actuellement la connectivité fonctionnelle est principalement étudiée par IRM fonctionnelle : 
on parle de rsfMRI, pour resting state fMRI. Cependant, d’autres méthodes d’imagerie mesurant 
directement l’activité neuronale (et non pas seulement la réponse hémodynamique) sont également 
utiles afin de de s’assurer de l’origine neuronale, et non purement vasculaire, des fluctuations et des 
corrélations. Récemment, c’est l’imagerie optique calcique, imageant en parallèle les flux et les 
changements de concentration calcique dans les cellules, et notamment dans les neurones suite à leurs 
activations, qui a permis d’apporter une preuve supplémentaire de l’origine neuronale de la 
connectivité fonctionnelle (Ma et al. 2016).  
 
L’étude de la connectivité fonctionnelle consiste à étudier les corrélations entre les fluctuations 
spontanées et basse fréquence (≈ 0.01 à 0.1 Hz) de l’activité cérébrale des différentes zones du 
cerveau au repos.  
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De nombreuses études en rsfMRI ont montré que le cerveau est organisé sous forme de 
« réseaux fonctionnels » (resting state networks). Chez les sujets sains, ces réseaux se retrouvent d’un 
individu à un autre de manière cohérente (Damoiseaux et al. 2006; Moussa et al. 2012) (Figure V-1). 
Au contraire, il a été montré que certains de ces réseaux fonctionnels sont perturbés chez des sujets 
présentant des maladies d’ordre neurologique comme la schizophrénie, la dépression ou la maladie 
d’Alzheimer par exemple (M. Greicius 2008). L’étude de la connectivité fonctionnelle est donc source 
de grands espoirs dans le domaine du diagnostic et du traitement de nombreuses maladies 
neuropsychiatriques. Il est alors intéressant de noter que cette organisation sous forme de réseaux 
fonctionnels a été retrouvée de manière assez similaire chez de nombreuses espèces, notamment chez 
le primate (Hutchison et al. 2011) et le rongeur (Jonckers et al. 2011; Lu et al. 2012; Sierakowiak et al. 
2015), qui constituent des modèles de choix pour réaliser des études précliniques.  
L’un des réseaux fonctionnels les plus étudiés actuellement en rsfMRI, notamment dans le 
cadre du diagnostic de pathologies neurologiques, est le Default-Mode Network (DMN, ou réseau par 
défaut en français) (M. D. Fox et al. 2005; Buckner, Andrews-Hanna, and Schacter 2008). Chez le sujet 
sain ce réseau est activé lorsque le cerveau est au repos et se désactive lorsque celui-ci s’engage dans 
la réalisation d’un comportement dirigé vers un but. Chez des sujets atteints d’autisme, il a été observé 
une non-diminution de l’activité du DMN lors d’une tâche cognitive (Kennedy, Redcay, and Courchesne 
2006), tandis qu’une hyperactivité du DMN a été observée chez des sujets atteints de schizophrénie 
(Whitfield-Gabrieli et al. 2009). Ce réseau se compose de nombreuses régions cérébrales dont 
certaines parties du cortex préfrontal médian, du cortex cingulaire postérieur, du précuneus, ou 
encore des parties du lobe temporal médian… des régions déjà connues pour être plus actives lors de 
l’évocation de souvenirs personnels, de projection dans des situations futures ou encore lors de la 
compréhension du point de vue des autres.  
Un réseau homologue au DMN, d’un point de vue anatomique, a été détecté par IRMf chez les 
rongeurs, notamment chez le rat anesthésié mais aussi chez des rats éveillés et restreints (Upadhyay 
et al. 2011; Lu et al. 2012; Sierakowiak et al. 2015) et plus récemment chez la souris anesthésiée 
(Sforazzini et al. 2014; Stafford et al. 2014). Cependant, à notre connaissance, ce réseau n’a pas encore 
été étudié chez la souris éveillée et la désactivation du DMN suite à la réalisation d’une tâche n’a pas 
été démontrée formellement chez les rongeurs. 
 
Le cerveau au repos est organisé sous forme de réseaux fonctionnels. L’étude de ces réseaux et en 
particulier du mode par défaut (DMN), peut apporter de précieuses informations sur certaines 
pathologies neurologiques ou psychiatriques. 
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V.1.2. Acquisition et post-traitement classiques des données acquises par rsfMRI 
 
Une acquisition classique de type resting state consiste donc à acquérir les signaux émis 
spontanément par les différentes zones du cerveau au cours du temps lorsque le sujet ne fait rien de 
particulier (aucune tâche cognitive, aucun stimulus…). Il est assez simple lors d’études réalisées sur 
l’être humain de demander aux sujets de ne pas bouger et de ne rien faire de particulier, cependant 
cela est plus compliqué dans le cadre d’expérimentations animales, notamment chez les rongeurs. Les 
fluctuations spontanées restant présentes durant le sommeil et sous anesthésie générale, la plupart 
des études de connectivité fonctionnelle faites chez le rongeur en IRMf sont donc réalisées sur des 
animaux anesthésiés. En pratique l’acquisition est donc relativement simple : typiquement une image 
cérébrale est enregistrée toutes les 2 secondes maximum sur une durée de 5 à 12 minutes, ceci afin 
d’échantillonner correctement les signaux basse fréquence d’intérêt (0.01 – 0.1 Hz). 
Le post-traitement de ces données peut se faire de nombreuses façons (D. S. Margulies et al. 
2010; Jonckers et al. 2015) mais on peut distinguer deux grands groupes de méthodes :  
- Les méthodes ne faisant aucun a priori sur la position des différentes régions 
fonctionnelles : décomposition par ICA par exemple (Independent Composant Analysis, 
décomposition en composantes indépendantes) (Figure V-2 (a)) 
- Les méthodes nécessitant a priori une connaissance spatiale des différentes zones 
cérébrales : méthodes par « seed-based », « voxel-based » ou par ROI (Region Of 
Interest)… (Figure V-2 (b)-(c)) 
 
Figure V-1 : Figure extraite de Moussa et al. 
(2012). Quatre réseaux fonctionnels retrouvés 
de façon systématique chez les sujets testés 
(étude réalisée sur 194 sujets). 
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V.1.3. Vers l’étude de la connectivité fonctionnelle chez la souris éveillée par imagerie 
fUS  
 
Jusqu’à présent, l’étude de la connectivité fonctionnelle chez le petit animal est surtout 
réalisée par IRMf, chez des rats anesthésiés. En effet, comme nous l’avons vu dans le chapitre 
Figure V-2 : Figure extraite de Jonckers et al. (2015). (a) Analyse par ICA : chaque composante 
ICA contient les régions du cerveau qui ont des signaux BOLD temporellement corrélés, c’est-à-
dire que les voxels regroupés ensemble dans une des composantes représentent des régions 
connectées fonctionnellement. (b) « Voxel-based analysis » : le signal temporel est extrait et 
moyenné dans une zone spécifique de l’image, puis il est comparé au signal temporel de chaque 
autre voxel de l’image. Le résultat est présenté sous forme de carte de connectivité fonctionnelle. 
(c) Analyse par ROI : le signal temporel moyen est calculé dans différentes régions d’intérêt (ROIs) 
définies à l’aide d’un Atlas, puis tous les signaux obtenus sont comparés entre eux. Le niveau de 
corrélation entre les différentes paires de ROIs est représenté sous forme d’une matrice de 
connectivité (ici les couleurs chaudes représentent les corrélations les plus fortes, les couleurs 
froides des anti-corrélations).  
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précédent (IV.1), malgré un véritable enjeu, les acquisitions par IRMf sur animaux éveillés, et d’autant 
plus sur des souris éveillées, sont difficiles à mettre en œuvre. De plus, l’IRMf souffre d’autres limites 
telles qu’une cadence d’imagerie limitée, un coût élevé, une non-portabilité, la nécessité d’un fort 
champ magnétique pour obtenir une résolution spatiale pertinente pour la souris, mais aussi la 
nécessité d’utiliser des appareils et des matériaux compatibles avec ce champ magnétique.  
 
Devant l’intérêt grandissant que portent les neurobiologistes à l’étude de la connectivité 
fonctionnelle, il est important de continuer de développer d’autres méthodes d’imagerie cérébrale 
comblant les faiblesses actuelles de l’IRMf et pouvant se positionner comme de véritables 
alternatives à celle-ci. 
 
En 2014, l’Institut Langevin a démontré que le fUS permettait d’étudier la connectivité 
fonctionnelle chez des rats anesthésiés, après une procédure chirurgicale permettant d’amincir l’os 
du crâne, avec une résolution spatiale et temporelle de meilleure qualité que l’IRMf (Osmanski et al. 
2014). Pour cela, les rats (dont le crâne avait été préalablement aminci sur une fenêtre de quelques 
millimètres de largeur) ont été anesthésiés par un mélange de Kétamine et de Médétomidine et 
imagés 2h après l’induction de l’anesthésie afin d’observer des réseaux de connectivité fonctionnelle 
stables et reproductibles. Deux types de séquences ultrasonores ont été utilisés pour ces acquisitions. 
Une première séquence permettait d’acquérir des images Doppler sur toute la profondeur du cerveau 
du rat mais en atteignant seulement une cadence d’imagerie d’une image Doppler toutes les 2 
secondes. Une seconde séquence, dite « continue », permettait d’acquérir des images en continu mais 
seulement sur quelques millimètres de profondeur en surface (dans le néocortex). Ces limitations 
étaient dues aux performances de calcul, et en particulier des durées de beamforming des 
échographes à ce moment-là. La première séquence a permis de mettre en évidence des réseaux de 
connectivité fonctionnelle entre différentes aires cérébrales corticales et sous corticales, la deuxième 
séquence a permis quant à elle de démontrer que les matrices de connectivité fonctionnelle acquises 
grâce au fUS n’étaient pas perturbées par le bruit physiologique haute fréquence, notamment par la 
pulsatilité cardiaque (autour de 7 Hz). Deux types de post-traitements ont été utilisés. Le premier post-
traitement de type « seed-based », consistait à délimiter des ROIs dans le plan d’acquisition (en 
s’aidant de l’Atlas Paxinos) (Figure V-3 (a)) et regarder les corrélations temporelles des fluctuations 
spontanées entre ces différentes zones (Figure V-3 (b)-(c)-(d)). Les résultats sont alors présentés soit 
sous forme de matrices de corrélation (Figure V-3 (e)), soit sous forme de schémas de l’atlas dont les 
différentes ROIs sont colorées en fonction du niveau de corrélation avec une ROI donnée (Figure V-3 
(f)). Le deuxième post-traitement utilisé se rapproche plus d’une méthode par ICA (Independant 
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Composant Analysis) et consiste à utiliser la SVD (Singular Value Decomposition, ou décomposition en 
valeurs singulières en français). La SVD sépare les données fUS en variables spatiales et temporelles 
séparables. Les différents « modes » obtenus par la décomposition sont classés par énergie 
décroissante et l’ensemble des pixels d’un mode spatial donné varie selon le même signal temporel 
(Figure V-3 (g)). Cette technique a l’avantage de retrouver des zones cérébrales dont les fluctuations 
sont corrélées sans faire d’a priori spatial puisqu’aucune ROI n’est préalablement délimitée. 
Cependant, l’interprétation des résultats en termes de niveau de corrélation reste complexe. En effet 
on peut remarquer que certaines ROIs qui apparaissent anti-corrélées dans un mode peuvent 
Figure V-3 : Utilisation du fUS pour étudier la connectivité fonctionnelle chez le rat anesthésié. 
Figure adaptée de l’article Osmanski et al (2014). (a) Schéma des régions fonctionnelles présentes 
dans le plan coronal de coordonnées bregma -0.6 mm chez le rat. (b) Sélection de deux régions 
d’intérêt partageant la même fonction (en rouge et bleu) pour la partie gauche et la partie droite 
du corps, et d’une région fonctionnelle sans lien fonctionnel avec les deux précédentes (en vert). (c-
d) Variations spontanées du Power Doppler dans les zones précédemment choisies : les deux zones 
symétriques ayant un lien fonctionnel présentent des signaux fortement corrélés au cours du temps, 
tandis que deux zones ne partageant pas de lien fonctionnel ont des signaux très faiblement corrélés 
au repos. (e) Les niveaux de corrélations entre chaque paire de régions fonctionnelles peuvent être 
représentés sous la forme d’une matrice de corrélation : les plus fortes corrélations se retrouvent 
sur l’anti-diagonale de la matrice, ce qui correspond à toutes les corrélations gauche-droite entre 
des zones symétriques partageant la même fonction. (f) Autre façon de représenter les corrélations 
de la matrice de corrélation : chaque sous-figure correspond à une ligne de la matrice de corrélation. 
(g) Modes spatiaux extraits grâce à l’utilisation de la SVD dans le même plan coronal. L’article parle 
de « modes globaux » car ils ont été obtenus à partir de l’analyse des données de 6 rats différents 
afin d’extraire des modes reproductibles inter-animaux. 
94 
 
apparaître corrélées dans un autre. Le lien avec les niveaux de corrélation apparaissant dans la matrice 
de corrélation n’est donc pas direct. 
 
Le fUS a déjà permis d’étudier la connectivité fonctionnelle chez des rats anesthésiés dont le crâne 
avait été préalablement aminci (Osmanski et al. 2014). Peut-on transposer cette technique 
d’imagerie à l’étude de la connectivité fonctionnelle chez la souris, qu’elle soit anesthésiée ou 
éveillée, et de manière non invasive? 
 
Dans les chapitres précédents de cette thèse, nous avons démontré la possibilité d’utiliser le 
fUS, de manière peu ou non invasive, pour imager le cerveau de la souris (un modèle animal de choix 
pour les études précliniques en neurosciences), mais aussi la possibilité de pouvoir s’affranchir de 
l’anesthésie grâce à la mise en place d’un montage expérimental et de séquences d’acquisitions 
spécifiques. Dans la suite logique de ces investigations, nous avons donc ensuite cherché à démontrer 
que l’imagerie fUS pouvait permettre également d’étudier la connectivité fonctionnelle chez des 
souris, qu’elles soient anesthésiées ou éveillées.  
Notre recherche s’est décomposée en plusieurs problématiques. Dans un premier temps nous 
avons cherché à vérifier qu’il était possible, en nous appuyant sur le travail réalisé par Bruno Osmanski 
chez le rat anesthésié, d’étudier la connectivité fonctionnelle dans des conditions similaires chez le 
modèle souris de façon non invasive (V.2). Dans un deuxième temps, nous avons mis en place un 
montage et un protocole expérimental permettant d’imager la connectivité fonctionnelle dans le 
cerveau de la souris en condition d’éveil (V.3). Nous nous sommes ensuite interrogés sur la variation 
de la connectivité fonctionnelle chez la souris en fonction de l’état d’éveil de celle-ci. Enfin, quelques 
expériences préliminaires nous ont permis de faire un premier pas vers l’étude du réseau par défaut 
(Defaut Mode Network) en imagerie fUS chez la souris éveillée. 
 
V.1.4. Légende des abréviations des structures fonctionnelles cérébrales étudiées 
dans ce chapitre 
 
Amyg : Amygdala / Amygdale  
Cpu : Caudate Putamen / Putamen et Noyau caudé 
Hip : Hippocampus / Hippocampe  
Hyp : Hypothalamus  
Ins : Insular cortex / Cortex insulaire 
LPtA/MPtA : Lateral parietal and medial parietal association cortex / Cortex associatif pariétal, latéral 
et médian    
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M1/M2 : Primary and secondary cortex motor / Cortex moteur primaire et secondaire 
RSA/RSG : Retrosplenial agranular and granular cortex / Cortex rétrosplenial agranulaire et granulaire  
S1BF : Primary sensory cortex barrel field / Cortex sensoriel primaire, zone des vibrisses  
S1HL : Primary sensory cortex hind limb / Cortex sensoriel primaire, membres postérieurs  
S1Tr : Primary sensory cortex trunk region / Cortex sensoriel primaire, tronc 
S2 : Secondary sensory cortex / Cortex sensoriel secondaire  
Thal : Thalamus 
 
V.2.  Preuve de concept : étude de la connectivité fonctionnelle grâce au fUS chez 
la souris anesthésiée de façon non invasive 
 
V.2.1. Matériels et méthodes 
 
Montage et protocole expérimental 
Les résultats montrés dans cette sous-partie ont été obtenus sur une souris mâle C57Bl/6 âgée 
de 8 semaines (laboratoire Janvier, France). Au cours des acquisitions échographiques, la souris a été 
placée dans un appareil de stéréotaxie et maintenue sous anesthésie (1% d’isoflurane). Les images 
Doppler ont été acquises de manière transcrânienne, à travers le crâne intact de la souris, sans 
injection de produits de contraste ni chirurgie préalable (voir le chapitre III).  
Les images ont été acquises à l’aide d’un scanner échographique ultrarapide de recherche  
(SuperSonic Imagine, Aix-en-Provence, France) permettant d’utiliser Matlab (MathWorks, Natick, 
Massachussets, USA), et d’une sonde ultrasonore de fréquence centrale 15 MHz (128 éléments, pas 
de 0.110 mm, Vermon, Tours, France). Le montage expérimental est le même que celui présenté dans 
le chapitre III (Figure III-1). Ce système motorisé nous a permis de sélectionner le plan coronal d’intérêt 
de coordonnée antéropostérieure ≈ Bregma -1 mm. 
 Les images de vascularisation Doppler présentées dans ce chapitre résultent de l’acquisition 
par recombinaison cohérente d’ondes planes, de 400 images recombinées acquises à 500 Hz et filtrées 
par SVD (Demene et al. 2015) . Les ondes planes étaient inclinées avec les valeurs suivantes : [-10, -8, 
-6, -4, -2, 0, 2, 4, 6, 8,10] °.  
Pour les acquisitions fUS, une image Doppler a été acquise chaque seconde durant 10 minutes 
(chaque image Doppler étant obtenue à partir de 200 images recombinées acquises à 500 Hz grâce à 
l’insonification de 5 ondes planes inclinées avec les angles [-4, -2, 0, 2, 4]°). Ici, il n’a pas été nécessaire 
d’apodiser les bords de l’image en émission et en réception comme dans le chapitre précédent 
(chapitre IV) car les artéfacts musculaires qui nous gênent pour les acquisitions fUS sur souris éveillées 
ne sont pas présents lorsque la souris est anesthésiée. 
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Post-traitement des données : analyse par ROIs et obtention de matrices de connectivité  
Nous avons sélectionné plusieurs ROIs, numérotée de 1 à 22, dans le plan coronal de 
coordonnée antéropostérieure Bregma ≈ – 1 mm, de manière symétrique dans les hémisphères 
gauche et droit (Figure V-4 (a)). Dans chaque ROI(i) nous avons calculé le décours temporel du signal 
αROI(i)(t), moyenné spatialement sur les différents pixels contenus dans la ROI(i) considérée (Figure V-4 
(b)). Le signal ainsi obtenu a ensuite été filtré temporellement sur la bande de fréquence de fréquence 
[0.05 – 0.2] Hz, en suivant le post-traitement qui avait été utilisé dans notre laboratoire chez le rat 
anesthésié (Osmanski et al. 2014). Nous avons ensuite calculé le coefficient de corrélation r de ce signal 
temporel avec le signal temporel de chacune des autres ROIs contenues dans notre plan d’imagerie. 
Le niveau de corrélation calculé pour chaque paire de ROIs a ensuite été représenté dans une matrice 
de connectivité (Figure V-5). Dans une telle matrice, chaque ligne et chaque colonne est associée à 
une ROI donnée et chaque pixel représente donc un niveau de corrélation entre deux ROIs données. 
 
V.2.2. Résultats  
 
Nous avons enregistré pendant 10 minutes l’activité spontanée dans le plan coronal de 
coordonnée ≈ Bregma -1 mm. La Figure V-4 (b) compare les variations temporelles d’activité de trois 
ROIs. Les ROIs numérotées 3 et 20 correspondent à la zone fonctionnelle S1BF, c’est-à-dire deux 
régions du cortex qui sont activées lorsque les vibrisses (les moustaches) de la souris sont stimulées. 
La zone 3, située dans l’hémisphère gauche, correspond aux vibrisses droites de la souris, tandis que 
la zone 20, située dans l’hémisphère droit, correspond aux vibrisses gauches. Ces deux régions 
controlatérales sont interconnectées anatomiquement par des projections axonales passant par le 
corps calleux. Elles sont donc connectées à la fois fonctionnellement et anatomiquement. La Figure 
V-4 (b) (courbes bleue et rouge) montre que les fluctuations temporelles spontanées de leur activité 
vasculaire sont fortement corrélées (r =0.88). Cependant, toutes les régions imagées ne présentent 
pas des fluctuations vasculaires spontanées aussi bien corrélées. Les fluctuations observées dans la 
ROI n°6 correspondant au cortex rétrosplénial (Figure V-4 (b), courbe verte) ne sont pas corrélées avec 
celle du cortex S1BF (Figure V-4 (b), courbe bleue). 
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Les valeurs de corrélations obtenues pour chaque paire de ROIs ont ensuite été reportées dans 
une matrice de connectivité fonctionnelle (Figure V-5 (a)). Les corrélations situées sur la première 
diagonale de la matrice sont tous égaux à 1 car ces corrélations correspondent à l’autocorrélation 
d’une ROI donnée avec elle-même. Les corrélations situées sur la deuxième diagonale correspondent 
à des zones fonctionnelles symétriques agissant de manière controlatérale (même fonction mais pour 
la partie gauche ou la partie droite du corps de la souris). On peut remarquer que ces corrélations 
gauche-droite dans la partie corticale du cerveau sont fortes. Dans le cortex on remarque aussi que les 
corrélations des fluctuations spontanées entre des ROIs proches spatialement et ayant un lien 
fonctionnel (par exemple ROI 2 et ROI 3 qui appartiennent toutes les deux au cortex sensoriel) sont 
fortes. Au contraire, d’autres ROIs proches spatialement mais ne partageant a priori pas de fonction 
commune (par exemple les ROIs 2 et 11, cortex sensoriel et putamen caudé), ne sont pas corrélées. 
Figure V-4 : (a) Définition de 11 ROIs dans l’hémisphère gauche et de leurs symétriques dans 
l’hémisphère droit. La sélection est faite grâce à l’Atlas Paxinos : figure du plan coronal de 
coordonnée ≈ Bregma – 1 mm superposée à l’image Doppler correspondante. (b) Sélection de 
deux régions d’intérêt partageant la même fonction (ROI n°3 en rouge et ROI n°20 en bleu) pour 
la partie gauche et la partie droite du corps, et d’une région fonctionnelle sans lien fonctionnel 
avec les deux précédentes (ROI n°6, en vert) et affichage des variations spontanées du Power 
Doppler dans ces 3 ROIs. Les deux zones symétriques ayant un lien fonctionnel présentent des 
signaux fortement corrélés au cours du temps (R=0.88), tandis que deux zones ne partageant 
pas de lien fonctionnel ont des signaux très faiblement corrélés au repos (R=0.28). 
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Ces résultats sont en accord avec ceux trouvés grâce au fUS chez le rat anesthésié (Osmanski et al. 
2014). 
On peut remarquer la reproductibilité de la matrice de connectivité fonctionnelle obtenue 
chez la même souris 45 min plus tard (Figure V-5 (b)).  
 
En conclusion, dans un premier temps nous avons vérifié qu’il était possible de répliquer de façon 
non invasive chez des souris anesthésiées les résultats qui avaient été obtenus précédemment au 
laboratoire grâce au fUS chez des rats anesthésiés avec crâne aminci. En effet, il a été possible d’obtenir 
des matrices de connectivité fonctionnelle présentant des motifs de corrélation (corrélations corticales 
gauche-droite notamment) en accord avec la théorie.  
Dans la partie suivante, nous avons cherché à montrer qu’il était possible d’étudier la connectivité 
fonctionnelle grâce au fUS chez des souris éveillées. Nous avons cherché également à voir si le fUS 
nous permettait de mettre en évidence des variations de cette connectivité fonctionnelle en fonction 
de l’état de conscience des souris : pour cela nous avons fait varier le niveau d’éveil des souris par 
injection de différentes doses de Domitor® (Médétomidine). Enfin, nous présentons également 
quelques résultats préliminaires portant sur l’étude de la désactivation de zones fonctionnelles 
appartenant au DMN lors d’une tâche.   
Figure V-5 : (a) Matrice de connectivité 
fonctionnelle obtenue chez une souris anesthésiée. 
Les ROIs correspondantes sont dessinées dans la 
Figure V-4 (a). (b) Matrice de connectivité 
fonctionnelle obtenue chez la même souris 45 
minutes plus tard.  
99 
 
 
Le fUS permet d’étudier la connectivité fonctionnelle chez des souris anesthésiées, de manière non 
invasive. Qu’en est-il de l’utilisation du fUS pour l’étude de la connectivité chez des souris éveillées ?  
Peut-on mesurer des variations de cette connectivité fonctionnelle ? 
 
V.3. Etude de la connectivité fonctionnelle chez la souris dans différents états 
d’éveil  
 
V.3.1. Montage et protocole expérimental 
 
Choix du montage expérimental : souris éveillées librement mobiles ou avec tête fixée ?  
 Nous avons démontré dans le chapitre précédent (chapitre IV) qu’il était possible de faire de 
l’imagerie fUS sur souris éveillée et librement mobile. Nous avons en effet mis en évidence l’activation 
de la zone corticale S1BF suite à des stimulations des vibrisses des souris. Pour cela le post-traitement 
consiste à corréler un schéma de stimulation connu (une succession de « ON » et de « OFF ») avec le 
signal Doppler du plan coronal imagé au cours du temps et à regarder les zones de l’image pour 
lesquelles la corrélation est supérieure à N fois le niveau du bruit (typiquement N=2 ou 3). Dans le cas 
de l’étude de la connectivité fonctionnelle, l’animal est laissé dans un état dit de « resting state » qui 
correspond à un état de « non-stimulation ». Il n’y a donc pas de profil de stimulation à corréler avec 
le signal Doppler au cours du temps. On recherche ici des corrélations au niveau des fluctuations 
temporelles présentes dans le signal Doppler au niveau de différentes zones de l’image. Ces 
fluctuations sont plus faibles que l’augmentation observée lors de l’activation de la zone fonctionnelle 
après stimulation, et elles sont inconnues a priori (pas de profil de fluctuation type ON/OFF attendu 
comme dans le cas des stimulations). C’est pourquoi l’étude de la connectivité fonctionnelle est plus 
sensible au bruit que l’étude de l’activation d’une zone fonctionnelle suite à un stimulus. Dans le but 
de nous mettre dans des conditions expérimentales les plus favorables possibles, limitant les artéfacts 
de mouvement, nous avons opté pour un montage expérimental dans lequel les souris pouvaient être 
éveillées, tout en ayant la tête fixée. Ce genre de montage expérimental, très utilisé en imagerie 
optique et notamment en imagerie bi-photonique, permet aux souris de bouger en déplaçant une 
plateforme mobile, sans toutefois avancer et sans porter le poids de la sonde. La sonde est en effet 
fixée à l’aide de moteurs de translations directement au-dessus de la tête de la souris, sans la toucher, 
comme dans les expériences sur souris anesthésiées placées dans un cadre de stéréotaxie (Figure V-6 
(a)-b)).  
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Un montage expérimental « tête fixée » permet de se placer dans les conditions expérimentales les 
plus favorables possibles pour limiter les artéfacts de mouvement et observer les faibles fluctuations 
vasculaires spontanées dans le cerveau des souris éveillées en ayant le moins de bruit possible. 
 
Description du système expérimental choisi 
Nous avons choisi le système Mobile HomeCageTM mis au point et commercialisé très 
récemment (2014) par Neurotar (Helsinki, Finlande) (Figure V-6 (a)-(b)). Dans ce système la souris a la 
tête fixée à l’aide d’une pince de fixation métallique rigide permettant de tenir fermement une petite 
pièce métallique préalablement fixée sur son crâne. La hauteur de la pince de fixation est réglable et 
permet de l’ajuster de telle façon à ce que les pattes de la souris reposent normalement dans la cage. 
La cage dans laquelle se trouve la souris est une cage ronde de 180 mm de diamètre faite en fibres de 
carbone, matière très légère, lui permettant de flotter sur un coussin d’air. Ainsi, lorsque la souris 
bouge, la cage se déplace en conséquence, donnant à la souris l’impression de pouvoir explorer les 
différentes zones de la cage. Ce montage expérimental est plus particulièrement vendu pour faire de 
l’imagerie optique. Les petites pièces de fixation à fixer sur le crâne des souris sont donc adaptées pour 
ce genre d’imagerie par microscope et comportent une fenêtre d’imagerie circulaire et trop petite 
(typiquement entre 4 et 8 mm de diamètre). Nous avons donc dû recréer cette partie du montage 
expérimental afin que la pièce de fixation métallique à fixer sur la tête de la souris comporte une 
fenêtre d’imagerie en adéquation avec la taille de notre sonde ultrasonore et puisse rentrer 
parfaitement dans la pince de fixation métallique. C’est en respectant ces contraintes de taille que 
nous avons choisi la forme et les dimensions du cadre métallique. Ce cadre métallique est identique à 
celui présenté dans le chapitre IV (Figure IV-5 (c1)), permettant de réaliser également des expériences 
sur souris librement mobiles (rectangle de 12 mm par 23 mm, fenêtre d'imagerie de 6 mm par 21 mm). 
Cela nous a permis d’avoir une seule procédure d’implantation du cadre métallique sur le crâne des 
souris et d’imager ensuite les souris soit de manière librement mobile, soit dans le Mobile 
HomeCageTM, en fonction de l’expérience à réaliser. Le design de la pièce a donc été choisi pour 
répondre aux contraintes du Mobile HomeCageTM, tandis que son matériau (tôle d’acier galvanisé) a 
été choisi afin de permettre une fixation magnétique rapide avec le porte-sonde aimanté pour les 
expériences sur souris librement mobiles (IV.2.1). Ici encore, entre deux sessions d’expérience, le crâne 
de la souris est recouvert de Kwik-CastTM (Phymep, France) afin de le protéger. 
 
Le poids de la sonde n’étant plus une contrainte pour ce genre d’expérience puisque celle-ci 
n’est plus portée par la souris, nous avons utilisé une sonde ultrasonore ayant les mêmes paramètres 
physiques que celle utilisée pour les expériences sur souris librement mobiles mais dans une version 
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moins légère (fréquence centrale de 15MHz, 128 éléments, pas de 0.110 mm, 8 mm de distance focale 
et 400 µm de largeur focale) (Figure V-6 (c)). Cette sonde est la même que celle utilisée pour les 
expériences sur rats éveillés (Sieu et al. 2015). Le porte-sonde a été dessiné par nos soins dans le 
logiciel Autodesk Inventor et fabriqué à l’aide d’une imprimante 3D (MakerBot) (Figure V-6 (d)). Enfin, 
une caméra à vision infrarouge (Mini Camera HD 1920x1080P) nous a permis de filmer la souris durant 
les expériences (Figure V-6 (d) : image obtenue grâce à la caméra durant une session expérimentale).  
 
 
 
Figure V-6 : Montage expérimental utilisé pour l’étude de la connectivité fonctionnelle chez la souris 
dans différents états d’éveil. (a) Photographie et représentation schématique du Mobile 
HomeCageTM, système permettant de réaliser des expériences sur souris éveillée avec tête fixée mais 
corps mobile. La tête de la souris est fixée à l’aide de la pince de fixation métallique, la cage flotte 
sur un coussin d’air. (Images extraites de la documentation sur le Mobile HomeCage disponible sur 
le site internet de Neurotar) (b) Montage expérimental complet : le Mobile HomeCageTM est 
surmontée d’un bloc moteur constitué de 3 moteurs de translation et un moteur de rotation. Ce bloc 
moteur supporte le porte-sonde et la sonde. (c) sonde ultrasonore utilisée pour ces expériences. (d) 
souris dans le Mobile HomeCage lors d’une acquisition.  
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Problématiques à résoudre et protocole expérimental choisi pour y répondre  
Nous nous sommes intéressés dans cette étude à trois problématiques principales :  
(1) Démontrer qu’il est possible d’étudier la connectivité fonctionnelle chez des souris 
éveillées par imagerie fonctionnelle ultrasonore (fUS). 
(2) Démontrer que l’imagerie fUS est un outil permettant de détecter des variations de 
connectivité fonctionnelle (ceci afin d’aller vers l’étude de modèles pharmacologiques 
notamment…). 
(3) Tenter de mettre en évidence la désactivation de certaines zones appartenant au Default 
Mode Network (DMN) lors d’un stimulus, notamment sur souris éveillée. 
 
Notre problématique première était donc de démontrer qu’il était possible d’étudier la 
connectivité fonctionnelle chez des souris éveillées par imagerie fonctionnelle ultrasonore (fUS) mais 
nous cherchions également un moyen de faire varier cette connectivité fonctionnelle afin de montrer 
que le fUS nous permettait de détecter ces variations. Nous avons donc décidé d’étudier la connectivité 
fonctionnelle en comparant « éveil vs sédation». L’ajout d’un état intermédiaire dit de « faible 
sédation » (ou état « sub-anesthésique ») nous a permis d’étudier un état cérébral dans lequel les 
souris seraient proches de l’état d’éveil mais tout en étant immobiles, c’est-à-dire un état dans lequel 
les artéfacts de mouvement seraient de fait fortement réduits voire inexistants. Les souris ont été 
sédatées par injection de Domitor® (Médétomidine) (Scheinin et al. 1987). L’avantage de ce sédatif est 
que son effet peut être inversé par injection d’Antisédan® (Atipamézole). Nous avons ainsi pu 
introduire dans notre protocole un 4ème état : l’état dit de « réveil », suite à l’injection d’Antisédan®. 
Le schéma du protocole expérimental suivi est présenté dans la Figure V-7 (a). Les doses de Domitor® 
à injecter ont été choisies après une étude bibliographique de ce qui avait été fait en IRMf dans le 
cadre de l’étude de la connectivité fonctionnelle chez la souris (Jonckers et al. 2011, Shah et al. 2013, 
Nasrallah, Tay, and Chuang 2014, Grandjean et al. 2014).  
Dans chaque état, deux types d’acquisitions ont été faites : des acquisitions de type « resting 
state » (RS, 10 minutes) durant lesquelles les souris ne sont pas stimulées (Figure V-7 (b)) et des 
acquisitions de type « stimulation » (STIM, 10 minutes) durant lesquelles les vibrisses droites des souris 
ont été stimulées manuellement avec un coton-tige (5-7 Hz, 1 cm d'amplitude) (Figure V-7 (c)). Cet 
enchaînement d’acquisitions (RS + STIM, 20 minutes) a été répété 2 ou 3 fois suivant l’état de la souris 
afin de récolter suffisamment de données exploitables. Les acquisitions de type STIM ont été faites 
pour répondre à la troisième problématique. 
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Respect de la règlementation 
Les souris ont été hébergées 4 par cage, dans un environnement contrôlé (22°C ± 2°C; 50% 
d'humidité relative, cycle d'obscurité-lumière de 12h/12h) avec de la nourriture et de l'eau à volonté. 
Pour minimiser le stress au cours de la procédure expérimentale, elles ont bénéficié d’une période 
d'acclimatation de 7 jours après leur arrivée dans l’animalerie. Toutes les souris ont reçu des soins 
humains en accord avec les directives de 2010 de la Communauté Européenne. Cette étude a été 
approuvée par le Comité local d'éthique en matière d'expérimentation animale (n°59, C2EA -59, « Paris 
Centre et Sud ») et a reçu le numéro de protocole APAFIS#3323-2015122411279178_v3-3. 
 
Préparation des souris et procédure d’habituation  
Les expériences dont les résultats sont présentés dans ce chapitre ont été réalisées sur N=9 
souris C57BL/6 mâles (Janvier Labs, Le Genest St Isle, France), âgées de 8 semaines au début des 
expériences. Quelques jours avant la chirurgie d’implantation du cadre métallique sur le crâne, les 
souris ont été habituées à la préhension par l’expérimentateur ainsi qu’à la salle d’imagerie. 
Figure V-7 : Protocole expérimental suivi pour étudier la connectivité fonctionnelle chez la souris 
dans différents états d’éveil. (a) La souris passe d’un état d’éveil à un état de « faible sédation » 
après injection d’une faible dose de Domitor® (0.055 mg/kg). Puis une plus forte dose de 
Domitor® (6 fois plus grande, 0.33 mg/kg) est injectée pour mettre la souris dans un état de 
« forte sédation ». Enfin l’Antisédan® est injecté à la souris pour annuler l’effet du Domitor® et la 
réveiller. Dans chaque état, une acquisition de type Resting State (RS) (b) est tout de suite suivie 
d’une acquisition de type Stimulation (STIM) (c) et cet enchaînement d’acquisition est répété 2 
ou 3 fois suivant l’état d’éveil afin d’acquérir suffisamment de données exploitables.   
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L’implantation du cadre métallique sur le crâne des souris a été réalisée en suivant exactement la 
même procédure expérimentale que celle présentée dans le chapitre IV (IV.2.1 Préparation des 
animaux). Contrairement aux expériences sur souris librement mobiles, une procédure d’habituation 
de plusieurs jours a dû être suivie pour habituer les souris au système du Mobile HomeCageTM et 
limiter leur stress dans l’appareil. Trois jours après la chirurgie, les souris ont été progressivement 
habituées aux conditions d’expérimentation, selon le protocole suivant (Kislin et al. 2014)) : le premier 
jour, les souris sont uniquement habituées à la préhension ainsi qu’à la contention dans un morceau 
de tissu (le tissu est enroulé fermement autour du corps de la souris, laissant la tête et le cadre 
métallique dépasser du tissu). Cette étape est répétée plusieurs fois jusqu’à ce que les souris soient 
calmes et ne manifestent aucun comportement aversif pendant la contention. Le lendemain, les souris 
sont entrainées dans le Mobile HomeCageTM. Une fois le dispositif connecté au flux d’air permettant la 
flottaison de la cage (environ 5 bar et 300 L/min), les souris sont enroulées dans le tissu, le cadre 
métallique est inséré dans la pince de fixation du Mobile HomecageTM et sécurisé à l’aide des vis. 
L’animal est ensuite libéré du morceau de tissu et laissé dans le Mobile HomecageTM pendant 10 min. 
Cette opération est répétée 2 à 3 fois par jour, en augmentant progressivement le temps passé dans 
le Mobile HomeCageTM (par pas de 10 min) jusqu’à atteindre une durée totale d’une heure. Cette 
période d’entrainement dure généralement 4 jours. Les cadres métalliques ont ainsi été implantés sur 
le crâne des souris au jour J0 et les acquisitions ont été faites à J+8 ou J+9.  
Le jour des acquisitions les souris ont été légèrement anesthésiées par inhalation d’isoflurane, 
la protection de Kwik-CastTM a été retirée et le crâne a été nettoyé avec une solution saline. Un gel 
échographique a été appliqué dans la fenêtre d’imagerie. Les souris ont été placées dans le système 
Mobile HomeCageTM de la même façon que lors des procédures d’habituation. La sonde ultrasonore a 
été positionnée à l’aide du système de moteur au-dessus du plan coronal choisi.  
 
Séquences d’acquisition ultrasonore 
 Nous avons utilisé les mêmes séquences d’acquisition ultrasonores que celles présentées dans 
le chapitre IV. Les images vasculaires ont donc été obtenues en utilisant la technique d’imagerie 
Doppler ultrarapide par recombinaison cohérente (Bercoff et al. 2011) et un filtrage spatio-temporel 
par décomposition en valeurs singulières (SVD) (Demene et al. 2015). Les images vasculaires Doppler 
résultent de l’acquisition de 400 images recombinées acquises à 500 Hz, avec une insonification par 11 
ondes planes inclinées selon les angles suivants : [-10, -8, -6, -4, -2, 0, 2, 4, 6, 8,10] °. Les acquisitions 
d’imagerie fonctionnelle (RS ou STIM) consistent en l’acquisition d’une image Doppler chaque seconde 
pendant une durée totale de 10 minutes. Chaque image Doppler est formée à partir de 200 images 
recombinées acquises à 500 Hz grâce à l’insonification par 5 ondes planes inclinées selon les angles [-
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4, -2, 0, 2, 4]°. Ici aussi, comme dans le chapitre IV, afin de supprimer l’artéfact provenant des 
mouvements des muscles temporaux chez les souris éveillées, nous avons utilisé la séquence 
d’insonification améliorée par apodisation en transmission et réception, présentée dans la partie 
IV.2.2. Nous avons utilisé exactement les mêmes séquences d’acquisitions quel que soit l’état d’éveil 
des souris.  
 
V.3.2. La connectivité fonctionnelle sur souris éveillées : optimisation du post-
traitement 
 
Dans cette partie nous allons revenir sur les difficultés rencontrées lors de la mise en place des 
acquisitions de connectivité fonctionnelle sur souris éveillées et les solutions trouvées pour les 
surmonter. Cela nous permettra d’expliquer clairement le post-traitement final qui a été choisi et 
utilisé pour obtenir les résultats présentés dans ce chapitre.  
 
Une optimisation du post-traitement classique est nécessaire pour les acquisitions sur souris 
éveillées car des contraintes supplémentaires sont à prendre en compte (comportement 
imprévisible, artéfacts de mouvement...)  
 
Optimisation et sélection des plages temporelles de données exploitables  
 Les souris en état d’éveil placées dans le Mobile HomeCageTM ne sont pas contraintes comme 
le sont généralement les rongeurs éveillés dans les études d’IRMf. Elles n’ont en effet que leur tête 
fixée et peuvent bouger leurs pattes afin de déplacer la cage qui se trouve sous elles et avoir ainsi 
l’impression de se déplacer dans l’environnement qui les entoure. Par conséquent, durant les 10 
minutes que dure une acquisition fUS de connectivité fonctionnelle, une partie des données est 
acquise lorsque l’animal est immobile, mais une part non négligeable des données (variable d’une 
souris à l’autre) est acquise alors que la souris se déplace. Les données qui nous intéressent dans le 
cadre de l’étude de la connectivité fonctionnelle sont celles correspondant à des plages où la souris 
est « calme et immobile » pour se rapprocher le plus possible de ce qui est fait en IRMf chez l’humain, 
à qui l’on demande de ne pas bouger et de rester calme, dans un état dit de « resting state ». De plus 
la sélection de plages d’acquisition où la souris est immobile nous permet de garder les signaux 
risquant le moins de présenter des artéfacts de mouvement, ce qui est aussi un avantage non 
négligeable pour l’observation des faibles fluctuations spontanées que l’on cherche à observer.  
 
La première question a donc été de savoir si l’on pouvait ou non construire une matrice de 
connectivité fonctionnelle, non plus à partir de 10 minutes d’acquisition consécutives de « pur resting 
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state » (comme chez l’animal anesthésié par exemple), mais à partir de morceaux d’acquisition plus 
ou moins longs, correspondant aux plages où la souris est « calme et immobile ». Pour répondre à 
cette question nous nous sommes appuyés sur la littérature et sur quelques expériences préliminaires.  
Nous avons tout d’abord utilisé des acquisitions de connectivité fonctionnelle obtenues chez 
la souris anesthésiée (résultats présentés dans la partie V.2) ou chez le rat anesthésié (Osmanski et al. 
2014) et nous avons calculé la matrice de connectivité fonctionnelle qui aurait été obtenue si la durée 
d’acquisition avait été inférieure à 10 minutes. La Figure V-8 (a) met bien en évidence que plus la durée 
d’acquisition se rapproche de 600 s (10 minutes) plus la matrice ressemble à la matrice finale, ce qui 
est normal. On remarque cependant qu’à partir d’environ 200 s (soit environ 3 min) d’acquisition 
seulement le motif de connectivité de la matrice se stabilise. Ce résultat est aussi visible sur le 
graphique de la figure Figure V-8 (b) dans lequel nous avons affiché la différence moyenne entre la 
matrice obtenue à partir de x secondes d’acquisition et la matrice obtenue pour 600 s d’acquisition. 
Nous avons obtenu le même genre de résultat sur les données correspondant aux rats anesthésiés.  
Figure V-8 : (a) Diminution de la durée d’acquisition et observation de la matrice de corrélation 
correspondante. (b) Graphique représentant la différence moyenne entre une matrice de 
corrélation obtenue pour une durée d’acquisition de x secondes et la matrice obtenue avec 
l’acquisition complète (600 s). Lorsque la durée d’acquisition atteint environ 200 s, soit environ 3 
min, la matrice d’acquisition est stable. 
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Nous avons conclu qu’une plage d’acquisition fUS d’environ 3 minutes seulement est suffisante pour 
évaluer la matrice de connectivité fonctionnelle. Dans la littérature, en IRMf, on trouve des valeurs 
très légèrement supérieures à 3 minutes : Van Dijk et al. (2010) démontre en effet que des corrélations 
robustes peuvent être obtenues pour des durées d’acquisition de l’ordre de 4-5 minutes. Cependant il 
faut noter que ces résultats ont été obtenus chez l’humain et non chez le rongeur, et avec un système 
d’imagerie et des fréquences d’échantillonnage (>2.5 s) différents. 
 
3 minutes d’acquisition sont nécessaires et suffisantes pour obtenir une matrice de connectivité 
fonctionnelle fiable. Il est donc possible de récupérer, parmi les 10 minutes que dure l’acquisition 
totale, uniquement les plages de données où les souris sont restées « calmes et immobiles » (état 
qui se rapproche le plus de l’état de resting state étudié chez l’Homme). 
 
 Les périodes de déplacement et d’immobilité entre lesquelles les souris alternent durent 
parfois moins de 3 min. Nous nous sommes alors interrogés sur la possibilité de concaténer de plus 
petites plages de données (durée de l’ordre de la minute par exemple), afin d’obtenir un signal bout 
à bout d’une durée supérieure à 3 minutes. La question avait été bien étudiée en IRMf sur des 
acquisitions durant lesquelles les sujets alternaient entre des périodes de tâche et des périodes de 
resting state (Fair et al. 2007). Les auteurs montrent dans cette étude que les motifs de corrélation ne 
sont pas affectés lorsque les périodes de resting state (de durée pouvant descendre jusqu’à 17 s) sont 
remises bout à bout par concaténation pour former un signal d’une durée totale de 10 minutes. Cette 
alternance entre période de tâche et période de resting state chez l’Homme peut être comparée dans 
notre expérience à l’alternance entre période de déplacement/activité et période 
d’immobilité/calme des souris. Nous en avons conclu que nous pouvions concaténer les unes à la suite 
des autres les courtes périodes d’acquisitions prises lorsque la souris est immobile, bien qu’elles soient 
entrecoupées de périodes d’activité. 
 
Il est possible de concaténer les petites plages de données durant lesquelles la souris est restée 
« calme et immobile » les unes à la suite des autres afin d’obtenir un signal final de 3 minutes 
minimum, bien que ces plages aient été entrecoupées de périodes d’activité et de déplacement. 
 
Les plages d’acquisition durant lesquelles les souris se déplacent dans la cage sont 
généralement visibles sur le graphique du signal Doppler moyen calculé dans chaque image au cours 
du temps (Figure V-9 (a)). On remarque en effet une augmentation du signal Doppler moyen sur les 
dernières minutes d’acquisitions durant lesquelles il a été justement observé que la souris se déplaçait. 
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L’augmentation du signal Doppler moyen dans l’image au moment du déplacement de la souris peut 
avoir deux origines : une augmentation du signal dû à un afflux sanguin dans certaines zones du 
cerveau (notamment dans les zones fonctionnelles en lien avec la motricité) ou une augmentation du 
signal dû à un artéfact de mouvement.  
Nous avons cherché à quantifier les artéfacts de mouvement présents dans les données. Pour 
cela nous sommes repartis des données « brutes », c’est-à-dire avant l’étape de filtrage qui permet de 
dissocier le signal des tissus du signal du sang et d’obtenir l’image Doppler vasculaire. Pour rappel, 
chaque acquisition de 10 minutes consiste en l’acquisition de 600 « blocs » (un par seconde) de 200 
images IQ chacun. Après filtrage (permettant d’extraire le signal du sang) et moyenne, chaque bloc de 
200 images IQ donne une image vasculaire Doppler.  
Dans chaque bloc de 200 images, nous avons calculé le déplacement moyen grâce au calcul 
du déphasage. Le déphasage est calculé dans chaque pixel par corrélation entre une des images du 
bloc et la suivante. Le déplacement correspondant est ensuite calculé par : 
Équation V-1 𝑑 = −
𝜑
2𝜋
∗
𝜆
2
  
Figure V-9 : (a) Signal Doppler moyen calculé dans chaque image au cours du temps. L’acquisition 
a été faite sur une souris éveillée. (b) Déplacement moyen (m) calculé grâce au déphasage dans 
chaque bloc de 200 images IQ, sur la même acquisition que celle utilisée en (a). (c) et (d) 
Déplacement moyen et écart-type moyen calculés sur N=6 souris dans différents états d’éveil 
avant et après sélection des plages de données.  
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où φ est le déphasage et λ la longueur d’onde du signal ultrasonore. On représente ensuite le 
déplacement moyen (moyenné sur tous les pixels et sur les 200 images contenues dans chaque bloc) 
au cours du temps (Figure V-9 (b)). On remarque une augmentation du déplacement moyen dans les 
dernières minutes d’acquisitions, tout comme dans le précédent graphique. Le déplacement de la 
souris dans la cage a donc provoqué des artéfacts de mouvements visibles dans les données IQ.  
Nous avons alors cherché à quantifier les artéfacts de mouvements dans les données avant et 
après avoir fait notre sélection des plages où les souris sont « immobiles et calmes ». Pour cela, pour 
chaque acquisition nous avons tracé un graphique similaire à celui de la Figure V-9 (b) et nous avons 
calculé la moyenne temporelle et l’écart type temporel du signal ainsi obtenu. Ces calculs ont été faits 
pour chaque acquisition et chaque souris dans chaque état d’éveil, puis les valeurs ont été moyennées 
sur N=6 souris et reportées dans le graphique visible dans la Figure V-9 (c). La Figure V-9 (d) a été faite 
de la même façon mais sur les données épurées après sélection des plages où les souris ne sont pas en 
train de se déplacer dans le Mobile HomeCage®. Avant sélection des données, on remarque que les 
artéfacts de déplacements moyens dans les données IQ, en termes de moyenne et d’écart-type, sont 
significativement supérieurs dans l’état d’éveil que dans les autres états (test de Student bilatéral, * 
p<0.05, ** p<0.01). Après sélection des données, en ne gardant que les plages d’acquisitions durant 
lesquelles les souris sont immobiles, on remarque que la moyenne des artéfacts de déplacements 
visibles dans les données IQ est similaire quel que soit l’état d’éveil des souris : il n’y a pas plus 
d’artéfacts de déplacement chez les souris éveillées que chez les souris fortement sédatées par 
exemple. L’écart-type reste cependant légèrement supérieur dans l’état d’éveil que dans l’état de 
faible sédation et de réveil. 
La sélection des plages de données, qui a été faite dans un premier temps afin de pouvoir se 
rapprocher d’un cas d’étude comparable à celui dit de « resting state » chez l’Homme, permet donc 
également de garder les plages contenant un minimum d’artéfacts de mouvement en se plaçant dans 
des conditions où les niveaux d’artéfact sont comparables à ceux observés sur les souris anesthésiées. 
La première étape de notre post-traitement consiste donc à analyser chaque acquisition de 10 min, 
récupérer uniquement les plages d’intérêt (souris immobile), les concaténer, et vérifier que le signal 
total est d’une durée supérieure à 3 minutes. Dans le cas contraire l’acquisition est considérée comme 
inexploitable. 
Ici la mesure du déplacement sur les données IQ ou l’étude de la variation du signal Doppler 
au cours du temps est utilisée uniquement pour sélectionner les plages de repos présentant le moins 
d’artéfacts possible. Une autre possibilité, bien que plus contraignante, serait d’utiliser la mesure du 
déplacement afin de recaler chaque image IQ par rapport aux autres au sein d’un bloc de 200 images 
et récupérer ainsi un signal stable même en présence d’un petit mouvement de l’animal. 
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La sélection des plages de données durant lesquelles la souris est « calme et immobile » permet à la 
fois d’étudier ce qui se rapproche le plus de l’état de resting state chez l’Homme, mais aussi de 
garder des signaux présentant un niveau d’artéfact comparable à celui obtenu chez des souris 
anesthésiées. 
 
Filtrage temporel  
Les fluctuations spontanées sur lesquelles repose l’étude de la connectivité fonctionnelle sont 
de très basse fréquence, dans une bande de fréquence typiquement appelée « bande de resting 
state » qui s’étend de 0.01 Hz à 0.1 Hz (Biswal et al. 1995; Michael D. Fox and Raichle 2007). Ces 
fluctuations, bien que d’origine neuronale, induisent indirectement des fluctuations au niveau 
vasculaire (c’est la réponse hémodynamique), nous permettant de les observer par imagerie Doppler 
ultrarapide (ou dans le signal BOLD par IRMf). Cependant, il est important de noter que d’autres 
phénomènes physiologiques (autres que l’activité neuronale) peuvent induire des fluctuations de 
basse fréquence au niveau vasculaire (ondes de Mayer (Julien 2006), vasomotricité…). L’imagerie par 
bioluminescence d’une protéine sensible au calcium et émettant de la lumière lorsqu’il y a un 
changement de concentration calcique dans la cellule (suite à l’activation d’un neurone notamment) a 
récemment apporté une preuve supplémentaire de l’origine neuronale de la connectivité fonctionnelle 
(Ma et al. 2016). Cependant, plusieurs groupes de chercheurs se sont posés la question de l’influence 
de ces autres phénomènes, non neuronaux, sur les résultats présentés dans le cadre de l’étude de la 
connectivité fonctionnelle par des méthodes d’imagerie reposant uniquement sur la réponse 
hémodynamique (Birn 2012; Tong et al. 2013; Tong et al. 2015). Les auteurs soulignent la forte 
probabilité d’une coexistence de réseaux à la fois neuronaux et vasculaires et insistent sur l’importance 
de pouvoir les distinguer.  
Un article récent a justement étudié la question de l’influence des ondes de Mayer et de la 
vasomotricité dans le cadre de l’étude de la connectivité fonctionnelle chez la souris (Bumstead et al. 
2016) : un filtrage passe-bande de fréquences de coupure 0.01-0.08 Hz permet de cibler les 
fluctuations d’origine neuronale. Il est important de noter que ce filtrage pourrait être espèce-
dépendant puisque les phénomènes vasculaires ne se produisent pas exactement dans les mêmes 
plages de fréquence d’une espèce à l’autre.  
Notre post-traitement des acquisitions faites chez la souris inclut donc une étape de filtrage 
temporel des signaux, par filtrage passe-bande sur la plage [0.01-0.08] Hz. 
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Le filtrage temporel passe-bande ([0.01-0.08] Hz) a été modifié par rapport à celui utilisé 
précédemment au laboratoire chez le rat anesthésié ([0.05-0.2] Hz dans Osmanski et al. (2014)) afin 
de cibler au mieux les fluctuations vasculaires cérébrales d’origine neuronale chez la souris. 
 
Suppression de la moyenne globale ou « régression du mode 1 » 
Le post-traitement classique en IRMf comprend une étape de prétraitement appelée 
communément « global signal regression » (régression du signal global). Cette étape permet de 
supprimer des fluctuations globales, à l’échelle du cerveau entier, qui peuvent masquer les plus petites 
fluctuations de connectivité fonctionnelle. Cela permet également de supprimer des artéfacts globaux 
d’origine physiologique et améliore ainsi la fiabilité des résultats expérimentaux (M. D. Fox et al. 2009; 
Jonckers et al. 2015). Sur nos données acquises sur des souris éveillées et en mouvement la 
suppression de ce « signal global » apparaît comme d’autant plus nécessaire puisqu’il contient 
également des artéfacts globaux liés aux mouvements de l’animal. La régression du signal global peut 
se faire de différente manière et s’apparente à une suppression d’une « moyenne globale » au cours 
du temps calculée sur l’ensemble du cerveau.  
La Figure V-10 (a) donne une représentation des premiers modes spatiaux obtenus par 
Singular Value Decomposition (SVD, décomposition en valeurs singulières) d’une acquisition faite sur 
une souris éveillée. Ce type de représentation avait été utilisée sur les données de rats anesthésiés 
(Osmanski et al. 2014) pour montrer la possibilité d’observer les corrélations entre différentes aires du 
cerveau sans a priori spatial (ce qui s’apparente à une analyse par ICA (Independant Component 
Analysis) faite classiquement en IRMf). L’affichage des premiers modes spatiaux obtenus par SVD, 
affichés par ordre d’énergie décroissante, nous renseigne sur la présence ou non de fluctuations 
spontanées corrélées entre différentes zones du cerveau. Cependant, l’interprétation précise des 
différents modes et le lien entre « mode » et « niveau de corrélation » reste encore mal compris. Sans 
entrer dans une analyse poussée des différents modes spatiaux, on peut remarquer tout de même que 
le tout premier mode spatial (mode concentrant le maximum de l’énergie du signal) correspond à un 
signal « global », réparti sur l’ensemble du cerveau. La SVD nous permet également de visualiser les 
décours temporels associés à chaque mode spatiaux. La Figure V-10 (b) présente le signal temporel 
associé au mode spatial numéro 1. La Figure V-10 (c) présente le signal Doppler au cours du temps 
moyenné sur l’ensemble du cerveau. On observe que les graphiques (b) et (c) sont très similaires : le 
décours temporel associé au premier mode spatial, représentant une sorte de signal global présent 
dans l’ensemble du cerveau, ressemble donc très fortement au signal temporel moyen calculé sur 
l’ensemble de l’image. La Figure V-10 (d) présente la matrice de connectivité fonctionnelle obtenue 
sans post-traitement particulier, la Figure V-10 (e) la même matrice de connectivité fonctionnelle 
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obtenue après suppression du premier mode SVD et la Figure V-10 (f) la matrice obtenue après 
suppression de la moyenne globale. Les deux méthodes donnent des résultats équivalents : avant post-
traitement toutes les ROIs sont fortement corrélées entre elles, après post-traitement les niveaux de 
corrélation sont plus contrastés avec une nette apparition des corrélations bilatérales entre les aires 
fonctionnelles homologues et symétriques.  
  
Il a donc été nécessaire d’inclure dans notre post-traitement une étape de « suppression du 
signal global », indispensable chez les souris éveillées, réalisée par la mise à zéro du premier mode 
spatial obtenu par SVD. Ceci permet de visualiser correctement les petites fluctuations de connectivité 
fonctionnelle en s’affranchissant au mieux des artéfacts liés aux mouvements ou à la physiologie. 
 
L’étape de suppression du signal global permet de supprimer des fluctuations globales, à l’échelle 
du cerveau entier, pouvant masquer les plus petites fluctuations de connectivité fonctionnelle. Cette 
Figure V-10 : Les données utilisées dans cette figure ont été acquises sur une souris éveillée. 
(a) 9 premiers modes spatiaux obtenus par SVD et affichés par énergie décroissante. (b) 
Décours temporel associé au premier mode spatial. (c) Signal Doppler moyenné sur 
l’ensemble du cerveau au cours du temps. (d) Matrice de connectivité fonctionnelle calculée 
sur les données brutes, sans suppression du « signal global ». (e) Matrice de connectivité 
fonctionnelle calculée après mise à zéro du premier mode spatial calculé par SVD. (f) Matrice 
de connectivité fonctionnelle calculée après suppression de la moyenne globale. 
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étape est d’autant plus nécessaire chez les souris éveillées puisqu’elle permet également de 
s’affranchir d’éventuels artéfacts liés aux mouvements des souris. 
 
Récapitulatif du post-traitement  
Notre post-traitement suit donc les différentes étapes suivantes : 
1) Superposition de l’atlas Paxinos à notre image vasculaire Doppler afin de définir les ROIs 
qui seront étudiées dans la matrice de connectivité fonctionnelle (Figure V-11), 
2) Sélection des plages de données exploitables, 
3) Suppression du « signal global » par la mise à zéro du premier mode SVD, 
4) Filtrage passe bande [0.01 0.08 Hz], 
5) Calcul de la matrice de corrélation entre toutes les paires de ROIs sélectionnées,  
6) Moyenne des différentes souris afin d’obtenir, au final, une matrice de connectivité 
fonctionnelle par état d’éveil. 
 
V.3.3. Modification de la connectivité fonctionnelle en fonction de l’état d’éveil   
 
Le même post-traitement a été utilisé pour traiter toutes les acquisitions de type « RS » quel 
que soit l’état d’éveil des souris afin de pouvoir les comparer. La Figure V-12 présente les 4 matrices 
de connectivité ainsi obtenues. On remarque que l’état d’éveil et l’état de faible sédation donnent des 
matrices de connectivité très similaires. Cependant, lorsque la sédation augmente la connectivité 
Figure V-11 : Sélection du plan d’acquisition et définition des régions d’intérêt (ROI). (a) Image 
Doppler coronale du plan choisi : ≈ Bregma -1.5 mm. (b) Recalage entre l’image Doppler et l’atlas 
Paxinos souris grâce à une interface Matlab créée par l’Institut Langevin (NeuroShop). (c) Plan 
Paxinos correspondant et légende des structures d’intérêt. 
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fonctionnelle sur la diagonale de corrélation entre les zones symétriques diminue, puis ré-augmente 
au réveil des souris. D’autres corrélations à plus courte distance (corrélation entre les paires 2 et 3, 3 
et 4 par exemple) semblent également diminuer avec la sédation, mais reviennent une fois la sédation 
« annulée » par l’injection d’Antisédan®. Ces résultats sont en accord avec d’autres études ayant 
démontré que la connectivité fonctionnelle est affaiblie par l’anesthésie (Lu et al. 2007; Liu et al. 2011).  
 
L’imagerie fUS permet d’observer les modulations de la connectivité fonctionnelle induite par la 
sédation. 
 
Il est aussi intéressant de noter la disparition des corrélations négatives dans l’état de forte 
sédation, par rapport aux autres conditions d’éveil. Cette observation est en accord avec des résultats 
obtenus chez le singe (Barttfeld et al. 2015). En effet, pour Stanislas Dehaene et son équipe les patterns 
de connectivité obtenus chez les singes anesthésiés seraient d’origine anatomique, tandis qu’en état 
d’éveil les patterns seraient une superposition d’origine anatomique et d’origine fonctionnelle. Il ne 
peut pas exister de corrélations anatomiques négatives, celles-ci seraient donc forcément d’origine 
fonctionnelle. Nos résultats chez la souris seraient donc également en accord avec une hypothèse 
d’une superposition de connectivité d’origine anatomique et fonctionnelle lorsque l’animal est éveillé 
ou très faiblement anesthésié, contre une connectivité plutôt d’origine anatomique pour l’état de 
sédation forte.  
Figure V-12 : Variation du niveau de connectivité fonctionnelle en fonction de l’état dans lequel 
se trouvent les souris, dans le plan coronal de coordonnées Bregma – 1.5 mm. Etude réalisée sur 
N=6 souris. La correspondance entre numéro de ROI et structures fonctionnelles est visible dans 
la Figure V-11 (c). 
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 La Figure V-13 reprend les valeurs de corrélations entre les paires de ROIs symétriques ainsi 
que la valeur moyenne de ces corrélations, pour les différents états d’éveil. Pour la plupart des ROIs 
ainsi que pour la moyenne des corrélations bilatérales, les corrélations diminuent quand la sédation 
augmente puis ré-augmentent après injection d’Antisédan® et réveil des souris. Le symbole « * » 
marque les différences significatives (test de Student bilatéral apparié, * p<0,05, ** p<0,01). On 
remarque qu’aucune différence significative n’apparait entre l’état d’éveil et l’état de faible sédation. 
Cet état intermédiaire est donc fortement intéressant puisqu’il nous permet d’étudier un état de 
conscience très proche de l’état d’éveil sur des souris parfaitement immobiles et donc sans les 
éventuels biais que pourraient introduire des artéfacts de mouvement.  
 
Aucune différence significative n’apparait entre l’état d’éveil et l’état de faible sédation. L’état de 
faible sédation nous permet d’étudier un état cérébral proche de l’état d’éveil mais sur des souris 
parfaitement immobiles, ce qui permet de confirmer que notre matrice obtenue sur les souris 
éveillées ne reflète pas des corrélations induites par d’éventuels artéfacts de mouvement. 
 
Dans cette partie nous avons donc démontré pour la première fois la possibilité d’utiliser le 
fUS pour étudier la connectivité fonctionnelle chez des souris éveillées. Le pattern de connectivité 
fonctionnelle observé chez les souris éveillées est identique à celui observé chez les souris faiblement 
Figure V-13 : Valeurs de corrélations entre les paires de ROIs symétriques, en fonction de l’état 
d’éveil. Un test de Student bilatéral apparié a été appliqué pour mettre en évidence les différences 
significatives (* p<0.05, ** p<0.01). Aucune différence significative n’apparait entre l’état 
d’éveil et l’état de faible sédation pour les paires de ROIs testées.  
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sédatées et immobiles ; Ce résultat permet d’appuyer le fait que la matrice de connectivité 
fonctionnelle obtenue sur les souris éveillées repose sur un signal physiologique et ne reflète pas 
seulement des corrélations introduites par des artéfacts de mouvement par exemple. Le fUS nous 
permet également d’observer les variations de la connectivité fonctionnelle induite par la sédation 
après injection d’une forte dose de Domitor®. Cette diminution de connectivité est réversible, le réveil 
des souris provoqué par l’injection d’Antisédan® est suivi d’une ré-augmentation de cette connectivité. 
 
Nous avons ensuite analysé les données acquises lors des stimulations des vibrisses des souris 
et nous les avons comparées aux résultats précédents, obtenus durant des périodes de calme et 
d’immobilité des souris sans stimulation. 
 
V.3.4. Modification de la connectivité fonctionnelle post stimulation : vers l’étude du 
DMN 
 
Un des réseaux fonctionnels les plus étudiés actuellement en rsfMRI est le Default-Mode 
Network (DMN) : chez l’Homme, il a été montré que ce réseau est activé lorsque le cerveau est au 
repos et désactivé lorsque le cerveau est engagé dans la réalisation d’un but précis, d’une tâche (M. 
D. Fox et al. 2005; Buckner, Andrews-Hanna, and Schacter 2008). Si ce mode par défaut intéresse 
tellement les neurobiologistes, c’est parce que des disfonctionnements de connectivité dans ce réseau 
ont été observés dans de nombreuses pathologies neurologiques et psychiatriques (autisme, 
schizophrénie…). Il serait donc très intéressant de pouvoir étudier ce réseau fonctionnel chez le petit 
animal, et notamment chez le modèle souris, pour le grand nombre de modèles génétiques de 
pathologies neurologiques que ce modèle permettrait d’étudier. Cependant, au niveau du petit animal, 
si un réseau similaire au DMN d’un point de vue anatomique a été mis en évidence par IRMf, plusieurs 
points n’ont pas encore été bien étudiés. En effet, pour des raisons déjà évoquées plusieurs fois dans 
cette thèse, la méthode d’imagerie de choix actuelle qu’est l’IRMf ne permet pas d’étudier 
correctement le DMN chez des souris éveillées. Or, ce point est crucial si l’on veut pouvoir élaborer 
des expériences au cours desquelles les souris passent d’un état dit de resting state à un état d’action 
durant lequel leur cerveau est « engagé vers un but précis », vers une « tâche », ceci afin d’espérer 
voir la désactivation du DMN déjà mise en évidence chez l’Humain.  
Le fUS nous a permis d’observer des modifications de la connectivité fonctionnelle induite par 
différents niveaux d’éveil chez la souris, nous nous sommes ensuite demandé s’il pouvait également 
nous permettre d’étudier ce mode par défaut et de pallier les inconvénients de l’IRMf. 
Pour cela, nous avons choisi de comparer les matrices de connectivité obtenues dans l’état dit 
de « resting state » (qui correspond ici aux périodes de calme et d’immobilité des souris) et dans un 
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état de « tâche ». La tâche choisie est une simple stimulation des vibrisses droites de la souris ; 
stimulus qui peut être introduit quel que soit l’état d’éveil de la souris. Dans le plan d’acquisition de 
coordonnées antéro-postérieures ≈ Bregma -1.5 mm contenant la zone fonctionnelle des vibrisses 
S1BF, certaines zones fonctionnelles ont été décrites comme appartenant au DMN, notamment la zone 
RSG. Nous cherchons donc à voir, dans les matrices, des modifications de la connectivité fonctionnelle 
causée par la stimulation, en particulier dans cette zone là.  
 
Le fUS peut-il permettre d’observer une diminution de la connectivité fonctionnelle dans les zones 
appartenant au mode par défaut (DMN) lorsque l’état de « resting state » est perturbé par une 
stimulation sensorielle, chez des souris éveillées ou sédatées ? 
 
Acquisitions sur les souris fortement sédatées :  
 La Figure V-14 présente les matrices de connectivité fonctionnelle obtenues lorsque les souris 
sont fortement sédatées (dose forte de Domitor®), en absence de stimulation (Figure V-14 (a)) et en 
présence d’un profil de stimulation des vibrisses droites (Figure V-14 (b)). Pour mettre en évidence les 
différences entre ces deux matrices nous avons également affiché la matrice de différence obtenue en 
soustrayant la seconde matrice à la première (« matrice sans stimulation » – « matrice avec 
stimulation », Figure V-14 (c)). La stimulation des vibrisses droites des souris active la zone 
controlatérale S1BF gauche, c’est-à-dire la ROI numéro 1 (Figure V-14 (d)), tandis que la zone 
symétrique (S1BF droite, numéro 10) n’est pas activée. Par conséquent, la corrélation bilatérale 
gauche-droite existant en l’absence de stimulation (Figure V-14 (a) ROI 1 et 10) est perturbée par la 
stimulation et disparait dans la matrice de connectivité (Figure V-14 (b)). Cette différence est bien 
significative (Figure V-14 (c), test de Student bilatéral apparié, p<0,05). Ceci constitue un premier 
contrôle positif : le fUS nous permet de mettre en évidence des modifications de la connectivité 
fonctionnelle induites par stimulation dans les zones directement concernées par la stimulation. 
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 Par comparaison visuelle entre les matrices (a) et (b) nous remarquons également une baisse 
du niveau de corrélation entre les ROIs 5 et 6 (zone fonctionnelle RSG gauche et droite, une des zones 
du DMN a priori) lorsque les souris sont stimulées. Un test de Student unilatéral (moins restrictif que 
le test de Student bilatéral précédemment utilisé pour les ROIs 1 et 10) en faisant l’hypothèse que la 
corrélation est plus faible avec stimulation que sans stimulation, permet de mettre en évidence cette 
différence de manière significative. La stimulation des vibrisses induit donc une diminution de la 
connectivité fonctionnelle entre les zones RSG gauche et droite. Ce résultat va dans le sens d’une 
désactivation de la connectivité des zones incluses dans le Default Mode Network lors d’une tâche.  
 
Chez les souris fortement sédatées, le fUS permet de mettre en évidence la modification de la 
connectivité fonctionnelle induite par une stimulation des vibrisses, dans deux zones d’intérêt : la 
zone stimulée (S1BF) et une zone faisant a priori partie du DMN. 
 
 
 
 
Figure V-14 : Variation de la connectivité fonctionnelle lors de stimulation des vibrisses droites 
des souris fortement sédatées. (a) Matrice de connectivité en absence de stimulation. (b) Matrice 
de connectivité lors de stimulations des vibrisses. Le schéma de stimulation est visible dans la 
figure Figure V-7. (c) Différence entre la matrice sans stimulation et la matrice avec stimulation 
(matrice (a) – matrice (b)). Test de Student bilatéral apparié : * p<0.05. (d) Légende des ROIs 
utilisées dans les matrices de connectivité.  
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Acquisitions sur souris faiblement sédatées 
 La Figure V-15 présente les matrices de connectivité fonctionnelle obtenues lorsque les souris 
sont très faiblement sédatées, en absence de stimulation (Figure V-15 (a)) et en présence d’un profil 
de stimulation des vibrisses droites (Figure V-15 (b)). Là encore, pour mettre en évidence les 
différences entre ces deux matrices nous avons également affiché la matrice des différences obtenue 
en soustrayant la seconde matrice à la première (« matrice sans stimulation » – « matrice avec 
stimulation », Figure V-15 (c)). Comme précédemment sur les souris plus fortement sédatées, nous 
pouvons remarquer tout d’abord que la corrélation bilatérale gauche-droite entre les zones 
fonctionnelles dédiées aux vibrisses (S1BF, ROI 1 et 10) s’annule lorsque les vibrisses droites des souris 
sont stimulées. Cette disparition de la corrélation, qui constitue là encore un premier contrôle positif, 
est bien significative (Figure V-15 (c), test de Student bilatéral apparié, p<0,05). Mais on remarque 
également que la connectivité fonctionnelle diminue de manière significative (Figure V-15 (c), test de 
Student bilatéral apparié) entre les ROIs 5 et 6 (RSG gauche et droite, zones fonctionnelles appartenant 
a priori au DMN ; p<0,01), tandis qu’elle augmente de manière significative entre les ROIs 11 et 12 
(hippocampe gauche et droite; p<0,05). Si l’augmentation de la connectivité entre les ROIs 11 et 12 est 
difficile à interpréter, la diminution de la connectivité fonctionnelle entre les aires fonctionnelles RSG 
du cortex gauche et du cortex droit lorsque les souris sont stimulées est, quant à elle, en accord avec 
la théorie.  
 
Chez les souris faiblement sédatées, le fUS permet également de mettre en évidence la modification 
de la connectivité fonctionnelle induite par une stimulation des vibrisses, dans deux zones d’intérêt : 
la zone stimulée (S1BF) et une zone faisant a priori partie du DMN (RSG).  
Figure V-15 : Variation de la connectivité fonctionnelle lors de stimulation des vibrisses des 
souris faiblement sédatées. (a) Matrice de connectivité en absence de stimulation. (b) Matrice 
de connectivité lors de stimulations des vibrisses. Le schéma de stimulation est visible dans la 
figure Figure V-7. (c) Différence entre la matrice sans stimulation et la matrice avec stimulation 
(matrice (a) – matrice (b)). Test de Student bilatéral apparié : * p<0.05 ;** p<0.01. Même 
légende de ROIs que celle visible dans la Figure V-14 (d). 
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Acquisitions sur souris éveillées :  
 Enfin, la Figure V-16 présente les résultats obtenus chez les souris en état d’éveil. Il est 
important de noter ici que notre post-traitement initial a dû être légèrement adapté.  
La stimulation des vibrisses sur souris peu ou fortement sédatées n’introduisait pas de 
problème particulier, puisque mis à part de petits mouvements résiduels de la queue par moment, les 
souris restaient immobiles au cours des stimulations, comme elles l’étaient également au cours des 
acquisitions dites de « resting state », grâce à la dose de sédatif qui leur avait été injectée. La 
comparaison entre les deux types d’acquisition était donc simple. Cependant, les stimulations des 
vibrisses sur les souris éveillées provoquent fréquemment chez les souris des mouvements de recul, 
des déplacements pour tenter d’éviter la stimulation, ou bien des gestes réalisés à l’aide de leurs pattes 
avant pour tenter de repousser le coton-tige utilisé pour la stimulation des vibrisses. Les acquisitions 
de type « stimulation » sur les souris éveillées contiennent donc de nombreuses plages où les souris 
ne sont pas immobiles mais en mouvement. La comparaison avec la matrice de connectivité 
fonctionnelle de type « resting state » obtenue chez les souris éveillées (présentée dans la Figure V-12) 
est donc délicate puisque celle-ci a été obtenue après sélection des plages de données où les souris 
sont « immobiles et calmes ». Or nous avons vu que cette sélection des données permettait de réduire 
les artéfacts de mouvement. Une telle comparaison ne serait donc pas faite « à bruit égal ». Nous avons 
donc décidé, afin de comparer des matrices de connectivité « à bruit égal », de calculer les matrices 
de connectivité fonctionnelle, en l’absence de stimulation et en présence de stimulation, sans 
sélection particulière des plages de données. Les matrices résultantes sont présentés dans la figure 
Figure V-16 (a) et (b). La matrice des différences (« matrice sans stimulation » - « matrice avec 
stimulation ») est également visible dans la Figure V-16 (c). 
 
Figure V-16 : Variation de la connectivité fonctionnelle lors de stimulation des vibrisses des souris 
éveillées. (a) Matrice de connectivité en absence de stimulation : les souris sont laissées libres, 
sans intervention de la part de l’expérimentateur. (b) Matrice de connectivité lors de stimulations 
des vibrisses. Le schéma de stimulation est visible dans la figure Figure V-7. (c) Différence entre la 
matrice sans stimulation et la matrice avec stimulation (matrice (a) – matrice (b)). Test de Student 
unilatéral apparié : * p<0.05. Même légende de ROIs que celle visible dans la Figure V-14 (d). 
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L’étape de sélection des plages de « calme et immobilité » des souris n’a pas été faite ici afin de 
comparer les deux matrices (avec et sans stimulation) à « bruit égal ».  
 
Le contrôle consistant à vérifier que la corrélation entre les zones S1BF gauche et droite diminue lors 
des stimulations des vibrisses droites est bien visible lorsque l’on compare les matrices (a) et (b). 
Cependant, cette différence n’est significative qu’avec un test de Student unilatéral (contrairement 
aux cas précédents où cette même différence était significative avec un test de Student bilatéral, plus 
restrictif). De plus, on ne remarque aucune diminution de la corrélation entre les ROIs 5 et 6, 
contrairement au deux cas étudiés précédemment. Plusieurs hypothèses peuvent être faites : nombre 
de souris étudiées trop petit (N=6 ici) ? Bruit dû aux artéfacts de mouvement trop important ? 
Comparaison « resting state/tâche » mal adaptée (le cas « resting state » ne correspondant plus à un 
cas où les souris sont uniquement immobiles et calmes puisqu’on a gardé également les plages où les 
souris étaient en mouvement afin de permettre une comparaison à « bruit égal » avec les acquisitions 
de type stimulation)… ? 
 
Chez les souris éveillées, le fUS permet de mettre en évidence la modification de la connectivité 
fonctionnelle induite par une stimulation des vibrisses, dans la zone contrôle stimulée (S1BF), mais 
la diminution de la corrélation entre les zones RSG gauche et droite (zones du DMN) lors des 
stimulations n’a pas pu être observée.  
 
En conclusion, la stimulation des vibrisses des souris dans différents états d’éveil a induit une 
modification de la connectivité fonctionnelle mesurable grâce au fUS, dans une zone fonctionnelle 
directement reliée aux vibrisses des souris (expérimentation contrôle) mais également, dans certaines 
conditions, au niveau d’une paire de ROIs appartenant a priori au réseau du DMN. Une diminution de 
la corrélation entre les zones RSG gauche et droite a notamment été observée chez des souris très 
faiblement sédatées, une condition expérimentale de choix puisque les souris sont en effet dans un 
état cérébral proche de celui de l’état d’éveil (V.3.3), tout en permettant des acquisitions sans artéfacts 
de mouvement puisque les souris sont immobilisées par la sédation. Ces résultats constituent un 
premier pas vers l’étude du DMN par imagerie fUS sur des souris saines. 
 
V.1. Discussion et conclusion 
 
Dans ce chapitre nous avons démontré la possibilité d’utiliser l’imagerie fonctionnelle ultrasonore 
ultrarapide (fUS) afin d’étudier la connectivité fonctionnelle dans le cerveau de souris anesthésiées, 
122 
 
mais aussi éveillées, de manière transcrânienne et peu invasive. Le fUS nous a permis de mettre en 
évidence des variations de connectivité fonctionnelle induites par différents états d’éveil et de 
sédation, mais aussi des variations de connectivité induites par des stimulations. Nous avons 
notamment pu observer une diminution de la connectivité entre deux aires corticales appartenant a 
priori au Default Mode Network au cours d’acquisitions de stimulation des vibrisses.  
Les résultats que nous avons présentés constituent un premier pas vers d’autres applications plus 
générales de grand intérêt en neuroscience actuellement : l’étude de la variation de la connectivité 
fonctionnelle dans le cadre de l’utilisation de modèles souris de pathologies neuropsychiatriques et 
d’études pharmacologiques.  
 
Modification de la connectivité fonctionnelle en fonction de l’état d’éveil 
Diminution de la corrélation avec la sédation : quelques vérifications 
La diminution de la corrélation avec l’augmentation de la sédation n’est a priori pas due à une simple 
diminution du couplage neurovasculaire qui aurait pu être provoquée notamment par la diminution 
de la température corporelle des souris. Deux arguments nous permettent d’écarter cette hypothèse : 
(1) la température corporelle des souris était contrôlée et stabilisée grâce à un tapis chauffant tout au 
long des acquisitions sous forte sédation ; (2) Nous avons bien observé l’activation de la zone S1BF 
après stimulation des vibrisses des souris tout au long des expériences, et ce même dans le cas de la 
plus forte dose de Domitor®, ce qui prouve que le couplage neurovasculaire n’était pas perturbé.  
 Nous avons également vérifié que les différences observées entre les niveaux de corrélation 
n’étaient a priori pas dues à un simple effet vasoconstricteur du Domitor®. Pour cela nous avons vérifié 
que l’amplitude de l’augmentation du CBV (Cerebral Blood Volume) dans la zone S1BF au moment des 
stimulations était similaire dans les états de sédation faible, forte et en l’absence de sédation. 
 
Augmentation des corrélations au réveil des souris après injection d’Antisédan® 
Sur la Figure V-12 on observe une légère augmentation des corrélations dans la matrice de connectivité 
fonctionnelle dans l’état de « réveil », après injection de l’Antisédan® qui permet « d’annuler » l’effet 
du Domitor®, par rapport à l’état d’éveil « normal » de départ. Nous nous sommes demandé si cette 
augmentation des corrélations pouvait être un effet directement lié à l’Antisédan®. Nous avons donc 
fait une expérience de contrôle (N=3 souris) consistant à injecter l’Antisédan® sur des souris déjà 
éveillées, afin de voir si l’injection du produit lui-seul semblait renforcer les niveaux de connectivité. 
Nous n’avons pas vu d’effet significatif sur les niveaux de corrélations bilatérales au niveau des 
matrices de connectivité.  
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Le choix délicat de l’anesthésique dans le cadre de l’étude de la connectivité fonctionnelle 
Le Domitor® est le produit le plus utilisé pour l’étude de la connectivité fonctionnelle chez le rat en 
IRMf car il permet d’obtenir des résultats plus fiables et plus spécifiques spatialement que les 
anesthésies générales (Kalthoff et al. 2013). De plus son effet peut être « annulé » rapidement par 
injection d’Antisédan®. Cependant, chez la souris, des études précédentes en IRMf avaient montré que 
le Domitor® provoquait une diminution de la connectivité inter-hémisphérique (Jonckers et al. 2011). 
En effet, dans cet article on remarque que l’analyse par ICA fait ressortir le cortex gauche et le cortex 
droit dans deux modes distincts chez la souris, tandis que chez le rat, également sous Domitor®, ceux-
ci apparaissent bien corrélés et dans le même mode. Nos résultats vont également dans le sens d’une 
diminution de la connectivité inter-hémisphérique après injection de la plus forte dose de Domitor® 
chez la souris. Ce même groupe d’auteur a aussi testé d’autres protocoles d’anesthésie chez la souris 
afin de déterminer s’il existait des conditions d’anesthésie permettant une meilleure visualisation de 
la connectivité inter-hémisphérique en IRMf (Jonckers et al. 2014). Leur étude révèle par exemple une 
diminution de la connectivité inter-hémisphérique au niveau du cortex pour les souris anesthésiées 
par administration de α-chloralose et uréthane, par comparaison avec celles anesthésiées par 
isoflurane ou éveillées. 
Outre le choix du modèle animal (rat ou souris) et de l’anesthésique, de nombreux autres facteurs 
entrent en jeu dans la mesure de la connectivité fonctionnelle sur des animaux anesthésiés : la dose 
injectée, la voie d’administration, l’environnement et le niveau de stress que celui provoque chez 
l’animal par exemple… Tout ceci est à prendre en compte au moment du choix du protocole 
expérimental, et rend les comparaisons entre différentes études faites dans différents laboratoires 
parfois difficiles et hasardeuses. Le passage à l’expérimentation sur animaux éveillés paraît donc plus 
que nécessaire même s’il implique d’autres contraintes et la possibilité d’introduire d’autres biais. Les 
contraintes en imagerie de la connectivité fonctionnelle sur des animaux éveillés sont effectivement 
multiples : effet des artéfacts de mouvement qui peuvent perturber les petites fluctuations que l’on 
cherche à observer, difficulté de s’assurer de l’état cérébral dans lequel se trouve l’animal et de sa 
répétabilité inter ou intra-animal, nécessité de mettre en place des protocoles d’habituation parfois 
lourds et complexes…  
 
Modification de la connectivité fonctionnelle par stimulation : vers l’étude du DMN… 
 Nous avons pu mettre en évidence la diminution de la corrélation entre les zones RSG gauche 
et droite lors d’une stimulation des vibrisses de la souris. Ce résultat est fortement intéressant puisque 
la zone RSG est une des structures cérébrales faisant a priori partie du DMN chez la souris (Sforazzini 
et al. 2014; Stafford et al. 2014), réseau dont la principale propriété démontrée notamment chez 
l’Homme est d’être activé (corrélé) au repos et désactivé (décorrélé) lors d’une tâche. La diminution 
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de cette corrélation, consécutivement aux stimulations des vibrisses des souris, est plus 
particulièrement visible chez les souris faiblement sédatées que dans les autres conditions d’éveil. 
Sous forte sédation, le niveau de corrélation « de base » entre les deux ROIs appartenant au DMN est 
plus faible que chez les souris légèrement sédatées (résultat qui avait déjà été observé chez la souris 
en IRMf (Shah et al. 2016)). Cela pourrait expliquer qu’une diminution de cette corrélation - déjà faible 
- soit plus difficile à mettre en évidence de manière significative. Chez les souris éveillées cependant, 
l’absence de mise en évidence de la décorrélation entre RSG gauche et droite consécutivement aux 
stimulations semble à première vue plus étonnante. Cependant, plusieurs paramètres peuvent entrer 
en jeu et expliquer cette absence de résultat, notamment la présence d’artéfacts de mouvement que 
nous avons volontairement conservés dans cette analyse afin de comparer les acquisitions « sans et 
avec stimulation » avec des niveaux de bruit égaux. En effet, comme les souris se déplacent et 
introduisent donc des artéfacts de mouvement dans les acquisitions réalisées « avec stimulation », 
nous avons considéré qu’il était alors plus judicieux de comparer la matrice obtenues dans ces 
conditions à une matrice « sans stimulation » pour laquelle nous aurions également gardé les plages 
de déplacement des souris. On ne compare donc pas réellement une matrice dite de « resting state » 
(correspondant à des plages où la souris est calme et immobile) vs une matrice dite de « tâche », mais 
plutôt une matrice que l’on pourrait qualifier de « comportement libre des souris » vs une matrice 
dite de « comportement libre perturbé par les stimulations ». En plus d’introduire des artéfacts de 
mouvement qui peuvent perturber les petites fluctuations liées à la connectivité fonctionnelle, ce 
protocole s’éloigne donc un peu de ce qui est fait de manière plus rigoureuse chez l’Homme en IRMf 
où l’on compare une réelle « tâche cognitive » vs un état dans le lequel le sujet reste « immobile sans 
rien faire ».  
 
La question des artéfacts de mouvement dans les matrices de connectivité fonctionnelle  
Dans la première partie de notre étude, nous nous sommes intéressés à des matrices de 
connectivité fonctionnelle obtenues chez des souris « calmes et immobiles », en supprimant les plages 
d’acquisition durant lesquelles les souris se déplaçaient dans leur cage (V.3.2). Ceci a été fait afin de 
se rapprocher des conditions dans lesquelles la connectivité fonctionnelle est étudiée habituellement, 
c’est-à-dire durant un état appelé « état de resting state » : Humain éveillé mais au repos, animal 
anesthésié, ou animal éveillé mais contraint à rester immobile dans l’appareil. Cette nécessité de 
supprimer les plages de déplacement des souris nous a également permis de réduire les artéfacts de 
mouvement (Figure V-9). Les résultats présentés dans la Figure V-12 confirment que la matrice de 
connectivité ainsi obtenue chez les souris éveillées n’est pas perturbée par des artéfacts de 
mouvement puisqu’elle ressemble fortement à la matrice obtenues sur des souris très faiblement 
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sédatées, complètement immobiles (pas de différence significative visible dans la Figure V-13 entre 
ces deux conditions).  
Dans la seconde partie de notre étude, la Figure V-16 (a) présente la matrice de connectivité 
fonctionnelle obtenue sur les souris éveillées, mais cette fois sans avoir fait la pré-sélection des plages 
de données correspondant aux passages de calme et d’immobilité des souris (nous avons déjà discuté 
du choix de ce post-traitement précédemment). On remarque dans ce cas que les niveaux de 
corrélation apparaissent plus forts que dans la matrice obtenue avec sélection des plages de données 
(Figure V-12 première matrice). Ce résultat semble contre-intuitif. En effet, puisque les fluctuations 
spontanées basses fréquences corrélées spatialement dans le cerveau sont une caractéristique de 
l’état de resting state et donc du cerveau au repos (V.1.1), les plages durant lesquelles les souris se 
déplacent devraient au contraire introduire des décorrélations des signaux. Nous nous attendions donc 
à observer une diagonale de connectivité bilatérale moins forte que dans la matrice de la Figure V-12. 
Plusieurs hypothèses peuvent être avancées sur l’origine de cette augmentation du niveau de 
corrélation. La première étant que les artéfacts de mouvement, se répercutant dans toutes les ROIs de 
l’image plus ou moins de la même façon, introduisent des corrélations supplémentaires. Cependant il 
est intéressant de noter ici que toutes les paires de ROIs ne voient pas leur corrélation augmenter de 
la même façon (certaines ont sensiblement les mêmes niveaux de corrélation dans la Figure V-12 et 
dans la figure Figure V-16 (a) : ROIs 5, 6, 11, 12…), ce qui semble donc ne pas aller dans le sens d’un 
artéfact de mouvement venant perturber l’ensemble de l’image. Une autre hypothèse pourrait être 
que les ROIs concernées par l’augmentation de la corrélation soient des zones fonctionnelles très 
proches spatialement de zones corticales motrices: M1 et M2, cortex moteur primaire et secondaire 
se trouvent en effet à quelques dixièmes de millimètre en avant du plan coronal dans lequel nous 
estimons avoir placé la sonde échographique et au même niveau latéralement que les ROIs 3 et 8. Lors 
des déplacements des souris, l’activation puis la désactivation de ses zones fonctionnelles motrices 
pourraient entraîner une corrélation supplémentaire entre elles, s’ajoutant aux petites fluctuations 
spontanées de connectivité fonctionnelle dans l’état de repos. Il pourrait alors être intéressant de 
reproduire cette expérience en plaçant la sonde échographique de manière plus postérieure, afin de 
s’éloigner du cortex moteur et voir l’effet produit sur les niveaux de corrélation lorsque les plages de 
mouvements des souris sont conservées dans l’analyse. 
 
Positionnement du fUS par rapport aux autres techniques d’imagerie dans le cadre de l’étude de la 
connectivité fonctionnelle 
Dans le cadre de l’étude de la connectivité fonctionnelle, le fUS présente l’avantage de pouvoir 
être utilisé sur des animaux vigiles, en s’affranchissant donc de l’effet perturbateur que peuvent avoir 
les anesthésiques sur le fonctionnement du cerveau et permet ainsi de se rapprocher des conditions 
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d’études pratiquées chez l’Homme en IMRf. Il est ainsi possible d’envisager des expériences 
comportementales poussées sur le petit animal : apprentissage de tâches spécifiques, utilisation de 
labyrinthes, tests de mémorisation… non réalisables en IRMf. Les deux principaux avantages restant à 
l’IRMf sont donc son aspect non invasif et la possibilité d’acquérir des volumes en 3 dimensions. Nous 
avons vu que, chez la souris, le fUS peut être utilisé de manière complètement non invasive chez des 
souris anesthésiées (chapitre III). Chez la souris éveillée, le besoin d’une fixation rigide et solide entre 
la sonde ultrasonore et la tête de la souris nécessite l’implantation de vis de fixation mais laisse le 
cerveau intact, dans sa cavité crânienne, limitant considérablement le risque d’infection et permettant 
des acquisitions longitudinales (chapitre IV). L’accès à la connectivité fonctionnelle en 3D peut être 
envisagé par l’utilisation de sondes matricielles 3D qui permettent d’acquérir un volume directement 
et à des cadences d’imagerie ultrarapides (Provost et al. 2014). En effet, un avantage du système 
Mobile HomeCageTM utilisé dans ce chapitre est le fait que la sonde ultrasonore n’est pas supportée 
directement par la souris mais est solidaire du système de moteurs. De plus, le cadre métallique 
implanté sur la tête de la souris laisse une fenêtre d’acquisition de plusieurs millimètres. Il est donc 
envisageable d’acquérir, avec une telle sonde matricielle, un volume Doppler complet afin d’étudier la 
connectivité fonctionnelle entre des aires cérébrales appartenant à des régions éloignées. Ce travail 
pourrait être réalisé sans grande modification du côté du montage expérimental, mais nécessite tout 
de même une optimisation des séquences ultrasonores 3D afin de pouvoir atteindre des cadences 
d’imagerie Doppler qui permettent de suivre la réponse hémodynamique, soit environ un volume 
Doppler toutes les 1 ou 2 secondes. 
Par rapport aux systèmes optiques d’imagerie fonctionnelle existants et permettant, eux aussi, 
d’acquérir des données sur des souris éveillées avec une bonne résolution spatiale et temporelle et un 
niveau d’invasivité comparable au fUS, le fUS présente l’avantage d’obtenir des informations en 
profondeur dans le cerveau. En effet, les méthodes optiques sont actuellement limitées aux premiers 
millimètres du cortex cérébral, tandis que l’imagerie échographique permet d’accéder à la totalité du 
cerveau de la souris ou du rat, sur toute sa profondeur. Si l’étude de la connectivité fonctionnelle au 
niveau du cortex apporte déjà de nombreuses informations intéressantes, certaines structures plus en 
profondeur jouent des rôles clés dans de nombreuses maladies psychiatriques et il est donc primordial 
de pouvoir y accéder. L’hippocampe par exemple (Figure V-11, ROIs 11 et 12) est une structure très 
étudiée dans les modèles précliniques de schizophrénie, et plus généralement dans l’étude de 
nombreuses maladies psychotiques (Li, Long, and Yang 2015) puisqu’il a en effet été démontré que la 
connectivité fonctionnelle entre l’hippocampe dorsal et le cortex préfrontal était altérée dans le cas 
de ces maladies. Ce type de connectivité ne peut pas être étudié par imagerie optique se limitant à la 
surface du cortex. Le striatum est un autre exemple de structure à laquelle il est important de pouvoir 
accéder dans le cadre de l’étude de la connectivité fonctionnelle sur des modèles pathologiques. En 
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effet, un défaut de connectivité entre le striatum et le cortex préfrontal a été observé dans le cas de 
la maladie de Parkinson, de la schizophrénie ou de l’autisme (Shepherd 2013). Le fUS pourra donc 
certainement apporter des réponses que ne peut pas fournir actuellement l’imagerie optique qui se 
limite aux structures cérébrales superficielles.  
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VI. Conclusion générale 
 
VI.1. Résumé de la thèse 
 
Ce travail de thèse, débuté en mai 2014, s’est inscrit dans la continuité d’un travail réalisé à 
l’Institut Langevin depuis les années 2010 : la technique d’imagerie fonctionnelle du cerveau par 
ultrason ultrarapide, plus connue sous le nom d’imagerie fUS (functional ultrasound imaging) a en effet 
été publiée pour la première fois en 2011 (Macé et al. 2011). L’imagerie fUS a ensuite été rapidement 
utilisée au laboratoire en collaboration avec des neurobiologistes pour plusieurs applications à la fois 
chez le rat anesthésié (Osmanski et al. 2014a; Osmanski et al. 2014b) mais aussi chez le nouveau-né 
(Demené et al. 2014).  
Mon travail de thèse repose sur l’application du fUS dans le domaine de l’imagerie cérébrale 
préclinique chez le petit animal. Dans ce domaine plusieurs perspectives restaient encore à explorer 
ou étaient en cours d’investigation à mon arrivée au laboratoire. Les deux objectifs principaux étaient 
de démontrer la faisabilité de l’imagerie fUS chez le petit animal non anesthésié mais aussi de passer 
du modèle rat au modèle souris, tout en essayant d’aller vers l’imagerie la moins invasive possible. 
 
 Dans le premier chapitre d’introduction nous avons rappelé le principe de l’imagerie Doppler 
ultrarapide, son apport par rapport à l’imagerie Doppler conventionnelle par focalisation, et 
notamment comment la cadence ultrarapide de cette technique a permis de développer l’imagerie 
fUS. Nous avons également situé le fUS par rapport à quelques autres techniques d’imagerie 
cérébrales existantes, afin de montrer son fort potentiel, et notamment sa capacité à concurrencer 
l’IRMf qui est actuellement encore la technique de référence dans le domaine de l’imagerie 
fonctionnelle cérébrale. 
 
 Dans le deuxième chapitre, nous avons montré comment la technique classique de 
recombinaison cohérente d’ondes planes inclinées (coherent compounding) pouvait être modifiée afin 
d’améliorer encore le rapport signal-à-bruit des images acquises par imagerie Doppler ultrarapide. 
Nous avons en effet mis au point une toute nouvelle séquence d’imagerie par émission d’ondes planes 
que nous avons appelée Multiplane Wave imaging. Cette technique repose sur l’envoi simultané de N 
ondes planes au sein d’un même tir ultrasonore. Un habile jeu de coefficients +1 et -1 appliqué aux 
amplitudes des ondes planes à l’émission et une simple étape d’additions et de soustractions des 
images après réception, permet d’augmenter virtuellement l’amplitude des ondes planes émises. 
Finalement, le bruit étant inchangé mais le signal augmenté, le rapport signal-à-bruit de l’image finale 
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est amélioré, tout en conservant une cadence d’imagerie ultrarapide inchangée. Le Multiplane Wave 
imaging a donc de nombreuses applications potentielles, tant sur le plan de l’imagerie préclinique que 
clinique, puisque cette séquence ultrasonore pourra en effet s’avérer utile chaque fois qu’une grande 
cadence d’imagerie est nécessaire et que la profondeur de pénétration des ultrasons a besoin d’être 
améliorée. Dans le domaine de l’imagerie cérébrale préclinique chez le petit animal nous avons 
démontré in vivo chez le rat anesthésié que le Multiplane Wave permettait en effet de visualiser des 
vaisseaux sanguins plus en profondeur.  
Cette nouvelle séquence ultrasonore a suscité un fort intérêt lors de notre présentation au congrès 
IEEE 2016 à Tours, au cours duquel elle m’a permis de remporter le prix Student Award de 
l'International Ultrasonics Symposium. Très récemment, l’idée du Multiplane Wave a également été 
déjà reprise par d'autres équipes de chercheurs afin d’améliorer l’imagerie harmonique (Gong et al. 
2016).  
 
Après ce premier chapitre de résultat plutôt technique nous avons abordé dans les trois chapitres 
suivants des questions plus en rapport avec les neurosciences. Dans le chapitre III nous avons 
démontré la possibilité d’utiliser l’imagerie Doppler ultrarapide de manière complètement non 
invasive chez la souris anesthésiée quel que soit son âge, et chez le jeune rat jusqu’à l’âge d’environ 1 
mois. La possibilité d’imager le cerveau d’un modèle animal tel que la souris de manière complètement 
non invasive grâce aux ultrasons est un résultat important puisque ceci ouvre la porte à des études 
longitudinales, sans aucun risque d’infection et/ou de douleur, contrairement à ce qui peut 
actuellement être fait grâce au fUS chez le rat adulte (pour lequel une craniotomie, une fenêtre de 
crâne aminci ou l’injection d’agents de contraste reste nécessaire). Ce résultat est important puisqu’il 
permet ainsi de se rapprocher d’un niveau d’invasivité comparable à celui de l’IRMf. 
  
Dans le chapitre suivant nous avons montré la possibilité de transposer l’utilisation de l’imagerie 
fUS de l’animal anesthésié vers l’animal éveillé et en mouvement. Une collaboration avec l’équipe du 
Dr Ivan Cohen de l’Institut de Biologie Paris Seine à l’UPMC, a permis de faire la première preuve de 
concept de l’utilisation du fUS chez le rat éveillé et en mouvement. Puis avec l’équipe du Dr Zsolt Lenkei 
du laboratoire Plasticité du Cerveau à l’ESPCI, nous avons mis au point un montage expérimental, une 
séquence ultrasonore et un protocole expérimental, adaptés cette fois au modèle souris. En utilisant 
les résultats du chapitre précédent nous avons pu montrer la possibilité de réaliser des études 
d’imagerie fonctionnelle cérébrale de manière minimalement invasive, chez des souris éveillées et 
libres de leurs mouvements. L’aspect « freely-moving » est très important puisqu’il pourra permettre 
dans le futur des études comportementales actuellement impossibles en IRMf par exemple.  
 
136 
 
Dans le cinquième et dernier chapitre de résultats nous avons appliqué le fUS à l’étude la 
connectivité fonctionnelle chez la souris. Dans la suite de ce qui avait déjà été fait au laboratoire chez 
le rat anesthésié et dans la continuité des chapitres précédents de cette thèse, nous avons démontré 
qu’il était possible d’utiliser le fUS pour étudier des réseaux de connectivité fonctionnelle chez la 
souris, de manière transcrânienne, dans différents état d’éveil et de sédation. Pour cela nous avons 
utilisé un nouveau système expérimental, permettant à la souris de rester mobile tout en ayant la tête 
fixée, que nous avons adapté à l’imagerie fUS. Nous avons pu mettre en évidence des variations de la 
connectivité fonctionnelle en fonction de l’état d’éveil mais aussi suite à des stimulations des vibrisses. 
Nous avons présenté quelques résultats encourageants concernant l’étude du célèbre « Default Mode 
Network », réseau de connectivité fonctionnelle largement étudié actuellement car impliqué dans de 
nombreuses maladies psychiatriques et neurologiques. Nous avons notamment pu mettre en 
évidence, pour la première fois chez la souris, une baisse de la corrélation de certaines zones du Default 
Mode Network lors du passage de l'état de repos (resting state) à une activité stimulée. Ces résultats 
ouvrent la voie à l’utilisation du fUS pour l’étude de la variation de la connectivité fonctionnelle sur 
des modèles pathologiques et pharmacologiques chez la souris. En termes d’étude de connectivité 
fonctionnelle chez l’animal éveillé et notamment chez la souris, le fUS présente l’avantage, par rapport 
aux autres techniques concurrentes d’imagerie fonctionnelle optiques, de pouvoir accéder à des zones 
sous-corticales (hippocampe, striatum…) dont l’importance dans les maladies psychiatriques et 
neurologiques a déjà été démontrée en IRMf chez l’Homme.  
 
En conclusion, le travail que j’ai accompli durant cette thèse, en poursuivant les travaux réalisés 
au laboratoire précédemment sur le modèle du rat anesthésié, a permis d’obtenir des résultats clés 
ouvrant des perspectives nouvelles et prometteuses pour la recherche en neurosciences précliniques. 
En effet, l’utilisation du fUS et de la combinaison « modèle souris » + « minimalement invasif » + 
« animal éveillé » +  « connectivité fonctionnelle » font de cette technique ultrasonore un outil 
précieux pour la communauté des neuroscientifiques. Combiné à son plus faible coût, sa capacité à 
pouvoir être associé à d’autres techniques d’électrophysiologie, à sa plus grande portabilité que l’IRMf, 
ainsi qu’à sa grande résolution spatiale et temporelle, le fUS pourra facilement et rapidement trouver 
sa place dans de nombreux laboratoires de neuroscience travaillant sur des modèles animaux 
pathologiques ou de nouvelles molécules pharmacologiques et a donc de nombreuses perspectives 
devant lui.  
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VI.2. Perspectives de la thèse 
 
Plusieurs perspectives à court et plus long termes se dégagent de ce travail de thèse. Voici quelques-
unes des directions dans lesquelles il me semblerait intéressant de poursuivre les recherches. 
 
Multiplane Wave Imaging 
Concernant le Multiplane Wave, nouvelle séquence d’imagerie mise au point et présentée 
dans le chapitre II, il serait intéressant de tirer parti de la plus grande profondeur de pénétration 
permise par cette séquence ultrasonore afin de réaliser des études d’imagerie fonctionnelle cérébrales 
dans des zones profondes du cerveau du rat (amygdales, substances noires…). En effet, dans le cadre 
de ma thèse j’ai surtout travaillé sur le modèle souris, chez qui le cerveau est moins grand et donc pour 
lequel il n’était pas absolument nécessaire d’augmenter la profondeur de pénétration. De plus, la 
séquence Multiplane Wave n’était alors pas encore suffisamment optimisée pour permettre l’imagerie 
fUS à des cadences d’imagerie de l’ordre de 1 image Doppler par seconde. Nous avons donc utilisé des 
séquences plus classiques que le Multiplane Wave dans nos expérimentations fUS chez la souris. 
Aujourd’hui cependant, les optimisations récentes de la séquence Multiplane Wave, permettant de 
réduire les temps de calculs de beamforming notamment, rendent la combinaison « fUS + Multiplane 
Wave » possible et ce type d’expérimentation pourrait donc être testé très prochainement chez des 
rats adultes afin de mesurer tout l’intérêt de notre nouvelle séquence pour l’imagerie fonctionnelle. 
Il serait également utile de poursuivre ce que nous avons démontré dans le chapitre III 
concernant l’imagerie transcrânienne chez le jeune rat et chez la souris en utilisant le Multiplane Wave. 
Il pourrait en effet être intéressant de regarder si l’augmentation du SNR qu’apporte cette nouvelle 
séquence permettrait par exemple de rallonger la période durant laquelle le cerveau des jeunes rats 
peut être imagé de façon transcrânienne. 
Le Multiplane Wave pourrait également avoir de nombreuses applications cliniques : 
amélioration de l’imagerie des organes profonds tels que le rein en imagerie Doppler, ou le foie en 
imagerie par élastographie. Des études cliniques sur la fibrose du foie ou le cancer du foie pourraient 
être réalisées afin de démontrer l’impact du gain en SNR et en profondeur de pénétration du 
Multiplane Wave dans le diagnostic de ces pathologies.  
 
Connectivité fonctionnelle et étude du développement chez le jeune rat 
Il pourrait être intéressant de tirer parti des résultats présentés dans le chapitres III (imagerie 
transcrânienne chez le raton) et le chapitre V (connectivité fonctionnelle), et d’imager la connectivité 
fonctionnelle au cours du développement du jeune rat, de façon longitudinale, en suivant le même 
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groupe de ratons au cours du temps. Ce travail avait été amorcé durant ma thèse mais nécessitait 
encore de l’optimisation au niveau des protocoles expérimentaux, notamment au niveau du choix de 
l’anesthésique afin de pouvoir obtenir des résultats fiables et répétables d’un animal à l’autre et d’un 
âge à l’autre. En effet, il nous était difficile de stabiliser les anesthésies chez les ratons les plus jeunes, 
âgés seulement de quelques jours.   
 
Imagerie cérébrale du petit animal et monitoring : combinaison fUS + EEG 
Chez le rat éveillé (Sieu et al. 2015), il a été possible de combiner fUS et EEG afin de pouvoir 
étudier de manière précise les crises d’épilepsie. La combinaison de l’EEG au fUS devrait également 
être faite dans les futures études de connectivité fonctionnelle réalisées chez la souris éveillée afin de 
pouvoir mieux évaluer l’état cérébral dans lequel se trouve l’animal à chaque instant et raffiner le 
processus de sélection des données. Pour cela, de nouveaux dispositifs, ultra légers et ultra fins, 
permettant l’enregistrement EEG de manière transcrânienne et non invasive chez la souris, pourraient 
être adaptés à notre système expérimental de fixation de la sonde ultrasonore. Cette amélioration de 
notre système expérimental est actuellement en cours. Dans la même perspective d’améliorer 
l’analyse a postériori des données acquises, il serait intéressant de monitorer de façon systématique 
d’autres paramètres tels que la pulsatilité cardiaque ou encore la respiration. L’extraction de la 
pulsatilité dans les données acquises par ultrasons est une des perspectives sur lesquelles des travaux 
sont déjà en cours à l’Institut Langevin.  
 
Connectivité fonctionnelle et 3D  
Afin de pouvoir rivaliser avec l’IRMf sur tous les points, le fUS devra se doter d’une troisième 
dimension. En effet les acquisitions fUS sont actuellement faites uniquement dans un plan en 2D à 
l’aide de sondes linéaires. Le fUS 3D et l’étude de la connectivité fonctionnelle en 3D pourront être 
réalisés grâce à l’utilisation de sondes matricielles qui permettent d’acquérir un volume directement. 
Pour le moment ce genre de sonde n’envoie pas d’onde ultrasonore de suffisamment haute fréquence 
pour l’imagerie du cerveau du petit animal. De plus, ces sondes sont bien plus grosses que celles que 
nous avons utilisées dans cette thèse et ne pourraient donc pas être utilisées chez des animaux éveillés 
et libres de leurs mouvements. Il faudra attendre une miniaturisation de celles-ci ou utiliser un système 
« tête-fixée » comme nous l’avons fait dans le chapitre V afin de ne pas faire porter à la souris le poids 
de la sonde 3D. 
 
Connectivité fonctionnelle et modèles pathologiques 
Enfin, une des perspectives les plus importantes de cette thèse est l’application de tous les 
résultats présentés à l’étude de modèles pharmacologiques ou pathologiques existants chez la souris. 
139 
 
Il est notamment envisagé dans un futur proche d’utiliser le fUS afin de comparer la connectivité 
fonctionnelle entre un groupe de souris saines et un groupe de souris « autistes » par exemple.  
Dans un futur plus lointain il pourrait également être imaginé d’étudier « le cerveau social » : 
plusieurs souris éveillées, saines ou appartenant à un groupe modèle de l’autisme, pourraient être 
imagées simultanément afin de comparer ce qu’il se passe respectivement dans leur cerveau lors de 
leur mise en contact…  
 
Bien d’autres perspectives de l’utilisation du fUS dans le champ des neurosciences précliniques 
pourraient être encore imaginées. N’oublions pas non plus que cette technique est également utilisée 
en parallèle dans le domaine clinique, chez le nouveau-né, et en peropératoire chez l’Homme adulte. 
En effet, chez le nouveau-né les os du crâne n’étant pas encore complètement soudés, il est possible 
d’imager le cerveau par ultrasons à travers la fenêtre d’imagerie naturelle qu’est la fontanelle. Chez 
l’Homme adulte, les opérations à crâne ouvert pour retirer des tumeurs cérébrales notamment, 
permettent de placer la sonde ultrasonore directement au contact du cerveau. Chez le nouveau-né 
l’imagerie ultrasonore ultrarapide peut permettre une nouvelle forme de monitoring non invasif et 
temps réel de différents paramètres tels que la résistivité cérébrale (Demené et al. 2014). L’étude de 
la connectivité fonctionnelle chez le nouveau-né grâce au fUS pourrait également apporter de 
précieuses informations sur l’état cérébral des enfants nés prématurément, le tout sans avoir besoin 
de les stimuler puisqu’il suffit d’étudier l’état de « resting state ». Chez l’Homme adulte, le fUS peut 
aider lors des résections de tumeurs cérébrales à délimiter très précisément et préserver les zones 
fonctionnelles vitales entourant la tumeur (Imbault et al. 2016). La translation des méthodes 
d’imagerie et des marqueurs de diagnostic développés en préclinique vers ces deux autres champs 
d’application ouvre donc encore de très nombreuses et très intéressantes perspectives.  
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