The planar graph representing the truncated icosahedron is a cubic graph with 60 vertices and 90 edges. The computation of the chromatic polynomial of this graph is computed by enhancing the algorithm based on the classical Delete-Contract theorem as well as finding approaches for substantially modifying a computation tree during computation. The result itself is an interesting example of the time/space tradeoffs that are important in large computations.
Introduction
In 1965 Hall et al. [4] announced the completion of the manual computation of the chromatic polynomial of the planar dual of the map representing the truncated icosahedron. This chromatic polynomial gives the number of ways, for each non-negative integer, to color the faces of the graph shown in Fig. 1 . This research had two objectives. The first is to develop and implement an effective algorithm for computing the chromatic polynomial of the face map of the graph shown in Fig. 1 . The second was to study how it is possible to modify a computation tree in order to improve the efficiency of an algorithm. Regardless of the ultimate success of the first objective, the research would study computation trees and the operations that could be performed on these trees to improve an algorithm's performance. When it turned out that the first objective was less daunting than anticipated, the first objective was broadened to finding an effective algorithm to compute the chromatic polynomial of the cubic graph with 60 vertices and 90 edges shown in Fig. 1 . The current version of the successful algorithm is built on the algorithm described in [3] . The algorithm Icosahedron-TI described in [3] was not capable of computing the chromatic polynomial of the TI until the idea of thresholds was added.
The chromatic polynomial
The chromatic polynomial of TI is given in terms of the tree basis, {,%(A -1)' 1 i= 1,2,..., 58,59}. When the chromatic polynomial is expanded in Mathematics, the largest coefficient is 29,111,044,852,232,535,929,992,609, which is the coefficient of A . '* The largest coefficient, in absolute value for the chromatic polynomial of the face colorings of the graph in Fig. 1 
The coefficients of A(>" -l), called the chromatic invariant, in both the Hall polynomial and the chromatic polynomial of TZ are the same, as expected from [l] . In addition, [2] says that the values of the coefficients of A6', 1.59, JW5*, Aj7, and i.56 are correct since the girth of TI is 5. The zeroes of this polynomial were calculated using Mathematics's Solve and N functions. In Table 1 only the magnitude of the complex part of the conjugate pairs of roots is shown. 
The algorithm
The first attempt to solve any problem usually involves an attempt at a head-on approach. The Delete-Contract Theorem [6] provides the basic idea for such an algorithm to compute a chromatic polynomial. As the size of the problem increases, heuristics need to be found to make the algorithm more efficient and to make increasingly larger problems solvable. At some point it may become apparent that a straightforward approach is not likely to yield a solution without a new idea. The need for a more subtle approach to computing the chromatic polynomial of TI was considered more seriously when the results in Table 2 were calculated. This table indicates how many non-isomorphic graphs with 39 vertices would have to have their chromatic polynomial calculated in order to be able to compute the chromatic polynomial of TZ. These numbers depend on the particular computation tree used for the calculation, but do give a reasonable estimate of the actual problem that would be encountered with any computation tree. Table 2 gives the number of graphs with 39 vertices and between 54 and 62 edges that were generated in reducing TI using the Delete-Contract Theorem algorithm. The graph isomorphism testing software nauty written by Brendan D. McKay of the Australian National University [5] was incorporated into the counting process so that the number of graphs generated could be split into the number of isomorphism classes and the number of copies of representatives of the equivalence classes. Table 2 indicates that to solve the original problem would require the computation of the chromatic polynomials of over 2500 non-isomorphic graphs with 39 vertices, if only non-isomorphic graphs needed to have their chromatic polynomials calculated. Since the algorithm would require non-trivial time for each of these graphs, the problem as a whole was still unmanageable. The key to developing the final algorithm was the incorporation of a series of thresholds in the computation. The algorithm grows the computation tree to a threshold level and only lets graphs through to the next lower level provided the graph is not isomorphic to any graph at the current level that had previously had its chromatic polynomial computed. On return to this threshold level, the chromatic polynomial of the graph is made part of the final answer and is put in a table to be used if isomorphic copies of this graph arise later in the computation. If the graph is isomorphic to a previously encountered graph at this threshold level, the chromatic polynomial is looked up in a table and a new graph is taken from a stack of waiting graphs so that the computation can continue to completion. The algorithm for computing a chromatic polynomial is described in [3] . The algorithm used to compute the chromatic polynomial of TZ used 45 thresholds varying from 58 to 14. The final table of non-isomorphic graphs consisted of 95 074 entries in a table of size about 95 megabytes. The computation time was 120 s using a Sun UltraSPARC-II rated at 296 MHz. The large amount of space used saved the computation of the chromatic polynomials of over 77 million graphs.
