Conventionally, solving one-electron equations for embedded orbitals [Eqs. (20) and (21) in Wesolowski and Warshel, J Phys Chem, 1993, 97, 8050] proceeds by a self-consistent procedure in which the whole effective potential, including its embedding component, is updated in each iteration. We propose an alternative scheme (splitSCF), which uses the linearized embedding potential in the inner iterative loop and the outer-loop is used to account for its deviations from linearity. The convergence of the proposed scheme is investigated for a set of weakly bound intermolecular complexes representing typical interactions with the environment. The outer loop is shown to converge very fast. No more than 3-4 iterations are needed. Errors due to skipping the outer loop completely and using the electron density obtained in the absence of the environment in the linearized embedding potential are investigated in detail. It is shown that this computationally attractive simplification, used already in numerical simulations by others, is adequate not only for van der Waals and hydrogenbonded complexes but even if the complex comprises charged components, i.e., where strong electronic polarization takes place. In charge-transfer type of complexes, larger changes of electron of density upon complex formation occur and the above simplification is not recommended.
Introduction
E mbedding strategies are commonly used to study large chemical systems and condensed matter as the alternative to methods taking into account all components of the investigated system at the same quantum mechanical level of description. The common element in embedding methods is restricting the use of explicit quantum mechanical level to a selected subsystem and taking into account the rest by some potential (embedding potential). Density functional theory [1, 2] provides the concepts and definitions such as a reference system of noninteracting electrons, the exchange-correlation functional (E xc []), and kinetic energy of noninteracting systems [3] (T s []) which allow one to express the embedding potential in a system-independent way [4] . To minimize the total energy of a whole system comprising two components: the one described at the orbital level, i.e., using the orbitals { i A } which yield the density A ϭ 2 i NA ͉ i A ͉ 2 , and the other one (environment) described only by some assumed electron density ( B ) one solves the following one-electron equations (Eqs. (20) and (21) in Ref. [4] ):
The term v eff KSCED ͓ A , B ;r ជ͔ is a local potential which is an implicit functional of two electron densities: A and B . The label KSCED (Kohn-Sham Equations with Constrained Electron Density) is used to denote that the potential differs from the one used in the Kohn-Sham equations [2] . The effective potential v eff KSCED ͓ A , B ;r ជ͔ is the sum of two components: The first term in Eq. (2) is the Kohn-Sham effective potential for the isolated subsystem A, whereas the other one, v emb KSCED ͓ A , B ;r ជ͔, represents the environment. Its density functional theory derived form reads:
The density functionals T s [] and E xc [] are not linear. Therefore, the left-hand sides of the following equations:
do not disappear and each of them defines a bifunctional depending on two electron densities. The functional derivatives of these bi-functionals calculated with respect to A provide the last two terms in the orbital-free embedding potential: (6) and
Since the bi-functionals T s nad ͓ A , B ͔ and E xc nad ͓ A , B ͔ and their derivatives are defined implicitly and their universally applicable analytic forms are not known, practical applications of Eq. (1) in numerical simulations of condensed matter and/or molecular (see for instance [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ) use approximants to ␦T s nad ͓, B ͔/␦͉ ϭA and ␦E xc nad ͓, B ͔/␦͉ ϭ͉A . In our own numerical implementations of Eq. (1) [17, 18] , solving it proceeds by a similar self-consistent procedure as that most commonly applied for Kohn-Sham equations [2] . In both cases, the effective potential is a local potential which is a functional of electron density. Therefore, in the selfconsistent procedure to solve either equations the effective potential is updated at each iteration. This is reflected in conventional numerical implementations of these two types of equations. In the present work, we consider an alternative pathway to reach self-consistency in the case of Eq. (1). The dominant component of the embedding potential [the first two terms in Eq. (3)] is constant and does not require reevaluation during the self-consistent procedure. However, its exchange-correlation-and kinetic components need reevaluation each time A changes because each of them is the functional derivative of a density functional which is not linear in A (for detailed discussion of nonlinearity of the exact functional E xc [] or T s []), see Refs. [19, 20] . The above considerations on nonlinearity hold also for common approximants to T s [] and E xc [] used in Eq. (3) . Concerning nonlinearity of the kinetic energy component, linearizing it by expanding around reference density A 0 chosen to be the density in the absence of environment was found to be acceptable simplification [21] . For van der Waals contacts, hydrogen bonds, and complexes involving cations the corresponding errors were found to be numerically insignificant.
This work builds on the above observations and the fact that, owing to similar analytic forms of the kinetic-and the exchange-correlation components of the orbital-free effective embedding potential, the latter can be expected to be treated in a similar way as that in the linearization scheme used previously for T s nad ͓ A , B ͔. Linearizing not only T s nad ͓ A , B ͔ but also E xc nad ͓ A , B ͔ leads to the embedding potential, which does not need to be recalculated each time A changes. Note that the electrostatic component of the embedding potential does not depend on A at all. Therefore, an alternative numerical procedures to solve Eq. (1) can be envisaged which take advantage of the A -independence of the total embedding potential after linearization of its nonlinear components. In the present work, such an alternative-splitSCF-is proposed. Compared to the conventional self-consistent calculations, splitSCF involves two self-consistent loops (Fig. 1 ). The inner one uses linearized embedding potential whereas the outer one assures that the linearized and exact embedding potentials are the same in the end. The splitSCF calculations provide, therefore, an alternative pathway to achieve self-consistency compared to conventional calculations. Splitting the iterative cycles opens also the possibility to introduce additional simplifications leading to reduction in time of calculations.
A key element in the splitSCF calculations is the linearized orbital-free embedding potential. For any set of embedded orbitals, the associated electron density is A ϭ 2 i NA ͉ i A ͉ 2 . Expanding the em-bedding potential v emb KSCED ͓ A , B ;r ជ͔ in a Taylor series around some well-chosen reference density ( A 0 ) and truncating the series after the first non-disappearing term leads to the potential referred to in this work as linearized orbital-free effective embedding potential:
The above potential is to be used in the inner loop in the splitSCF calculations (see Fig. 1 ). The splitSCF scheme to solve Eq. (1) brings another advantage. We recall here that the last two terms in the potential given in Eq. (3) are density functionals. Therefore, if the densities A 0 and A are the same, the corresponding embedding potentials are the same as well. If, however, they differ only slightly, skipping the outer loop might be an acceptable approximation (linearization approximation). If the linearization approximation is applied in particular large- scale computer simulations, the splitSCF provides an easy to use tool to estimate the adequacy of such simplification for any type of contacts in the interface between the system described at orbital-level and its environment. The differences between the results derived from Eq. (1) using either Eq. (3) or Eq. (8) form of the embedding potential will be referred as linearization errors in this work. From our numerical experience [21] , the good choice for A 0 is the isolated density of the embedded subsystem.
The present work concerns the linearization of only the v emb [22] ). In this context, it is worthwhile to mention computational schemes which use the orbital-free effective embedding potential of Eq. (3) but outside of the formal framework given in Eq. (1) such as the use of this embedding potential in combination of wave-function based treatment of embedded subsystem [23] . Practical calculations following such a generalized scheme have been already reported in the literature where the linearized [24] or partially linearized [25] potential given in Eq. (3) was used. The present work provides the numerical analysis of the adequacy of this simplification made in such calculations. To this end, we use the splitSCF scheme to investigate the magnitude of the errors introduced by using the linearized functionals in the orbitalfree effective embedding potential given in Eq. (8) for such observables as molecular density, embedded orbitals, interaction energies, or complexation induced dipole moments.
Computational Details

APPROXIMANTS TO T s
In principle, the convergence of the splitSCF procedure and the adequacy of the linearization approximation should be subject of dedicated studies for any approximant to T s
In our applications of Eq. (1), only two types of approximants to the orbital-free effective embedding potential are used so far-one which is gradientfree and another one which depends on up-to second derivatives of the electron density. For this reason, the present analysis concerns only these two recommended approximants to the potential given in Eq. (3): the gradient-free (denoted LDA) and gradient-dependent (denoted with GGA). In each case, the approximants to T s nad ͓ A , B ͔ and E xc nad ͓ A , B ͔ are matched by their formal origin and types of variable on they depend (either gradientfree or gradient-dependent).
As far as T s nad ͓ A , B ͔ is concerned, the analytic form of its gradient-free approximant is obtained using Eq. (4) and the Thomas-Fermi expression for the kinetic energy functional [26, 27] . In the gradient-dependent case, the Lembarki-Chermette [28] approximant is used for this purpose. The gradient-free approximant, was used already by Cortona [29] in calculations following his formulation of density functional theory which also hinge on the approximant to T s nad ͓ A , B ͔ and in our original work introducing orbital-free embedding [4] . This approximant is adequate in most cases although suffers from some systematic flaws (see Refs. [30, 31] ). The gradient-dependent approximant to T s nad ͓ A , B ͔ was introduced in Ref. [32] to overcome the problems of the quantitative wrong behavior of the gradient-dependent approximant derived from regular gradient expansion approximation [33] reported in Ref. [34] . The analytic forms of these two approximants to the kinetic energy component of the orbital-free embedding potential can be found in Refs. [4, 35] .
As far as E xc nad ͓ A , B ͔ is concerned, its analytic form is obtained using Eq. (5) and either the local density approximation [36 -38] or the Perdew and coworkers [39, 40] form of the exchange-correlation energy.
TEST SETS OF INTERMOLECULAR COMPLEXES
The current generation of approximants to T s nad ͓ A , B ͔, make the orbital-free embedding calcu- [30] .
The set of the systems used to test the adequacy of the linearization approximation follows into category of small A -B overlap systems. The considered intermolecular complexes can be ordered according to increasing magnitude of deformation of electron density upon the intermolecular interaction: weakly bonded van der Waals complexes (NeONe, CH 4 OCH 4 , C 2 H 2 OC 2 H 2 ), hydrogen bonded complexes (HFOHF, H 2 OOH 2 O, NH 3 OH 2 O), one charged complex (Li ϩ OH 2 O), and one charge-transfer complex (NH 3 OCIF). The same set of intermolecular complexes was used in our previous study concerning linearization of T s nad ͓ A , B ͔. The chargetransfer complex (NH 3 OCIF) is included in the set although linearization cannot be expected to be applicable in this a case. This system provides a useful reference for discussion of the convergence of the splitSCF procedure.
NUMERICAL IMPLEMENTATION
The aug-cc-pVTZ [41, 42] (cc-pVTZ [42, 43] for Li) 1 atom centered basis sets is used in all centers of the system (supermolecular expansion of the basis sets refereed to as KSCED(s) calculations in Ref. [32] ). The terms representing electron-electron interactions are calculated using the set of fitting functions referred to as GEN-A4* in Ref. [44] . Numerical integrations were performed using the pruned grid with 90 radial and 590 angular points. All the calculations are performed using our code-deMon2K-KSCED [17] -which solves Eq. (1) and is based on the deMon2K [45] code.
Results
Performing the full double-loop of splitSCF leads to results which are numerically indistinguishable from that obtained in conventional calculations (within the tolerance of convergence criterion set to 10 Ϫ8 ) in all investigated systems. Figure 2 shows the convergence of the outer loop for the H 2 O molecule in the H 2 O-H 2 O complex. In this case, one water molecule corresponds to A and the other to B according to the convention used in all equations in this work. Both partners in this complex are polar and the density derived from Eq. (1) for the water molecule in the dimer can be expected to differ from that of the isolated water molecule due to electronic polarization. It is also worthwhile to recall that atom centered basis is used to construct embedded orbitals and that all the centers in the dimer are included. The complexation induced changes of electron density can involve, therefore, smearing of electron density among both partners in the dimer. For all quantities shown in Figure 2 The principal body of results presented in this work concerns a more detailed analysis of the numerical consequences of skipping the outer loop, i.e., making the linearization approximation for a number of molecular properties.
For each system, the considered quantities include (i) the norm of the difference between the density and the Kohn-Sham density of the whole system, (ii) the orbital energies, (iii) the dipole moment, (iv) the interaction energy. The first quantity is a well defined mathematical object whereas the other ones are of more direct interest to chemical applications. The linearization errors in orbital energies and dipole moments are determined only by the difference between the exact and linearized embedding potential. In each case, the difference between the results obtained with-and without linearization approximation is analyzed. 
ELECTRON DENSITIES
We start the analysis of the effect of the linearization approximation on electron density. To this end, the geometrical distance (denoted by M) between the electron density derived from either the Kohn-Sham calculations or Eq. (1) is analyzed. M is defined as:
where N is the number of electrons in both subsystems, and A KSCED ͑r ជ͒ is the density obtained either with or without linearization of the orbital-free embedding potential.
Linearization errors in M are evaluated as differences between M obtained with and without linearization approximation. M might be nonzero and positive even if the linearization approximation is not applied for two principal reasons. First of all, the difference KS Since electron density is a local quantity comparisons between two densities are not straightforward. The use of a global quantity, M makes the discussion of the effects of linearization errors on density significantly simpler. The linearization errors in M together with the reference values of this quantity are collected in Tables I and II . The quality of the densities is very good, both for LDA and GGA approximants to the embedding potential.
Comparison to the nonlinearized case reveals that most of the differences are very small, typically relative errors are in the range of 0.3 ppm. In the case of H 2 O-Li ϩ , strong polarization of the water molecule due to the interaction with charged Li ϩ atom results in the slightly larger error than in other molecules. Similarly, for the NH 3 -ClF molecule, the deformation of the density because of the charge transfer character of the interaction leads to the relative linearization error reaching 3.15 ppm in the case of the gradient-free approximant. Small linearization errors in M are not easily related to any quantities used in chemically relevant discussions. Appropriate quantities will be analyzed in the subsequent sections. Here, we note that the absolute value of M arises from the choice made for B and the choice made for the approximants to the kinetic energy component of the orbital-free embedding potential. The fact that the linearization errors are significantly smaller than M itself indicates that the former choices affect the electron density derived from Eq. (1) more significantly than the linearization approximation.
ORBITAL ENERGIES
The linearization errors in orbitals energies together with the complexation induced shifts of these quantities are collected in Tables III and IV. Only the energies of the highest occupied embed- tion of the electron density due to the charge-transfer character of NH 3 -ClF is a source of a large linearization error in orbital energies. The error in the energy of LUEO reaches even 25% of the complexation induced shift. These large relative errors confirm that linearization approximation is not acceptable for the complexes of this type.
INTERACTION ENERGIES
The results collected in Table V reveal very small linearization errors for both gradient-free and gradient-dependent approximants to the embedding potential. As expected, due to the significant deformation of the density in H 2 O-Li ϩ , the linearization error is more pronounced for this complex. Its magnitude is, however, five orders of magnitude smaller than the absolute value of the binding energy, which is of no importance in discussions relevant for chemical accuracy. As expected, the linearization errors reaching 0.01712 kcal/mol (we provide four significant numbers for reference purposes) are the largest in the NH 3 -ClF case. The linearization induced errors in the interaction energies tend to be smaller in the case of gradient-free (LDA) than gradient-dependent (GGA) approximant to the embedding potential.
DIPOLE MOMENTS
Tables VI and VII collect linearization errors in complexation induced dipole moments. The errors are rather small in most cases. Except for C 2 H 2 OC 2 H 2 , CH 4 OCH 4 , and NH 3 OClF, they do not exceed 1% of complexation induced shifts of the dipole moment. Surprisingly, the largest error is found for C 2 H 2 OC 2 H 2 , reaching 14% of and 4% of ⌬ y A for LDA and GGA approximants, respectively. These large relative errors exceed even the ones in the NH 3 OClF complex, for which the relative errors equal to 7 and 1.4%, respectively. Moreover, in the C 2 H 2 OC 2 H 2 complex the linearization errors in T s nad ͓ A , B ͔ and in E xc nad ͓ A , B ͔ do not cancel (for comparison, see our previously reported results [21] ). This result indicates that adequacy of the linearization approximation should be subject to verifications on the case by case basis. The proposed splitSCF scheme provides a numerical tool for performing such verifications.
Discussion and Conclusions
The conventional strategy to obtain self-consistent solution of Eq. (1) and splitSCF lead to equivalent numerical results for all systems considered. All splitSCF calculations reported here started with
TABLE V _____________________________________________________________________________________________
Linearization errors in the energy of interaction (in kcal/mol) between embedded subsystem and its environment. LDA and GGA denote gradient-free and gradient-dependent approximants to the embedding potential, respectively (see text). A 0 chosen to be that ground state electron density of the embedded molecule in absence of environment. Since the potential given in Eq. (3) is an explicit functional of electron density, the linearization errors disappear if A 0 happens to be equal to A . The numerical studies presented in this work show that the density of the isolated embedded molecule is an optimal choice for A 0 used to start the splitSCF calculations. The outer loop converges rapidly. For the H 2 OOH 2 O complex, the convergent solution is practically reached in one outer-loop calculation. Even for charge-transfer complexes, where linearization approximation is not adequate, the splitSCF calculations are applicable because of the fast convergence of the outer loop.
We do not, however, propose using splitSCF in large-scale computations as an alternative to conventional algorithms. This work focuses rather on using the simplified scheme linearization approximation, in which the outer loop iterations are not per-
TABLE VI ____________________________________________________________________________________________
Linearization errors in dipole moments (in mDebye). Data for gradient-free approximant (see text) to the orbital-free embedding potential. Interaction induced dipole ⌬ q A moments are given for comparison. formed at all, and the actual electron density A is replaced by the density of the isolated subsystem in the analytic expression for the embedding potential given in Eq. (3). For each particular type of interactions with the environment, we propose to use the splitSCF procedure (see Fig. 1 ) to verify the adequacy of such linearization approximation. It was found that the linearization errors in such quantities as: energies of embedded orbitals, energy of interaction with the environment, and dipole moment, are not significant for a large class of embedded systems including such where the interactions with environment involve: van der Waals bonded contacts, hydrogen bonds, and even charged species. In charge-transfer complexes, however, the molecular densities are strongly deformed upon complexation and the linearization approximation is not acceptable. Indeed, the numerical results for the NH 3 -ClF complex show that the error in the orbital energies reach up to 25% of magnitude of the whole complexation induced shift of the energy level.
Turning back to systems for which linearization is adequate, it is worthwhile to notice that they also comprise charged complexes in which the electron density of a neutral partner can be expected to differ significantly from that in the absence of interactions (electronic polarization). Compared to van der Waals or hydrogen-bonded complexes, the deformation of the density upon complexation leads to noticeably larger linearization errors in the Li ϩ -H 2 O complex. These errors are, however, rather small and the linearization approximation remains an acceptable simplification even in such a case. It is important to underline that the linearization approximation is not directly related to neglect of electronic polarization which is accounted for by the electrostatic component of the orbital-free embedding potential in its either exact or linearized form. The exchange-correlation and nonadditive kinetic energy terms include electron repulsion, which is much smaller compared to the electrostatic components, linearizing these functionals in A by expanding them around A 0 is still applicable even for charged complexes.
If applicable, the linearization approximation can be used to reduce the time of calculations. In our current numerical implementation of the splitSCF scheme, which does not take all of its possible advantages in this respect, the time needed to perform one iteration is reduced from 25 s/iteration (conventional calculations) to 17 s/iteration (inner loop in the splitSCF calculations) even for such small systems as the HF-HF dimer. For larger systems, avoiding recalculation of the embedding potential within the self-consistent loop leads to larger savings. For C 2 H 2 OC 2 H 2 , the corresponding times are 859.8 and 145.5 s/iteration. For systems, where the environment is significantly larger than the embedded system, and if linearization approximation is applicable, the expected computational benefits of this approximation are the largest.
Besides the possibility of full control of the linearization errors, the splitSCF scheme offers other advantages. It can be relatively easy implemented into existing quantum chemistry codes, because the embedding potential given in Eq. (8) is a conventional A -independent external potential and can be simply implemented as an additional constant potential in the procedure evaluating two-center integrals. Moreover, since a relatively small number of outer-loop cycles is needed (three to four) to converge to the same solution as the conventional scheme (see Fig. 2 ), splitSCF offers possibility of additional computational savings due to the constancy of the embedding potential in the inner loop.
A similar scheme to splitSCF was applied in Ref. [46] in calculations in which also geometrical degrees of freedom are optimized in addition to the two iterative loops shown in Figure 1 . In such calculations, convergence of the outer loop is indispensable to obtain forces. It was shown that the use of the linearized orbital-free embedding potential reduces the CPU time by up 20 -25% per geometry update.
Essentially, the same conclusions concerning applicability of the linearization approximation can be drown for gradient-free and gradient-dependent approximates to the orbital-free effective embedding potential given in Eq. (3). Typically, however, the linearization errors are smaller in the latter case. The present analysis concerns only two approximants to the orbital-free embedding potential. Recently, a new approximant to T s nad ͓ A , B ͔ was constructed (Eq. 23 in [31] ) by enforcing the proper behavior of its derivative at small A . The same conclusions concerning convergence of splitSCF and adequacy of the linearization approximation can be expected for this new approximant because it comprises terms already linear in A and the LDA approximant considered in this work.
Finally, it is worthwhile to point out our previously reported study [21] on linearization of only T s nad ͓ A , B ͔ for the same set of intermolecular complexes. The previous and the current analyses lead to essentially the same conclusions concerning the adequacy of using the isolated molecule density as 0 A in Eq. (8) . Comparing the linearization errors discussed in these two works indicates that the higher order terms in bi-functionals T s nad ͓ A , B ͔ and E xc nad ͓ A , B ͔ expanded around A 0 cancel each other to some extend.
