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ABSTRACT
We investigate the discrepancy between oxygen abundance estimations for narrow-
line regions (NLRs) of Active Galactic Nuclei (AGNs) type Seyfert 2 derived by using
direct estimations of the electron temperature (Te-method) and those derived by us-
ing photoionization models. In view of this, observational emission-line ratios in the
optical range (3000 < λ(A˚) < 7000) of Seyfert 2 nuclei compiled from the literature
were reproduced by detailed photoionization models built with the Cloudy code. We
find that the derived discrepancies are mainly due to the inappropriate use of the rela-
tions between temperatures of the low (t2) and high (t3) ionization gas zones derived
for Hii regions in AGN chemical abundance studies. Using a photoionization model
grid, we derived a new expression for t2 as a function of t3 valid for Seyfert 2 nuclei.
The use of this new expression in the AGN estimation of the O/H abundances based
on Te-method produces O/H abundances slightly lower (about 0.2 dex) than those
derived from detailed photoionization models. We also find that the new formalism
for the Te-method reduces by about 0.4 dex the O/H discrepancies between the abun-
dances obtained from strong emission-line calibrations and those derived from direct
estimations.
Key words: galaxies: active – galaxies: abundances – galaxies: evolution – galaxies:
nuclei – galaxies: formation– galaxies: ISM – galaxies: Seyfert
1 INTRODUCTION
Active Galactic Nuclei (AGNs) and Star-forming regions
(SFs) emit strong metal emission-lines easily observable at
practically all spectral ranges. The relative fluxes of these
emission-lines can be used to estimate their gas phase metal-
licity, among other properties, of these objects up to high
redshifts. Therefore, AGNs and SFs play a key role in stud-
ies of the chemical evolution of galaxies across the Hubble
time.
The relative abundance of oxygen to hydrogen (O/H)
is usually used as a tracer of the total metallicity (Z) in
galaxies since the prominent emission-lines from their main
ionic stages are well detected in the optical spectra in both
SFs and AGNs (e.g. Alloin et al. 1992; Kennicutt et al.
⋆ E-mail:olidors@univap.br
2003; Ha¨gele et al. 2008; Yates et al. 2012). It is widely
accepted that reliable oxygen abundance determinations in
gaseous nebulae (i.e. Hii regions, Planetary Nebulae) are
those computed by direct estimations of the electron tem-
perature, usually known as Te-method (see Pe´rez-Montero
2017; Peimbert et al. 2017; Maiolino & Mannucci 2019
for a review). Basically, this method consists of deter-
mining the electron temperature (Te) of the gas phase
through emission-line intensity ratios emitted by a given
ion and originated in transitions from two levels with
considerable different excitation energies, such as the
RO3=[Oiii](λ4959+λ5007)/λ4363 ratio. Although the first
effort to discuss the chemical abundance in gaseous nebulae
was made by Page (1936) and, later, by Bowen & Wyse
(1939) and Wyse (1942), the first application of the
Te-method was carried out by Aller (1954) for the Plan-
etary Nebula NGC7027 and by Aller & Liller (1959)
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for Orion nebulae. For AGNs, the first determination of
abundance of heavy elements by using the Te-method
seems to have been carried out by Osterbrock & Miller
(1975) for the radio galaxy 3C405 (Cygnus A). After
this pionereeing work, Alloin et al. (1992) applied the
Te-method for the Seyfert 2 galaxy ESO138G1 and
Izotov & Thuan (2008) for AGNs located in four dwarf
galaxies (see also Dors et al. 2015, 2020). Despite several
other authors have addressed efforts to determine chemical
abundances in Narrow Line Regions (NLRs) of AGNs in
the local universe (e.g. Ferland & Netzer 1983; Stasin´ska
1984; Ferland & Osterbrock 1986; Cruz-Gonzalez et al.
1991; Storchi-Bergmann et al. 1998; Groves et al. 2006;
Feltre, Charlot & Gutkin 2016; Castro et al. 2017;
Pe´rez-Montero et al. 2019; Carvalho et al. 2020) and at
high redshifts (e.g. Nagao et al. 2006; Matsuoka et al. 2009,
2018; Nakajima et al. 2018; Dors et al. 2018; Mignoli et al.
2019; Guo et al. 2020), most studies have been based on
photoionization models.
The Te-method has been used to compute the abun-
dance of heavy elements (e.g. O, N, S) for thousands of
local Hii regions and star forming galaxies (e.g. Smith
1975; Peimbert et al. 1978; Torres-Peimbert et al. 1989;
Garnett et al. 1997; van Zee et al. 1998; Kennicutt et al.
2003; Bresolin et al. 2004; Ha¨gele et al. 2006, 2011, 2012;
Zurita & Bresolin 2012; Croxall et al. 2016; Lin et al. 2017;
Ferna´ndez et al. 2018; Esteban et al. 2020; Berg et al. 2020,
among others) and for some objects at high redshifts (z >
1; e.g. Sanders et al. 2016, 2020; Gburek et al. 2019). Un-
fortunately, most of the objects for which the Te-method
can be applied have high-excitation and low metallicity, as
the intensities of the required emission lines depend ex-
ponentially on the temperature of the gas. For this rea-
son, in many cases it is necessary to use calibrations of
the total oxygen abundance with the relative fluxes of
other detected strong lines (see e.g. van Zee et al. 1998), as
proposed by Jensen et al. (1976) and Pagel et al. (1979).
The problem is that abundance values calculated through
the Te-method and those by using calibrations from pho-
toionization models are in disagreement with each other
by 0.1-0.4 dex (e.g. Kennicutt et al. 2003; Dors & Copetti
2005; Lo´pez-Sa´nchez et al. 2007; Kewley & Ellison 2008).
However, there are other model-based abundances that do
not present any discrepancy with the direct method (e.g.
Pe´rez-Montero et al. 2010, Pe´rez-Montero 2014). The ori-
gin of the discrepancy is an open problem in the nebular
astrophysics and it can be due to, for instance, the presence
of electron temperature fluctuations in Hii regions (Peimbert
1967), departure from Maxwell-Boltzmann equilibrium en-
ergy distribution, i.e. the fact that electron temperature
in the gas may be better described by the κ distribution
(Nicholls et al. 2012; Binette et al. 2012), inappropriate use
of Ionization Correction Factors (ICFs), or uncertainties in
photoionization models (e.g. Viegas 2002; Kennicutt et al.
2003) generally used to obtain calibrations. However, all sce-
narios above do not provide a proper explanation for this
discrepancy problem.
Regarding AGNs, the metallicity discrepancy prob-
lem is even more pronounced than in SFs. For instance,
Dors et al. (2015) compared the total oxygen abundances
obtained from the Te-method in a sample of Seyfert 2 galax-
ies with other independent estimations including photoion-
ization models and the extrapolations of the O/H gradient
to the nuclear region of the host spiral galaxies. They found
that the Te-method produces unrealistically low sub-solar
abundance values underestimating the oxygen abundances
by up to ∼ 2 dex (with an average value of ∼ 0.8 dex)
in relation to the other two methods. Moreover, Dors et al.
(2015) showed that this discrepancy is systematic, in the
sense that it increases as the metallicity decreases. Recently,
this result was confirmed by Dors et al. (2020), who used
an homogeneous sample of 153 confirmed Seyfert 2 nuclei
from the Sloan Digital Sky Survey (SDSS, Abazajian et al.
2009) DR7. This discrepancy is also known as the ’temper-
ature problem’ and it has been attributed to the difficulty
in reproducing high electron temperatures such as those de-
rived from the observational RO3 emission-line ratio with
photoionization models, which translates into an O/H abun-
dance discrepancy.
During the past years, several authors have proposed
some scenarios to explain the high electron temperature
estimated for the gas phase of AGNs, not reproduced by
photoionization models. Heckman & Balick (1979) argued
that electron temperature values higher than 20 000 K re-
quire a secondary source of energy in addition to photoion-
ization, possibly the presence of shocks (e.g. Zhang et al.
2013; Contini 2017a). However, signatures of the presence
of very strong shocks are not found in the Seyfert 2 spec-
tra since narrow (permitted and forbidden) emission-lines
show typical line widths in the order of 100-600 kms−1 (e.g.
Zhang et al. 2013). Komossa & Schulz (1997) built multi-
component photoionization models considering electron den-
sity inhomogeneities to interpret the observed narrow opti-
cal emission-line intensities of Seyfert 2 nuclei. Even though
these models reproduce the [Siii]λ9069,λ9531 emission lines,
as well as high-ionization lines such as [Fevii]λ6087, they
fail to reproduce the [Oiii]λ4363/λ5007 lines ratio. Despite
the Te-problem is, probably, the main cause of the O/H
discrepancy in Seyfert 2, some additional questions arise
from the applicability of the Te-method in this kind of ob-
ject. Some other authors applied the Te-method to calcu-
late the elemental abundances in AGNs but did not ana-
lyze its validity by comparing their results with those ob-
tained using other methods. For example, Izotov & Thuan
(2008) calculated the O/H abundance using the Te-method
for AGNs in four dwarf galaxies and found very low abun-
dances (12 + log O/H=7.36-7.99). Although no alternative
methods were considered by these authors, low O/H val-
ues are expected because the objects considered are weak
AGNs implying that the emission lines are not necessarily
dominated by the NLR emission. Moreover, these AGNs are
located at low mass galaxies, which are expected to have
low metallicity (Lequeux et al. 1979; Maiolino et al. 2008;
Matsuoka et al. 2018; Thomas et al. 2019). In any case, au-
thors who considered Te-method to derive abundances in
AGNs have assumed the formalism developed for Hii re-
gions, which is not necessarily applicable to AGNs. In sum-
mary, (i) the origin of the O/H discrepancy is unclear in
AGNs and (ii) it is ill-defined if it has the same origin as
Hii regions. Within this context, it is necessary to explore
the applicability of the Te-method for AGN studies.
In a previous paper, Dors et al. (2017) performed
detailed photoionization modelling to reproduce optical
emission-line intensities of a sample of Seyfert 2 nuclei in
c© 2011 RAS, MNRAS 000, 1–14
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Figure 1. [Oiii]λ5007/Hβ versus [Nii]λ6584/Hα diagnostic dia-
gram for the objects in our samples (see Sect. 2). Each sample is
represented with a different colour as indicated. Solid line, taken
from Kewley et al. (2001), separates SF-like objects from AGN-
like objects.
order to derive the N and O abundances. In this work, we
used these detailed models and the same observational sam-
ple to investigate the O/H discrepancy origin in Seyfert 2
nuclei. This paper is organized as follows: in Section 2 the
methodology used in this paper is presented; in Section 3
we present the comparison between the oxygen abundance
values derived using the Te-method and those from pho-
toionization models, while discussion and conclusions of the
outcome are given in Sections 4 and 5, respectively.
2 METHODOLOGY
With the aim to study the different factors that could con-
tribute to the discrepancy between O/H as derived from the
Te-method and from models in Seyfert 2 nuclei, we used the
two observational samples taken from the literature and the
detailed photoionization models considered by Dors et al.
(2017), described in the following subsections.
2.1 Observational data
2.1.1 Dors et al. (2017) sample
Optical narrow emission-line intensities of AGNs classi-
fied as Seyfert 2 and 1.9 compiled by Dors et al. (2017)
were used as observational data. The data include de-
reddened flux measurements of [Oii]λ3726+λ3729 (referred
as [Oii]λ3727), [Oiii]λ4363, Hβ, [Oiii]λ5007, Hα, [Nii]λ6584,
and [Sii]λλ6717,31 of 47 local AGNs (redshift z < 0.1).
It is possible to apply the Te-method to 26 of these ob-
jects which constitute our final observational sample, hence
the other objects present intensities of the [Oiii](λ4959 +
λ5007))/λ4363 line ratio out of the range of permited val-
ues (see below) in the calculation of the electron temper-
ature. The emission-lines have Full Width Half Maximum
(FWHM) lower than 1000 km s−1, what indicates that they
are produced in the NLRs where the gas shock has little in-
fluence on the heating and ionization. In addition, electron
densities (Ne) derived from [Sii] ratio in NLRs are found in
leading to the low density regime, with Ne . 1000 cm
−3
for most objects (see Vaona et al. 2012; Zhang et al. 2013;
Dors et al. 2014), where the colisional de-excitation has
a negligible effect on emission-line formation. In Table 1,
the reddening corrected emission-line intensities (relative to
Hβ=1.0) are listed.
Although the compiled data constitute a heterogeneous
sample, e.g. they were obtained using different observational
techniques and measurement apertures, the effects of us-
ing such data do not yield any bias on the abundance es-
timations (see a complete discussion about these points in
Dors et al. 2013, 2020).
2.1.2 Dors et al. (2020) sample
To analyse the effect of the new formalism of the Te-method
(see below) on the O/H abundances of NLRs, we also taken
into account a sample of 463 confirmed Seyfert 2 nuclei com-
piled by Dors et al. (2020). This large sample was obtained
performing a cross-correlation between the Sloan Digital Sky
Survey (SDSS, York et al. 2000) and the NASA/IPAC Ex-
tragalactic Database (NED) to selected optical (3000 <
λ(A˚) < 7000) emission line intensities of Seyfert 2 nuclei
with redshift z . 0.4. The reader is referred to Dors et al.
(2020) for a complete description of the observational data.
In Figure 1, we show the location of the objects in
the Dors et al. (2017) and Dors et al. (2020) samples in
the [Oiii]λ5007/Hβ versus [Nii]λ6584/Hα diagnostic dia-
gram, often used to distinguish star forming galaxies from
AGNs. In this figure we also included the line proposed by
Kewley et al. (2001) to separate the two objects classes. It
can be seen that all the objects in our samples are in the
AGN-like region of the diagram, therefore, these objects are
appropriated for the analysis in this work hence their spectra
are dominated by the NLR emission.
2.2 Te-method: HII region formalism
For the Dors et al. (2017) sample, we compute the ionic
abundance ratios O+/H+ and O2+/H+ as well as total
oxygen abundance (O/H) adopting the equations given
by Pe´rez-Montero & Dı´az (2003), Pe´rez-Montero & Contini
(2009) and Ha¨gele et al. (2008). These equations are the
same ones considered by Dors et al. (2015).
The electron temperature for the high ionization zone
(refered as t3) was calculated from the observed line-
intensity ratio RO3=(1.33×I [Oiii]λ5007)/I [Oiii]λ4363 using
the expression
t3 = 0.8254 − 0.0002415RO3 +
47.77
RO3
, (1)
with t in units of 104 K. This relation is valid in the range
of 700 & RO3 & 30 which corresponds to 0.7 . t3 . 2.3
(Ha¨gele et al. 2008). The 26 objects selected for the final
c© 2011 RAS, MNRAS 000, 1–14
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Table 1. De-reddened fluxes (relative to Hβ=1.00) for a sample of Seyfert 2 nuclei. The observed values compiled from the literature
(see Sect. 2.1) are referred as ”Obs.” while the predicted values by the photoionization models (see Sect. 2.3) as ”Mod.”.
[O II]λλ3726,29 [O III]λ4363 [O III]λ5007 [N II]λ6584 [S II]λλ6716+31 Reference
Object Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod. Obs. Mod.
IZw 92 2.63 2.65 0.32 0.08 10.12 9.19 0.97 1.01 0.77 0.74 1
NGC3393 2.41 2.61 0.14 0.09 16.42 13.15 4.50 4.42 1.53 1.37 2
Mrk3 3.52 3.72 0.24 0.12 12.67 10.64 3.18 3.25 1.55 1.32 3
Mrk573 2.92 3.07 0.18 0.08 12.12 10.02 2.47 2.52 1.55 1.33 3
Mrk78 4.96 4.19 0.14 0.14 11.94 10.11 2.32 2.75 1.29 1.26 3
Mrk34 3.43 3.60 0.15 0.11 11.46 10.11 2.18 2.26 1.62 1.43 3
Mrk1 2.78 2.89 0.21 0.11 10.95 9.86 2.21 2.31 1.01 0.87 3
3c433 6.17 5.73 0.31 0.13 9.44 9.24 5.13 5.02 2.71 2.61 3
Mrk270 5.64 5.56 0.28 0.10 8.71 8.18 2.93 2.74 2.60 2.39 3
3c452 4.81 5.02 0.18 0.08 6.85 6.52 3.58 3.60 1.87 1.84 3
Mrk198 2.51 2.60 0.12 0.03 5.56 5.49 2.26 2.14 1.57 1.57 3
Mrk6 2.45 2.70 0.28 0.08 10.13 9.12 1.79 1.68 1.25 1.17 4
ESO138G1 2.35 2.24 0.34 0.15 8.71 8.19 0.68 0.70 0.95 0.93 5
NGC3081 2.16 2.18 0.23 0.10 12.62 10.92 2.33 2.32 1.22 1.77 6
NGC3281 2.33 2.32 0.24 0.05 7.59 7.85 2.54 2.60 1.13 1.12 6
NGC4388 2.68 2.69 0.15 0.12 10.63 10.52 1.44 1.46 1.28 1.24 6
NGC5135 2.01 1.94 0.10 0.01 4.47 4.57 2.35 2.22 0.72 0.77 6
NGC5728 3.41 3.21 0.34 0.11 10.98 10.01 3.71 3.74 0.82 0.76 6
IC 5063 5.06 4.63 0.28 0.15 10.31 10.25 2.67 2.62 1.29 1.36 6
IC 5135 4.05 3.34 0.19 0.09 6.88 7.19 3.30 3.12 0.95 1.09 6
Mrk744 2.38 2.51 0.33 0.06 8.84 8.60 3.62 3.20 5.66 5.41 7
NGC5506 2.84 2.76 0.14 0.05 7.69 7.02 2.53 2.37 1.91 1.70 8
Akn 347 2.98 3.03 0.42 0.16 15.01 15.18 3.23 3.24 1.50 1.43 9
UM16 2.90 2.92 0.22 0.18 14.00 13.34 1.70 1.81 0.90 0.85 9
Mrk533 1.59 1.61 0.13 0.07 12.23 11.94 2.72 2.83 0.84 0.79 9
Mrk612 1.88 1.82 0.17 0.06 9.37 9.76 3.60 3.43 1.29 1.44 9
References: (1) Kraemer et al. (1994), (2) Contini et al. (2012), (3) Koski (1978), (4) Cohen (1983), (5) Alloin et al. (1992), (6)
Phillips et al. (1983), (7) Goodrich & Osterbrock (1983), (8) Shuder (1980), and (9) Shuder & Osterbrock (1981).
Table 2. Physical parameters: t3, O+/H+, O2+/H+, ICF(O), and O/H estimated for the AGN sample (see Sect. 2.1) by using the
Te-method (see Section 2.2) referred as Meas. and the ones predicted by the detailed photoionization models built by Dors et al. (2017)
(see Sect. 2.3), referred as Mod. Electron density values were calculated using the observational [Sii]λ6716/λ6731 line ratio (see Sect. 2.1).
t3 12 + log(O+/H+) 12 + log(O2+/H+) ICF(O) 12 + log(O/H) Ne (cm−3)
Object Meas. Mod. Meas. Mod. Meas. Mod. Meas. Mod. Meas. Mod.
IZw 92 1.9509 1.0889 7.37 7.86 7.75 8.35 1.22 1.25 7.99 8.57 974
NGC3393 1.0939 0.9885 7.96 8.27 8.60 8.58 1.00a 1.51 8.68 8.94 2083
Mrk3 1.4888 1.1830 7.72 7.98 8.11 8.24 1.23 1.65 8.35 8.65 1059
Mrk573 1.3371 1.0399 7.73 8.09 8.21 8.41 1.39 1.48 8.48 8.75 876
Mrk78 1.2191 1.2735 8.02 7.88 8.32 8.11 1.39 1.79 8.64 8.56 396
Mrk34 1.2709 1.1402 7.83 7.99 8.25 8.28 1.25 1.57 8.49 8.65 596
Mrk1 1.4974 1.1641 7.60 7.87 8.04 8.25 1.32 1.48 8.30 8.58 863
3c433 1.9951 1.2764 7.64 7.75 7.70 8.05 1.00a 2.14 7.97 8.64 10
Mrk270 1.9700 1.2105 7.71 8.05 7.68 8.04 1.12 1.74 8.05 8.59 1227
3c452 1.7569 1.2387 7.62 7.95 7.68 7.94 1.03 1.72 7.97 8.48 10
Mrk198 1.5857 0.9183 7.44 8.17 7.69 8.35 1.07 1.30 7.91 8.69 118
Mrk6 1.8065 1.0665 7.38 7.96 7.82 8.35 1.26 1.40 8.06 8.65 794
ESO138G1 2.2192 1.4387 7.22 7.48 7.58 7.90 1.29 1.71 7.85 8.77 794
NGC3081 1.4623 1.0715 7.52 7.90 8.13 8.41 1.30 1.55 8.34 8.72 932
NGC3281 1.9509 0.9354 7.33 7.93 7.62 8.48 1.00a 1.29 7.79 8.77 1126
NGC4388 1.3094 1.1694 7.67 7.81 8.18 8.27 1.13 1.57 8.35 8.60 364
NGC5135 1.6145 0.7816 7.37 8.43 7.57 8.55 1.11 1.20 7.83 8.88 551
NGC5728 1.9272 1.1508 7.46 7.66 7.80 8.21 1.11 1.53 8.01 8.62 650
IC 5063 1.7890 1.3182 7.67 7.87 7.84 8.05 1.09 1.96 8.10 8.56 365
IC 5135 1.8056 1.2246 7.57 8.23 7.65 8.26 1.22 1.48 8.00 8.88 514
Mrk744 2.1575 0.9268 7.23 8.30 7.61 8.58 1.00a 1.69 7.76 8.97 725
NGC5506 1.4616 1.0092 7.64 8.10 7.91 8.32 1.18 1.30 8.17 8.64 932
Akn 347 1.8189 1.1324 7.44 8.03 7.98 8.44 1.29 1.94 8.21 8.87 564
UM16 1.3693 1.2416 7.69 7.79 8.25 8.27 1.23 1.78 8.44 8.65 747
Mrk533 1.1769 0.9183 7.62 8.12 8.37 8.68 1.34 1.52 8.57 8.97 1131
Mrk612 1.4593 0.8974 7.38 8.19 8.00 8.61 1.15 1.66 8.16 8.97 51
a ICF(O) assumed to be equal to 1.0 as explained in the text.
c© 2011 RAS, MNRAS 000, 1–14
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Figure 2. Physical parameter comparison for the objects in the Dors et al. (2017) sample. Panel (a): Points in the bottom sub-panel
represent t3 values predicted by detailed photoionization models [(t3)mod.; see Sect. 2.3] versus those calculated through the Te-method
[(t3)meas.; see Sect. 2.2]. Solid line represents the equality between both estimations. In top sub-panel the difference between these
estimations (D=x-y) is shown. Panel (b): As in panel (a) but for 12+ log(O+/H+). Panel (c): As in panel (a) but for 12+ log(O2+/H+).
Panel(d): As in panel (a) but for the total oxygen abundance 12 + log(O/H). In each panel the averaged diference < D > is shown. The
hatched area in panel (a) represents the ±0.08 uncertainty in the t3 values derived by Kennicutt et al. (2003) using the Te-method, and
in panels (b), (c) and (d) it represents the uncertainty of 0.1 dex in abundances derived through Te-method (see Kennicutt et al. 2003;
Ha¨gele et al. 2008).
sample are those with the estimated t3 in the equation va-
lidity range.
The electron temperature for the low ionization zone
(refered as t2) was estimated using the expresssion:
t−12 = 0.693 t
−1
3 + 0.281. (2)
This relation was derived using t2 and t3 values predicted
by photoionization models simulating Hii regions.
The electron density (Ne), for each object of the sam-
ple, was calculated from the [Sii]λ6716/λ6731 emission-line
intensity ratio by using the IRAF/temden task, with the
t2 values calculated from Eq. 2.
The O2+ and O+ abundances were computed using the
c© 2011 RAS, MNRAS 000, 1–14
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following relations:
12 + log(
O2+
H+
) = log
(1.33 × I(5007)
I(Hβ)
)
+ 6.144
+
1.251
t3
− 0.55 log t3 (3)
and
12 + log(
O+
H+
) = log
(I(3727)
I(Hβ)
)
+ 5.992
+
1.583
t2
− 0.681 log t2 + log(1 + 2.3ne),(4)
where ne is the electron density Ne in units of 10 000 cm
−3.
Finally, the total oxygen abundance (O/H) was com-
puted assuming
O
H
= ICF(O) ×
[
O2+
H+
+
O+
H+
]
, (5)
where ICF(O) is the Ionization Correction Factor for oxygen
that take into account the contribution of the unobservable
oxygen ions. We consider the ICF(O) expression proposed
for Planetary Nebula (PN) by Torres-Peimbert & Peimbert
(1977)
ICF(O) =
N(He+ +He2+)
N(He+)
, (6)
where N represents the abundance. This ICF expression is
based on the similarity between the He+ and O2+ ionization
potential (about 54 eV) and it can be applied for any ob-
ject class. To calculate the ionic helium abundance for each
object, we consider the expressions by Izotov et al. (1994):
N(He+)
N(H+)
= 0.738 t0.23
I(λ5876)
I(Hβ)
(7)
and
N(He2+)
N(H+)
= 0.084 t0.14
I(λ4686)
I(Hβ)
, (8)
where t = t3 was assumed. It was not possible to calculate
the ICF(O) for four objects of the sample: NGC 3393, 3c433,
NGC 3281 and Mrk 744, because the Heiiλ4686 emission-
line is not listed in the original works from which the data
were compiled. For these objects ICF(O)=1.0 was assumed.
Typical errors in the emission-line intensity measurements
for the objects in our sample are of the order of about
10-20 per cent (e.g. Kraemer et al. 1994), which translate
into O/H abundance uncertainties of about 0.1 dex (e.g.
Kennicutt et al. 2003; Ha¨gele et al. 2008).
2.3 Photoionization models
Detailed photoionization models built by Dors et al. (2017)
using the Cloudy code version 13.04 (Ferland et al. 2013)
were used to calculate the ionic and total oxygen abundances
as well as the ICF(O) of the objects listed in Table 1. The in-
put parameters of the models were: metallicity, abundances
of the N and S elements, power law index (α) of the Spectral
Energy Distribution (SED), electron density (Ne), number
of ionizing photons [Q(H)] and inner radius (Rin), defined
as being the distance from the ionizing source to the illumi-
nated gas region. These nebular parameters were varied dur-
ing the fitting procedure accordingly to the phymir optimize
method (van Hoof 1997). As usual, the oxygen abundance
O/H was scaled linearly with the metallicity, while the N/H
and S/H abundances were considered free parameters, i.e
no fixed relation between the abundances of these elements
and O/H was assumed during the fitting. The outermost ra-
dius (Rout) was defined as the one where the temperature
reaches 4 000 K, a default procedure in the Cloudy code.
We carried out several simulations considering larger values
of Rout (e.g. stopping the calculations in the region with
Te=1000 K) in order to consider the emission from the neu-
tral gas, necessary to reproduce molecular emission of AGNs
(see Dors et al. 2012; Riffel et al. 2013). We found that the
intensity of the predicted optical lines are practically the
same as those considering the default value of Rin.
Basically, from a series of models, Dors et al. (2017) se-
lected the best model to describe the observed emission-line
flux ratios of a specific AGN. This model produces the small-
est value of χT , with
χT =
∑
χi =
∑
(Iiobs. − I
i
pred.)
2/Iiobs., (9)
where Iiobs. and I
i
pred. are the observational and predicted
intensities of the line ratio i, respectively. The difference
between Iiobs. and I
i
pred. was required to be lower than
20%, which is a typical observational uncertainty for emis-
sion lines (e.g. Kraemer et al. 1994). Dors et al. (2017) per-
formed several simulations in order to reproduce the obser-
vational intensity of [Oiii]λ4363/Hβ, i.e. considering mod-
els with fluctuations of metallicity and electron density.
Also, these authors adopted the same methodology used
by Dors et al. (2015), which young stellar clusters, whose
spectra were computed with the STARBURST99 code
(Leitherer et al. 1999), are considered as secondary ioniza-
tion source. However, for the few cases which was possible re-
produce this line ratio, other emission-lines (e.g. [Oiii]λ3727,
[Oiii]λ5007) were not reproduced by the models. Therefore,
the requirement above was not applied for [Oiii]λ4363. The
uncertainty in the model resulting elemental abundances
found is∼ 0.1 dex. Similar photoionization model fitting was
considered by Contini (2017a,b) in order to reproduce ob-
servational line ratio intensities of SFs, AGNs and gamma-
ray burst host galaxies. In Table 1, the model-predicted
emission-line intensities are compared to the observational
ones. It can be seen there is a good agreement between them,
with exception of the [Oiii]λ4363/Hβ ratio, for which the
observational value is about 2.5 times higher than the pre-
dicted one. It is worth to be mentioning that for Mrk 78,
Mrk 34, NGC4388, and Mrk 533 this observational ratio is
reproduced by the models taking into account the observa-
tional uncertainty of 20%. The ICF(O) for each object were
computed from the photoionization model fittings assuming
the expression
ICF(O) =
N(O)
N(O+ +O2+)
. (10)
In addition, a grid of photoionization models was built
to obtain the electron temperature predictions for regions
along the AGN radius containing different ions, i.e. in order
to derive a new t2-t3 relation for AGNs (see below). This
grid is similar to the one considered by Carvalho et al.
(2020) and it covers a wide range of physical parameters.
The photoionization models assume as SED a multicom-
ponent continuum with the usual shape and parameters
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values typical for AGNs. One of these SED parameters
is the slope of the power law (αox) proposed to model
the continuum between 2500A˚ (in the UV) and 2 keV (in
X-rays). As changes in this slope imply changes in the
hardness of the source radiation, we assume three values
for this parameter: −0.8, −1.1 and −1.4. The logarithm
of the ionization parameter (U) was considered in the
range −3.5 <= logU
<
= −0.5, with a step of 0.5 dex.
The metallicity was assumed to take the following values
(Z/Z⊙)= 0.2, 0.5, 0.75, 1.0, and 2.0. Metallicities in this
range has been found for local AGNs and out to z ∼ 7
(e.g. Nagao et al. 2006; Feltre, Charlot & Gutkin 2016;
Matsuoka et al. 2018; Thomas et al. 2019; Mignoli et al.
2019; Pe´rez-Montero et al. 2019; Dors et al. 2020;
Carvalho et al. 2020). The nitrogen and oxygen abun-
dance relation: log(N/O) = 1.29 × [12 + log(O/H)] − 11.84,
obtained using the estimations by Dors et al. (2017) for Hii
regions and AGNs, was assumed in the models. Four values
of electron density, Ne=100, 500, 1500 and 3000 cm
−3, were
considered in the models. The predicted t2, t3 and ionic
abundance values are those weighted over nebulae volume
times electron density of the models.
3 RESULTS
In Table 2, the estimations through the Te-method and
from detailed photoionization model predictions of t3, 12 +
log(O+/H+), 12 + log(O2+/H+), ICF(O), the total oxygen
abundance 12 + log(O/H), and the Ne (calculated via the
observational [Sii]λ6716/λ6731 emission-line ratio) for each
object in our sample are listed.
In Fig. 2, the results obtained from the Te-method
versus those derived from photoionization models for t3
(panel a), 12 + log(O+/H+) (panel b), 12 + log(O2+/H+)
(panel c) and for the total oxygen abundance 12+log(O/H)
(panel d), are shown. In panel (a) we can see that the
t3 difference increases (almost systematically from ∼ 0 to
∼ 1.1, i.e. up to ∼ 11000 K) when the values derived by
the Te-method increase. This difference is higher than the
electron temperature uncertainties of ∼ 800 K estimated
for star-forming regions (see e.g. Kennicutt et al. 2003). In
panel (b) we notice that the O+/H+ difference increases for
low ionic abundances with the average difference of about
0.4 dex and rising up to ∼ 1 dex. The O2+/H+ results,
shown in panel (c), have a similar behaviour of O+/H+,
with an average difference of about 0.4 dex. The total oxy-
gen abundances, O/H (panel d), derived by using the Te-
method are (almost systematically) lower than those pre-
dicted by the models. The difference, D, between both es-
timations increases as the metallicity (traced by the O/H
abundance) decreases, with an average difference of ∼ 0.5
dex. This total oxygen abundance discrepancy is somewhat
lower (∼ 0.1 dex) than the ones found by Dors et al. (2015,
2020), who compared the O/H values derived through the
Te-method with the values obtained via calibrations pro-
posed by Storchi-Bergmann et al. (1998) and Castro et al.
(2017). This sligth difference between the O/H estimations
is mainly due to the fact that Dors et al. (2015, 2020) did
not apply any ICF(O) when the Te-method was considered.
Finally, the ICF(O) values derived by using the He abun-
dances (Eq. 6) ranges from ∼ 1.0 to ∼ 1.4 and they are
somewhat lower than those predicted by the photoioniza-
tion models, found to be ranging from ∼ 1.2 to ∼ 2.2.
4 DISCUSSION
Chemical evolutionary models of spiral and elliptical galax-
ies predict, for the central parts of these objects, metallici-
ties in the 0.5 . (Z/Z⊙) . 2.0 range (e.g. Molla´ & Dı´az
2005) in agreement with observational estimations obtained
by extrapolations of chemical abundance gradients (an inde-
pendent metallicity estimation; e.g. Vila-Costas & Edmunds
1992; Storchi-Bergmann et al. 1998; Pilyugin et al. 2004;
Zinchenko et al. 2019). However, Dors et al. (2015, 2020)
found that oxygen abundance estimations based on narrow
optical emission-lines emitted by type 2 AGNs and derived
through the Te-method (the most reliable method for Hii re-
gions) are, in general, sub-solar, and are underestimated by
about 0.6 dex when compared to those derived from strong
emission-lines methods and from the central intersect gra-
dient method. In particular, Dors et al. (2020) used a large
sample of Seyfert 2 nuclei and found an average value of
12 + log(O/H) ≈ 8.0 or (Z/Z⊙) ≈ 0.2 when the Te-method
was applied.
The results found in the present work show that the to-
tal O/H abundances derived for our sample through the Te-
method are in the 7.8 . 12+log(O/H) . 8.70 range which,
assuming the solar oxygen value of 12+log(O/H)⊙=8.69
(Alende Prieto, Lambert & Asplund 2001), corresponds to
a metallicity range of 0.10 . (Z/Z⊙) . 1.0, i.e. sub-
solar metallicities. On the other hand, detailed photoion-
ization models predict O/H abundances in the range of
8.5 . 12 + log(O/H) . 9.0 or 0.60 . (Z/Z⊙) . 2.0.
This O/H (Z) discrepancy has been attributed to the fact
that photoionization models predict lower temperature val-
ues than those directly estimated from observational RO3 ra-
tios, the so-called Te-problem (e.g. Komossa & Schulz 1997;
Zhang et al. 2013). We also found a difference between t3
values derived from the Te-method and those predicted by
photoionization models, which increases for high electron
temperature values.
The origin of the Te-problem in AGNs is an open issue
in nebular astrophysics and it is not necessarily the same as
in Hii regions. Moreover, an acceptable solution has not been
already proposed. Subsequently, a discussion about possible
sources of the Te-problem is presented.
4.1 Electron density
Nagao et al. (2001), using observational optical and in-
frared data of AGNs and photoionization model results,
presented evidences that a large fraction of [Oiii]λ4363
flux is emitted in a more dense (Ne ∼ 10
5−7 cm−3)
and obscured gas regions than those emitting [Oiii]λ5007
(see also Crenshaw & Kraemer 2005; Baskin & Laor 2005;
Kraemer et al. 2011), being NLRs composed of gas clouds
with a variety of electron density (e.g. Ferguson et al.
1997). In fact, electron density determinations based on
[Sii]λ6716/λ6731 and [Ariv]λ4711/λ4740 line ratios by
Congiu et al. (2017) show an electron density stratification
in the NLRs of two Seyfert 2 (IC 5063 and NGC7212), with
Ne ranging from ∼ 200 to ∼ 13 000 cm
−3. Freitas et al.
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(2018) performed emission-line flux two-dimensional maps
of five bright nearby Seyfert nuclei obtaining electron den-
sity variations along the central part of these objects, with
Ne ranging from ∼ 100 to ∼ 2500 cm
−3. Revalski et al.
(2018a) found a density profile in the NLR of Mrk 573,
with a peak of about 3000 cm−3 at the center and a de-
crease following a shallow power law with radial distance.
Kakkad et al. (2018) presented electron density maps for a
sample of 13 outflowing and non-outflowing Seyfert galaxies.
These authors found non-uniform distribution of electron
densities with values varying from about 50 to 2000 cm−3.
Mingozzi et al. (2019) used MUSE data of nearby Seyfert
2 to map their density structure and found a broad range
of densities from 200 to 1000 cm−3, but mostly peaked at
low densities. However, electron density estimations based
on the [Sii]λ6716/λ6731 could be somewhat uncertain. For
example, Davies et al. (2020), using optical emission line in-
tensities of 11 Seyfert 2, showed that electron density de-
rived from only the [Sii] doublet is signicantly lower (by a
factor from 4 to 10) than that derived through both au-
roral and transauroral lines (Holt et al. 2011) as well as
by using the method based on ionization parameter de-
termination (Baron & Netzer 2019). The latter method is
somewhat uncertain, given that the ionization parameter
depends quadratically from the radial distance and that is
only known in projection. The highest electron density value
obtained by Davies et al. (2020) was ∼ 67 000 cm−3 for the
Seyfert 2 NGC5728 considering the ionization parameter
method. This value is much lower than the critical density
value for the [Oiii]λ4363 emission-line (Nc = 10
7.5 cm−3,
Vaona et al. 2012). Therefore, it is unlikely that electron
density variations are the main origin of the temperature
discrepancies found here. In any case, in order to verify
if there is indication of some electron density effect on
our analysis, in Fig. 3, we show the [Sii](λλ6716, 31)/Hα
and [Oiii]λ4363/Hβ versus [Sii]λ6716/λ6731 emission-lines
ratios for our both samples, indicating that there is no
correlation. We neither found any correlation between the
[Oiii]λ4363/Hβ ratio and the C(Hβ) extinction coefficient
(not shown). It is worth to be mention that in Fig. 3 there
are several objects1 from the SDSS sample presenting un-
physically large values of the sulfur emission-line ratio, i.e.
values larger than 1.42 that is the theoretical value for the
low density limit (Osterbrock & Ferland 2006). Similar re-
sults were already found for Hii-regions and Hii-galaxies
using different kind of instruments (Kennicutt et al. 1989;
Zaritsky et al. 1994; Lagos et al. 2009; Relan˜o et al. 2010;
Lo´pez-Herna´ndez et al. 2013; Krabbe et al. 2014). It was
suggested by Lo´pez-Herna´ndez et al. (2013) that such high
ratio values could be due to some problem in the sulphur
atomic data. They suggested that when the sulphur ratio
is above the 1.42 limit, a safe way to proceed is to assume
an electron density of 100 cm−3 since even before reach-
ing this theoretical limit the density estimations are very
uncertain. This procedure is also followed by Krabbe et al.
(2014). In reference to the clumps of very high density that
could be present in NLRs, they are still not detected, for in-
stance, in Integral Field Unit studies as the ones carried out
1 These objects are not considered in our O/H estimations.
Figure 3. [Sii]/Hα and [Oiii]λ4363/Hβ versus [Sii]λ6716/λ6731
for our samples of objects. The Dors et al. (2017) and Dors et al.
(2020) samples described in Sects. 2.1.1 and 2.1.2, respectively,
are indicated by different colours.
by Freitas et al. (2018)2 and by Mingozzi et al. (2019). We
therefore conclude that electron density variations do not
have a significant effect on the formation of the emission-
lines and, consequently, on the Te-method use in NLRs.
4.2 X-ray Dominated Regions
Another concern in the Te-method analysis is the possible
effect of X-ray Dominated Regions (XDRs) on the emission-
line spectra of AGNs. XDRs consist of a molecular region
mostly heated by direct photoionisation of the gas (primarily
through the X-rays, which can penetrate deep into the cloud
without dissociating molecules) that can have an important
contribution to the observed flux of hydrogen lines as well
as of other lines (mainly in the infrared) observed in AGNs
(e.g. Maloney et al. 1996; Meijerink & Spaans 2005). The
Te-method formalism (see Sect. 2.2) assumes that most the
flux of the emission-lines arise within the Stro¨mgren sphere
and the existence of additional flux from molecular/neutral
gas introduces uncertainties on the abundances derived by
this method. However, photoionization models simulations
by Ferland et al. (2013) showed that the Hβ flux emitted
by XDRs is weaker by a factor of about 103 than the one
emitted by the Stro¨mgren sphere of an AGN. This result
indicates that the XDR effects on the abundance determi-
nations based on the Te-method is actually negligible.
2 The spatial resolution of Freitas et al. (2018) observations
ranges from 110 to 280 pc.
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Figure 4. FWHM (in km s−1) of permitted emission lines (Hβ
or Hα) of objects in the Dors et al. (2017) sample versus the
difference between t3 values calculated by the Te-method and
those predicted by detailed photoionization models obtained from
Table 2.
4.3 Gas shock
A different approach is considering the presence of shocks
caused by supersonic turbulence, jets, and/or winds as a
secondary ionization source (Zhang et al. 2013). This ex-
tra ionization and heating of the gas (Dopita & Sutherland
1995; Dopita et al. 1996) drives to high temperatures which
in turn leads to derive unrealistically low abundance values
through the Te-method. If shocks have really an important
contribution to the ionization/heating of AGNs, some cor-
relation between temperatute and shock indicators should
be derived. A good tracer of the presence of shocks is, for
instance, the FWHM of emission lines (e.g. Contini et al.
2012). In order to test this scenario, in Fig. 4, the observa-
tional FWHM values for the Dors et al. 2017 sample versus
the difference between the calculated and predicted t3 val-
ues, refered as D(t3), are shown. It was possible to obtain
FWHM values for 17/26 objects listed in Table 2. As it
can be noted, there is no correlation between FWHM and
D(t3): the Pearson correlation coefficient is −0.012. How-
ever, low shock velocities (v . 400 km s−1) have been pro-
posed to be in NLR of Seyfert 2s (Contini 2017a). More-
over, Dopita & Sutherland (1995) found that moderately
low-velocity shocks (v ∼ 200 km s−1) can produce a very
large [Oiii]λ4363/λ5007 flux ratio. Based on the previous
analysis, we suggest that is unlikely shocks are the main
cause of the t3 discrepancy, although it is not possible to
exclude them as the origin of part metallicity discrepancy
focused in this work.
4.4 Electron temperature fluctuation
Another possible cause of the t3 discrepancy could be the
presence of electron temperature fluctuations in the gas
Figure 5. Relation between t2 and t3 temperatures. Points rep-
resent results of the photoionization model grid described in
Sect. 2.3. Curves represent the fittings (see Eq. 11) to the pho-
toionization model results considering different electron density
values, as indicated.
phase of NLRs which should be more significant than those
in Hii regions. Spatially studies of nearby Hii regions do not
have derived sufficient level of electron temperature fluc-
tuation necessary to conciliate abundances based on Te-
method with those obtained using metal recombination lines
or derived from photoionization models (see, for example,
Krabbe & Copetti 2002; Tsamis et al. 2003; Rubin et al.
2003; Esteban et al. 2004; Oliveira et al. 2008, among oth-
ers). Regarding AGNs, spatially resolved abundance studies
are seldomly found in the literature and few studies carried
out in this direction have found a small temperature varia-
tions along the radius of NLRs (Revalski et al. 2018a,b). Ob-
servations using the future class of giant telescopes (e.g. Gi-
ant Magellanic Telescope) and data obtained with the James
Webb Telescope could reveal clumps of distinct temperature
in NLRs and clarify the problem of abundance discrepancy
in NLRs.
4.5 t2 − t3 relation
Concerning the total oxygen abundance (O/H) discrepancy
clearly noted in Fig. 2, its origin can also be due to the use of
the t2−t3 relation (Eq. 2) obtained through fitting values de-
rived for Hii regions, probably not representative for AGNs.
In order to investigate this scenario, we used the results of
the grid of AGN photoionization models (see Sect. 2.3) to
obtain a new t2 − t3 relation, shown in Fig. 5. We also show
in this figure the fitting to the expression:
t2 = (a× t
3
3) + (b× t
2
3) + (c× t3) + d, (11)
for the different Ne values. It can be seen that the result-
ing t2-t3 fitting is independent on the Ne value adopted in
the models. Therefore, we produced a new fitting consider-
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Figure 6. Relation between t2 and t3 temperatures. Pink curve
represents the Eq. 11 with the fitted coeficients considering all the
assumed electron densities (Ne=100, 500, 1500 and 3000 cm−3).
Blue and black curves represent temperature relations for Hii re-
gions predicted by photoionization models built by Garnett (1992,
Eq. 12) and by Pe´rez-Montero (2014, Eq. 2), respectively. Points
represent direct estimations of t2 (calculated from te([Nii]) and
using the Eq. 14) and t3 for some objects in our sample. Error
bars represent the uncertainty (≈ 800 K) in the direct estimations
of electron temperature (e.g. Kennicutt et al. 2003; Ha¨gele et al.
2008).
Figure 7. te(N II) versus t2. Points represent results of the pho-
toionization model grid described in Sect. 2.3. Black line repre-
sents the equality between both estimations while red line repre-
sents the fitting to the points given by the Eq. 14.
ing all points, not discriminating different Ne values, and
found for the coefficients of the expression above the values:
a = 0.17 ± 0.04, b = −1.07 ± 0.22, c = 2.07 ± 0.32 and
d = −0.33 ± 0.15. It can be seen in Fig. 5 that t2 increases
with t3 until t3 ≈ 1.5, remaining about constant for higher
electron temperature values. This result was also derived by
Pe´rez-Montero & Contini (2009), who used the direct esti-
mations of t3 for Hii regions and the relation proposed by
Thurston, Edmunds & Henry (1996) to calculate t2.
In Fig. 6, our derived t2 – t3 relation, given by Eq. 11,
is compared to the two relations found in the literature and
estimated for Hii regions using photoionization models. One
of them is the relation proposed by Garnett (1992):
t2 = 0.7 t3 + 0.3 (12)
and the other is the one by Pe´rez-Montero (2014, see Eq. 2).
We also show in Fig. 6 the t2 values calculated for
some objects in our sample through the observational in-
tensities of the RN2=[Nii]λ6548+λ6584/λ5755 emission-line
ratio (intensities compiled from the same works than the
other observational data, see Sect. 2.1). The t2 values were
obtained adopting the following procedure. Firstly, we cal-
culed the temperature for the N+ ion using the relation by
Ha¨gele et al. (2008):
te(N II) = 0.537 + 0.000 253×RN2 +
42.13
RN2
. (13)
The critical density for the lines envolved in the RN2 ra-
tio is ∼ 105 cm−3 (Appenzeller & Oestreicher 1988), a value
lower than the one derived in NLRs of Seyfert 2 (Ne .
1000 cm−3). Thus, the Eq. 13 is valid for the present study.
In general, in abundance studies of Hii regions is assumed
t2=te(N II), as is commonly used when the [Oii]λ7325 auro-
ral emission-line sensitive to the temperature and the strong
[Oii]λ3727 line are not available (see e.g. Kennicutt et al.
2003; Ha¨gele et al. 2008). However, this equality can not be
valid for AGNs. In order to verify this, in Fig. 7, we show
the predictions of our grid of models for te(N II) versus t2.
One can see a considerable difference between the tempera-
tures, mainly for t2 & 1. In view of this, we used the model
predictions and derived the relation
t2 = 0.82 × te(N II) + 0.1. (14)
It is worth noting that the relations derived for Hii regions
are not representative for AGNs, producing, for a given t3
value, higher t2 temperatures than those predicted by AGN
models and, consequently, they lead to lower O+/H+ val-
ues when derived through the Te-method. The difference
between the t2-t3 relations shown in Fig. 6 is mainly due
to the harder and distinct SED of AGNs leads to a higher
input of energy per photoionization, resulting in a differ-
ent electron temperature structure than that in Hii regions.
We can also see in this figure that the objects for which it
was possible to directly derive the [Oiii] and [Oii] electron
temperatures using the observational data and the Eq. 14
seem to follow the theoretical relation derived for AGNs.
Although direct determinations of t3 by itself do not co-
incide with the values predicted by the models for AGNs,
as previously stated, surprisingly the relation between the
observational and theoretical t2 − t3 relations seem to be in
agreement. The same effects that we mentioned may be pro-
ducing the temperature problem could also be affecting the
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Figure 8. Botton panel: Comparison between O/H values for
the sample of objects (listed in Table 1) obtained from detailed
photoionization model (see Table 2) versus the ones computed
by using the Te-method (see Sect. 2.2) but assuming the t2 − t3-
relation derived for AGNs (Eq. 11). Solid line represents the equal-
ity between the estimations. Top panel: Difference between these
estimations (D=x-y). Solid line represents the null difference be-
tween the estimations while hatched area represents the uncer-
tainty of 0.1 dex in abundances derived through Te-method (see
Kennicutt et al. 2003; Ha¨gele et al. 2008). The average difference
is shown.
observational [Nii] temperature (and consequently t2) pro-
ducing a kind of compensation that leads to the observed
agreement. However, the amount of observational data and
its observed dispersion do not allow us to infer a conclusive
result.
In Fig. 8, we compare the O/H abundance estimations
for the objects in the Dors et al. (2017) sample computed by
using the Te-method expressions (see Sect. 2.2) but assum-
ing the t2 − t3 relation derived for AGNs, i.e. Eq. 11, with
those predicted by the detailed photoionization models. It
can be seen that the difference between the estimations is
only significant for the low metallicity regime. Hence, the use
of these t2 − t3 relation derived for AGNs and ICF(O) re-
duces the discrepancies between the total oxygen abundance
estimations. Nevertheless, in the upper panel of Fig. 8 there
seem still to be a trend. The average difference of about −0.2
dex between these two O/H estimations is slightly higher (by
about 0.1 dex) than that found for Hii regions by Dors et al.
(2011) and Pe´rez-Montero (2014), who compared O/H es-
timations for SFRs estimated by using the Te-method with
those derived by photoionization models results.
We perform an additional analysis in order to com-
pare O/H abundance estimations calculated by using the
Te-method, assuming the different t2-t3 relations (Eqs. 2 and
11) as well as assuming calibrations between the metallic-
ity (or O/H) with strong emission-lines. In view of this, the
Dors et al. (2020) sample was used in this analysis. Unfor-
Figure 9. Bottom panel: Comparison between the total (O/H)
abundances computed by the Te-method described in Sect. 2.2
with those computed by using also the Te-method but assuming
the t2 − t3 relation derived for AGNs (Eq. 11). Points represent
estimations for confirmed Seyfert 2s (redshift z . 0.4) compiled
from the SDSS by Dors et al. (2020). Solid line represents the
equality between the estimations. Top panel: Differences between
these estimations (D=x-y) are shown. Solid line represents the
null difference between the estimations while hatched area repre-
sents the uncertainty of 0.1 dex in abundances derived through
the Te-method (see e.g. Kennicutt et al. 2003; Ha¨gele et al. 2008).
tunately, for the objects in this sample it is not possible to
calculate the ICF(O) because the Heiiλ4686 emission line,
necessary to estimate N(He2+), was not measured. There-
fore, for all of these SDSS objects, we considered the ICF(O)
to be equal to 1.20, an average value obtained from the ICFs
(obtained from Eq. 6) listed in Table 2. This assumed value
translates into an oxygen abundance correction of about
0.1 dex. Regarding the calibration between O/H abundance
and strong emission-lines, the first Storchi-Bergmann et al.
(1998) theoretical calibration between the oxygen abun-
dance and [N ii]λλ6548,6584/Hα and [O iii]λλ4959,5007/Hβ
line ratios is considered. In Dors et al. (2020) a complete
comparison between Seyfert 2 O/H abundances computed
through most of the methods available in the literature was
carried out and it will not be repeated here.
In Fig. 9 we compare, for our SDSS sample, the O/H
estimations obtained through the Te-method formalism de-
veloped for Hii-regions and that developed for AGNs in the
present work. In spite of the fact that we are not able to
estimate the ICF(O) and have to apply a constant correc-
tion, we can see a systematic difference between the re-
sults obtained through these two methods greater than the
0.1 dex added by using the ICF(O) constant correction.
The values estimated using the new formalism for AGNs
are, in average, about 0.4 dex higher than those obtained
through the formalism for Hii-regions. As previously, the
higher diferences are obtained for the lower metallicity val-
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Figure 10. Lower panels: total oxygen abundances esti-
mated, for the objects in our SDSS sample, using the first
Storchi-Bergmann et al. (1998) theoretical calibration versus the
ones calculated using the Te-method: in panel (a) the new for-
malism applying the t2 − t3-relation derived for AGNs (Eq. 11);
in panel (b) the classical formalism applying the t2 − t3-relation
derived for Hii regions (Eq. 2). Upper panels: diferences between
the estimations (D=x-y).
ues. In Fig. 10, the results for estimations based on the first
Storchi-Bergmann et al. (1998) calibration versus the ones
calculated by using the Te-method for AGNs and for Hii
regions are shown. It can be seen that the new formalism
for the Te-method, i.e. applying the t2 − t3-relation derived
for AGNs, reduces the discrepancy between the O/H val-
ues by about 0.40 dex when compared to those obtained by
using the classical formalism for the Te-method, i.e. apply-
ing the t2 − t3-relation derived for Hii regions (Eq. 2). It is
worth mentioning that a systematic difference is still seen
even though the point distribution has a lower scatter and
is more tight around the one-to-one line.
5 CONCLUSIONS
We compiled from the literature narrow optical emission-
line intensities of 26 Seyfert 2 AGNs in order to investigate
the oxygen abundance (O/H) discrepancy arising when com-
pared the estimations by the classical Te-method and by us-
ing detailed photoionization models. We found that the aver-
age O/H discrepancy (∼ 0.5 dex) between the two methods
is mainly due to the innapropriate use of the relation be-
tween the tempetarure of the low (t2) and high (t3) ioniza-
tion zones derived for Hii regions and generally used in the
Te-method. Using results of a grid of photionization models,
we derived an expression for the t2-t3 relation which must
be taken into account in O/H estimations derived through
the Te-method in chemical abundance studies of Seyfert 2
nuclei. On the other hand, we use a second, more extensive,
sample compiled from the SDSS database to produce an ad-
ditional comparison between O/H estimations obtained via
the Te-method formalisms and also via a strong emission-
line theoretical calibration. We found that the new formal-
ism of the Te-method for AGNs produces O/H abundance
higher by about 0.4 dex than the ones obtained assuming
the standard equations derived for Hii regions. Finally, we
showed that the new formalism for the Te-method reduces
by about 0.4 dex the O/H discrepancies found when O/H
abundances obtained from strong emission-line calibrations
are compared to direct estimations.
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