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Sally modules of ideals were introduced by Wolmer V. Vasconcelos [V] in 1994. Since then, many
authors have been interested in the development of the theory and certain satisfactory results are re-
cently known by [GNO1,GNO2] as for the structure of Sally modules with rank one of m-primary
ideals in Cohen–Macaulay local rings (A,m), while only few results except for [C] are known in
non-Cohen–Macaulay cases. In what follows, we shall overcome this huge gap, aiming at further de-
velopments of the theory of Sally modules of ideals.
Throughout this paper let A denote a Noetherian local ring with the maximal ideal m and d =
dim A > 0. Let I be an m-primary ideal in A and suppose that our ideal I contains a parameter ideal
Q = (a1,a2, . . . ,ad) of A as a reduction, that is Q ⊆ I and the equality In+1 = Q In holds true for
some (and hence for any) integer n  0. Let A(M) denote, for an A-module M , the length of M . We
then have integers {ei(I)}0id such that the equality
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+ · · · + (−1)ded(I)
holds true for all integers n  0, which we call the Hilbert coeﬃcients of A with respect to I . Let
R = R(I) := A[It] and T = R(Q ) := A[Q t] ⊆ A[t]
denote, respectively, the Rees algebras of I and Q , where t stands for an indeterminate over A. Let
R ′ = R′(I) := A[It, t−1] and G = G(I) := R ′/t−1R ′ ∼=⊕
n0
In/In+1.
Following Vasconcelos [V], we then deﬁne
S = SQ (I) := I R/I T ∼=
⊕
n1
In+1/Q n I
and call it the Sally module of I with respect to Q . Here we notice that S is a ﬁnitely generated
graded T -module and mS = (0) for some integer   0, since R is a module ﬁnite extension of the
graded ring T and m = √Q , so that dimT SQ (I) d.
In [V] Vasconcelos gave an elegant review, in terms of his Sally module, of the works [S1,S2,S3] of
Judith Sally about the structure of m-primary ideals I with interaction to the structure of the graded
rings G and the Hilbert coeﬃcients ei(I)’s of I . Let us recall a part of his work.
As is well known, in the case where A is a Cohen–Macaulay local ring, we have the inequality
e1(I) e0(I) − A(A/I)
[N], and Craig Huneke [H2] showed that the equality e1(I) = e0(I) − A(A/I) holds true if and only
if I2 = Q I . When this is the case, the associated graded ring G = G(I) and the ﬁber cone F (I) =⊕
n0 I
n/mIn of I are both Cohen–Macaulay, and the Rees algebra R of I is also a Cohen–Macaulay
ring, provided d 2. Thus, the ideals I with e1(I) = e0(I) − A(A/I) enjoy very nice properties.
Sally [S3] ﬁrstly investigated the second border, that is the ideals I satisfying the equality
e1(I) = e0(I) − A(A/I) + 1
and gave several important results. Among them, one ﬁnds the following characterization of ideals I
with e1(I) = e0(I) − A(A/I) + 1 and e2(I) = 0. To state it, let
B = T /mT ∼= k[X1, X2, . . . , Xd],
S. Goto, K. Ozeki / Journal of Algebra 324 (2010) 2129–2165 2131which is the polynomial ring with d indeterminates over the residue class ﬁeld k = A/m of A. We
denote by B(−1) the graded B-module whose grading is given by [B(−1)]n = Bn−1 for all n ∈ Z.
Theorem 1.1. (See Sally [S3], Vasconcelos [V].) Suppose that A is a Cohen–Macaulay local ring. Then the fol-
lowing three conditions are equivalent to each other.
(1) S ∼= B(−1) as graded T -modules.
(2) e1(I) = e0(I) − A(A/I) + 1 and if d 2, e2(I) = 0.
(3) I3 = Q I2 and A(I2/Q I) = 1.
When this is the case, the following assertions hold true.
(i) e2(I) = 1, if d 2.
(ii) ei(I) = 0 for all 3 i  d.
(iii) depthG  d − 1.
This beautiful theorem says, however, nothing about the case where e2(I) = 0 and it seems
natural to ask what happens, when e2(I) = 0, on the ideals I which satisfy the equality e1(I) =
e0(I) − A(A/I) + 1. This long standing question has motivated the researches [GNO1,GNO2], where
the authors and Koji Nishida gave the following structure theorem of Sally modules of m-primary
ideals I with e1(I) = e0(I) − A(A/I) + 1.
Theorem 1.2. (See [GNO2, Theorem 1.2].) Suppose that (A,m) is a Cohen–Macaulay local ring. Then the fol-
lowing three conditions are equivalent to each other.
(1) e1(I) = e0(I) − A(A/I) + 1.
(2) mS = (0) and rankB S = 1.
(3) S ∼= (X1, X2, . . . , Xc)B as graded T -modules for some 0 < c  d, where {Xi}1ic are linearly indepen-
dent linear forms of the polynomial ring B.
When this is the case, c = A(I2/Q I) and I3 = Q I2 , and the following assertions hold true.
(i) depthG  d − c and depthT S = d − c + 1.
(ii) depthG = d − c, if c  2.
(iii) Suppose c < d. Then
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+
(
n + d − (c + 1)
d − (c + 1)
)
for all n 0. Hence
ei(I) =
{
0 if i = c + 1,
(−1)c+1 if i = c + 1
for 2 i  d.
(iv) Suppose c = d. Then
A
(
A/In+1
)= e0(I)(n + d
d
)
− e1(I)
(
n + d − 1
d − 1
)
for all n 1. Hence ei(I) = 0 for 2 i  d.
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Sally module SQ (m) of the maximal ideal m and gave several inspiring results about the dimension
of SQ (m) together with an important description of the Hilbert function of m in terms of the Sally
module SQ (m). These results of [GNO1,GNO2,C] are, however, only known ones about the structure
of Sally modules.
The present research aims, being inspired by Corso [C], at a systematic approach towards further
developments of the theory of Sally modules SQ (I) of m-primary ideals I in not-necessarily Cohen–
Macaulay local rings (A,m), in order to answer the natural questions of what is a possible equality
corresponding to the equality
e1(I) = e0(I) − A(A/I) + 1
in the Cohen–Macaulay case and of what kind of properties the Sally modules SQ (I) and the ideals I
enjoy, provided the equality holds true.
To sate the results of the present paper, let us consider the following four conditions:
(C0) The sequence a1,a2, . . . ,ad is a d-sequence in A in the sense of Huneke [H1].
(C1) The sequence a1,a2, . . . ,ad is a d+-sequence in A, that is for all integers n1,n2, . . . ,nd  1 the
sequence an11 ,a
n2
2 , . . . ,a
nd
d forms a d-sequence in any order.
(C2) (a1,a2, . . . , aˇi, . . . ,ad) :A ai ⊆ I for all 1 i  d.
(C3) depth A > 0.
These conditions (C0), (C1), (C2), and (C3) are naturally satisﬁed, when A is a Cohen–Macaulay local
ring. Condition (C1) (resp. condition (C2)) is always satisﬁed, if A is a Buchsbaum local ring (resp.
I = m). Here we notice that condition (C1) is equivalent to saying that our local ring A is a generalized
Cohen–Macaulay ring, that is all the local cohomology modules Him(A) (i = d) of A with respect to
the maximal ideal m are ﬁnitely generated and the parameter ideal Q is standard, that is the equality
A(A/Q ) − e0(Q ) =
d−1∑
i=0
(
d − 1
i
)
· A
(
Him(A)
)
holds true. Hence condition (C1) is independent of the choice of a minimal system {ai}1id of gen-
erators of the parameter ideal Q . We note here that condition (C2) is also independent of the choice
of a minimal system {ai}1id of generators of Q .
Although some parts of the results which we shall refer to in this section still hold true under
milder assumptions (C0), (C2), and (C3), or under the assumption that I = m only, for the sake of
simplicity of the statement let us now assume that conditions (C1), (C2), and (C3) are satisﬁed. We
then have the inequality
e1(I) e0(I) + e1(Q ) − A(A/I),
and the equality e1(I) = e0(I) + e1(Q ) − A(A/I) holds true if and only if I2 = Q I (Corollary 2.7).
When this is the case, we have
HiM(G) =
[
HiM(G)
]
1−i ∼= Him(A)
for all 0 i < d and the a-invariant
a(G) =max{n ∈ Z ∣∣ [HdM(G)] = (0)}n
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(cf. [GN]). Thus the ideals I again enjoy very nice properties, if e1(I) = e0(I) + e1(Q ) − A(A/I). The
next target is, of course, the case where the equality
e1(I) = e0(I) + e1(Q ) − A(A/I) + 1
holds true, which leads us to the main result Theorem 1.3 of this paper.
The following Theorem 1.3 completely generalizes Theorem 1.2 given in the case where A is a
Cohen–Macaulay local ring, because ei(Q ) = 0 for all 1  i  d. We notice that, thanks to condi-
tion (C1), the Hilbert coeﬃcients ei(Q ) of Q are given by the formula
(−1)iei(Q ) =
⎧⎪⎨⎪⎩
e0(Q ) if i = 0,
A(H0m(A)) if i = d,∑d−i
j=1
(d−i−1
j−1
)
A(H
j
m(A)) if 1 i  d − 1
and one has the equality A(A/Q n+1) =∑di=0(−1)iei(Q )(n+d−id−i ) for all n  0 [Sch, Korollar 3.2], so
that {ei(Q )}1id are independent of the choice of the reduction Q of I and so, are invariants of A.
Theorem 1.3. Suppose conditions (C1), (C2), and (C3) are satisﬁed. Then the following three conditions are
equivalent to each other.
(1) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1.
(2) mS = (0) and rankB S = 1.
(3) S ∼= (X1, X2, . . . , Xc)B as graded T -modules, where 1  c  d and {Xi}1ic are linearly independent
linear forms of the polynomial ring B.
When this is the case, we get c = A(I2/Q I) and I3 = Q I2 , and the following assertions also hold true.
(i) depthT S = d − c + 1.
(ii) Suppose c < d. Then
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+
(
n + d − (c + 1)
d − (c + 1)
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n + d − i
d − i
)
for all n 0. Hence
ei(I) =
{
ei−1(Q ) + ei(Q ) if i = c + 1,
ei−1(Q ) + ei(Q ) + (−1)c+1 if i = c + 1
for 2 i  d.
(iii) Suppose c = d. Then
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n + d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
for all n 1. Hence ei(I) = ei−1(Q ) + ei(Q ) for 2 i  d.
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depthG in terms of the integer c, since the Rees algebra T = R(Q ) of Q is not necessarily a Cohen–
Macaulay ring.
Thanks to Theorem 1.3, we get the following generalization of Sally’s Theorem 1.1, which corre-
sponds to the case where c = 1 in Theorem 1.3.
Corollary 1.4. Suppose that d  2 and that conditions (C1), (C2), and (C3) are satisﬁed. Then the following
three conditions are equivalent to each other.
(1) S ∼= B(−1) as graded T -modules.
(2) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1 and e2(I) = e1(Q ) + e2(Q ).
(3) I3 = Q I2 and A(I2/Q I) = 1.
When this is the case, we have
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n + d − i
d − i
)
+
(
n+ d − 2
d − 2
)
for all n 0, and the following assertions hold true.
(a) depthT S = d.
(b) e2(I) = e1(Q ) + e2(Q ) + 1.
(c) ei(I) = ei−1(Q ) + ei(Q ) for 3 i  d.
The characterization of the case where c = d in Theorem 1.3 is the following.
Corollary 1.5. Suppose that d  2 and that conditions (C1), (C2), and (C3) are satisﬁed. Then the following
three conditions are equivalent to each other.
(1) S ∼= B+ as graded T -modules and depthG = 0.
(2) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1, ei(I) = ei−1(Q ) + ei(Q ) for 2 i  d, and depthG = 0.
(3) (˜I)2 = Q I˜ and A (˜I/I) = 1.
Here I˜ =⋃n1[In+1 :A In] denotes the Ratliff–Rush closure of I .
When I = m, condition (C2) is always satisﬁed, while condition (C1) is automatically satisﬁed, if
A is a Buchsbaum local ring. Therefore, one can directly apply Theorem 1.3 and its consequences to
the maximal ideal m in a Buchsbaum local ring (A,m) with depth A > 0. Even this rather special case
seems frontiers. The authors would like to encourage readers to develop further theories on this area,
e.g., in order to answer the question, raised by Vasconcelos, of what non-Cohen–Macaulay rings are.
We are now in a position to brieﬂy explain how we organize this paper.
We shall prove Theorem 1.3 in Section 3. We will summarize in Section 2 some auxiliary results on
Sally modules for the later use in this paper. We will show that S ∼= a as graded T -modules for some
graded ideal a of B , once the equality e1(I) = e0(I) + e1(Q ) − A(A/I) + 1 holds true (Theorem 2.9),
which is one of the keys for our proof of Theorem 1.3, similarly as in the Cohen–Macaulay case.
In Section 4 we shall discuss consequences of Theorem 1.3. We will prove Corollaries 1.4 and 1.5.
In contrast with the case where A is a Cohen–Macaulay local ring, in general the condition that
depthG = 0 in Corollary 1.5 is not superﬂuous. In Section 4 we discuss this phenomenon, analyzing
two examples (Example 4.6 and Theorem 4.9).
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purpose is to show, inside these Buchsbaum local rings, the ubiquity of ideals I with I3 = Q I2 and
those ideals I which satisfy condition (3) in Theorem 1.3.
In the ﬁnal Section 6 we will give a few examples of m-primary ideals I in Cohen–Macaulay local
rings (A,m) whose Sally modules are B-free, possessing arbitrarily high ranks, which we shall study
more closely in the forthcoming papers.
In what follows, unless otherwise speciﬁed, let (A,m) be a Noetherian local ring with d =
dim A > 0. Let I be an m-primary ideal in A and let S = SQ (I) be the Sally module of I with re-
spect to a minimal reduction Q = (a1,a2, . . . ,ad) of I . We put
R = A[It], T = A[Q t], R ′ = A[It, t−1], G = R ′/t−1R ′, and B = T /mT .
We denote by Him(∗) (i ∈ Z) the i-th local cohomology functor of A with respect to m. Let
hi(A) = A
(
Him(A)
)
,
where A(∗) denotes the length. Let M = mT + T+ be the unique graded maximal ideal in T . We
denote by HiM(∗) (i ∈ Z) the i-th local cohomology functor of T with respect to M. Let L be a
graded T -module. We denote by L(α), for each α ∈ Z, the graded T -module whose grading is given
by [L(α)]n = Lα+n for all n ∈ Z.
Let
I˜ =
⋃
n1
[
In+1 :A In
]= ⋃
n1
[
In+1 :A
(
an1,a
n
2, . . . ,a
n
d
)]
denote the Ratliff–Rush closure of I , which is the largest m-primary ideal in A such that I ⊆ I˜ and
ei (˜I) = ei(I) for all 0 i  d (cf. [RR]).
We denote by μA(∗) the number of generators.
2. Preliminary steps for the proof
The purpose of this section is to summarize some auxiliary results on Sally modules, which we
need throughout this paper.
Let us begin with the following.
Lemma 2.1. The following assertions hold true.
(1) mS = (0) for integers   0. Hence dimT S  d.
(2) The homogeneous components {Sn}n∈Z of the graded T -module S are given by
Sn ∼=
{
(0) if n 0,
In+1/Q n I if n 1.
(3) S = (0) if and only if I2 = Q I.
(4) Suppose that S = (0) and put V = S/MS. Let Vn (n ∈ Z) denote the homogeneous component of the
ﬁnite-dimensional graded T /M-space V with degree n and put Λ = {n ∈ Z | Vn = (0)}. Let q = maxΛ.
Then we have Λ = {1,2, . . . ,q} and rQ (I) = q + 1, where
rQ (I) =min
{
n ∈ Z ∣∣ In+1 = Q In}
stands for the reduction number of I with respect to Q .
(5) S = T S1 if and only if I3 = Q I2 .
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Proposition 2.2. Suppose that conditions (C0) and (C2) are satisﬁed. Then
T /I T ∼= (A/I)[X1, X2, . . . , Xd]
as graded A-algebras, where (A/I)[X1, X2, . . . , Xd] denotes the polynomial ring with d indeterminates over
the Artinian local ring A/I . Hence T /I T is a Cohen–Macaulay ring with dim T /I T = d.
Proof. By condition (C0) we get T = SymA(Q ) as graded A-algebras (cf. [H1, Theorem 3.1]), where
SymA(Q ) denotes the symmetric algebra of Q . Notice that
T /I T = (A/I) ⊗A SymA(Q ) ∼= SymA/I
(
(A/I) ⊗A Q
)= SymA/I (Q /Q I)
as graded A/I-algebras and we have
T /I T ∼= (A/I)[X1, X2, . . . , Xd],
because by condition (C2) the A/I-module Q /Q I is free of rank d. 
In the following Lemma 2.3 Serre’s condition (S2) on T plays a crucial role. This condition is
automatically satisﬁed, once both conditions (C1) and (C3) are satisﬁed (cf. [T, Theorem 6.2]).
Lemma 2.3. Suppose that conditions (C0), (C2), and (C3) are satisﬁed. Assume that the ring T satisﬁes Serre’s
condition (S2). Then AssT S ⊆ {mT }, whence dimT S = d if S = (0).
Proof. Let P ∈ AssT S . Then mT ⊆ P , since mS = (0) for some   0 by Lemma 2.1 (1). Suppose that
P = mT . Then dim T P  2, since mT is a prime ideal of T with height one (recall that B = T /mT is the
polynomial ring with d indeterminates over the ﬁeld k = A/m), so that depth T P  2 by condition (S2).
We look at the exact sequences
(1) 0→ I T P → I R P → S P → 0 and (2) 0→ I T P → T P → T P /I T P → 0
of T P -modules which follow from the canonical exact sequences
0→ I T → I R → S → 0 and 0→ I T → T → T /I T → 0
of graded T -modules. Then depthT P I R P > 0, since depth A > 0 by condition (C3). Hence, because
depthT P S P = 0, it follows from exact sequence (1) that depthT P I T P = 1. Therefore by exact se-
quence (2), we get depth T P /I T P = 0, because depth T P  2. Since T /I T is a Cohen–Macaulay ring by
Proposition 2.2 and since
√
I = m, we get P ∈MinT T /I T = {mT }. Thus P = mT , which is absurd. 
Proposition 2.4. Suppose that conditions (C0) and (C2) are satisﬁed. Then
A
(
A/In+1
)= e0(I)(n+ d
d
)
− {e0(I) + e1(Q ) − A(A/I)}(n + d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
− A(Sn)
for all n N(Q ), where N(Q ) 0 denotes an integer such that A(A/Q n) =∑di=0(−1)iei(Q )(n−1+d−id−i ) for
all n N(Q ).
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A
(
A/In+1
)= A(A/Q n I)− A(Sn) and A(A/Q n I)= A(A/Q n)+ A(Q n/Q n I).
Choose an integer N = N(Q ) 0 so that A(A/Q n) =∑di=0(−1)iei(Q )(n−1+d−id−i ) for all integers n N
and we get
A
(
A/Q n
)= d∑
i=0
(−1)iei(Q )
(
n − 1+ d − i
d − i
)
=
d∑
i=0
(−1)iei(Q )
{(
n + d − i
d − i
)
−
(
n + d − (i + 1)
d − (i + 1)
)}
=
d∑
i=0
(−1)iei(Q )
(
n + d − i
d − i
)
+
d−1∑
i=0
(−1)i+1ei(Q )
(
n+ d − (i + 1)
d − (i + 1)
)
=
d∑
i=0
(−1)iei(Q )
(
n + d − i
d − i
)
+
d∑
i=1
(−1)iei−1(Q )
(
n+ d − i
d − i
)
= e0(Q )
(
n+ d
d
)
+
d∑
i=1
(−1)i{ei(Q ) + ei−1(Q )}(n + d − i
d − i
)
= e0(I)
(
n + d
d
)
− {e0(I) + e1(Q )}(n + d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
,
since e0(Q ) = e0(I). Let [(A/I) ⊗A T ]n denote the homogeneous component with degree n in the
graded A-algebra (A/I) ⊗A T . Then because
Q n/Q n I = A/I ⊗A Q n =
[
(A/I) ⊗A T
]
n
∼= (A/I)(n+d−1d−1 )
(recall that (A/I) ⊗A T = T /I T ∼= (A/I)[X1, X2, . . . , Xd] is the polynomial ring over A/I; cf. Proposi-
tion 2.2), we have the equality
A
(
Q n/Q n I
)= A(A/I)(n + d − 1
d − 1
)
.
Hence
A
(
A/In+1
)= A(A/Q n)+ A(Q n/Q n I)− A(Sn)
= e0(I)
(
n + d
d
)
− {e0(I) + e1(Q )}(n+ d − 1
d − 1
)
+
d∑
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
+ A(A/I)
(
n+ d − 1
d − 1
)
− A(Sn)i=2
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(
n + d
d
)
− {e0(I) + e1(Q ) − A(A/I)}(n+ d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
− A(Sn)
for all n N . 
We put p = mT . Then, since p ⊆ P for all P ∈ AssT S by Lemma 2.1 (1), the following result is
proven, without assuming conditions (C1) and (C3), exactly in the same way as in the proof of [GNO1,
Proposition 2.2 (3)].
Proposition 2.5. Suppose that conditions (C0) and (C2) are satisﬁed. Then
e1(I) = e0(I) + e1(Q ) − A(A/I) + Tp(Sp),
whence e1(I) e0(I) + e1(Q ) − A(A/I).
Remark 2.6. When I = m, condition (C2) is satisﬁed, and for the proof of Proposition 2.4 we only need
condition (C0) to see that Q n/Q n I ∼= (A/I)(
n+d−1
d−1 ), which holds true if I = m. Therefore Proposition 2.4
is always true in the case where I = m [C, Proof of Theorem 2.1] and so is Proposition 2.5 without
condition (C0), since p = mT is a unique possible associated prime of S with dim T /p = d. Thus we
have
e1(m) = e0(m) + e1(Q ) + Tp(Sp) − 1
[C, Proof of Theorem 2.1], whence the sum e1(Q ) + Tp(Sp) is independent of the choice of minimal
reductions Q = (a1,a2, . . . ,ad) of m and is an invariant of A, which we use in the forthcoming papers.
Combining Lemmas 2.1 (3), 2.3, and Proposition 2.4 with Proposition 2.5, we get the following,
which is more or less a ﬁner version of [C, Theorem 2.1 (a), Corollary 2.2, Proposition 2.8].
Corollary 2.7. Suppose that conditions (C1), (C2), and (C3) are satisﬁed. Then e1(I) = e0(I) + e1(Q ) −
A(A/I) + Tp(Sp). The equality e1(I) = e0(I) + e1(Q ) − A(A/I) holds true if and only if I2 = Q I. When
this is the case, one has ei(I) = ei−1(Q ) + ei(Q ) for 2 i  d.
Proof. Since AssT S ⊆ {p} by Lemma 2.3, we have Sp = (0) if and only if S = (0), that is equivalent to
saying that I2 = Q I by Lemma 2.1. When this is the case, by Proposition 2.4 we readily get ei(I) =
ei−1(Q ) + ei(Q ) for all 2 i  d. 
As is proven in [C, Proposition 2.8], in order to get the equality e1(I) = e0(I) + e1(Q ) − A(A/I) +
Tp(Sp), one cannot delete condition (C2) in Proposition 2.5, even though the base local rings A are
Buchsbaum. Let us note one concrete example.
Example 2.8. Let kX, Y , Z ,W  be the formal power series ring over a ﬁeld k. We look at the local
ring
A = kX, Y , Z ,W /(X, Y ) ∩ (Z ,W ).
Then A is a Buchsbaum ring, dim A = 2, depth A = 1, and h1(A) = 1. Let x, y, z, and w denote the
images of X , Y , Z , and W in A, respectively. We put a = x− z, b = y− w , I = (a,b, x), and Q = (a,b).
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We have
e0(I) = 2, e1(I) = 0, e1(Q ) = −1, and A(A/I) = 2,
so that e1(I) > e0(I) + e1(Q ) − A(A/I).
Proof. Let m be the maximal ideal in A. Then as is well known, A is a Buchsbaum local ring with
dim A = 2, depth A = 1, and h1(A) = 1. Let U = k[X, Y , Z ,W ]. Then it directly follows from the exact
sequence
0→ U/(X, Y ) ∩ (Z ,W ) → U/(X, Y ) ⊕ U/(Z ,W ) → U/(X, Y , Z ,W ) → 0
of graded U -modules that μA(mn+1) = 2n + 4 for n  0, whence A(A/mn+1) = 2
(n+2
2
) − 1 for all
n  0. It is routine to check that m2 = Qm and I2 = Q I , whence Q is a reduction of both m and I
and so, a, b is a system of parameters for A. We notice that conditions (C1) and (C3) are satisﬁed
for the Buchsbaum local ring A and the ideal I , but condition (C2) is not satisﬁed, because y ∈ (b) : a
(notice that ay = bx) but y /∈ I .
Claim 1. A(mn+1/In+1) = 1 for all n 0.
Proof. Let n  0 be an integer. Then mn+1 = In+1 + (yn+1) and myn+1 ⊆ In+1. In fact, since m =
I + (y) and y2 = by, we may assume that n 1. Then mn+1 = Q nm = Q n I + Q n y. We will show that
Q n y ⊆ In+1 + (yn+1). We look at the element aαbn−α y with 0  α  n. If α  1, then aαbn−α y =
aα−1bn−α · ay = aα−1bn−α · bx = aα−1bn−α+1x ∈ In+1. If α = 0, then aαbn−α y = bn y = yn+1. Hence
Q n y ⊆ In+1 + (yn+1), so that mn+1 = In+1 + (yn+1). Since myn+1 ⊆ mn+2 = Q n+1m, we get myn+1 ⊆
In+1. Thus mn+1 = In+1 + (yn+1) and myn+1 ⊆ In+1. On the other hand, because In+1 = Q n+1 + Q nx,
we have
μA
(
In+1
)
 (n + 2) + (n+ 1) = 2n+ 3 < 2n+ 4= μA
(
mn+1
)
.
Consequently In+1 = mn+1, whence mn+1/In+1 ∼= A/m, so that A(mn+1/In+1) = 1 for all n 0. 
By this claim we have
A
(
A/In+1
)= A(A/mn+1)+ A(mn+1/In+1)= {2(n + 2
2
)
− 1
}
+ 1= 2
(
n+ 2
2
)
for all n 0, so that
e0(I) = 2, e1(I) = 0, e1(Q ) = −1, and A(A/I) = 2,
whence e1(I) > e0(I) + e1(Q ) − A(A/I), as is claimed. 
The following result is one of the keys for our proof of Theorem 1.3.
Theorem 2.9. Suppose that conditions (C1), (C2), and (C3) are satisﬁed. Then the following three conditions
are equivalent to each other.
(1) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1.
(2) mS = (0) and rankB S = 1.
(3) There exists a non-zero graded ideal a of B such that S ∼= a as graded T -modules.
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that, once condition (C1) is satisﬁed, all the local cohomology modules {Him(A)}0id−1 of A are
ﬁnitely generated [T, Theorem 2.1].
Proposition 2.10. (See [Sch, Korollar 3.2].) Suppose that condition (C1) is satisﬁed. Then
A
(
A/Q n+1
)= d∑
i=0
(−1)iei(Q )
(
n+ d − i
d − i
)
for all n 0 and
(−1)iei(Q ) =
⎧⎪⎨⎪⎩
e0(Q ) if i = 0,
h0(A) if i = d,∑d−i
j=1
(d−i−1
j−1
)
h j(A) if 1 i  d − 1.
To prove Theorem 2.9, we need the following estimation of e2(I), which is a generalization of
Narita’s theorem [Na] given in the case where A is a Cohen–Macaulay local ring.
Theorem 2.11. Suppose that d 2 and that condition (C1) is satisﬁed. Then
e2(I) e1(Q ) + e2(Q ).
Proof. We proceed by induction on d. Suppose that d = 2. Let C = A/H0m(A). Then Q C is a reduction
of IC and condition (C1) is satisﬁed also in the 2-dimensional local ring C [T, Corollary 2.3]. We have
e2(IC) = e2(I) − h0(A), e2(Q C) = e2(Q ) − h0(A), and e1(Q C) = e1(Q ).
Therefore, passing to the ring C , we may assume that depth A > 0. Then e1(Q ) = −h1(A) and
e2(Q ) = 0 (Proposition 2.10) and so, it is enough to show that e2(I)  −h1(A). For the purpose,
since
e2(I) =
2∑
i=0
(−1)iA
([
HiN(R)
]
0
)
−A
([
H1N(R)
]
0
)
by the proof of [B, Theorem 4.1], it suﬃces to check that
A
([
H1N(R)
]
0
)
 h1(A),
where HiN(R) (i ∈ Z) denotes the i-th local cohomology module of R with respect to the unique
graded maximal ideal N = mR + R+ of R , and [HiN(R)]n denotes, for each n ∈ Z, the homogeneous
component in HiN(R) of degree n.
We now look at the Ratliff–Rush closures F = { I˜n}n0. Let
R(F) =
∑
n0
I˜ntn
be the Rees algebra of the ﬁltration F , where t is an indeterminate over A. Then, because[R(F)/R] ∼= I˜n/In = (0)n
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H0N
(R(F)/R)= R(F)/R and H1N(R(F)/R)= (0).
Therefore, since [R(F)/R]0 = (0), applying the functors HiN(∗) to the exact sequence
0→ R → R(F) → R(F)/R → 0
of graded R-modules, we get the isomorphism[
H1N(R)
]
0
∼= [H1N(R(F))]0
of A-modules, while by the exact sequence
0→ R(F) → A[t] → A[t]/R(F) → 0
of graded R-modules we have a monomorphism
(E) 0→ H1N
(R(F))→ H1N(A[t])= H1m·A[t](A[t])
of graded R-modules, because H0N(A[t]/R(F)) = (0) by the deﬁnition of Ratliff–Rush ﬁltration F =
{ I˜n}n0 and N · A[t] = m · A[t]. Consequently, since
A[t] =
∑
n0
Atn ∼=
⊕
n0
A(−n)
as graded A-modules (here we regard the ring A as a Z-graded ring with the trivial grading A0 = A
and An = (0) for n = 0; hence the inclusion map A → A[t] is a homomorphism of graded rings), we
have
H1m·A[t]
(
A[t])= H1m(A[t])∼=⊕
n0
[
H1m(A)
]
(−n)
as graded A-modules. Hence thanks to the monomorphism (E), we get an embedding
0→ [H1N(R(F))]0 → H1m(A)
of A-modules, so that we have
A
([
H1N(R)
]
0
)= A([HN(R(F))]0) h1(A),
which proves the inequality e2(I) e1(Q ) + e2(Q ) in the case where d = 2.
Let us assume that d  3 and that our assertion holds true for d − 1. Enlarging the ﬁeld k = A/m
if necessary, we may assume without loss of generality that the element a1 is superﬁcial for both I
and Q . Let A = A/(a1), I = I/(a1), and Q = Q /(a1). Then condition (C1) is satisﬁed for the ring A
also, and we have
ei(I) = ei(I), ei(Q ) = ei(Q )
for 0 i  d − 2, and
ed−1(I) = ed−1(I) + (−1)d−1A
(
(0) : a1
)
, ed−1(Q ) = ed−1(Q ) + (−1)d−1A
(
(0) : a1
)
.
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e2(I) − e2(Q ) = e2(I) − e2(Q )
 e1(Q )
= e1(Q )
by the hypothesis of induction on d, which completes the proof of Theorem 2.11. 
We are now in a position to prove Theorem 2.9.
Proof of Theorem 2.9. We put p = mT . Then, since conditions (C1), (C2), and (C3) are satisﬁed, we
see by Proposition 2.5 that e1(I) = e0(I) + e1(Q ) − A(A/I) + Tp(Sp) and by [T, Theorem 6.2] that
the ring T satisﬁes condition (S2). Hence AssT S ⊆ {p} by Lemma 2.3.
(3) ⇒ (2) This is obvious.
(2) ⇒ (1) This is clear, because assertion (1) is equivalent to saying that Tp(Sp) = 1.
(1) ⇒ (2) Since Tp(Sp) = 1 and AssT S = {p}, we have mS = (0) and rankB S = 1.
(1) ⇒ (3) We have mS = (0) and rankB S = 1. The B-module S is torsionfree, since AssT S = {p}.
If S is B-free, then S ∼= B(−1) as graded T -modules, because S1 = (0) and Sn = (0) for n  0
(Lemma 2.1 (2)); hence S ∼= X1B as graded B-modules with 0 = X1 ∈ B1. Suppose that S is not B-free.
Then d = dim A  2. Since rankB S = 1, we have
S ∼= a(m)
as graded B-modules for some m ∈ Z and for some graded ideal a in B . We may also assume that
htB a 2, because in the polynomial ring B every unmixed ideal of height one is principal. We then
have m  0, since am+1 = [a(m)]1 ∼= S1 = (0) and a0 = (0) (recall that a = B , since S is not B-free).
We want to show m = 0. Notice that
A(Sn) = A(Bm+n) − A
([B/a]m+n)
=
(
m+ n+ d − 1
d − 1
)
− A
([B/a]m+n)
=
(
n + d − 1
d − 1
)
+m
(
n+ d − 2
d − 2
)
+ (lower terms)
for n  0, because dim B/a d − 2. Consequently, by Proposition 2.4 we have
A
(
A/In+1
)= e0(I)(n + d
d
)
− {e0(I) + e1(Q ) − A(A/I)}(n+ d − 1
d − 1
)
+
d∑
i=2
{
ei−1(Q ) + ei(Q )
}(n+ d − i
d − i
)
− A(Sn)
= e0(I)
(
n + d
d
)
− {e0(I) + e1(Q ) − A(A/I) + 1}(n + d − 1
d − 1
)
+ {e1(Q ) + e2(Q ) −m}(n + d − 2
d − 2
)
+ (lower terms)
for n  0, so that e2(I) = e1(Q ) + e2(Q ) − m, whence m  0, because e2(I)  e1(Q ) + e2(Q ) by
Theorem 2.11. Thus m = 0 and so, S ∼= a as graded T -modules. 
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of Theorem 1.3.
Corollary 2.12. Suppose that conditions (C1), (C2), and (C3) are satisﬁed. Let c = A(I2/Q I). Assume that
e1(I) = e0(I) + e1(Q ) − A(A/I) + 1 and I3 = Q I2 . Then the following assertions hold true.
(1) 0 < c  d and μB(S) = c.
(2) depthB S = d − c + 1.
(3) Suppose c < d (resp. c = d). Then
A
(
A/In+1
)= e0(I)(n + d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+
(
n+ d − (c + 1)
d − (c + 1)
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n + d − i
d − i
)
for all n 0 (resp. n 1). Hence
ei(I) =
{
ei−1(Q ) + ei(Q ) if i = c + 1,
ei−1(Q ) + ei(Q ) + (−1)c+1 if i = c + 1
for 2 i  d.
Proof. By Lemma 2.1 (5) we get S = T S1, since I3 = Q I2 by our assumption. Therefore S ∼= a as
graded T -modules by Theorem 2.9, where a = (X1, X2, . . . , Xc)B is a non-zero graded ideal of B
generated by linearly independent linear forms {Xi}1ic in B . Hence 0 < c  d, μB(S) = c, and
depthB S = depthB a = d − c + 1, so that assertions (1) and (2) follow. On the other hand, by Proposi-
tion 2.10 we may take N(Q ) = 0 in Proposition 2.4, whence
A
(
A/In+1
)= e0(I)(n + d
d
)
− {e0(I) + e1(Q ) − A(A/I)}(n+ d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
− A(Sn)
for all n 0, while we get
A(Sn) = A(Bn) − A
([B/a]n)
=
(
n+ d − 1
d − 1
)
−
(
n+ d − c − 1
d − c − 1
)
for all n 0 (resp. n 1), if c < d (resp. c = d). Thus assertion (3) follows. 
3. Proof of the main theorem
The goal of this section is Theorem 1.3. We notice that the equivalence of conditions (1) and (2)
in Theorem 1.3 follows from Theorem 2.9. The implication (3) ⇒ (2) is clear. Therefore we have
only to show the implication (1) ⇒ (3) together with the last assertions in Theorem 1.3. Suppose
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isomorphism
ϕ : S → a
of graded B-modules, where a is a graded ideal in B . Notice that once we are able to prove that
I3 = Q I2, the last assertions of Theorem 1.3 follow from Corollary 2.12. When this is the case, since
S = BS1 by Lemma 2.1 (5), the ideal a is generated by linearly independent linear forms {Xi}1ic
of B with c = A(I2/Q I) (recall that a1 ∼= S1 ∼= I2/Q I; see Lemma 2.1 (2)), so that the implication
(1) ⇒ (3) in Theorem 1.3 follows. Hence our Theorem 1.3 has been proven modulo the following.
Theorem 3.1. Let W = H0m(A) and assume that conditions (C1) and (C2) are satisﬁed. Suppose that e1(I) =
e0(I) + e1(Q ) − A(A/I) + 1. Then I3 ⊆ Q I2 + W .
Let us divide the proof of Theorem 3.1 into several steps. For the moment we do not assume
conditions (C1) and (C2) are satisﬁed.
We put C = A/W . Then Q C is a reduction of IC . Let α : A[t] → C[t] be the A-algebra map deﬁned
by α(t) = t . Then, since α(Rn) = [R(IC)]n and α(Tn) = [R(Q C)]n for all n  0, the map α induces
surjective homomorphisms
R → R(IC) and T → R(Q C)
of graded A-algebras. Thanks to these homomorphisms, we get the natural epimorphism φ : S →
SQ C (IC) of graded T -modules. For each n ∈ Z we then have
[Kerφ]n ∼=
[
In+1 ∩ W ]/[Q nI ∩ W ],
so that A(Kerφ) < ∞ because In+1 ∩ W = (0) for all n  0. Hence we have the following.
Lemma 3.2. For all i  1, HiM(S) ∼= HiM(SQ C (IC)) as graded T -modules.
By Lemma 3.2 we get the following, which is a ﬁner description of [C, Theorem 2.1 (b), Proposi-
tion 2.10].
Corollary 3.3.With the same notation as above, suppose that conditions (C1) and (C2) are satisﬁed. Then the
following assertions hold true.
(1) SQ C (IC) = (0) if and only if S = (0) and dimT S = d.
(2) SQ C (IC) = (0) if and only if I2 ⊆ Q I + W . When this is the case, we have A(S) < ∞.
Proof. We have dimC = d and depthC > 0. Therefore, since conditions (C1) and (C2) are also satisﬁed
in the ring C , by Lemma 2.3 we get dimT SQ C (IC) = d if SQ C (IC) = (0). Hence assertion (1) follows
from Lemma 3.2. See Lemma 2.1 (3) for assertion (2). Notice that S = Kerφ, when SQ C (IC) = (0). 
Assume that d 2. Let a = a1 and put A = A/(a), I = I A, and Q = Q A. Let β : A[t] → A[t] be the
A-algebra map deﬁned by β(t) = t . Then β(Rn) = [R(I)]n and β(Tn) = [R(Q )]n for all n 0, so that
two surjective maps
R → R(I) and T → R(Q )
induce the epimorphism ψ : S → SQ (I) of graded T -modules. We this time have the following.
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HiM(S/ f S) ∼= HiM
(
SQ (I)
)
as graded T -modules for all i  1.
Proof. We get ψ( f S) = (0) since β( f ) = 0, so that we have the epimorphism
ψ : S/ f S → SQ (I)
of graded T -modules. Because a is a superﬁcial element of I , we have (a) ∩ In+1 = aIn for all n  0,
whence Kerψ is a ﬁnitely graded T -module with A(Kerψ) < ∞. Thus HiM(S/ f S) ∼= HiM(SQ (I)) for
all i  1. 
We frequently use the following lemma in order to prove Theorem 1.3. The result is perhaps known
but let us note a brief proof for the sake of completeness.
Lemma 3.5. Let a1,a2, . . . ,as (s > 0) be a sequence of elements in a commutative ring R. Suppose that
a1,a2, . . . ,as forms a d-sequence in any order. Let J = (a1,a2, . . . ,as−1) and W = (0) : (a1,a2, . . . ,as). Then
for all n 1 we have
Jn : as = W +
[
Jn−1 · ( J : as)
]
.
Proof. We have only to show Jn : as ⊆ W + [ Jn−1 · ( J : as)]. We have nothing to prove if s = 1 or
n = 1. Assume that s + n  3 and that our assertion holds true for s + n − 1. Let x ∈ Jn : as and put
R = R/a1R . Let us denote the images x and ai in R by x and ai , respectively. Then by the hypothesis
of induction on s + n we get
x ∈ (a2,a3, . . . ,as−1)n : as
= [(0) : (a2,a3, . . . ,as)]+ (a2,a3, . . . ,as−1)n−1·[(a2,a3, . . . ,as−1) : as].
Hence
x ∈ [(a1) : q]+ [ Jn−1 · ( J : as)],
where q = (a1,a2, . . . ,as). We write
x = ψ + ρ with ψ ∈ (a1) : q and ρ ∈ Jn−1 · ( J : as).
We will show that ψ ∈ W + Jn−1 · ( J : as). We have asψ = asx − asρ ∈ (a1) ∩ Jn = a1 Jn−1, because
a1,a2, . . . ,as−1 is a d-sequence in R . Let asψ = a1ξ with ξ ∈ Jn−1. Then
ξ ∈ [(as) : a1]∩ J ⊆ [(as) : a1]∩ [(as) + J]= (as),
since as,a1,a2, . . . ,as−1 is also a d-sequence in R . Therefore by the hypothesis of induction on s + n
we get
2146 S. Goto, K. Ozeki / Journal of Algebra 324 (2010) 2129–2165ξ ∈ (as) ∩ Jn−1
= as
[
Jn−1 : as
]
⊆ as
[
W + Jn−2 · ( J : as)
]
= as
[
Jn−2 · ( J : as)
]
.
We write ξ = asδ with δ ∈ Jn−2 · ( J : as). Then as(ψ −a1δ) = 0, since asψ = a1 ·asδ. Thus ψ −a1δ ∈ W ,
because W = (0) : as which follows from the fact that as,a1,a2, . . . ,as−1 is a d-sequence in R . Hence
ψ ∈ W +[ Jn−1 ·( J : as)], so that we have x= ψ +ρ ∈ W + Jn−1 ·( J : as), which complete the proof. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. We proceed by induction on d. Let W = H0m(A) and put C = A/W . Then all
conditions (C1), (C2), and (C3) are satisﬁed for the ring C and the ideals IC and Q C . We have ei(IC) =
ei(I) and ei(Q C) = ei(Q ) for all 0  i  d − 1, while ed(IC) = ed(I) + (−1)d+1h0(A) and ed(Q C) =
ed(Q ) + (−1)d+1h0(A). We also have W ⊆ I by condition (C2), whence C/IC = A/I , so that
e1(IC) = e0(IC) + e1(Q C) − C (C/IC) + 1.
This observation allows us, passing to the ring C , to assume that condition (C3) is also satisﬁed. Hence
by Theorem 2.9 we have S ∼= a as graded T -modules for some non-zero graded ideal a in B . Let us
ﬁx an isomorphism
ϕ : S → a
of graded T -modules.
If d = 1, then a is a principal ideal and so, since S1 = (0) and Sn = (0) for n 0 by Lemma 2.1 (2),
we get a = X1B with 0 = X1 ∈ B1, whence I3 = Q I2 by Lemma 2.1 (5), because S = T S1.
Let us assume that d  2 and that our assertion holds true for d − 1. Enlarging the ﬁeld k = A/m
if necessary, we may assume that the ﬁeld k = A/m is inﬁnite. Notice that depthT S  1, since S ∼= a.
Suppose that depthT S  2. Then we have the following.
Claim 2. depthG > 0.
Proof. We look at the exact sequences
(1) 0→ I T → T → T /I T → 0,
(2) 0→ I T → I R → S → 0, and
(3) 0→ I R → R → G → 0
of graded T -modules. Then we see that depth T  2 by [T, Theorem 6.2] and that T /I T is a Cohen–
Macaulay ring with dim T /I T = d by Proposition 2.2, since conditions (C1), (C2), and (C3) are satisﬁed.
Therefore, by exact sequence (1) we get depthT I T  2 (use the depth lemma), so that depthT I R  2
by exact sequence (2), because depthT S  2. Therefore, since depth R > 0, by exact sequence (3) we
get depthG > 0 as is claimed. 
Let us choose the elements a1, a2 so that a1 is superﬁcial for both the ideals Q and I , the element
a1t of T is a non-zerodivisor in G , and the elements a1t , a2t form a regular sequence for S . Let
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d − 1, since a1 is A-regular. Hence
e1(I) = e0(I) + e1(Q ) − A(A/I) + 1.
Therefore, because conditions (C1) and (C2) are also satisﬁed for the ring A and the ideals I and Q ,
by the hypothesis of induction on d we get I3 ⊆ Q I2 +H0m(A), whence
I3 ⊆ Q I2 + [(a1) : Q ]
because H0m(A) = (0) : Q = [(a1) : Q ]/(a1), thanks to condition (C1).
Let x ∈ I3 and write x = y + z with y ∈ Q I2 and z ∈ [(a1) : Q ]. Then z = x − y ∈ I3. Since a1t is
a non-zerodivisor in G , we have a2z ∈ (a1) ∩ I4 = a1 I3. Let us write a2z = a1ξ with ξ ∈ I3 and let ∗
denote the image in S . Then, since
a2t · zt2 = a1t · ξt2
in S , we see that zt2 ∈ a1t · S1, because a1t , a2t is a regular sequence for S . Let zt2 = a1t · g with
g ∈ S1 and write g = ηt with η ∈ I2. Then zt2 = a1ηt2, so that z − a1η ∈ Q 2 I , whence z ∈ Q I2. Thus
x = y + z ∈ Q I2, so that we have I3 = Q I2 when depthT S  2.
We assume that depthT S = 1. Choose the element a1 so that a1 is superﬁcial for both I and Q .
Let A′ = A/H0m(A), I ′ = I A′ , and Q ′ = Q A′ , where A = A/(a1). We then have ei(I ′) = ei(I) and
ei(Q ′) = ei(Q ) for all 0 i  d− 2, while ed−1(I ′) = ed−1(I)+ (−1)dh0(A) and ed−1(Q ′) = ed−1(Q )+
(−1)dh0(A). We have A′/I ′ = A/I , because (a1) : Q ⊆ I by condition (C2), whence
e1
(
I ′
)= e0(I ′)+ e1(Q ′)− A′(A′/I ′)+ 1
and all conditions (C1), (C2), and (C3) are satisﬁed for the ring A′ and the ideals I ′ and Q ′ . Therefore
by the hypothesis of induction on d we get I ′3 = Q ′ I ′2 in the ring A′ . Let c′ = A′ (I ′2/Q ′ I ′). Then
depthT SQ ′
(
I ′
)= (d − 1) − c′ + 1
by Corollary 2.12 (2). Let f1 = a1t and apply functors HiM(∗) to the exact sequence
0→ S(−1) f̂1−→ S → S/ f1S → 0
of graded T -modules and look at the derived exact sequence
(E) H1M(S)(−1) f̂1−→ H1M(S) → H1M(S/ f1S)
of local cohomology modules. Recall that, because S ∼= a for the graded ideal a in the polynomial
ring B , we have H1M(S)
∼= H0M(B/a), whence the graded T -module H1M(S) is ﬁnitely generated. There-
fore we have H1M(S/ f1S) = (0) by exact sequence (E), since H1M(S) = (0) (use Nakayama’s lemma).
Consequently, since
H1M
(
SQ ′
(
I ′
))∼= H1M(SQ (I))∼= H1M(S/ f1S) = (0)
by Lemmas 3.2 and 3.4, we get depthT SQ ′(I
′) = 1, whence c′ = A′ (I ′2/Q ′ I ′) = d − 1 by Corol-
lary 2.12 (2). Thus we have
A(a1) = A(S1) = A
(
I2/Q I
)
 d − 1,
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linearly independent linear forms of B , say Y1, Y2, . . . , Yd−1 ∈ B1, which we enlarge to a k-basis
Y1, Y2, . . . , Yd−1, Yd of B1. We then have
B = k[Y1, Y2, . . . , Yd−1, Yd],
so that the ideal a/(Y1, Y2, . . . , Yd−1)B in the polynomial ring
B/(Y1, Y2, . . . , Yd−1)B = k[Yd]
is principal. If a = (Y1, Y2, . . . , Yd−1)B , then I3 = Q I2 by Lemma 2.1 (5), since S = BS1. However,
because A(I2/Q I) = A(a1) = d− 1, we have depthT S = 2 by Corollary 2.12 (2), which is impossible.
Thus a/(Y1, Y2, . . . , Yd−1)B = (0), so that we have
a = (Y1, Y2, . . . , Yd−1, Y αd )B
for some α > 0. Notice that α = 1,2 by Lemma 2.1 (4). We will show that α = 1.
Assume that α = 2. Let us write, for each 1  i  d, Yi = bit with bi ∈ Q , where bit denote the
images of bit ∈ T1 in B = T /mT . Then a = (b1t,b2t, . . . ,bd−1t,b2dt2)B . Notice that
Q = (b1,b2, . . . ,bd),
because {Yi}1id is a k-basis of B1. Hence the sequence b1,b2, . . . ,bd also forms a d+-sequence
in A and (b1, . . . , bˇi, . . . ,bd) : bi ⊆ I for all 1 i  d, since conditions (C1) and (C2) are independent
of the choice of a minimal system of generators for the ideal Q . We now choose elements ξi ∈ S1 for
1 i  d − 1 and ξd ∈ S2 so that
ϕ(ξi) = Yi for 1 i  d − 1
and ϕ(ξd) = Y 2d , where ϕ : S → a is the ﬁxed isomorphism of graded T -modules. Let yi ∈ I2 for 1
i  d − 1 and yd ∈ I3 such that {ξi}1id−1 and ξd are, respectively, the images of {yit}1id−1 and
ydt2 in S . Hence
I2 = Q I + (y1, y2, . . . , yd−1),
because S1 =∑d−1i=1 kξi (recall that S =∑di=1 Bξi with deg ξd = 2). We have Y 2d ξi = Yiξd for 1  i 
d − 1, since ϕ(Y 2d ξi) = Y 2d Yi = ϕ(Yiξd) in B . Therefore
b2d yi − bi yd ∈ Q 3 I
for all 1 i  d − 1. Notice now that
Q 3 I ⊆ b1Q 2 I + (b2,b3, . . . ,bd−1)2 + b2d Q I
and write
(1) b2d y1 − b1 yd = b1z1 + z2 + b2dz3
with z1 ∈ Q 2 I , z2 ∈ (b2,b3, . . . ,bd−1)2, and z3 ∈ Q I . Then
b2d(y1 − z3) = b1(yd + z1) + z2 ∈ (b1) + (b2,b3, . . . ,bd−1)2.
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y1 − z3 ∈
[
(b1) + (b2,b3, . . . ,bd−1)2
] : b2d
⊆ [(b1) : (b2,b3, . . . ,bd−1,b2d)]+ (b2,b3, . . . ,bd−1) · [(b1,b2, . . . ,bd−1) : b2d]
⊆ [(b1) : Q ]+ Q I,
because (b1) : (b2,b3, . . . ,bd−1,b2d) ⊆ (b1) : b2d = (b1) : bd = (b1) : Q and (b1,b2, . . . ,bd−1) : b2d =
(b1,b2, . . . ,bd−1) : bd ⊆ I by conditions (C1) and (C2). Hence y1 ∈ [(b1) : Q ]+ Q I . The same argument
works for each 1 i  d− 1 to see yi ∈ [(bi) : Q ] + Q I . Therefore, since I2 = Q I + (y1, y2, . . . , yd−1),
we have I2 ⊆ Q I + [(b1,b2, . . . ,bd−1) : Q ] = bd I + [(b1,b2, . . . ,bd−1) : Q ], whence
I3 ⊆ b2d I +
[
(b1,b2, . . . ,bd−1) : bd
]
.
Let w = yd + z1. Then w ∈ b2d I + [(b1,b2, . . . ,bd−1) : bd], since w ∈ I3. On the other hand, because
w ∈ [(b2,b3, . . . ,bd−1)2 + (b2d)] : b1
by Eq. (1), applying Lemma 3.5 to the sequence b2,b3, . . . ,bd−1,b1 in the ring A/(b2d), we get
w ∈ [(b2d) : (b1,b2, . . . ,bd−1)]+ (b2,b3, . . . ,bd−1) · [(b2,b3, . . . ,bd−1,b2d) : b1].
Here we notice that (b2d) : b1 ⊆ (bd). In fact, let x ∈ (b2d) : b1 and write b1x = b2d y with y ∈ A. Then,
since bd y ∈ (b1) by condition (C1), we have bd y = b1z for some z ∈ A. Therefore b1x = b1(bdz), so
that x = bdz since b1 is a non-zerodivisor of A (recall that (0) : b1 = (0) : Q = (0) since depth A > 0).
Consequently, w ∈ Q , so that we have
w ∈ [b2d I + [(b1,b2, . . . ,bd−1) : bd]]∩ Q
= b2d I +
[
(b1,b2, . . . ,bd−1) : bd
]∩ Q
= b2d I + (b1,b2, . . . ,bd−1),
because [(b1,b2, . . . ,bd−1) : bd]∩ Q = (b1,b2, . . . ,bd−1) which follows from the fact that b1,b2, . . . ,bd
is a d-sequence in A. Let w = b2dh + η with h ∈ I and η ∈ (b1,b2, . . . ,bd−1). We then have by Eq. (1)
that
(2) b2d(y1 − z3 − b1h) = b1η + z2.
Hence
η ∈ [(b2,b3, . . . ,bd−1)2 + (b2d)] : b1.
Therefore, since[(
b2d
) : (b1,b2, . . . ,bd−1)]∩ (b1,b2, . . . ,bd−1) ⊆ [(b2d) : b1]∩ (b2d,b1,b2, . . . ,bd−1)⊆ (b2d)
by condition (C1) and since (b1,b2, . . . ,bd−1) : b2d = (b1,b2, . . . ,bd−1) : bd ⊆ I by condition (C2), we
get, applying Lemma 3.5 to the sequence b2,b3, . . . ,bd−1,b1 in the ring A/(b2d), that
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⊆ [[(b2d) : (b1,b2, . . . ,bd−1)]
+ (b2,b3, . . . ,bd−1) ·
[(
b2,b3, . . . ,bd−1,b2d
) : b1]]∩ (b1,b2, . . . ,bd−1)
= [[(b2d) : (b1,b2, . . . ,bd−1)]∩ (b1,b2, . . . ,bd−1)]
+ [(b2,b3, . . . ,bd−1) · [(b2,b3, . . . ,bd−1,b2d) : b1]]
= [(b2d)∩ (b1,b2, . . . ,bd−1)]+ [(b2,b3, . . . ,bd−1) · [(b2,b3, . . . ,bd−1,b2d) : b1]]
= b2d
[
(b1,b2, . . . ,bd−1) : b2d
]+ (b2,b3, . . . ,bd−1) · [(b2,b3, . . . ,bd−1,b2d) : b1]
⊆ b2d I + (b2,b3, . . . ,bd−1) ·
[(
b2,b3, . . . ,bd−1,b2d
) : b1].
Let us write η = b2dh′ + δ with h′ ∈ I and δ ∈ (b2,b3, . . . ,bd−1) · [(b2,b3, . . . ,bd−1,b2d) : b1]. Then by
Eq. (2) we get
b2d
(
y1 − z3 − b1h − b1h′
)= b1δ + z2.
If d = 2, then δ = z2 = 0, so that y1 = z3 + b1h + b1h′ ∈ Q I because bd is a non-zerodivisor in A,
whence ξ1 = 0 in S , which is impossible. Hence d 3.
Let δ = ∑d−1i=2 biδi with δi ∈ (b2,b3, . . . ,bd−1,b2d) : b1 for 2  i  d − 1. Since b1δi ∈ (b2,b3, . . . ,
bd−1,b2d) for each 2 i  d− 1, we may write b1δi =
∑d−1
j=2 b jδi j + b2dδid with δi j ∈ A for 2 j  d− 1
and δid ∈ (b1,b2, . . . ,bd−1) : b2d . Notice that δid ∈ I by condition (C2). Then
b1δ = b1 ·
{
d−1∑
i=2
biδi
}
=
d−1∑
i=2
bi{b1δi} =
d−1∑
i=2
bi ·
{
d−1∑
j=2
b jδi j + b2dδid
}
=
∑
2i, jd−1
bib jδi j + b2d ·
{
d−1∑
i=2
biδid
}
.
Let z′2 =
∑
2i, jd−1 bib jδi j and τ =
∑d−1
i=2 biδid . Then b1δ = z′2 + b2dτ , z′2 ∈ (b2,b3, . . . ,bd−1)2, and
τ ∈ Q I . Therefore, since
b2d
(
y1 − z3 − b1h − b1h′ − τ
)= z′2 + z2 ∈ (b2,b3, . . . ,bd−1)2,
we have, applying Lemma 3.5 to the sequence b2,b3, . . . ,bd−1,b2d in the ring A itself, that
y1 − z3 − b1h − b1h′ − τ ∈
[
(b2,b3, . . . ,bd−1)2 : b2d
]
= (b2,b3, . . . ,bd−1) ·
[
(b2,b3, . . . ,bd−1) : b2d
]⊆ Q I.
Hence y1 ∈ Q I , because z3, b1h, b1h′ , and τ ∈ Q I . Therefore ξ1 = 0 in S , which is impossible. Thus
α = 1 and we have a = (Y1, Y2, . . . , Yd)B , whence S = BS1, that is I3 = Q I2, which completes the
proof of Theorem 3.1 and that of Theorem 1.3 as well. 
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The purpose of this section is to give some consequences of Theorem 1.3. Let us begin with the
following, which is a generalization of Sally’s Theorem 1.1 and exactly the case where c = 1 in Theo-
rem 1.3.
Corollary 4.1. Suppose that d  2 and that conditions (C1), (C2), and (C3) are satisﬁed. Then the following
three conditions are equivalent to each other.
(1) S ∼= B(−1) as graded T -modules.
(2) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1 and e2(I) = e1(Q ) + e2(Q ).
(3) I3 = Q I2 and A(I2/Q I) = 1.
When this is the case, we have
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n + d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
+
(
n+ d − 2
d − 2
)
for all n 0, and the following assertions hold true.
(a) depthT S = d.
(b) e2(I) = e1(Q ) + e2(Q ) + 1.
(c) ei(I) = ei−1(Q ) + ei(Q ) for 3 i  d.
Proof. Conditions (1) and (2) are equivalent to each other, because condition (1) (resp. (2)) is equiv-
alent to condition (3) (resp. (1)) in Theorem 1.3 with c = 1. See Theorem 1.3 also for the implication
(1) ⇒ (3) and the last assertions. Suppose that condition (3) is satisﬁed. Then S = T S1 because
I3 = Q I2, whence mS = (0) and μB(S) = 1 because A(S1) = A(I2/Q I) = 1. Thus S ∼= B(−1) as
graded T -modules, since dimT S = d by Lemma 2.3. 
Let us note the following example of m-primary ideals I in Buchsbaum local rings A with
depth A = d − 1, for which one has S ∼= B(−1) as graded T -modules.
Example 4.2. (See [GSa, Section 4].) Let 2 d <m be integers. Let
U = k[X1, X2, . . . , Xm, V , Z1, Z2, . . . , Zd]
be the polynomial ring with m+ d + 1 indeterminates over a ﬁeld k and let
b = (Xi | 1 i m − 1)2 +
(
X2m
)+ (XiV | 1 i m) +
(
V 2 −
d∑
i=1
Xi Zi
)
.
We put C = U/b. Let M = C+ = (x1, x2, . . . , xm) + (v) + (a1,a2, . . . ,ad) be the graded maximal ideal
in C , where xi , v , and a j denote the images Xi , V , and Z j in C , respectively. Then C is a d-
dimensional graded Buchsbaum ring with depthC = d − 1 and hd−1(C) = 1 [GSa, Theorem 4.5]. We
put q = (a1,a2, . . . ,ad). Then M3 = qM2, whence q is a reduction of M and a1,a2, . . . ,ad is a ho-
mogeneous system of parameters for the graded ring C . Let J = q : M . We then have J3 = q J2 and
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and (C3) are satisﬁed. Consequently, by Corollary 4.1 (3) we have an isomorphism
SQ (I) ∼= B(−1)
of graded T -modules. Hence e1(I) = e0(I) + e1(Q ) − A(A/I) + 1, e2(I) = e1(Q ) + e2(Q ) + 1, and
ei(I) = ei−1(Q )+ei(Q ) for all 3 i  d (see assertions (b), (c) in Corollary 4.1). Notice that e0(I) = 2m
and A(A/I) =m+ 2 [GSa, Lemma 4.1]. We therefore have
A
(
A/In+1
)= 2m(n+ d
d
)
− (m − 2)
(
n+ d − 1
d − 1
)
for all n  0, because e1(Q ) = −1 and ei(Q ) = 0 for 2 i  d by Proposition 2.10 (use the fact that
depth A = d − 1 and hd−1(A) = 1).
The following result is a consequence of [GMT, Theorem 1.1].
Corollary 4.3. Let (A,m) be a Gorenstein local ring with d = dim A > 0 and assume that e0(m)  3, where
e0(m) denotes the multiplicity of A with respect to the maximal ideal m. Let Q be a parameter ideal in A and
put I = Q : m2 . If I2 = Q I, then Q is a reduction of I and S ∼= B(−1) as graded T -modules. When this is the
case, the graded ring G = G(I) is a Cohen–Macaulay ring and
A
(
A/In+1
)= e0(I)(n+ d
d
)
− (e0(I) − A(A/I) + 1)(n+ d − 1
d − 1
)
+
(
n+ d − 2
d − 2
)
for all n 0 (resp. n 1), if d 2 (resp. d = 1).
Proof. We have I3 = Q I2 and the graded ring G is Cohen–Macaulay, thanks to [GMT, Theorem 1.1].
By Theorems 1.1, 1.2 it suﬃces to show that A(I2/Q I) = 1. Notice that I2  Q , since G is a Cohen–
Macaulay ring and I2 = Q I . Choose z ∈ I2 \ Q . Then, since z ∈ I2 ⊆ mI ⊆ Q : m, we have Q : m =
Q + (z), so that
[Q : m]/Q = [Q + I2]/Q ∼= I2/Q I,
because Q ∩ I2 = Q I (recall that G is a Cohen–Macaulay ring). Thus A(I2/Q I) = A(Q : m/Q ) = 1
as is claimed. 
The following is the case where c = d in Theorem 1.3, which gives a generalization of [GNO2,
Corollary 4.2]. Later we give a series of examples of ideals I which satisfy condition (1) in Corol-
lary 4.4.
Corollary 4.4. Suppose that d  2 and that conditions (C1), (C2), and (C3) are satisﬁed. Then the following
three conditions are equivalent to each other.
(1) S ∼= B+ as graded T -modules and depthG = 0.
(2) e1(I) = e0(I) + e1(Q ) − A(A/I) + 1, ei(I) = ei−1(Q ) + ei(Q ) for 2 i  d, and depthG = 0.
(3) (˜I)2 = Q I˜ and A (˜I/I) = 1.
Proof. (1) ⇔ (2) See Theorem 1.3 (1) ⇔ (3) and (ii), (iii).
(1) ⇒ (3) We apply local cohomology functors HiM(·) to the exact sequences
0→ I R → R → G → 0 and 0 → I T → I R → S → 0
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H0M(G) ↪→ H1M(I R) and H1M(I R) ↪→ H1M(S),
because depth R > 0 and depthT I T  2 (recall that the ring T satisﬁes Serre’s condition (S2) and
depth T /I T = d; cf. Proposition 2.2), while we have H1M(S) ∼= B/B+ , since S ∼= B+ as graded T -
modules. Consequently, the above monomorphisms have to be isomorphisms and we have
H0M(G)
∼= H1M(I R) ∼= H1M(S) ∼= B/B+,
because H0M(G) = (0) and A(B/B+) = 1. Thus
H0M(G) =
[
H0M(G)
]
0
∼= k,
so that A (˜I/I) = 1 (recall that [H0M(G)]0 ∼= I˜/I). Therefore
e1(˜I) = e1(I) = e0(I) + e1(Q ) − A(A/I) + 1
= e0(˜I) + e1(Q ) − A(A/˜I) +
[
1− A (˜I/I)
]
= e0(˜I) + e1(Q ) − A(A/˜I),
since ei (˜I) = ei(I) for i = 0,1. Thus (˜I)2 = Q I˜ by Corollary 2.7, because Q is a reduction of I˜ and
conditions (C1) and (C2) are satisﬁed for the ideals Q and I˜ .
(3) ⇒ (2) Since (˜I)2 = Q I˜ and A (˜I/I) = 1, by Corollary 2.7 we have
e1(I) = e1(˜I) = e0(˜I) + e1(Q ) − A(A/˜I)
= e0(˜I) + e1(Q ) − A(A/I) + A (˜I/I)
= e0(I) + e1(Q ) − A(A/I) + 1,
and ei(I) = ei (˜I) = ei−1(Q ) + ei(Q ) for 2  i  d. We have depthG = 0, since [H0M(G)]0 ∼=
I˜/I = (0). 
When A is a Cohen–Macaulay local ring, the condition that depthG = 0 in assertions (1) and (2)
of Corollary 4.4 is automatically satisﬁed, once S ∼= B+ [GNO2, Corollary 4.2]. Nevertheless, when A
is not a Cohen–Macaulay ring, there exist ideals I for which S ∼= B+ but I˜ = I and depthG > 0. To
construct such examples we need the following characterization for ideals I in two-dimensional local
rings to have S ∼= B+ .
Lemma 4.5. Suppose that d = 2 and that conditions (C1), (C2), and (C3) are satisﬁed. Then the following two
conditions are equivalent to each other.
(1) S ∼= B+ as graded T -modules.
(2) I3 = Q I2 ,mI2 ⊆ Q I, A(I2/Q I) = 2, and there exist elements x1, x2 ∈ I2 such that a1x1 +a2x2 = 0 and
I2 = Q I + (x1, x2).
Proof. (2) ⇒ (1) We have S = T S1 and mS1 = (0) by Lemma 2.1 (2) and (5), whence mS = (0) and
μB(S) = A(S1) = A(I2/Q I) = 2, so that we get an epimorphism
ϕ : B(−1) ⊕ B(−1) → S
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standard basis of B(−1) ⊕ B(−1) and x1t , x2t denote the images of x1t , x2t in S , respectively. Then
a1t · x1t + a2t · x2t = 0 in S , since a1x1 + a2x2 = 0. Therefore Kerϕ = (0), whence rankB S  1. Thus
rankB S = 1, because S is a torsionfree B-module by Lemma 2.3. Hence by Theorem 1.3, we have
S ∼= B+ as graded T -modules, because c = d = 2.
(1) ⇒ (2) The assertions I3 = Q I2, mI2 ⊆ Q I , and A(I2/Q I) = 2 are clear. Let ϕ : S → B+ an
isomorphism of graded T -modules and take ξ1, ξ2 ∈ S1 such that ϕ(ξ1) = −a2t and ϕ(ξ2) = a1t , where
a1t and a2t denote the images of a1t and a2t in B , respectively. Let us write ξ1 = x1t and ξ2 = x2t with
x1, x2 ∈ I2, where x1t and x2t denote the images of x1t and x2t in S . Then, since ϕ(a1t ·ξ1+a2t ·ξ2) = 0
in B+ , we see a1t · ξ1 + a2t · ξ2 = 0 in S , so that a1x1 + a2x2 ∈ Q 2 I . Let a1x1 +a2x2 = a1x′1 + a2x′2 with
x′1, x′2 ∈ Q I . Then a1(x1 − x′1) + a2(x2 − x′2) = 0. Therefore, since ξi = (xi − x′i)t in S , replacing xi by
xi − x′i , we have a1x1 + a2x2 = 0. Hence I2 = Q I + (x1, x2), because S1 = kξ1 + kξ2. 
Let us note the following example of ideals in Buchsbaum local rings, for which S ∼= B+ but
depthG = 1, so that I˜ = I .
Example 4.6. Let  2 be an integer and let U = k[X, Y ] be the polynomial ring over a ﬁeld k. Let
U ′ = k[XqY 2−q ∣∣ 0 q 2] and C = k[XqY 2−q ∣∣ 0 q 2, q = ].
Let
N = U ′+ =
(
XqY 2−q
∣∣ 0 q 2)U ′ and M = C+ = (XqY 2−q ∣∣ 0 q 2, q = )C
denote the graded maximal ideals of U ′ and C , respectively and put q = (X2, Y 2)C . Then
M2 = qM + (X3Y , XY 3) and M3 = qM2,
whence q is a reduction of M and X2 , Y 2 is a homogeneous system of parameters of C . Let A = CM ,
m = MA, and Q = qA. Then A is a two-dimensional Buchsbaum local ring with depth A = 1 and
h1(A) = 1, because U/C ∼= (C/M)(−2) as graded C-modules (notice that U ′ = C + XY C , MU ⊆ C ,
and XY  /∈ C ). We furthermore have
m3 = Qm2, X2 · (XY 3)+ Y 2 · (−X3Y )= 0, and A(m2/Qm)= 2,
whence condition (2) of Lemma 4.5 is satisﬁed, so that SQ (m) ∼= B+ as graded T -modules but
depthG = 1, since G ∼= C as rings. We have e0(m) = 2, e1(Q ) = −1, e2(Q ) = 0, and
A
(
A/mn+1
)= 2(n+ 2
2
)
− (2 − 1)
(
n + 1
1
)
− 1
for all n 1.
On the other hand, certain non-Cohen–Macaulay Buchsbaum local rings, even the ring A = CM in
Example 4.6, contain numerous m-primary ideals I for which S ∼= B+ and depthG = 0. To see this, let
(A,m) be a Buchsbaum local ring with dim A = 2, depth A = 1, and h1(A) = 1, e.g., look at the ring
A = kX, Y , Z ,W /(X, Y ) ∩ (Z ,W ) in Example 2.8, the ring A = CM in Example 4.6, or the ring A in
Theorem 5.3 of Section 5. (The reader may consult also [G1,G2,G3,GS] for the ubiquity of this kind of
Buchsbaum local rings.) Let a1, a2 be a system of parameters of A and put U(ai) = (ai) : m for i = 1,2.
Then U(a1) = (a1) : a2 and U(a2) = (a2) : a1, since A is a Buchsbaum local ring. We also have
U(ai)/(ai) = H0m
(
A/(ai)
)
,
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let a1x2 = a2 y with y ∈ U(a1). Then y /∈ (a1), because x2 /∈ (a2) (recall that a1 is a non-zerodivisor
in A since depth A > 0), so that U(a1) = (a1, y) since A(U(a1)/(a1)) = 1. Thus, replacing x1 by y if
necessary, we may assume that a1x2 = a2x1.
Let us begin with the following, where U(a2i ) = (a2i ) : m for i = 1,2.
Lemma 4.7. The following assertions hold true.
(1) U(ai)2 = U(a2i ) = aiU(ai) for each i = 1,2.
(2) U(a1)U(a2) = U(a1) ∩ U(a2) = a1U(a2) = a2U(a1).
Proof. See, e.g., [G2, Lemma 2.5 (2)] (resp. [G4, Proof of Proposition 3.6, Claim]) for assertion (1) (resp.
assertion (2)). 
We put Q = (a21,a22), J = (U(a1) + U(a2))2, and I = U(a1)2 + U(a2)2 + (a1a2). Then I =
(a21,a1a2,a
2
2) + (a1x1,a2x2) and J = I + (a1x2) by Lemma 4.7. We furthermore have the following.
Proposition 4.8. The following assertions hold true.
(1) J2 = Q J and G( J ) is a Buchsbaum ring with depthG( J ) = 1.
(2) J2 = I2 and J = I˜ .
(3) a1x2 /∈ I and m · a1x2 ⊆ I . Hence A (˜I/I) = 1.
Proof. (1) We have J = (a1,a2)(U(a1)+U(a2)) by Lemma 4.7. Hence J2 = (a1,a2)2 · J = Q J + a1a2 J ,
so that J2 = Q J since
a1a2 J = a21a2
[
U(a1) +U(a2)
]+ a1a22[U(a1) +U(a2)]⊆ Q J .
Thus J2 = Q J , whence G( J ) is a Buchsbaum ring with depthG( J ) = 1 by [GN] (recall that (a21) : a2 ⊆ I
and (a22) : a1 ⊆ I , so that the ideals J and Q satisfy condition (C2)).
(2) We have J˜ = J , since depthG( J ) = 1 by assertion (1). On the other hand, because J2 = Q J by
assertion (1) and J = I + (a1x2), we get
J2 = Q J = Q (I + (a1x2))= Q I + Q a1x2 = Q I + (a31x2,a1a22x2).
Therefore J2 ⊆ I2, since a31x2 = a21a2x1 (recall that a1x2 = a2x1). Thus J2 = I2, whence I˜ = J˜ (cf. [Mc,
Lemma 8.2]; notice that I is a regular ideal).
(3) Suppose that a1x2 ∈ I = a1U(a1) + a2U(a2) + (a1a2) and let
a1x2 = a1α + a2β + a1a2γ
with α ∈ U(a1), β ∈ U(a2), and γ ∈ A. Then, since β ∈ (a1) : a2 = U(a1), we have β ∈ (a1) by
Lemma 4.7 (2). Therefore, because a1(x2 − α − a2γ ) = a2β and a1 is a non-zerodivisor of A, we
see x2 − α − a2γ ∈ (a2), so that α ∈ U(a2) ∩ U(a1), whence α ∈ (a2) by Lemma 4.7. Therefore
x2 ∈ (a2), which is impossible. Thus a1x2 /∈ I . Because mx2 ⊆ (a2), we get m · a1x2 ⊆ (a1a2) ⊆ I . Thus
A( J/I) = 1. 
By Proposition 4.8 we see that the parameter ideal Q = (a21,a22) of A is a reduction of I . Let
S = SQ (I). Then conditions (C1), (C2), and (C3) are satisﬁed for I and we have the following.
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(1) S ∼= B+ as graded T -modules and depthG(I) = 0.
(2) e1(I) = e0(I) − A(A/I).
(3) e2(I) = −1.
Proof. Thanks to Proposition 4.8, assertion (1) readily follows from Corollary 4.4. We have by Propo-
sition 2.10 that e1(Q ) = −1 and e2(Q ) = 0, since h1(A) = 1 and h0(A) = 0. Therefore e1(I) = e0(I) −
A(A/I) and e2(I) = −1, because e1(I) = e0(I) + e1(Q ) − A(A/I) + 1 and e2(I) = e1(Q ) + e2(Q ) by
Theorem 1.3. 
5. Sally modules of ideals in Buchsbaum local rings obtained by idealization
One of the simplest way to construct non-Cohen–Macaulay Buchsbaum local rings is the ideal-
ization A = C  n of the maximal ideal n over a Cohen–Macaulay local ring (C,n) and some of the
ideals in Buchsbaum local rings obtained by idealization are easy to handle. In this section we explore
Buchsbaum local rings obtained by idealization as basic examples of Buchsbaum rings. The purpose is
to give m-primary ideals I which satisfy condition (1) in Corollary 4.1, testing our theorems for utility.
Throughout this section let (C,n) be a Noetherian local ring with d = dimC > 0. Let J be an
n-primary ideal in C and suppose that J contains a parameter ideal q = (a1,a2, . . . ,ad) of C as a
reduction. Let M be a ﬁnitely generated C-module with dimC M = d. We denote by A = C  M the
idealization of M over C . Hence the underlying additive group of A coincides with that of the direct
sum of C and M and the multiplication in A is deﬁned by
(a, x) · (b, y) = (ab,ay + bx).
Then A is a Noetherian local ring with the maximal ideal m = n × M and dim A = dimC = d. The
natural map C → A deﬁned by a → (a,0) is a ring homomorphism and for each ideal K in C , we
have K A = K × KM .
We put I = J × M and Q = qA. Then I is an m-primary ideal in A and Q is a parameter ideal
of A, which is a reduction of I . Let eiJ (C) and e
i
q(C) denote, respectively, the Hilbert coeﬃcients of C
with respect to J and q. Let eiJ (M) and e
i
q(M) denote, respectively, the Hilbert coeﬃcients of M with
respect to J and q. We then have the following, where e−1J (M) = 0 for convention.
Proposition 5.1. ei(I) = eiJ (C) + eiJ (M) + ei−1J (M) and ei(Q ) = eiq(C) + eiq(M) for all 0 i  d.
Proof. For n  0 we have
C
(
C/ Jn+1
)= d∑
i=0
(−1)ieiJ (C)
(
n+ d − i
d − i
)
and
C
(
M/ JnM
)= d∑
i=0
(−1)ieiJ (M)
(
n − 1+ d − i
d − i
)
=
d∑
(−1)ieiJ (M)
{(
n + d − i
d − i
)
−
(
n + d − (i + 1)
d − (i + 1)
)}
i=0
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d∑
i=0
(−1)ieiJ (M)
(
n + d − i
d − i
)
+
d−1∑
i=0
(−1)i+1eiJ (M)
(
n + d − (i + 1)
d − (i + 1)
)
=
d∑
i=0
(−1)ieiJ (M)
(
n + d − i
d − i
)
+
d∑
i=1
(−1)iei−1J (M)
(
n+ d − i
d − i
)
.
Therefore, since In+1 = Jn+1 × JnM , we get
A
(
A/In+1
)= C (C/ Jn+1)+ C (M/ JnM)
= {e0J (C) + e0J (M)}(n+ dd
)
+
d∑
i=1
(−1)i{eiJ (C) + eiJ (M) + ei−1J (M)}(n+ d − id − i
)
for all n  0. Since Q n+1 = qn+1 × qn+1M , we have
A
(
A/Q n+1
)= C (C/qn+1)+ C (M/qn+1M)
=
d∑
i=0
(−1)ieiq(C)
(
n + d − i
d − i
)
+
d∑
i=0
(−1)ieiq(M)
(
n+ d − i
d − i
)
=
d∑
i=0
(−1)i{eiq(C) + eiq(M)}(n+ d − id − i
)
for all n  0. Thus the assertions follow. 
Corollary 5.2. Suppose that C is a Cohen–Macaulay local ring and J2 = q J . Then e1(I) − {e0(I) + e1(Q ) −
A(A/I)} = e1J (M) − e1q(M).
Proof. By Proposition 5.1 we have
e1(I) −
{
e0(I) + e1(Q ) − A(A/I)
}= e1J (C) − {e0J (C) + e1q(C) − C (C/ J )}+ {e1J (M) − e1q(M)},
while e1q(C) = 0 and e1J (C) = e0J (C) − C (C/ J ) by Corollary 2.7, since C is a Cohen–Macaulay local
ring and J2 = q J . Hence the result follows. 
Let us now assume that C is a Cohen–Macaulay local ring, d = dimC  2, and J2 = q J . We choose
M = n, the maximal ideal of C . Then A = C  M is a Buchsbaum local ring with h1(A) = 1 but
hi(A) = 0 for all i = 1,d. Let S = SQ (I) be the Sally module of I with respect to Q . Then conditions
(C1), (C2), and (C3) are satisﬁed for A, I , and Q . Hence AssT S ⊆ {p} by Lemma 2.3, where p = mT .
We furthermore have the following.
Theorem 5.3. Let p = mT . Then the following assertions hold true.
(1) Tp(Sp) = A(S1) = C (n J/nq).
(2) S = T S1 .
(3) S = (0) if and only if J ⊆ q : n.
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mi S/mi+1S ∼= B(−1)ri
as graded B-modules for each 0 i   − 1, whence we have
(i) depthT S = d and
(ii) A(Sn) = r
(n+d−1
d−1
)− r(n+d−2d−2 ) for all n 0,
where r = A(S1) =∑−1i=0 ri .
Let us note here that thanks to the work of H.-J. Wang [W], we have numerous examples of
ideals J satisfying the condition that J2 = q J in Cohen–Macaulay local rings C .
Remark 5.4. Let (C,n) be a Cohen–Macaulay local ring with d = dimC  2 and suppose that C is not
regular if d = 2. Let  1 be an integer and q a parameter ideal in C . Assume that q ⊆ n+1 and let
J = q : n+1. Then by [W] we see
J ⊆ n+1, n+1 J = n+1q, and J2 = q J .
We now look at the idealization A = C  n of n over C . Then, since n(n J/nq) = (0) and
n−1(n J/nq) = (0), we have mS1 = (0) and m−1S1 = (0). Thus  = min{q ∈ Z | mq S1 = (0)}, so
that by Theorem 5.3 (4) we have, for each 0  i   − 1, that mi S/mi+1S ∼= B(−1)ri as graded B-
modules, where ri = A(mi S1/mi+1S1). Notice that if  = 1, then S ∼= B(−1)r as graded T -modules
with r = C (n J/nq).
To prove Theorem 5.3 we need the following.
Proposition 5.5. The following assertions hold true.
(1) e0J (M) = e0J (C) and e1J (M) = e1J (C) − {μC ( J ) − d + 1}.
(2) e0q(M) = e0q(C) = C (C/q) and e1q(M) = −1.
(3) Tp(Sp) = C (n J/nq).
Proof. Since M = n, we have
C
(
M/ Jn+1M
)= C (C/ Jn+1)+ C ( Jn+1/n Jn+1)− 1
for all n 0, while
C
(
C/ Jn+1
)= e0J (C)(n + dd
)
− e1J (C)
(
n+ d − 1
d − 1
)
for all n 0, since C is a Cohen–Macaulay ring and J2 = q J (Proposition 2.4). We furthermore have
C
(
Jn+1/n Jn+1
)= {μC ( J ) − d + 1}(n+ d − 1
d − 1
)
+
(
n+ d − 1
d − 2
)
for all n 0, because the ﬁber cone F = R( J )/nR( J ) of J is a Cohen–Macaulay ring with the Hilbert
series
H(F , λ) = 1+ {μC ( J ) − d}λ
d
.
(1− λ)
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C
(
M/ Jn+1M
)= e0J (C)(n+ dd
)
− [e1J (C) − {μC ( J ) − d + 1}](n+ d − 1d − 1
)
+ (lower terms).
Hence we get assertion (1). We have
C
(
M/qn+1M
)= C (C/qn+1)+ C (qn+1/nqn+1)− 1,
while
C
(
C/qn+1
)= e0q(C)(n + dd
)
and
C
(
qn+1/nqn+1
)= (n + d
d − 1
)
,
thanks to the analytic independence of systems of parameters. Hence
C
(
M/qn+1M
)= e0q(C)(n + dd
)
+
(
n + d − 1
d − 1
)
+ (lower terms)
for all n 0 and assertion (2) follows. To see assertion (3), recall that
Tp(Sp) = e1(I) −
{
e0(I) + e1(Q ) − A(A/I)
}
by Proposition 2.5 and that e1J (C) = e0J (C) − C (C/ J ) by Corollary 2.7, since J2 = q J . We also have
e0J (C) = e0q(C) = C (C/q) and n J ∩ q = nq, because C is a Cohen–Macaulay ring and q is a minimal
reduction of J [NR]. Hence μC ( J/q) = μC ( J ) − d and
C ( J/q) − μC ( J/q) = C
([n J + q]/q)= C (n J/nq).
Therefore, by Corollary 5.2 and assertions (1) and (2), we get
Tp(Sp) = e1(I) −
{
e0(I) + e1(Q ) − A(A/I)
}
= e1J (M) − e1q(M)
= {e1J (C) − (μC ( J ) − d + 1)}+ 1
= {e0J (C) − C (C/ J )}− {μC ( J ) − d}
= {C (C/q) − C (C/ J )}− {μC ( J ) − d}
= C ( J/q) − μC ( J/q) = C (n J/nq).
Hence assertion (3) follows. 
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Proof of Theorem 5.3. (1), (2), (3) We have Tp(Sp) = C (n J/nq) by Proposition 5.5 (3), while
I2/Q I ∼= n J/nq as C-modules, because I2 = J2 × JM = q J × JM and Q I = q J × qM . Hence A(S1) =
A(I2/Q I) = C (n J/nq). Similarly, since I3 = J3 × J2M = q J2 × q JM = qI2 = Q I2, we have S = T S1.
Therefore S = (0) if and only if n J = nq, or equivalently, n J ⊆ q, because n J ∩ q = nq. Hence S = (0)
if and only if J ⊆ q : n.
(4) We have   1, since S = (0). Because S = T S1, for each 0  i   − 1 the T -submodule mi S
of S is generated by the homogeneous component [mi S]1 of degree one and we have the isomorphism[
mi S/mi+1S
]
1
∼= mi S1/mi+1S1
of A-modules. Let us take an epimorphism
ϕi : B(−1)ri → mi S/mi+1S → 0
of graded B-modules. Then ri  Tp([mi S/mi+1S]p). We now look at the ﬁltration
S  mS  · · ·  mS = (0)
of S , consisting of graded T -submodules. Then by assertion (1) we have
−1∑
i=0
ri 
−1∑
i=0
Tp
([
mi S/mi+1S
]
p
)= Tp(Sp) = A(S1) = −1∑
i=0
A
(
mi S1/m
i+1S1
)= −1∑
i=0
ri,
whence ri = Tp([mi S/mi+1S]p) for each 0 i   − 1. Thus
ϕi : B(−1)ri → mi S/mi+1S
is an isomorphism of graded B-modules for all 0 i   − 1, so that we have
A(Sn) =
−1∑
i=0
A
([
mi S/mi+1S
]
n
)= −1∑
i=0
A
([
B(−1)ri ]n)= −1∑
i=0
ri ·A(Bn−1)
=
(
−1∑
i=0
ri
)
·
(
n + d − 2
d − 1
)
= r
(
n + d − 1
d − 1
)
− r
(
n+ d − 2
d − 2
)
for all n 0. 
Corollary 5.6. Suppose that J  q : n and let r = C (n J/nq). Then e1(I) = e0(I) − A(A/I) + r − 1 and
A
(
A/In+1
)= e0(I)(n+ d
d
)
− e1(I)
(
n+ d − 1
d − 1
)
+ r
(
n + d − 2
d − 2
)
− 1
for all n 0, whence
(1) e2(I) = r − 1 if d = 2.
(2) e2(I) = r and ed(I) = (−1)d+1 if d 3.
(3) ei(I) = 0 for all 3 i  d − 1.
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(n+d−1
d−1
) − r(n+d−2d−2 ) for all n  0, while∑d
i=2(−1)i{ei−1(Q ) + ei(Q )}
(n+d−i
d−i
) = −1, since by Proposition 2.10 ed(Q ) = 0 and (−1)iei(Q ) =∑d−i
j=1
(d−i−1
j−1
)
h j(A) = h1(A) = 1 for all 1 i  d − 1. Consequently, by Proposition 2.4 we get
A
(
A/In+1
)= e0(I)(n + d
d
)
− {e0(I) + e1(Q ) − A(A/I)}(n+ d − 1
d − 1
)
+
d∑
i=2
(−1)i{ei−1(Q ) + ei(Q )}(n+ d − i
d − i
)
− A(Sn)
= e0(I)
(
n + d
d
)
− {e0(I) − A(A/I) + r − 1}(n+ d − 1
d − 1
)
+ r
(
n+ d − 2
d − 2
)
− 1
for all n  0 (we may take the integer N = N(Q ) in the proof of Proposition 2.4 to be 0, since
conditions (C1) and (C3) are satisﬁed). Assertions (1), (2), and (3) are now clear. 
Corollary 5.7. Suppose that C is a Gorenstein local ring with the maximal ideal n and d = dimC  2 and
assume that C is not regular if d = 2. Let q ⊆ n2 be a parameter ideal in C and put J = q : n2 . Then S ∼= B(−1)
as graded T -modules.
Proof. By Remark 5.4 it suﬃces to show that C (n J/nq) = 1. Since q ⊆ n2, we have J = q : n, so that
n J  q. Hence q : n = n J + q, because n J ⊆ q : n and C ([q : n]/q) = 1. Therefore [q : n]/q ∼= n J/[n J ∩
q] = n J/nq, since q is a minimal reduction of J , so that we have C (n J/nq) = C ([q : n]/q) = 1. 
We close this section with the following.
Corollary 5.8. Suppose that C is a regular local ring with the maximal ideal n and dimC = 2. Let a, b be a
regular system of parameters of C . Let  > 0 be an integer and put J = n and q = (a,b). Then J2 = q J and
C (n J/nq) = 2−3+22 . We furthermore have the following.
(1) S = (0) if and only if  2.
(2) Suppose  = 3. Then S ∼= B(−1) as graded T -modules.
(3) Suppose that  3. Then
A
(
A/In+1
)= 22(n+ 2
2
)
− 2( − 1)
(
n + 1
1
)
+ 
2 − 3
2
for all n 0.
Proof. It is clear that J2 = q J . We have C ( J/q) = C (C/q) − C (C/ J ) = 2 −
(
+1
2
) = 2−2 and
μC ( J/q) = ( + 1) − 2=  − 1. Hence
r = C (n J/nq) = C ( J/q) − μC ( J/q) = 
2 − 
2
− ( − 1) = 
2 − 3 + 2
2
.
We have r = 0 if and only if  = 1,2 and r = 1 if and only if  = 3. Therefore assertions (1) and (2)
follow from Theorem 5.3. We get by Proposition 5.1 that e0(I) = e0(Q ) = e0q(C) + e0q(n) = 22 and by
Corollary 5.6 that
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= e0(I) − C (C/ J ) + A(S1) − 1 = 2( − 1),
whence by Corollary 5.6 we have
A
(
A/In+1
)= 22(n + 2
2
)
− 2( − 1)
(
n+ 1
1
)
+ 
2 − 3
2
for all n 0. 
6. Sally modules with arbitrarily high ranks
Sally modules could have arbitrarily high ranks. In this section we analyze a few examples of
ideals I in the case where the base rings are Cohen–Macaulay. In the forthcoming papers we shall
continue researches of this direction in order to clarify some ring-theoretic properties of the associ-
ated graded rings G(I) of I .
Let us begin with the following.
Example 6.1. Let e  3 be an integer and let H = 〈i | e  i  2e − 1〉 be the numerical semi-group
generated by the integers {i | e  i  2e − 1}. Let A = kui | e  i  2e − 1 ⊆ ku, where V = ku
denotes the formal power series ring over a ﬁeld k. Then A is a one-dimensional local integral domain
with the maximal ideal m = (ui | e  i  2e − 1). Let a = ue and b = ue+1 and put Q = (a) and
I = (a,b). Then m2 = Qm and m = aV . Hence Q is a reduction of both m and I . We then have the
following, where S = SQ (I) denotes the Sally module of I with respect to Q .
(1) S ∼=⊕e−2i=1 B(−i) as graded T -modules.
(2) A(A/In+1) = e(n+ 1) − (e − 1) for all n e − 2.
Proof. Since m2 = Qm ⊆ I , we see mIn+1 ⊆ mn+2 = Q nm2 ⊆ Q n I for all n 0, whence mS = (0). Let
f i = bi+1ti ∈ Si for 1  i  e − 2, where bi+1ti denote the image of bi+1ti in S . Notice that In+1 =
Q n I +∑e−2i=1 A · an−ibi+1 if n  e − 1, because be = ae+1 and In+1 = Q n I +∑ni=1 A · an−ibi+1 for all
n 1. Then we see the homomorphism
ϕ :
e−2⊕
i=1
B(−i) → S
of graded B-modules deﬁned by ϕ(ei) = f i for 1  i  e − 2 is surjective, where {ei}1ie−2 be the
standard basis of
⊕e−2
i=1 B(−i). We will show that ϕ is an isomorphism.
Let L = Kerϕ and assume that L = (0). Then we have Ln = (0) for some n ∈ Z. Take 0 = ξ ∈ Ln
and write ξ = (ξ1, ξ2, . . . , ξe−2) with ξi ∈ Bn−i for 1  i  e − 2. Let Λ = {1  i  e − 2 | ξi = 0}.
Then n − i = deg ξi  0 for each i ∈ Λ. Let us write ξi to be the image cian−itn−i of cian−itn−i in
B = k[at], where ci ∈ k. Then, since ∑i∈Λ ξi f i = 0 in S , we have ∑i∈Λ cian−ibi+1 ∈ Q n I = (an+1,anb).
Let
∑
i∈Λ cian−ibi+1 = ηan+1 + ρanb with η,ρ ∈ A. Then∑
i∈Λ
ciu
en+e+i+1 = ηuen+e + ρuen+e+1,
so that we have ∑
ciu
i+1 = η + ρu
i∈Λ
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A =
{ ∞∑
i=0
ciu
i
∣∣ ci ∈ k for all i  0 but ci = 0 if i /∈ H
}
and Λ ⊆ {1,2, . . . , e − 2}. This is impossible. Thus L = (0) and
S ∼=
e−2⊕
i=1
B(−i)
as graded B-modules. Hence A(Sn) =∑e−2i=1 A(Bn−i) = e − 2 if n  e − 2, so that by Proposition 2.4
we have A(A/In+1) = e(n+ 1) − (e − 1) for all n e − 2, because A(A/I) = e − 1. 
We similarly have the following.
Example 6.2. With the same notation as is in Example 6.1, let e = 8 and put Q = (u8) and I =
(u8,u9,u10). Then we have the following.
(1) S ∼= B(−1)2 ⊕ B(−2)2 ⊕ B(−3) as graded T -modules.
(2) A
(
A/In+1
)=
⎧⎪⎨⎪⎩
6 if n = 0,
12 if n = 1,
18 if n = 2,
8(n+ 1) − 7 if n 3.
(3) depthG(I) = 0.
Our last example shows that the rank of Sally modules SQ (I) of m-primary ideals I in a ﬁxed
two-dimensional regular local ring (A,m) could be arbitrarily high, although S = T S1.
Example 6.3. Let U = k[X, Y ] be the polynomial ring over a ﬁeld k and let M = (X, Y ). Let m 2 be
an integer and put  = 2m. Let
J = (X+1, Y )+ (X−2i Y 2i+1 ∣∣ 0 i m− 1) and q = (X+1, Y ).
Then J2 = q J + XY · (X−2i Y 2i+1 | 0 i m − 2), M J2 ⊆ q J , J3 = q J2, and U (U/ J ) = 2+4−22 . We
look at the ring A = UM . Then A is a regular local ring with dim A = 2. We put I = J A and Q = qA.
Hence Q is a reduction of I with I3 = Q I2. We furthermore have the following, where S = SQ (I)
denotes the Sally module of I with respect to Q .
(1) S ∼= B(−1)m−1 as graded T -modules.
(2) A(A/In+1) = ( + 1) ·
(n+2
2
)− (−1)2 · (n+11 )+ −22 for all n 0.
(3) depthG(I) = 1.
Proof. It is standard to check that J2 = q J + XY · (X−2i Y 2i+1 | 0  i  m − 2) and M J2 ⊆
q J . Since XY · X−2i Y 2i+1 = X2−2i Y 2i+2 /∈ q J for any 0  i  m − 2, the elements {XY ·
X−2i Y 2i+1 modq J }0im−2 constitute a basis of the U/M-space J2/q J . Hence U ( J2/q J ) = m − 1.
We similarly have J3 = q J2 and U (U/ J ) = 2+4−22 . Hence S = T S1 and mS1 = (0), because I3 = Q I2
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depthG(I) > 0, because Jn+1 ∩ Y U = Y  Jn for all n 1. To see the equality, let
L = (X−2i Y 2i+1 ∣∣ 0 i m − 2)
and recall that J2 = q J + XY · L. Then, since L ⊆ XU , we get
J2 ∩ Y U = Y  J + [(X+1 J + XY · L)∩ Y U]⊆ Y  J + [X+1U ∩ Y U]= Y  J .
Thus J2 ∩ Y U = Y  J and, thanks to the equality J3 = q J2, the induction on n easily shows that
Jn+1 ∩ Y U = Y  Jn
for all integers n 1. Thus depthG(I) > 0, so that S is a Cohen–Macaulay B-module by [GNO1, Propo-
sition 2.2 (4)], or equivalently, S is B-free, whence S ∼= B(−1)m−1 as graded B-modules, because
μB(S) =m− 1. Therefore
A(Sn) = (m − 1) · A(Bn−1) = (m− 1)n = (m − 1)(n + 1) − (m− 1)
for all n 0. Consequently, since e0(I) = e0(Q ) = ( + 1) and A(A/I) = 2+4−22 , we have
A
(
A/In+1
)= ( + 1) ·(n + 2
2
)
− ( − 1)
2
·
(
n + 1
1
)
+  − 2
2
for all n 0 (cf. Proposition 2.4; see also [GNO1, Proposition 2.2]). To see assertion (3), just notice that
J2 ⊆ q but J2 = q J . Therefore the associated graded ring G(I) of I is not Cohen–Macaulay, because
Q ∩ I2 = Q I . Thus depthG(I) = 1. 
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