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5.1 Introduction
This chapter is devoted to the study of the flows and patterns of convection bifurcated
from the primary travelling waves. Several numerical studies describe oscillatory types of
convection at different regions of the parameter space, mainly with stress-free boundary
conditions (see [129, 3, 114, 29, 106] among others). In [129] it was found, for σ =∞, that
the instability of the travelling waves gives rise to amplitude or shape modulations. Several
types of oscillations with different azimuthal wave numbers were found at low σ in [3]. In
both cases they found an strong increase of the heat transfer produced by the onset of the
vacillations. A more detailed study of the finite-amplitude physical properties, including
helicity or differential rotation, and of the role of equatorial symmetry or the onset of
polar convection is performed in [114] for several Prandtl numbers. With σ = 1 and for
weak supercritical conditions the flow is strongly oscillatory displaying an intermittent
pattern [29].
Intermittent transition to turbulence was first described in [92] in the simple dissipative
Lorenz model. It was shown that the intermittent behaviour comes from an instability of a
periodic motion. A new type of intermittent route to chaos, in presence of symmetry, was
described in [85]. In this case at the bifurcation, two unstable cycles merge into a stable
one to produce an unstable limit cycle. Such transition can be observed in hydrodynamic
systems with symmetric boundary conditions.
For slow rotating self-graviting spherical shells, [28, 27] demonstrate the existence
of a robust heteroclinic cycle near the onset of convection, which is the responsible of
the intermittent behaviour. However, in fast rotating spherical shells with stress free
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boundary conditions, equatorially symmetric intermittent structures were also found [51,
50, 29, 106]. In these type of flows, there are intermittent periods in which the fluid
is nearly stagnant, and periods with strong localised convection. The latter convective
structures, which regenerate the differential rotation are destroyed by the action of the
shear of the flow. According to [6], it is not clear if this behaviour could persist even if
the dissipation were in the boundary layers, rather than in the interior of the fluid.
Using three-dimensional numerical computations and the free-slip case, [29] predicts,
using the scaling laws in the limit of negligible viscosity, the observed magnitude of the
zonal winds at the surface of the large gas planets. As noticed in the introduction, small-
scale convection transfers kinetic energy into the strong mean zonal flow via Reynolds
stresses. The Earth’s core zonal flow can not be predicted by the analysis of [29], not
only due to the friction in the Ekman boundary layers, but also mainly by the effect of
the electromagnetic stresses which tend to damp zonal motions.
The role of zonal circulations in Earth’s outer core models has also been analysed in
experimental and numerical studies [6, 104, 41]. In the experiments the gravity force is
supplied by the centrifugal acceleration, thus changing to cylindrical the radial dependence
of the buoyancy force. However, this is of secondary importance at low and mid-latitudes.
Making use of the quasi-geostrophic approximation, scaling laws for the zonal flow and
other mean quantities were obtained and contrasted with experimental results in [6], these
scaling laws were revisited in [41]. In contrast, in [104] other model approximations were
used to derive new asymptotic laws. In the latter study, the differences with the scalings
of [6, 29] were analysed. These scaling laws are used to extrapolate realistic values on
the Earth’s outer core, but have never been contrasted with three-dimensional numerical
simulations.
The mathematical model, widely used to derive the partial differential evolution equa-
tions, their spatial discretization, and the time integration method used in the present
study, are described in chapter 4. For further details see Secs. 4.2 and 4.3 and references
therein. The numerical solutions can be computed by imposing a md-fold azimuthal sym-
metry. This is accomplished by only retaining the modes with wave number m = kmd,
k ∈ Z, in the truncated spherical harmonics expansion of the unknowns (Eq. (4.6) of
Sec. 4.2). Besides of reducing the numerical effort for obtaining time-averaged properties
of strongly supercritical flows, the constrains on the symmetry can be used to found un-
stable flows near the onset. However, one must be cautious in the use of the symmetry
assumptions because of the possibility of finding solutions which are unstable with respect
to perturbations breaking the symmetry.
Non-slip boundary conditions are applied for comparative purposes with previous lab-
oratory experiments [6, 104, 41]. In these experiments, the temperature difference is
applied through the lids, so differential heating is considered in the model. Then in this
part of the study Ra = Rae has been used. In addition the estimated Prandtl number
σ = 0.1 for the Earth’s outer core and its radius ratio η = 0.35 is considered [6]. A
moderate value of η ensures a moderately small critical wave number at the onset of con-
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vection [1], which reduces considerably the number of spatial discretization points. On
the other hand, real applications are characterised by high Taylor, or, equivalently, low
Ekman numbers. Our simulations are performed with E . 10−4, which is a value far
away from those of real applications, but it is sufficiently small to belong to the asymp-
totic regime, where the power laws of the critical parameters at the onset are satisfied
(Chapter 3).
The critical parameters at the onset of convection, such as the critical Rayleigh num-
ber Rc, the critical precession frequency ωc and the critical azimuthal wave number mc,
depending on E, where obtained in Chapter 3 and are also summarised in Table 5.8 of
Appendix A. With E = 10−4, the first bifurcation, which breaks the axisymmetry of the
conductive state, is a supercritical Hopf bifurcation giving rise to a m = 6 wave, travelling
in the azimuthal direction. The preferred eigenfunctions are symmetric with respect to
the equator, and they have negative precession frequencies ωc, namely the drifting veloc-
ities c = −ωc/m are positive, and the waves travel in the prograde direction. Moreover,
they consist of quasi-geostrophic convective columns attached to the inner sphere and
confined in a coaxial cylinder of radius ri < rc < ro.
The results presented here extend previous stress-free numerical studies [29], by using
non-slip boundary conditions and the low Prandtl number σ = 0.1. The oscillatory
types of convection, as well as the scaling of the flow properties in the regime of fully
developed convection, are studied. In addition, the experimental results and scaling laws
of [6, 104, 41] are compared with our three-dimensional DNS simulations. Finally our
results are used to extrapolate physical values in a similar situation to the present day
Earth’s outer core.
The study is organised as follows: First, the definition of the flow properties which will
be studied is introduced in Sec. 5.2. The oscillatory types of convection found when the
Rayleigh number is increased, from weak to strong supercritical values, are described in
Sec. 5.3. The study of the variation of the location of the convection with Ra is performed
in Sec. 5.4 by computing relevant physical properties at different collocation points inside
the shell. The purpose of Sec. 5.5 is following [29] to find asymptotic relations for the
limit where viscosity plays a negligible role. In Sec. 5.6 a comparison with previous
experimental results and scaling laws is performed. In Sec. 5.7 the scalings are used to
extrapolate Earth’s outer core values and the final conclusions are discussed in Sec. 5.8.
Finally, in the Appendix A the numerical results are validated.
5.2 Selected output data of the flows
Several output data are presented in this study. The local output data consists of snap-
shots of selected variables of the problem at selected inner points of the domain. Typically
the components of the velocity field v = ∇× (Ψr)+∇×∇× (Φr) evaluated at represen-
tative points, or the real part of some spherical harmonic coefficients of the temperature
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perturbation RΘml (rj, t) at some radial positions rj, are taken.
Global data are physical properties averaged over the whole volume, or on the surface
of a sphere. They can be expressed as time scalar functions P (t) = P (u(t)) ∈ R, being
u(t) = (Ψml (t, rj),Φ
m
l (t, rj),Θ
m
l (t, rj)) a solution vector of Eqs. (4.7)-(4.9) in Sec. 4.2,
containing the values of the spherical harmonic coefficients of the potentials, and the
temperature perturbation at the radial collocation points rj and time instant t. The
global data shown in the following sections are defined next.
The heat transfer by convection is measured by the ratio of the average of the total
radial heat flux to the conductive heat flux, both through the outer surface, namely the
Nusselt number is defined by
Nu =
< JT (ro, θ, ϕ) >
< Jc(ro) >
,
where <> means the surface integral evaluated at r = ro. It follows that
Nu− 1 = −(
√
2σ/2ηRa)∂rΘ
0
0(t, ro),
where Θ00 is the zero degree and order amplitude of the spherical harmonic coefficient of
the temperature perturbation.
The volume-averaged kinetic energy density, from now on kinetic energy density
(KED), is given by
K =
1
2V
∫
V
v · vdv = (3
√
2/4(r3o − r3i ))
∫ ro
ri
r2[v · v]00(t, r)dr, (5.1)
where V refers to the volume of the fluid shell. The previous volume integral can also
be computed either for the toroidal component ∇× (Ψr) or for the poloidal component
∇×∇× (Φr) of the velocity field, giving rise to either the toroidal Kt or the poloidal Kp
kinetic energy density. From Eq. (5.1) the axisymmetric and the non-axisymmetric kinetic
energy densities can be defined. They retain, respectively, the m = 0 or the m 6= 0 modes
of the spherical harmonic expansion of the potentials Ψ and Φ. From now on we will call
zonal KED, Kz to the axisymmetric part of the energy. In fact it also contains radial and
colatitudinal poloidal components, but we have checked (in agreement with [106]) that the
poloidal part is at least one order of magnitude smaller than the toroidal azimuthal one,
so Kz basically comes from the axisymmetric toroidal flow which is only zonal. According
to [29] we will call non-zonal KED to the non-axisymmetric KED, Knz.
From the kinetic energy densities defined above, the Reynolds number is obtained as
Re∗ =
√
2K∗, and the Rossby number as Ro∗ = Re∗E. The former measures the ratio of
inertial to viscous forces, and the latter measures the ratio of inertial to Coriolis forces.
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Symbol Definition
Ψ, Φ, Θ Toroidal potential, poloidal potential and temperature perturbation.
X = (Ψ,Φ,Θ) Spherical harmonic series, X =
∑L
l=0
∑l
m=−lX
m
l (r, t)Y
m
l (θ, ϕ),
where Xml are the complex amplitudes.
||u|| Norm of the vector of the amplitudes Xml .
||uk|| Norm of the vector of the amplitudes Xml with m = kn, n ∈ N.
T Toroidal field, T = ∇× (Ψr) .
P Poloidal field, P = ∇×∇× (Φr) .
v Velocity field, v = T+P.
vϕ Azimuthal component of the velocity field.
[vϕ] Azimuthal average of vϕ or zonal flow, [vϕ] (t, r, θ) =
1
2pi
∫ 2pi
0
vϕdϕ.
[vϕ] Time average of [vϕ] or mean zonal flow.
K Kinetic energy density (K.E.D), K = 1
2V
∫
V
v · v dv.
Kz Zonal K.E.D, Kz =
1
2V
∫
V
vm=0 · vm=0 dv.
Knz Non-zonal K.E.D, Knz =
1
2V
∫
V
vm6=0 · vm6=0 dv.
Kt Toroidal K.E.D, Kt =
1
2V
∫
V
T ·T dv.
Kp Poloidal K.E.D, Kp =
1
2V
∫
V
P ·P dv.
Re Reynolds number, Re =
√
2K.
Ro Rossby number, Ro = ReE.
U Dimensional velocity, U = νRe/d.
σds Relative variance of a time series ds, σds =
√
(ds − ds)2 / ds.
Table 5.1: Summary of symbols and definitions for the output data used along this section.
The parameters E, σ, η, Ra, and the constants ν and d are defined in Sec. 4.2 of Chapter 4.
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The symbols and the definition of the physical properties that will be studied along
this chapter are summarised in Table 5.1. Notice that the word mean is used along the
work only to indicate time-averaged quantities. For further details on the definition of
the dimensionless parameters and the physical constants see Sec. 4.2 of Chapter 4.
Whatever the data ds be local or global, a time series of the form (ti, ds(ti)), i =
1, . . . , N is obtained, and its average ds and relative variance can be computed. The
relative variance σds is defined as
σds =
√
(ds − ds)2
ds
.
In addition to these statistical quantities, the desired f1, . . . , fNf frequencies of max-
imum amplitude of the time series ds are obtained with enough accuracy by means of
the Laskar’s Numerical Analysis of Fundamental Frequencies (NAFF) package [71] imple-
mented by [12]. Although there exist more accurate procedures, such as [47] and references
therein, that of [71] has been found sufficient to identify periodic, quasiperiodic, resonant,
and chaotic motions within our numerical integration errors (see Appendix A).
5.3 Route to chaos
One of the purposes of this section is to extend previous studies [129, 3, 114, 29, 106] by
using non-slip boundary conditions. The changes on the structure, and on the physical
properties of the flow, that occur when the Rayleigh number Ra is increased from its
critical value up to Ra = 2 × 106, while the other parameters E = 10−4, σ = 0.1 and
η = 0.35 are kept constant, unless otherwise stated, will be described. Of course, the path
followed to find the solutions may change depending on the sequence of Ra, and on the
initial conditions chosen. Our procedure to obtain the solutions is described in Appendix
A.
Aside from the use of non-slip boundary conditions, another goal of this study is to
try to explain the different oscillatory solutions in the context of the Dynamical System
theory. Periodic orbits, attracting 2-tori, and even attracting 3-tori as well as chaotic
attractors will be described.
Other studies such as [84], or [109], describe also attracting 3-tori in their routes to
chaos using a dynamical system derived from a system of ordinary differential equations.
The characterisation of the route is performed by means of the largest Lyapunov exponents
and the Kaplan-Yorke dimension of the attractors. Because of the numerical effort of
computing Lyapunov exponents in a very high-dimensional system, the route to chaos
described in this section is characterised by computing directly the frequency spectrum
of the solutions as a first step. So, the chaotic behaviour of the solutions will not be
quantified. This will be done in the near future.
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Figure 5.1: Main frequency of the time series of the temperature perturbation Θ at the
point (r, ϕ, θ) = (ri+(ri−ro)/7, 0, 3π/8), plotted versus the Rayleigh number in logarith-
mic scale. The frequency is obtained using Laskar’s algorithm. (a) Solutions computed
without symmetry assumptions (md = 1), (b) computed with two-fold azimuthal symme-
try (md = 2).
In Fig. 5.1(a) the frequency with maximum amplitude of the frequency spectrum of
the time series of the temperature perturbation Θ at the point (r, ϕ, θ) = (ri + (ro −
ri)/7, 0, 3π/8) is plotted versus the Rayleigh number. The same representation is used in
Fig. 5.1(b), but solutions are computed by imposing two-fold azimuthal symmetry. These
figures help to identify Ra intervals (separated by vertical lines) of different dynamics,
which will be studied in detail in the next subsections. The labels m = 3, 4, 5, 6 which
appear on the figure indicate the azimuthal wave number m that dominates the dynamics,
the labels p.o, 2-T, and 3-T, indicate periodic orbits, 2-tori, and 3-tori, respectively, and
the labels ch., qp.o., and h.ch. indicate chaotic, quasiperiodic and heteroclinic chain
orbits, respectively. It is worth noticing that the position of the vertical lines may change
depending on the path followed for increasing Ra. For instance, due to hysteresis, at
Ra = 2.65 × 105 at which a 3-T m = 6 solution is obtained, an m = 5 p.o can also be
found if the initial condition is the m = 5 p.o corresponding to Ra = 2.66× 105.
Figs. 5.2, and 5.3 show the average and the normalised variance, respectively, of the
time series of (a) the Rossby number Ro = ERe, being Re =
√
2K the mean Reynolds
number, (b) the ratio of the total to the non-zonal kinetic energy densities K/Knz, (c) the
poloidal Rossby number Rop = ERep, being Rep the mean poloidal Reynolds number,
and (d) the Nusselt number Nu, plotted versus Ra. The changes in the dynamics are
best reflected in the ratio K/Knz and in the relative variance plots.
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Figure 5.2: Time averages of some physical properties plotted versus the Rayleigh number,
Ra. (a) Rossby number, Ro, (b) ratio of the total to the non-zonal kinetic energy densities,
K/Knz, (c) poloidal Rossby number, Rop, and (d) the Nusselt number Nu.
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Figure 5.3: Normalised variance for the physical properties of Fig. 5.2 plotted versus the
Rayleigh number, Ra.
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In each of the following subsections the information provided by Figs. 5.1, 5.2, and 5.3
is interpreted and related to the flow patterns shown in the contour plots presented.
Different sets of solutions are found and the relative contribution of the relevant azimuthal
wave numbers to the convection is quantified for each set. Finally, Poincare´ sections and
frequency spectra are used to visualise the differences between the solutions.
5.3.1 m = 6 and m = 5 branches of solutions
5.3.1.1 Physical description of the waves
In this subsection the physical properties and the flow patterns of the solutions obtained
for Ra < 2.91 × 105 are studied. When Ra is increased from 2 × 105 to 2.58 × 105 the
frequency of the m = 6 solutions decreases monotonically (see Fig. 5.1(a)), because of
the action of the Reynolds stress due to the spiralling of the travelling waves [106]. In
addition the convection remains confined in a cylinder whose critical radius rc becomes
larger, and the heat transfer through the outer boundary also increases, as it is reflected
in the Nusselt number in Fig. 5.2(d). The increase of the spiralling nature of the flow also
favours the zonal circulation, which increases monotonically with the Rayleigh number as
can be seen in the ratio K/Knz in Fig. 5.2(b). Notice that in the latter figure the zonal
flow of the travelling waves, only carries less than 20% of the kinetic energy density. This
is a characteristic of the non-slip boundary conditions (see [29] and references therein).
As can be seen in Fig. 5.3 the relative variance of the properties is nearly zero, which
correspond to the fact that the global physical properties are time independent since the
flow pattern is steady (aside from its azimuthal drift).
At approximately Ra1 = 2.59 × 105 the m = 6 travelling wave starts to oscillate in
several ways labelled as 2-T and 3-T in Fig. 5.1(a), until a critical value Ra2 = 2.65× 105
is achieved. From this value, there is a jump to the m = 5 travelling wave indicated
by the first vertical line in Fig. 5.1(a). Its large spatial scale is the responsible of its
large heat transport (see detail of Fig. 5.2(d)) and drifting rate (see Fig. 5.1(a)). The
m = 5 travelling waves can also be identified in Fig. 5.3, where there is a small range
near Ra = 2.7× 105 in which the relative variance vanishes. From there, as the Rayleigh
number is further increased, the oscillations on the m = 5 branch become noticeable until
Ra3 ≈ 2.9× 105 is achieved.
Figure 5.4 shows, from left to right, a snapshot of the contour plots of a m = 6
travelling wave at Ra = 2.45 × 105 and an m = 6 amplitude oscillating flow at Ra =
2.6×105. Three projections of Θ are displayed for each solution (see figure caption). The
projections on the left are taken on spheres, whose radii correspond approximately to the
maximum of the temperature perturbation. They have radii r = ri+0.25d, although they
are represented with the size of the other sections. The middle projections are taken on
the equatorial plane, and those on the right on a meridional section at ϕ = 0. The scale of
colours is the same for the contour plots corresponding to each solution, with red meaning
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Figure 5.4: Contour plots of the temperature perturbation on a sphere, on the equatorial
plane, and on a meridional section. At left travelling wave at Ra = 2.45× 105. At right
solution corresponding to an amplitude oscillation at Ra = 2.6× 105.
hot fluid. Unless otherwise stated from now on all the contour plots will be represented
on spherical and equatorial sections crossing the maximum of one cell or vortex, and those
meridional will be taken at ϕ = 0. Fig. 5.5 at Ra = 2.78302×105 shows a sequence of six
snapshots corresponding nearly to a half period of an amplitude oscillation of an m = 5
amplitude oscillating wave (AOW).
The amplitude oscillations consist of very weak expansions and contractions of the
convective cells without breaking the azimuthal symmetry. This can be observed in the
snapshots of Fig. 5.5. As a consequence of the expansions the convective cells connect at
high latitudes, favouring the zonal circulation of the fluid. In this case, the zonal flow
carries about 30% of the kinetic energy density. The increase of the zonal circulation
is more pronounced in the m = 5 AOW, as shown in Figs. 5.2(b) and 5.3(b), because
its azimuthal and radial scale are larger, and then zonal circulations take place on a
wider region of the shell. The connection of the convective cells, diminishes the action of
the Reynolds stresses and then the drift rate is increased (see Fig. 5.1(a)). In contrast,
the effect of the oscillations is to reduce the time-averaged poloidal, as well as the total
Rossby numbers, and to reduce the slope of the Nu dependence on Ra (see Figs. 5.2(a, c,
d)). Accordingly to the oscillatory behaviour of these solutions, the relative variance of
the physical properties increases with the Rayleigh number (see Fig. 5.3). Notice in this
figure, and also in Fig. 5.1, that the AOW (2-T) with m = 5 persist in a large interval of
Rayleigh numbers.
After the regime of quasiperiodic AOW, either with m = 6 or m = 5, irregular am-
plitude oscillations of the cells occur due to the nonlinear interaction of the neighbouring
modes. When the convection is generated by the interaction of at least m1 and m2 modes
verifying m1 6= km2, ∀ k ∈ Z the azimuthal symmetry of the solution is broken giving rise
to cells of different shape, which change in time. These type of solutions will be named,
from now on, irregular amplitude oscillating waves (IAOW). Secondary and tertiary in-
stabilities for fluids in spherical shells with infinite σ were studied in detail in [129], and
where interpreted in [127] as the simplest transition from the travelling waves. These
instabilities are caused by Ekhaus-type mechanisms.
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Figure 5.5: Same contour plots as in Fig. 5.4 for six snapshots corresponding nearly to
a half period of an amplitude oscillation of an amplitude oscillating wave. From top to
bottom, and from left to right, the snapshots are taken at t = 0, t = 0.002, t = 0.004,
t = 0.006, t = 0.008, and t = 0.01. The Rayleigh number is Ra = 2.78302× 105.
To study in detail the different types of interactions between the neighbouring modes
m = 4, 5, 6, the norm of the vector containing the amplitudes of the potentials and the
temperature perturbation ||um|| with m = 6n (red), m = 5n (green), and m = 4n
(blue), n ∈ N, is plotted versus time in Figs. 5.6(a, c), and 5.7(a, c), for a selected set
of solutions. Notice that in Fig. 5.6(a) ||u4|| and ||u5|| are not negligible because they
contain the common multiples of 6 and 4, and 6 and 5, respectively, i.e, ||u4|| = ||u12||
and ||u5|| = ||u30||. In the other figures the m = 6 azimuthal symmetry is broken and
consequently ||u4|| and ||u5|| contain other multiples. The norm ||um||, with m 6= 4n, 5n
(red), m 6= 4n, 6n (green), andm 6= 5n, 6n (blue), is also plotted versus time in Figs. 5.6(b,
d) and 5.7(b, d). Figs. 5.6(a, b) correspond to am = 6 AOW at Ra = 2.6×105, Figs. 5.6(c,
d) and 5.7(a, b) to IAOW with preferred m = 6 azimuthal structure at Ra = 2.61× 105
and Ra = 2.65 × 105, respectively, and finally, Figs. 5.7(c, d) to IAOW with preferred
m = 5 azimuthal structure at Ra = 2.875× 105. In Fig. 5.8, the ratio of the norm of the
vector containing the amplitudes of the potentials and the temperature perturbation with
m = 6n, n ∈ N (red), with m = 5n (green), and with m = 4n (blue) to that containing
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Figure 5.6: (a, c) Norms of the vectors of the amplitudes of the potentials and the
temperature perturbation with m = 6n, n ∈ N (red), m = 5n (green), and m = 4n
(blue), plotted versus time. (b, d) Same as (a, c) but with m 6= 4n, 5n (red), m 6= 6n, 4n
(green), and m 6= 6n, 5n (blue). The Rayleigh numbers are (a, b) Ra = 2.6×105 (AOW),
and (c, d) Ra = 2.61× 105 (IAOW).
all the amplitudes, is plotted versus time, for the four previous solutions.
In the AOW, one mode and their multiples of the expansion in spherical harmonics
contribute to the solution. This is shown in Fig. 5.8(a), in which the norm ||u6|| retains
more than 99% of the norm of the solution vector ||u||. Notice that in Fig. 5.6(b) ||um||
with m 6= 6n, 4n and with m 6= 6n, 5n are negligible. A consequence of having common
multiples is that the sum of the ratios in Fig. 5.8 is slightly greater than 1.
Two different types of IAOW are found with preferred m = 6 azimuthal structure
in a third Hopf bifurcation. The first one is shown in Figs 5.6(c, d), and 5.8(b), at
Ra = 2.61 × 105. For this solution the interactions are between the m = 6 and m = 5
modes. The norm ||u6|| retains more than 95% of the norm of the solution vector ||u||,
and the rest is supplied mainly by ||u5|| indicating that the modulation is weak. The fact
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Figure 5.7: (a, c) Norms of the vectors of the amplitudes of the potentials and the
temperature perturbation with m = 6n, n ∈ N (red), m = 5n (green), and m = 4n
(blue), plotted versus time. (b, d) Same as (a, c) but with m 6= 4n, 5n (red), m 6= 6n, 4n
(green), and m 6= 6n, 5n (blue). The Rayleigh numbers are (a, b) Ra = 2.65 × 105
(IAOW), and (c, d) Ra = 2.875× 105 (IAOW).
that ||u4|| < ||um|| with m 6= 6n, 5n indicates that modes with m 6= 6n, 5n, 4n, grown also
by the nonlinear interaction between m = 6 and m = 5, are nearly of the same order as
m = 4n. The modes with m 6= 6n, 5n contribute less than 1% to the total norm as shows
Fig. 5.8(b).
In the second type of irregular oscillations shown in Figs 5.7(a, b), and 5.8(c), found
at Ra = 2.65 × 105, the interactions are between the m = 6 and m = 4 modes, which
are stronger than the m = 6, 5 interactions, giving rise to m = 2 subharmonic patterns.
Nevertheless ||u6|| still retains more than 90% of the norm of the solution vector ||u||.
We have checked that all the odd modes are zero by comparing this solution with one
obtained by imposing the two-fold azimuthal symmetry.
Contrarily to the previous cases in which mainly two modes m = 6, 5 or m = 6, 4
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Figure 5.8: Ratios of the norms of the vectors of amplitudes of the potentials and the
temperature perturbation with m = 6n, n ∈ N (red), with m = 5n (green), and with
m = 4n (blue) to that containing all the amplitudes, plotted versus time. The Rayleigh
numbers are (a) Ra = 2.6 × 105, (b) Ra = 2.61 × 105, (c) Ra = 2.65 × 105, and (d)
Ra = 2.875× 105.
contribute to the convection, the IAOW shown in Figs 5.7(c, d), and 5.8(d), at Ra =
2.875× 105, are generated by the interaction of the modes m = 5, 4, 6. In this case ||u4||,
||u6|| and ||um|| with m 6= 5n, 6n, and with m 6= 5n, 4n, are nearly of the same order. The
norm ||u5|| retains more than 95% of the norm of the solution vector ||u||, indicating, as
for Ra = 2.61×105, that the modulations are weak. In contrast to the case of AOW, this
m = 5, 4, 6 IAOW survive in a small interval of Rayleigh numbers.
Figures 5.9 and 5.10 show a sequence of snapshots of two IAOW illustrating the
evolution of the amplitude of the cells. The left group of three columns contains the
temperature perturbation and the right the kinetic energy density. The projections for Θ
are the same as in Fig. 5.4, and for the kinetic energy density the spherical projections
are taken close to the outer boundary, at r = ri + 0.975d with a polar point of view. The
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Figure 5.9: At left same contour plots as in Fig. 5.4 for six snapshots corresponding nearly
to a half period of an amplitude oscillation of am = 6, 5 IAOW, and at right contour plots
of the kinetic energy density, on polar, equatorial and meridional projections. From top
to bottom, the snapshots are taken at t = 0, t = 0.003, t = 0.006, t = 0.009, t = 0.012,
and t = 0.015. The Rayleigh number is Ra = 2.62× 105.
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Figure 5.10: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of the amplitude oscillation of a m = 6, 4 IAOW. From top to bottom, the
snapshots are taken at t = 0, t = 0.001, t = 0.002, t = 0.003, t = 0.004, and t = 0.005.
The Rayleigh number is Ra = 2.65× 105.
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first figure corresponds to Ra = 2.62× 105 for a m = 6, 5 interaction, and the second to
Ra = 2.65× 105 for a m = 6, 4 interaction as a sample of IAOW flows.
During a temporal evolution, the IAOW, in contrast to the AOW, involves a non-
synchronous stretching and widening of the different convective cells. In the case of the
interaction m = 6, 4, the flow is invariant under an azimuthal π-rotation (see Fig. 5.10).
However, in the m = 6, 5 interaction no azimuthal symmetries are kept. Despite this fact
almost the same physical pattern of convection is observed during the time evolution. If
the convective columns c1, . . . , c6, appearing in the spherical or equatorial sections of v
2
in Fig. 5.9, are ordered by an increasing value of v2, namely if v2c1 > v
2
c2
> . . . > v2c5 > v
2
c6
then c6 is diametrically opposed to c1. The same holds for c5 and c2 and for c4 and c3.
As a consequence of the inhomogeneous pumping of the columns only some of them
are connected simultaneously. Thus zonal circulations are less favoured (see Fig. 5.2(b)),
then the drifting of the wave diminishes (see Fig. 5.1(a)) probably because the shear in
the fluid is larger than in the AOW. In contrast to what happened to the AOW, the
nonlinear interaction between modes of the IAOW favours the increasing of Ro, Rop and
Nu with Ra (see Fig. 5.2(a, c, d)), while the variance of the physical properties shown in
Fig. 5.3 diminishes.
5.3.1.2 Dynamical description of the waves
A description of the travelling, amplitude oscillating, and irregular amplitude oscillating
waves in terms of their frequency spectra and Poincare´ sections is presented in this sec-
tion. They are identified as periodic, two-frequency quasiperiodic and three-frequency
quasiperiodic flows. As in Fig. 5.1(a), the frequency spectrum is obtained from the time
series of the temperature perturbation Θ at the point (r, ϕ, θ) = (ri+(ro− ri)/7, 0, 3π/8).
In Table 5.2 the independent frequencies f1, f2 and f3 are listed for a selected set of
solutions. The term independent means that the other frequencies fi of the spectrum
are fi = k1f1 + k2f2 + k3f3, with k1, k2, k3 ∈ Z. This has been checked for all the
solutions studied (see Appendix A). It is worth noticing that f1 always corresponds to
the frequency of the drifting of the pattern, and f2 is the frequency of the amplitude
oscillations. Although f1 is always the frequency of largest amplitude given by the Laskar’s
algorithm, f2 is never the second. Notice that Table 5.2 contains frequencies corresponding
to different branches of solutions.
The AOW, with two independent frequencies f1 and f2, is an orbit in the phase space
which lies on a two dimensional torus. If the frequencies satisfy the relation f2/f1 = R =
p/q, R ∈ Q the orbit closes, and the flow is periodic (resonant). Otherwise the orbit fills
the whole torus and the flow is quasiperiodic. The latter case is represented by a closed
curve on a surface determined by a Poincare´ section, and the former by a set of q points.
In the two branches m = 6 and m = 5 of invariant 2-tori the rotation number R has been
computed from Table 5.2 as a function of Ra. A periodic solution of R = 4/9, and a
nearly periodic solution of R ≈ 4/9, respectively, are identified. The procedure used to
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Branch Ra Ra/Rac f1 f2 f3
2.5× 105 1.347 61.749
2.52× 105 1.358 61.301
2.55× 105 1.374 60.634
2.58× 105 1.39 59.973 27.356
2.59× 105 1.395 59.999 27.181
m = 6 2.6× 105 1.4015 60.237 26.727
2.61× 105 1.406 60.184 26.634 0.456
2.61337× 105 1.408 60.083 26.703 0.614
2.62× 105 1.412 59.890 26.838 1.748
2.63× 105 1.417 59.502 26.861 3.044
2.65× 105 1.428 58.727 27.263 4.202
2.67× 105 1.439 62.608
2.725× 105 1.468 61.751
2.75× 105 1.482 61.770 28.168
m = 5 2.8× 105 1.509 62.856 27.606
2.85× 105 1.536 63.998 27.572
2.875× 105 1.549 64.274 27.926 1.819
2.91× 105 1.562 64.285 28.689 1.577
Table 5.2: The three independent frequencies of the time series of the temperature per-
turbation Θ at the point (r, ϕ, θ) = (ri + (ro − ri)/7, 0, 3π/8).
find resonant motions is outlined in the Appendix A.
In Fig. 5.11(a) the plots of the Poincare´ section at Θ(ri + (ro − ri)/7, 0, 3π/8) = 0
of the azimuthal component of the velocity field vϕ((ri + ro)/2, 0, 3π/8) versus Θ at the
same point are shown. They correspond to an m = 6 AOW. In this figure the set of 9
points corresponding to the resonance R = 4/9 can be identified, and also three closed
curves corresponding to the quasiperiodic AOW. The same is shown in Fig. 5.11(b) but
for the m = 5 AOW. The solution close to resonance can also be appreciated.
In Figs. 5.12 and 5.13 the frequency spectra for a selected set of solutions are shown.
The former corresponds to solutions on them = 6 branch and the latter to solutions on the
m = 5 branch. Looking at both figures the growing of f2, f3 and the dependent frequencies
can be clearly identified. Figure 5.12(a) shows the typical spectrum of a travelling wave
at low Ra = 2.52 × 105. At somewhat higher Ra = 2.58 × 105 (Fig. 5.12(b)) a small
peak, corresponding to f2, appears. For Ra = 2.59 × 105 the spectrum displays f1 and
f2 together with their combinations n1f1 + n2f2, n1, n2 ∈ Z (see Fig. 5.12(c) and its
detail (d)). Finally at higher Ra, f3 is born being substantially lower than f1 or f2 (see
Figs. 5.12(e) and (f)). In these figures the labels which contain the term kf3 mean that
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Figure 5.11: (a) Poincare´ section at Θ(ri + (ro − ri)/7, 0, 3π/8) = 0 of the azimuthal
component of the velocity field vϕ((ri + ro)/2, 0, 3π/8), plotted versus Θ at the same
point. The Rayleigh numbers from the inner to the outer sections are Ra = 2.59 × 105,
Ra = 2.595×105, Ra = 2.59929964×105 and Ra = 2.6×105. (b) Same as in (a), but for
Ra = 2.75×105, Ra = 2.775×105, Ra = 2.78302×105, Ra = 2.8×105, Ra = 2.825×105
and Ra = 2.85× 105.
the value of the frequency of each peak in the group and its neighbours are obtained by
substituting k by some integer. A similar behaviour as in Fig. 5.12 is observed in Fig. 5.13
for the m = 5 branch. Notice that for the m = 5 IAOW there are more peaks involving f3
(see Figs. 5.13(e, f)), probably indicating that the ratio Ra/Ra3c for this type of IAOW is
higher than for the IAOW of the m = 6 branch, with Ra3c meaning the Rayleigh number
of the bifurcation where f3 is born.
When IAOW solutions start to appear, the closed curve of the Poincare´ section corre-
sponding to the AOW starts to expand, and becomes a band. The same representation as
in Fig. 5.11 is shown in Fig. 5.14, but for several IAOW. They are quasiperiodic solutions
with three independent frequencies as their frequency spectra show, Figs. 5.12 and 5.13
and Table 5.2.
There is a noticeable difference between the Poincare´ sections of the m = 6, 5 IAOW
(Fig. 5.14(a)), and that of the m = 6, 4 IAOW (Fig. 5.14(b)), indicating that they come
from different branches of invariant tori. It can also be seen in the contour plots of
Figs 5.9 and 5.10, where the m = 6 azimuthal pattern remains nearly unaltered in the
m = 6, 5 solutions. Figure 5.14(c) corresponds to a m = 5, 4, 6 IAOW bifurcated from
the m = 5 AOW, and resembles that of the m = 6, 5 IAOW, but in this case the tori
is nearly resonant as it is indicated by the small continuous segments of points. Again,
depending on the value of Ra, the ratio of two of the three frequencies f1, f2, and f3 could
be rational. For instance if R = f2/f1 = p/q the Poincare´ section becomes a set of
94
10-1
101
103
105
107
109
0 50 100 150
A
 
f 
f1
2f1
3f1
a)
     
0 50 100 150
f 
f2
↓ 
f1-f2
↓ 
f1
f1+f2
↓ 
2f1
3f1
b)
10-1
101
103
105
107
109
0 50 100 150
A
 
f 
f1-2f2
↑ 3f2-f1
f2
↓ f1-f2
↑ 
2f2
f1
f1+f2
↓ 
f1+2f2
2f1
↑ 
3f1-2f2
↓ 
f1+3f2↓ 
2f1+f2
3f1-f2
↑ 2f1+2f2
3f1
c)
     
10 20 30
f 
f1-2f2
3f2-f1
f2
d)
10-1
101
103
105
107
109
10 20 30
A
 
f 
f3
f1-2f2
2f1-4f2+kf3
↓ 
3f2-f1+kf3
f2
e)
     
10 20 30
f 
f3
f1-2f2
2f1-4f2+kf3
↓ 
3f2-f1+kf3
f2
f)
Figure 5.12: Frequency spectrum of the time series of Θ(ri + (ro − ri)/7, 0, 3π/8). (a)
Ra = 2.52× 105, (b) Ra = 2.58× 105, (c) Ra = 2.59× 105, (d) detail of (c) for the very
low frequencies, (e) Ra = 2.61× 105, and (f) Ra = 2.61337× 105.
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Figure 5.13: Frequency spectrum of the time series of Θ(ri + (ro − ri)/7, 0, 3π/8). (a)
Ra = 2.7 × 105, (b) Ra = 2.725 × 105, (c) Ra = 2.75 × 105, (d) Ra = 2.85 × 105, (e)
Ra = 2.875× 105, and (f) Ra = 2.91× 105.
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Figure 5.14: (a-d) Poincare´ sections as in Fig. 5.11. (a) Ra = 2.6 × 105 (closed curve)
and Ra = 2.61 × 105 (band). (b) Ra = 2.65 × 105 (band). (c) Ra = 2.75 × 105 (closed
curve) and Ra = 2.875 × 105 (band). (d) Ra = 2.61337 × 105 (set of 9 rings), and
Ra = 2.61347× 105 (band).
q closed curves on the surface. This is shown in Fig. 5.14(d), again for R = f2/f1 = 4/9.
This figure also shows a section of a nearly resonant orbit R = f2/f1 ≈ 4/9.
Notice that for all the AOW, with frequencies f1 and f2, the time series of the global
properties, such as the kinetic energy density or the zonal flow, are periodic functions of
frequency f2 (see Table 5.2). For the IAOW the volume-averaged properties have two fre-
quencies, although the second is very weak. The frequency f2 does not vary a lot with the
Rayleigh number, as can be seen in the frequency spectra shown before and in Table 5.2.
This result differs from that obtained for the shape vacillating convection studied in [106]
with stress-free boundary conditions and similar parameters (see for instance their Fig. 4).
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5.3.2 Transition between the m = 5 and m = 4 branches: Con-
necting orbits
Taking as initial condition a m = 5 IAOW and increasing slightly the Rayleigh number
beyond Ra = 2.91 × 105 (see second vertical line of Fig. 5.1(a)) the temporal evolution
leads to a set of solutions with chaotic complex time dependence, but which share cer-
tain regularity in the patterns of convection. For these type of solutions the azimuthal
symmetry is broken, with only the modes m = 5 and m = 4 playing an important role.
In Fig. 5.15 the norm of the vector of the amplitudes of the potentials and the tem-
perature perturbation with m = 4n, n ∈ N (red), m = 5n (green) and m 6= 4n, 5n
(blue), is plotted versus time for an increasing sequence of Rayleigh numbers, Ra ∈
[2.91× 105, 3.33× 105]. When Ra is increased the norm of the m = 4 mode increases
while the m 6= 4n, 5n modes remain with small amplitude. In some figures (e-i) an in-
termittence can be clearly distinguished with intervals in which the norm of the m = 4n
modes is almost constant, and the norm of the other modes m 6= 4n nearly vanishes, and
intervals in which the norm of the m = 5n modes oscillate reaching its maximum value,
while the norm of the otherm 6= 5nmodes nearly vanishes. This implies a change between
the m = 4 and m = 5 azimuthal symmetry. In the range Ra ∈ [2.99× 105, 3.075× 105]
this change takes place in an almost periodic way.
In Fig. 5.16 the frequency spectra of the temperature perturbation, corresponding
to the solutions of Fig. 5.15, are displayed. Despite the complex time dependence of the
solutions, their spectra roughly remind those of the solutions found before Ra = 2.91×105.
For instance, the profile, and the position of the tallest peak which is located near f = 60,
and indicates that the drift of the pattern is maintained.
In order to understand what is going on at Ra = 3 × 105, the unstable solutions
with imposed two- and five-fold azimuthal symmetry were also computed. They are
a m = 4 travelling wave (see Fig. 5.1(b)), and a m = 5 AOW. By perturbing these
unstable solutions with randomly small perturbations, an orbit which almost connect
them is obtained suggesting that this behaviour could be related with an existence of a
heteroclinic chain as occurs in [28, 27]. In Fig. 5.17, some plots are shown to give some
support to this idea. In Fig. 5.17(a) a detail of the same norms displayed in Fig. 5.15 are
shown for Ra = 3× 105. The detail shows two peaks of the residual modes m 6= 4n, 5n,
which appear just when the norms of the modes m = 4n and m = 5n become comparable.
These are the time instants at which the stable heteroclinic chain changes from an unstable
orbit to the other. Notice that it spends more time close to the unstable m = 4 orbit, so
its time-averaged properties are closer to those of the orbit, and the same occurs for the
first fundamental frequency (compare the linear behaviour of the curves in Figs. 5.1(a, b)
in the range Ra ∈ [3× 105, 3.2× 105]).
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Figure 5.15: Norms of the vectors of the amplitudes of the potentials and the temperature
perturbation withm = 4n, n ∈ N (red), withm = 5n (green), and withm 6= 4n, 5n (blue),
plotted versus time. The Rayleigh numbers are (a) Ra = 2.91× 105, (b) Ra = 2.93× 105,
(c) Ra = 2.94× 105, (d) Ra = 2.96× 105, (e) Ra = 2.98× 105, (f) Ra = 2.99× 105, (g)
Ra = 3.025× 105, (h) Ra = 3.075× 105, (i) Ra = 3.125 × 105, (j) Ra = 3.22 × 105, (k)
Ra = 3.27× 105, and (l) Ra = 3.33× 105.
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Figure 5.16: (a-l) Frequency spectra of the time series of Θ(r, ϕ, θ) = (ri + (ro −
ri)/7, 0, 3π/8). The parameters are as in Fig. 5.15.
In Fig. 5.17(b) same Poincare´ sections as in Fig. 5.11 are shown for the two unstable
and the stable orbits. The red point corresponds to the unstable m = 4 periodic orbit
and the green curve to the unstable m = 5 2-torus. In blue the points of the stable orbit
are represented. They are highly concentrated near the red point meaning that the stable
orbit spends most time near the periodic orbit. Some of them also lie near the closed
curve of the torus. The points near the origin correspond to the transition between the
periodic orbit and the torus because the norm of the amplitudes is minimal.
Finally, in Figs. 5.17(c, d), the ratio of the total to the non-zonal kinetic energy
densities, plotted versus time is shown. In the latter the ratios for the unstable orbits
are also included. As expected, the ratio for the stable orbit is, intermittently, nearly
constant close to that of the m = 4 unstable orbit, and it is strongly oscillatory as that
100
   0
1
2
3
4
5
 0  0.5  1  1.5  2  2.5  3
||u m
|| (×
 1
0−
5 )
t
a)
  -5
0
5
10
15
20
-10  0  10  20  30  40  50  60
Θ
 (×
 1
0−
4 )
vϕ 
b)
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  0.5  1  1.5  2  2.5  3
K
/K
n
z
t
c)
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0.4  0.6  0.8  1  1.2
K
/K
n
z
t
d)
Figure 5.17: (a) Norms of the vectors of the amplitudes of the potentials and the temper-
ature perturbation with m = 4n, n ∈ N (red), m = 5n (green), and m 6= 4n, 5n (blue),
plotted versus time. (b) Poincare´ sections as in Fig. 5.11. The colours mean: unstable
m = 4 periodic orbit (red), unstable m = 5 2-torus (green), and the stable heteroclinic
chain (blue). (c) Ratio of the total to the non-zonal kinetic energy densities, plotted ver-
sus time. (d) In blue detail of (c), including also the energy ratios of the unstable m = 4
periodic orbit (red) and the unstable m = 5 2-torus (green). The Rayleigh number is
Ra = 3.0× 105.
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Figure 5.18: Same contour plots as in Fig. 5.9 for four snapshots at different stages in the
evolution of the heteroclinic chain. From top to bottom, the snapshots are taken when
the orbit is close to the unstable m = 4 periodic orbit, when the orbit is approaching the
unstable m = 5 2-torus (when ||u4|| ≈ ||u5||, and ||u4|| → 0), when the orbit is close to
the unstable m = 5 2-torus, and finally when the orbit is approaching again the unstable
m = 4 periodic orbit (when ||u5|| ≈ ||u4|| and ||u5|| → 0). The Rayleigh number is
Ra = 3.025× 105.
of the m = 5 unstable orbit. In the oscillatory interval strong zonal circulations carry-
ing about 65% of the kinetic energy density are generated due to the connection of the
amplitude oscillating columns as it has been described in the previous section. This type
of intermittent behaviour of the physical properties is very similar to the one described
in [29], with stress-free boundary conditions and σ = 1, at intermediate Ra numbers.
As Ra increases far away from Ra = 2.91×105 in the chaotic region, the time-averaged
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physical properties vary randomly, but as can be observed in Fig. 5.2 they increase in
the whole range. The relative variance of the physical properties is smaller than that
of the quasiperiodic motion at lower Ra. The first fundamental frequency f1 shown in
Fig. 5.1(a) varies sharply if Ra < 3 × 105 or Ra > 3.2 × 105, but decreases smoothly
if Ra ∈ [3 × 105, 3.2 × 105]. These features can be explained by the fact that most of
the solutions spend most of the time close to the unstable m = 4 travelling wave, and
thus the time dependence of the physical properties, their variances, and the fundamental
frequency are similar to that of a travelling wave.
Finally, in order to visualise the patterns of convection, the same contour plots as in
Fig. 5.9, are shown in Fig. 5.18, but at Ra = 3.025 × 105 for a heteroclinic chain. The
first row corresponds to a snapshot taken when the orbit is close to the unstable m = 4
periodic orbit. The second row is a snapshot taken when the orbit is approaching the
unstable m = 5 2-torus, when ||u4|| ≈ ||u5||, and ||u4|| → 0. In the third row the snapshot
is taken when the orbit is close to the unstable m = 5 2-torus. Finally, in the fourth row
the snapshot is taken when the orbit is approaching again the unstable m = 4 periodic
orbit, when ||u5|| ≈ ||u4|| and ||u5|| → 0. Notice that in the second row of the figure, one
of the four cold cells is being divided in two cold cells, and in the fourth row of the figure,
two of the five hot cells are connected and merging into one, while one the cold cells in
the middle is disappearing.
5.3.3 m = 4 branch of solutions
At about Ra = 3.43 × 105, beyond the region of the orbits close to heteroclinic chains,
a window of quasiperiodic motion appears up to Ra = 3.9 × 105 (see Fig. 5.1(a)). All
the solutions computed in this window have a dominant m = 4 mode. This is shown,
for a set of four solutions, in Figs. 5.19, and 5.20, where the norm ||um||, and the ratio
||um||/||u||, with m = 6n, n ∈ N (red), m = 5n (green), and m = 4n (blue), is plotted
versus time. In this case there is a stronger competition between the modes than in the
quasiperiodic m = 6 or m = 5 branches of solutions (compare Figs. 5.20 and 5.8). Thus
more pronounced differences are expected between the cells. Now, the norm of the non-
dominant modes m = 5n or m = 6n contribute at least a 20% of the total norm (see
Fig. 5.20). Moreover, Fig. 5.19 shows very small temporal scale variations.
An analysis performed using the largest-amplitude independent frequencies given by
the Laskar’s algorithm allows to identify two and three-frequency quasiperiodic and reso-
nant motions in both cases. An exhaustive analysis must be performed in order to identify
the physical meaning of the frequencies, and the origin of the quasiperiodic window. How-
ever only the dynamic behaviour of the solutions will be depicted in this section, and the
analysis will be undertaken in a near future.
Poincare´ sections similar to those of Fig. 5.11, are shown in Fig. 5.21, as examples of
three-frequency solutions (Ra = 3.47×105 and Ra = 3.55×105), a resonant two-frequency
solution (Ra = 3.5038741× 105), and a two-frequency solution (Ra = 3.53 × 105). The
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Figure 5.19: (a-d) Norms of the vectors of the amplitudes of the potentials and the
temperature perturbation with m = 6n, n ∈ N (red), m = 5n (green), and m = 4n (blue),
plotted versus time. The Rayleigh numbers are (a) Ra = 3.43× 105, (b) Ra = 3.53× 105,
(c) Ra = 3.75× 105, and (d) Ra = 3.88× 105.
corresponding frequency spectra are shown in the same figure (right column). They
clearly exhibit the quasiperiodic behaviour of the solutions. The degree of complexity of
the spectra denotes the richness in spherical harmonics of the tori. Notice that contrarily
to the flows of the m = 6 or m = 5 solutions (Figs. 5.11 or 5.14), two intersections on
the Poincare´ section are shown in Fig. 5.21. We have proceed in this way because the
hypersurface Θ(ri+ (ro− ri)/7, 0, 3π/8) = 0 cuts the 2-tori in such a way that it gives an
unclosed curve if only one change of sign is taken into account.
Other examples of these complex quasiperiodic motions are given in Fig. 5.22, where
similar Poincare´ sections as in Fig. 5.21 are shown. They are examples of three-frequency
solutions (Ra = 3.56×105 and Ra = 3.680827×105), of a nearly resonant three-frequency
solution (Ra = 3.681303× 105), and of a resonant three-frequency solution (Ra = 3.73×
105). Notice that different types of Poincare´ sections corresponds to different types of
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Figure 5.20: Ratios of the norms of the vectors of the amplitudes of the potentials and
the temperature perturbation with m = 6n, n ∈ N (red), m = 5n (green), and m = 4n
(blue) to the norm of the vector of all the amplitudes, plotted versus time. The Rayleigh
numbers are (a) Ra = 3.43 × 105, (b) Ra = 3.53 × 105, (c) Ra = 3.75 × 105, and (d)
Ra = 3.88× 105.
resonances. As for the m = 6 and m = 5 solutions, the resonant three-frequency torus
in Fig. 5.22(c) consists of a set of closed curves in the Θ(ri + (ro − ri)/7, 0, 3π/8) = 0
hyper-plane. The resonance of Fig. 5.22(d) consist of a complicated looped closed curve.
The existence of resonances could favour the possibility of large temporal scale solu-
tions, since in nearly resonant solutions, there exist combinations of the frequencies of
largest amplitudes which are close to zero. This is the case of the solution computed at
Ra = 3.680827 × 105 for which the frequency 3.452 × 10−2 gives long-scale variation of
period T = 28.97. To illustrate this, the time series of Θ(ri + (ro − ri)/7, 0, 3π/8), and
their frequency spectra, at Ra = 3.680827 × 105, and Ra = 3.73 × 105, are plotted in
Figs. 5.23(a, b), and (c, d), respectively. Notice the period T = 28.97, and the location
and relative high amplitude of the corresponding peak in Figs. 5.23(a), and (b),
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Figure 5.21: Same (a,c,e) Poincare´ sections as in Fig. 5.11 for: (a) Ra = 3.47 × 105
(band). (c) Ra = 3.5038741× 105 (set of points), and Ra = 3.53× 105 (closed curve). (e)
Ra = 3.55×105 (band). Same (b,d,f) frequency spectra as in Fig. 5.11 for Ra = 3.47×105,
Ra = 3.53× 105 and Ra = 3.55× 105, respectively.
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respectively. The left peak of the frequency spectrum of Fig. 5.23(d) is not so close to
zero and then lower temporal scales are expected as it is reflected in the time series of
Fig. 5.23(c). The large temporal scale solution found here contrast with the results of [29]
(with stress-free boundary conditions and σ = 1) in which no long temporal scales were
found.
Contrarily to the m = 6 and m = 5 stable branch of 2-tori, the unstable m = 4 branch
of 2-tori of Fig. 5.1(b) extends over a larger range, Ra ∈ [3.2×105, 3.7×105]. Again, several
resonances are found. Some of them are shown in Fig. 5.24, where Θ((ri+ ro)/2, 0, 3π/8),
is plotted versus Θ((ri + ro)/4, 0, 3π/8). In this type of plots, the resonances on a 2-tori
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Figure 5.22: Same Poincare´ sections as in Fig. 5.11. (a) Ra = 3.56 × 105 (surface),
(b) Ra = 3.680827 × 105 (surface), (c) Ra = 3.681303 × 105 (closed curve) and (d)
Ra = 3.73× 105 (closed curve).
are identified as a closed curves with loops. In Fig. 5.24(a-f) the number of loops before
closing are 5, 3, 5, 6, 7 and 9, respectively.
All the mean physical properties on the stable m = 4 window increase monotonically
(see Fig. 5.2), and with bigger slope than those of the m = 6 and m = 5 branches, except
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Figure 5.23: (a, c) Temperature perturbation Θ(ri + (ro − ri)/7, 0, 3π/8), plotted versus
time at Ra = 3.680827× 105 and Ra = 3.73 × 105, respectively. (b, d) Same frequency
spectra as in Fig. 5.11 at Ra = 3.680827× 105 and Ra = 3.73× 105, respectively.
for the ratio K/Knz of Fig. 5.2(b). Although the interactions between the modes are
stronger, the oscillations of these properties are substantially lower as it is reflected in
the relative variance of Fig. 5.3. In fact when the solutions have two frequencies, the
relative variance nearly vanishes, and the norms ||um|| of Fig. 5.19(b) are nearly constant.
Another remarkable difference is that the frequency of largest amplitude of the oscillation
of these physical properties is considerably larger than in the m = 6 or m = 5 branches.
Quasiperiodic solutions with very different periods in the kinetic energy density were
found in [106] at low Prandtl number and with stress-free boundary conditions.
The same contour plots of Θ and v2 as in Fig. 5.9, are shown in Fig. 5.25 for Ra =
3.53× 105 as an example of the patterns of convection along the m = 4 branch. During
a temporal evolution, the contour plots of Θ always keep five convective cells, which can
be ordered by increasing intensity. The same happens with the kinetic energy density,
although in the latter contour plots a connection between two convective cells can be
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Figure 5.24: Temperature perturbation Θ((ri + ro)/2, 0, 3π/8), plotted versus Θ((ri +
ro)/4, 0, 3π/8). The Rayleigh numbers are (a) Ra = 3.274479×105, (b) Ra = 3.3335×105,
(c) Ra = 3.457103 × 105, (d) Ra = 3.489475 × 105, (e) Ra = 3.51281 × 105, and (f)
Ra = 3.5304×105. The solutions are obtained by imposing two-fold azimuthal symmetry
(md = 2).
observed. The relative magnitudes between the cells change during the time evolution,
each cell reaching a minimum and maximum. The snapshots of the figure illustrate the
variation of the intensity of the vortices of Θ on the equatorial plane. From t = 0 to
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Figure 5.25: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of a two-frequency solution on the m = 4 branch. From top to bottom, the
snapshots are taken at t = 0, t = 0.002, t = 0.004, t = 0.006, t = 0.008, and t = 0.01.
The Rayleigh number is Ra = 3.53× 105.
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t = 0.01 the weakest vortex becomes the strongest. Another remarkable feature which
exhibit these solutions is that the drifting of the cells is not at constant rate. Due to the
strong interaction among the modes shown in Figs. 5.19 and 5.20, five convective cells
can be identified in Fig. 5.25, although the dominant mode is m = 4. This contrasts with
what occurred with the quasiperiodic motion on the m = 6 or m = 5 branches, in which
the number of cells is equal to the dominant wave number.
5.3.4 Transition between m = 4 and m = 3 branches
After the quasiperiodic patterns of the stable m = 4 branch, a complex time dependence
starts to grow beyond Ra = 3.9× 105 until Ra = 5× 105. In Fig. 5.26 similar frequency
spectra as in Fig. 5.16, are shown. Despite their chaotic appearance, the highest amplitude
peaks are located near f = 70, which is close to the frequency of largest amplitude of the
previous solutions belonging to the stable m = 4 branch.
In Fig. 5.27 the norms of the vectors containing the amplitudes of the potentials and
the temperature perturbation with m = 3n, n ∈ N (red), m = 4n (green) and m = 5n
(blue), are plotted versus time. This complex time dependence roughly remembers that
shown in Fig. 5.15 of section 5.3.2, in which, alternately, the norm ||um|| of a certain
mode with azimuthal wave number m is maximal and the norm ||up|| of another mode
with azimuthal wave number p is minimal. This is more clear in Figs. 5.27(e) and (f).
For the former, plotted in the range t ∈ (0.5, 1), the norm ||um||, m = 3n is maximal and
the norms with m = 4n or m = 5n are minimal.
As in section 5.3.2, the stable solution at a given Ra could be related with unstable
solutions computed, in this case, by imposing two-fold or three-fold azimuthal symmetry.
This is shown in Fig. 5.28(a, b), for solutions at Ra = 4 × 105 and Ra = 4.8 × 105,
respectively. In these figures, the Poincare´ sections of the stable (blue) and the two
unstable solutions are plotted. The latter are a two-frequency solution with m = 3 (red),
and a three-frequency solution with m = 4 (green). The points of the stable section are
scattered around to the points of the unstable sections, meaning that the dynamics of
the three solutions share some features. Moreover, the physical quantities also reflect the
relation between the stable and the two unstable solutions. To depict these, in Fig. 5.28(c,
d) the ratios K/Knz are plotted versus time. When the modes with m = 3n, n ∈ N, have
maximal norm and the norm of the modes with m = 4n is minimal (see Fig. 5.28(e,
f)), the energy ratio of the stable solution approaches that of the unstable m = 3, and
viceversa. These features are better observed in Fig. 5.28(d). Nevertheless, they are not
so clear as in section 5.3.2.
All the mean physical properties over this branch increase monotonically with Ra (see
Fig. 5.2), except for the ratio K/Knz of Fig. 5.2(b) in which the increase is less regular.
However, the relative variance of these physical properties, shown in Fig. 5.3, is nearly
constant.
111
102
104
106
108
1010
A
 
 
a)
    
 
b)
    
 
c)
102
104
106
108
1010
A
 
 
d)
    
 
e)
    
 
f)
102
104
106
108
1010
A
 
 
g)
    
 
h)
    
 
i)
102
104
106
108
1010
50 100 150
A
 
f
 
j)
    
50 100 150
f
 
k)
    
50 100 150
f
 
l)
Figure 5.26: (a-l) Frequency spectrum of the time series of Θ(ri + (ro − ri)/7, 0, 3π/8).
The Rayleigh numbers are (a) Ra = 3.88× 105, (b) Ra = 3.9× 105, (c) Ra = 3.92× 105,
(d) Ra = 3.94 × 105, (e) Ra = 3.96 × 105, (f) Ra = 3.98 × 105, (g) Ra = 4.0× 105, (h)
Ra = 4.2 × 105, (i) Ra = 4.4 × 105, (j) Ra = 4.6 × 105, (k) Ra = 4.8 × 105, and (l)
Ra = 4.9× 105.
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Figure 5.27: Norms of the vectors of the amplitudes of the potentials and the temperature
perturbation with m = 3n, n ∈ N (red), m = 4n (green) and m = 5n (blue), plotted
versus time. The Rayleigh numbers are (a) Ra = 4.0 × 105, (b) Ra = 4.2 × 105, (c)
Ra = 4.4× 105, (d) Ra = 4.6× 105, (e) Ra = 4.8× 105, and (f) Ra = 4.9× 105.
The patterns of convection remain similar along this branch. Six snapshots of the
contour plots of the temperature perturbation and of the kinetic energy density at Ra =
4.8×105 are shown in Fig. 5.29. The snapshot on the first row visualises the flow at t = 0
when the solution is close to the m = 3 unstable solution, the successive rows taken at
t = 0.003, t = 0.006, t = 0.009, t = 0.012 and t = 0.015, exhibit the evolution of the stable
solution approaching the m = 4 unstable solution. In the last row the m = 4 pattern
can be clearly distinguished. Notice, in the contour plots of the kinetic energy density
notice that the most energetic cell can be located either near the outer boundary at high
latitudes (see spherical section of first row) or close to the inner boundary at equatorial
regions (see equatorial section of second row). This contrasts with what occurs for the
solutions studied in previous sections in which the maximum is always located near the
outer boundary.
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Figure 5.28: (a, b) Same Poincare´ sections as in Fig. 5.11. The colours mean: m = 3
unstable two-frequency solutions (red), m = 4 unstable three-frequency solutions (green),
and the chaotic orbit (blue). (c, d) Ratio of the total to the non-zonal kinetic energy
densities of the stable solution (blue), of the m = 3 unstable solution (red) and of the
m = 4 unstable solution (green), plotted versus time. (e, f) Norms of the vectors of
the amplitudes of the potentials and the temperature perturbation with m = 3n, n ∈ N
(red), m = 4n (green) and with (blue), plotted versus time. The plots (a, c, e) are for
Ra = 4.0× 105 and (b, d, f) for Ra = 4.8× 105.
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Figure 5.29: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of chaotic solution. From top to bottom, the snapshots are taken at t = 0,
t = 0.003, t = 0.006, t = 0.009, t = 0.012, and t = 0.015. The Rayleigh number is
Ra = 4.8× 105.
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5.3.5 m = 3 branch of solutions
At approximately Ra = 5 × 105, a new interval of regular stable solutions begins (see
Fig. 5.1(a)). For these solutions, the dominant mode is m = 3. This is shown in Fig. 5.30,
where the norms of the vectors of the amplitudes of the potentials and the temperature
perturbation with m = 3n (red), m = 4n (green), m = 5n (blue), and m = 6n (magenta)
with n ∈ N, and the ratios of these norms to the norm of the vector of all the amplitudes,
are plotted versus time for two selected solutions, computed at Ra = 5.1 × 105 and
Ra = 5.62× 105.
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Figure 5.30: (a, b) Norms of the vectors of the amplitudes of the potentials and the
temperature perturbation with m = 3n, (red), m = 4n (green), m = 5n (blue), and
m = 6n (magenta), n ∈ N, plotted versus time. (c, d) Ratio of the norms of the vectors
of the former amplitudes to the norm of the vector of all of them, plotted versus time.
The Rayleigh numbers are (a, c) Ra = 5.1× 105, and (b, d) Ra = 5.62× 105.
The norm of the modes labelled m = 3n is about 80% of the total norm, in contrast
to what happened in the m = 5 and m = 6 branch, in which the dominant mode retains
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more than 90% of the total norm (see Fig. 5.8). The ratio is bigger than in the m = 4
branch, where for the modes m = 4n it was about 70% (see Fig. 5.20), and the ratios for
other modes m = 5n or m = 6n were larger than 40%. Notice that in Fig. 5.30 most of
the norm of the total vector is provided by the m = 3n modes, being the amplitudes of
the m = 3 and m = 6 modes of the same order of magnitude.
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Figure 5.31: Same (a, c) Poincare´ sections and (b, d) frequency spectra as in Fig. 5.11 for
Ra = 5.1× 105, and Ra = 5.62× 105, respectively.
As in section 5.3.3 the quasiperiodic character of the solutions belonging to this win-
dow is identified by means of three independent Laskar frequencies of largest magnitude.
Further analysis has to be performed in order to identify the origin of this motions and
the physical meaning of the frequencies.
Similar Poincare´ sections to those of Fig. 5.11 are shown in Fig. 5.31 as an example of
a three-frequency solutions at Ra = 5.1× 105 and Ra = 5.62× 105. It also includes their
frequency spectra. Contrarily to the m = 6, m = 5 or m = 4 branches, the surfaces on
these Poincare´ sections extend over a wider region in the (vϕ((ri+ ro)/2, 0, 3π/8),Θ((ri+
ro)/2, 0, 3π/8) plane. This is because the amplitudes of vϕ and Θ increase with Ra. On
the other hand, each frequency spectrum shows that the two highest peaks are of similar
magnitude. This situation is similar to what happens in the m = 4 branch, but differs of
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Figure 5.32: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of a solution on the m = 3 branch. From top to bottom, the snapshots are
taken at t = 0, t = 0.001, t = 0.002, t = 0.003, t = 0.0004, and t = 0.005. The Rayleigh
number is Ra = 5.1× 105.
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what occurs in the m = 6 or m = 5 branches in which the amplitude of the highest peak
is considerably larger than the others.
At the beginning of this branch, all the physical properties rise, except for the ratio
K/Knz which falls substantially, and then increases monotonically with Ra (see Fig. 5.2).
The abrupt change is also related with an abrupt fall of the relative variance of the
physical properties of Fig. 5.3). This falling of the relative variance was also found in the
quasiperiodic motions of the m = 4 branch.
Contrarily to the solutions of the previous chaotic branch, the oscillations along this
branch are weak and then zonal circulations are less favoured. At the end of the branch,
the ratioK/Knz rises while the other mean physical properties fall. The abrupt changes on
the mean physical properties and their low relative variation identify clearly this window
of quasiperiodic motion. As in the m = 4 branch the time oscillations of the volume-
averaged physical properties are fast than those found for the solutions on the m = 6 or
m = 5 branches.
The contour plots of the temperature perturbation and of the kinetic energy density
are shown in Fig. 5.32. They are representative of the patterns of convection of the
solutions described in this section, and have been obtained with Ra = 5.1×105. The first
row corresponds to the snapshot taken at t = 0. From top to bottom, the successive rows
are snapshots taken at times t = 0.001, 0.002, 0.003, 0.004, 0.005.
During the evolution of Θ, significative differences exist between the size of both cold
and hot cells. There are always three hot and three cold big cells which are rotating
counter-clockwise, but there are also intermittent periods in which three small cold cells,
which connect with the big ones, appear, and periods in which the same occurs for the
hot cells. This produces the effect as if the cells were advancing like a caterpillar (see
in Fig. 5.32 the successive rows of the left column). The evolution of the kinetic energy
density cells looks similar. Comparing the time evolution of the polar and equatorial
contour plots of v2, it is observed, as in the previous section, that its maximum changes
drastically its position between a point near the inner boundary at equatorial level, and
a point near the outer at a high latitude. This effect does not occur in the quasiperiodic
solutions described in previous sections where the maximum of v2 always remains near
the outer boundary. Notice also that the vortices of v2 are more thiner and tilted than
those of the previous regular motions.
5.3.6 Transition from the m = 3 branch to spatiotemporal chaos
For Ra > 5.6× 105 no more regular solutions are obtained. The dynamics at high Ra is
strongly chaotic in space and time, and is progressively dominated by the even modes. In
Fig. 5.33 the norms of the vectors of the amplitudes of the potentials and the temperature
perturbation with m = 3n, n ∈ N (red), m = 2n (green) and m = 5n (blue), is plotted
versus time, for Ra = 5.8×105, Ra = 6×105, Ra = 7.5×105, Ra = 106, and Ra = 2×106.
Close to the m = 3 branch (Figs. 5.33(a, b)), ||u3|| is still dominant, except in some
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Figure 5.33: Norms of the vectors of the amplitudes of the potentials and the temperature
perturbation with m = 3n, n ∈ N (red), m = 2n (green), and m = 5n (blue) plotted
versus time. The Rayleigh numbers are (a) Ra = 5.8 × 105, (b) Ra = 6 × 105, (c)
Ra = 7.5× 105, (d) Ra = 106, and (e) Ra = 2× 106.
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Figure 5.34: Real part of the amplitude of the temperature perturbation RΘ22 (green),
of RΘ33 (red), and of RΘ44 (blue), at the point ((ri + ro)/2, 0, 3π/8), plotted versus time.
The Rayleigh numbers are (a) Ra = 5.8× 105, (b) Ra = 6× 105, (c) Ra = 7.5× 105, (d)
Ra = 106, and (e) Ra = 2× 106.
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small time intervals where ||u2|| becomes of larger norm. The norm of other modes as ||u5||
is smaller but not negligible. Perhaps, as in sections 5.3.2 or 5.3.4, the dynamics of this
intermittent motion is dominated by unstable orbits with two and three-fold azimuthal
symmetry, but in this case we have not checked this point. At about Ra = 7.5×105 ||u2||
is comparable to ||u3|| (see Fig. 5.33(c)), and for Ra ≥ 106 the former becomes more and
more dominant (see Figs. 5.33(d, e)).
In Fig. 5.34 the real part of the amplitude of the temperature perturbation RΘ22
(green), RΘ33 (red), and RΘ44 (blue), at the point ((ri+ ro)/2, 0, 3π/8), are plotted versus
time at the same Rayleigh numbers of Fig. 5.33. This figure shows the same chaotic
behaviour as in Fig. 5.33, but allows to distinguish between the roles of the m = 2 and
m = 4 modes. Close to Ra = 5.8 × 105, the oscillations of RΘ33 are clearly stronger
than those of RΘ22, or RΘ44 (see Figs. 5.34(a, b)), but at high Rayleigh number RΘmm
are similar for all the three m’s indicating that nonlinear effects strongly dominate the
dynamics.
Similar Poincare´ sections as in Fig. 5.11 are shown in Fig. 5.35 for three different
solutions at Ra = 7.5 × 105, Ra = 106), and Ra = 2 × 106. The corresponding fre-
quency spectra are also shown. The two Poincare´ sections depicted exhibit a clear chaotic
behaviour and no trace of regularity can be distinguished. The frequency spectrum at
Ra = 7.5× 105 still retain the largest amplitude peak close to the value of the frequency
of largest amplitude of the solutions of the m = 3 branch of the previous section. For
Ra > 106 the frequency spectra correspond to that of a fully chaotic time series.
Concerning the dependence of the physical properties on the Rayleigh number, by
increasing Ra until 7.5 × 105 all the properties shown in Fig. 5.2 increase. Beyond this
value, the ratio K/Knz starts to decrease and the slopes of the other properties increase.
Notice that the increase of Rop is more pronounced than that of Ro, which agree with the
fact that K/Knz decreases, indicating that zonal circulations are unlikely. On the other
hand, the relative variances of the properties shown in Fig. 5.3 are nearly constant and
equal to 10%, except for the relative variance of the Nusselt number which increases very
slowly.
The corresponding contour plots are shown in Fig. 5.36. The spherical sections for
Θ are taken at r = ri + 0.325d and those for v
2 at r = ri + 0.975d. The rows, from
top to bottom, correspond to the snapshots taken at times t = 0, 0.0001 and 0.0002. In
the contour plots of chaotic solutions the time intervals are selected in order to see the
breakings and mergings of the cells and vortices. Despite the complex time dependence of
the solution at Ra = 7.5×105 (see Fig. 5.31(a, b)), the contour plots retain remainders of
regular patterns. As all the solutions described in the preceding sections, the z-dependence
of the flow shown in the meridional sections is weak, and the flow is also equatorially
symmetric. Moreover it can be observed that near the inner boundary the convection
takes place with a larger wave number than out of the mean radius r ≈ (ri + ro)/2. A
differential rotation is observed. While the outer part of the shell maintains the prograde
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Figure 5.35: Same (a, c, e) Poincare´ sections and (b, d, f) frequency spectra as in Fig. 5.11
for Ra = 7.5× 105, Ra = 106, and Ra = 2.× 106, respectively.
drift the internal moves in the retrograde direction. As can be seen in the equatorial
sections of Θ in Fig. 5.36 the largest cells merge with the smallest. Another remarkable
feature of the contour plots of Θ, is that there is a clear difference in the size of the cold
an hot cells, the latter extending far away from the inner boundary. On the other hand,
in the contour plots of the kinetic energy density a two cylindrical layer structure with
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Figure 5.36: Same contour plots as in Fig. 5.9 for three snapshots corresponding to the
evolution of a spatiotemporal chaotic solution. From top to bottom, the snapshots are
taken at t = 0, t = 0.0004, and t = 0.0008. The Rayleigh number is Ra = 7.5× 105.
spiralling and connecting thin cells can be observed. As happened in the solutions of the
m = 3 branch of section 5.3.5, the maximum of v2 travels from the equatorial inner to
the nearly polar outer boundary (see the vortices of the spherical and equatorial sections
in the right column of Fig. 5.36).
Similar patterns of convection as for Ra = 7.5 × 105 are observed at Ra = 106 but
in this case convection extends over a wider region, and the polar convection starts to
be important (see spherical sections of the left column of Fig. 5.37). In this figure the
spherical sections for Θ are taken at r = ri + 0.275d and those for v
2 at r = ri + 0.975d.
At this Rayleigh number the number of smallest cells/vortices in the contour plots of
Θ/v2 increases, although there are also some bigger cells/vortices which are connected
producing large-scale structures.
Finally, some snapshots of Θ and v2 are plotted in Fig. 5.38 for Ra = 2 × 106. The
spherical sections for Θ are taken at r = ri+0.3625d and those for v
2 at r = ri+0.9625d.
As can be seen in the meridional sections, the equatorial symmetry is broken, and the
z-dependence of the flow is enhanced, although a rough quasi-geostrophic structure still
remains. During the time evolution small-scale cells are generated
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Figure 5.37: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of a spatiotemporal chaotic solution. From top to bottom, the snapshots are
taken at t = 0, t = 0.0002, t = 0.0004, t = 0.0006, t = 0.0008 and t = 0.001. The Rayleigh
number is Ra = 106.
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Figure 5.38: Same contour plots as in Fig. 5.9 for six snapshots corresponding to the
evolution of a chaotic solution. From top to bottom, the snapshots are taken at t = 0,
t = 0.0001, t = 0.0002, t = 0.0003, t = 0.0004, and t = 0.0005. The Rayleigh number is
Ra = 2× 106.
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and reconnected following the two layer cylindrical structure. As for Ra = 7.5 × 105 or
Ra = 106, the outer cylinder is clearly filled by hot connected cells, while in the inner most
of the cells are cold. The boundary of the two regions is located around r ≈ ri+(ro−ri)/3,
meaning that the hot cells extend over a wider region at this Rayleigh number (compare
the equatorial sections of the second column in Fig. 5.38 with those of Figs. 5.36 and 5.37).
On the other hand, the convection in the polar regions is now clearly developed as can be
observed in the contour plots of the kinetic energy density, as well as in the Θ spherical
sections.
5.4 Location of convection
In this section, the study of time-averaged local quantities, extracted from a sequence of
solutions obtained by increasing Ra is shown to understand the variation of the location
of convection with the Rayleigh number. The time-averaged quantities are obtained at
representative collocation points. The position of the collocation points pi, i = 1, . . . , 9,
is sketched in Fig. 5.39, and their spherical coordinates are given in the figure caption.
ir ro
Ω
1p p
p
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Figure 5.39: Meridional section at ϕ = 0 of the spherical shell showing the points pi i =
1, . . . , 9, where the time-averaged physical properties are monitored. Their colatitudinal
coordinates are θ ≈ π/8, θ ≈ π/4, and θ ≈ 3π/8, and the radial r = ri + (ro − ri)/7,
r = ri + (ro − ri)/2, and r = ri + 6(ro − ri)/7.
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Figure 5.40: Time average of the azimuthally-averaged azimuthal component of the ve-
locity field [vϕ], at different collocation points, plotted versus the Rayleigh number Ra.
The spherical surfaces are taken at (a) r = ri + (ro − ri)/7, (b) r = ri + (ro − ri)/2, and
(c) r = ri + 6(ro − ri)/7. The colours mean: θ = π/8 red, θ = π/4 green, and θ = 3π/8
blue. The labels on the curves denote the points of Fig. 5.39.
In Fig. 5.40, the time average of the azimuthally-averaged azimuthal component of the
velocity field [vϕ] (mean zonal flow), at the collocation points pi, i = 1, . . . , 9, is plotted
versus the Rayleigh number Ra. For Ra < 5× 105, only a weak negative mean zonal flow
is created very close to the cylinder of Fig. 5.39. See the situation of points labelled as p5
and p7 and the values of the corresponding green and blue curves, respectively.
As the Rayleigh number is increased beyond Ra = 5 × 105, the negative mean zonal
flow increases and the retrograde mean zonal circulations spread affecting almost all the
shell. This can be seen in Fig. 5.40 as a decrease of the mean zonal flow in the points p2,
p3 and p4 inside the tangent cylinder, and in the points p5, p6, p7 and p8 outside of it. In
contrast, close to the outer boundary near the equator (point p9), positive mean zonal flow
starts to grow, becoming comparable to the negative circulations if the Rayleigh number
is further increased. This prograde differential rotation near the equator at the outer
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surface was also found in gallium experiments [6], or in numerical simulations [114] for
Prandtl numbers σ = 0.1, 1, 10 and stress-free boundary conditions. It has been pointed
out in [114] for σ ≤ 1 that the mean zonal flow remains nearly constant along the axis
of rotation as a consequence of the Taylor-Proudman constraint. This can be observed
on Fig. 5.40, in which the points p3 and p4 and p5 and p7, each pair at a similar distance
of the axis of rotation, exhibit nearly the same mean zonal flow. In the case of p6 and
p8, also at slightly different distance from the axis of rotation, the mean zonal flow is (in
modulus) larger at low latitudes (p8). At this distance from the axis, the radial variation
of the mean zonal flow is stronger.
               
Figure 5.41: From left to right, contour plots of the azimuthally averaged azimuthal
component of the velocity field [vϕ] on a meridional section, at Ra = 3.42 × 105, Ra =
5.1× 105, Ra = 7.5× 105, Ra = 106, and Ra = 2× 106, respectively.
In Fig. 5.41 the contour plots on a meridional section of a snapshot of the azimuthally
averaged azimuthal component of the velocity field, [vϕ], are shown for five representative
Rayleigh numbers Ra = 3.42 × 105, Ra = 5.1 × 105, Ra = 7.5 × 105, Ra = 106, and
Ra = 2× 106. The scale of colours is different for each figure. Blue and red colours mean
retrograde and prograde [vϕ], respectively. In this sequence the above mentioned tendency
of the negative circulations to expand to a wider region of the spherical shell, and the
existence of positive circulations at low and mid latitudes close to the outer boundary, can
be observed. With increasing Ra, the polar circulations start to develop, and the validity
of the Taylor-Proudman constraint is progressively lost. At Ra = 2× 106, the equatorial
symmetry is broken although the flows maintain a recognisable columnar structure.
To determine the importance of the azimuthal flows, the contour plots of a snapshot of
the azimuthal component of the velocity field on a sphere, on the equatorial plane, and on
a meridional section, are shown in Fig. 5.42 for the five representative Rayleigh numbers
of Fig. 5.41 at the same time instant. The spherical sections are shown with a polar view
and are taken at r = ri + 0.975d cutting the maxima of positive circulations. Meridional
sections are taken at ϕ = 0. In this contour plots red/blue colours mean positive/negative
values. The remarkable feature of this figure is that almost all the solutions exhibit the
129
         
         
         
         
         
Figure 5.42: From top to bottom, contour plots of the azimuthal component of the velocity
field, vϕ, on a sphere, on the equatorial plane, and on a meridional section, at Ra =
3.42× 105, Ra = 5.1× 105, Ra = 7.5× 105, Ra = 106, and Ra = 2× 106, respectively.
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Figure 5.43: Time average of the modulus of the velocity field, ||v||, plotted versus the
Rayleigh number Ra at spherical surfaces of radius (a) r = ri + (ro − ri)/7, (b) r =
ri + (ro − ri)/2, and (c) r = ri + 6(ro − ri)/7. The colours mean: θ = π/8 red, θ = π/4
green, and θ = 3π/8 blue.
difference between the size of positive and negative vortices. At Ra = 3.42 × 105 both
vortices are of similar size, but at higher Ra the size of the negative vortices (blue) is
significantly smaller than the size of those positive (red). At the higher Rayleigh numbers,
the azimuthal extend of the vortices is clearly larger than the radial one. The scale of
the vortices decreases filling the shell, but some of them remain connected giving rise to
large-scale structures.
The time-averaged modulus of the velocity field ||v|| at pi, i = 1, . . . , 9, is plotted in
Fig. 5.43 versus Ra. At low Ra ≈ 2×105, ||v|| is similar at the points pi, i = 5, 7, 6, 8, and
more or less an order of magnitude greater than ||v|| at the other points. Thus, convection
is mainly localised in a cylindrical layer outside and close to the tangent cylinder. Notice
that as in the case of the mean zonal flow, the Taylor-Proudman constraint is reflected in
the sense that each pair of points p3 and p4, p5 and p7, and, p6 and p8, located at similar
distance of the axis of rotation, has nearly the same ||v||.
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As Ra increases, ||v|| increases in all pi, but at a different rate. For instance, the
increase of ||v|| is bigger inside the tangent cylinder. The slopes of the red curves (points
p1 and p2) in Fig. 5.43(a, b)) provide this information. However, at Ra ≈ 4× 105 which
is roughly 2Rac, the rate of increase of ||v|| is similar for all the points. Maybe, this value
could be considered the critical Rayleigh number at which the polar convection defined
in [127] by Eq. (2.7) gets the level of the regions outside the tangent cylinder. Our results
also agree with [114] because the amplitude of convection near the poles begins to increase
rapidly when Ra ∈ [3Rac, 5Rac]. Beyond Ra ≈ 6× 105 (O(3Rac)), all the curves start to
converge indicating that the regime of fully developed convection is progressively being
achieved.
5.5 Numerical asymptotic limit
The physical properties computed in this section are compared with the numerical results
obtained in [29] for stress-free boundary conditions. In that paper it is assumed that at
low E and high Ra the viscosity is of secondary importance because the convection is
maintained predominantly by the balance of buoyancy, Coriolis and inertial forces. Thus,
the physical properties are expressed as a function of the modified Rayleigh number
Ra∗ = RaE2σ−1,
which does not depend on the viscosity and the thermal diffusivity. The modified Nusselt
number
Nu∗ = NuEσ−1
is independent of the thermal diffusivity. For geophysical applications it is more useful to
obtain the physical properties of the fluid as a function of the Rayleigh number based on
the heat flux transport
Ra∗q = Ra
∗Nu∗,
instead of on the temperature contrast, which is more difficult of estimating.
In order to compare our results with [29], the differences between our dimensionless
parameters (defined in Eq. (4.5), Sec. 4.2, Chapter 4) and those used in [29] must be taken
into account. In this case the only difference is in the Rayleigh numbers
(Ra)C =
1
(1− η)Ra, (Ra
∗)C =
1
(1− η)Ra
∗, (Ra∗q)
C =
1
(1− η)Ra
∗
q ,
where the super-index C indicates, from now on, a parameter as it is defined in [29]. Our
definition of the physical properties such as the kinetic energy density K, the Reynolds,
Re, Rossby, Ro, and Nusselt, Nu, numbers (see Table 5.1) is the same as in [29]. We
have checked that Eq. (2.11) of [29] should contains the 1/2 factor like here (Eq. (5.1))
by computing some K values with stress-free boundary conditions and σ = 1.
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The time averaged physical properties, the numerical resolutions, and the type of
azimuthal symmetry imposed to obtain the solutions are indicated in Table 5.3. We have
compared our results with those of [29] computed with σ = 1 and σ = 0.3. Notice that
Ra∗/Ra∗c Re Rep Kt/K Nu σKp Nr L md
E = 10−4
1.08 15.7 8.7 0.69 1.005 ≈ 0 32 54 1
1.62 41.2 19.1 0.79 1.02 0.27 32 54 1
2.69 117.5 49.1 0.82 1.10 0.04 32 54 1
5.39 258.0 105.8 0.83 1.27 0.21 32 54 1
8.08 466.1 201.0 0.81 1.64 0.22 40 64 2
10.78 678.2 311.9 0.79 2.10 0.17 50 84 2
16.16 983.9 495.6 0.75 2.84 0.16 50 84 2
26.94 1393.2 779.7 0.69 3.94 0.14 70 128 2
37.70 1677.1 983.2 0.66 4.68 0.11 70 128 2
53.88 2144.6 1303.4 0.63 5.77 0.085 80 160 2
E = 3.162× 10−5
1.26 27.7 14.1 0.74 1.008 ≈ 0 32 54 2
1.57 47.7 21.8 0.79 1.018 ≈ 0 32 54 2
3.14 174.5 65.1 0.86 1.1 0.30 50 84 2
6.28 449.8 161.0 0.87 1.33 0.20 50 84 2
9.42 770.7 297.0 0.85 1.71 0.17 50 84 2
12.56 1103.1 443.9 0.84 2.21 0.20 50 84 2
15.70 1359.6 572.1 0.82 2.63 0.14 50 84 2
31.40 2214.3 1008.5 0.79 4.2 0.12 70 128 2
78.50 4011.4 2113.5 0.72 7.83 0.13 80 192 2
E = 8.165× 10−6
1.21 32.5 16.7 0.74 1.006 ≈ 0 50 84 4
2.77 250.7 98.8 0.84 1.12 0.40 50 84 4
5.28 604.1 220.1 0.87 1.3 0.31 70 128 4
10.41 1342.1 494.1 0.86 1.77 0.23 70 128 4
20.81 2666.2 1066.3 0.84 3.22 0.18 80 192 4
27.75 3330.5 1349.7 0.83 4.03 0.14 80 192 4
41.62 4383.9 1820.5 0.83 5.45 0.15 80 192 4
Table 5.3: Relative modified Rayleigh number Ra∗/Ra∗c , mean Reynolds and poloidal
Reynolds numbers, Re and Rep, mean ratio of the toroidal to the total KED, Kt/K, mean
Nusselt number, Nu, relative variance of the poloidal KED, σKp, numerical resolutions,
Nr and L, and imposed md-fold azimuthal symmetry for three Ekman numbers.
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(Ra∗)C/(Ra∗c)
C = Ra∗/Ra∗c so the comparison is straightforward. We have found larger
Re and Rep values, and smaller Nu at high Ra
∗. For instance, at E = 10−4, σ = 0.1
and Ra∗/Ra∗c = 53.88 we obtain Re = 2144.6, Rep = 1303.4 and Nu = 5.77 while at the
same E, σ = 1 and Ra∗/Ra∗c = 50.0, the author of [29] obtain Re = 977.0, Rep = 235.0
and Nu = 8.55. At E = 10−4, σ = 0.3, and Ra∗/Ra∗c = 49.5, he obtains Re = 1530.0,
Rep = 518.0 and Nu = 6.62. Notice that although σ = 0.3 is not far from σ = 0.1 our
values of Re and Rep are much more larger, suggesting that, at the same supercritical
conditions, convection is more vigorous with non-slip boundary conditions. In order to
quantify the degree of time dependence of the convection, the normalised variance of
the poloidal kinetic energy density, σKp, was obtained in [29]. At Ra
∗/Ra∗c = 53.88,
E = 10−4 and σ = 0.1 we obtain σKp = 0.085 similar to σKp = 0.08 computed there
at Ra∗/Ra∗c = 49.5, E = 10
−4 and σ = 0.3, and significantly smaller than σKp = 0.12
computed there at the same E, Ra∗/Ra∗c = 50.0, but with σ = 1. Thus it seems that σKp
depends more strongly on σ than on the type of boundary conditions.
Figures 5.44 and 5.45, analogous to Figs. 6 and 7 of [29], respectively, show the time
averages of the physical quantities Ro, K/Knz, Rop, Nu
∗, and Roz as a function of Ra
∗,
and of Ra∗q , respectively, for three Ekman numbers E = 10
−4, 3.165× 10−5, 8.165× 10−6.
They are qualitatively very similar to those of [29], but quantitatively several differences
can be observed due to the use of non-slip boundary conditions and the influence of σ.
This influence was studied in [29] by computing also the curves for E = 10−4 at the
Prandtl numbers σ = 0.3 and σ = 3. In the following we shall compare our results for
E = 10−4 (curve of squares in Fig. 5.45) with those corresponding to σ = 0.3 in [29]
(curve of stars in Fig. 11) which match with our σ = 0.1 results, in order to understand
better the differences due to the different type of boundary conditions. For the analysis
we take into account that in the latter figure of [29] there is a typo, and that crosses
correspond to σ = 3 and stars to σ = 0.3. The starred curve of [29] falls in the range
(Ra∗q)
Cσ−1/4 ∈ [2 × 10−5, 2 × 10−3], i.e., (Ra∗q)C ∈ [1.5 × 10−5, 1.5 × 10−3], which means
that Ra∗q/(Ra
∗
q)c ∈ [4.1, 49.5], and
Ro ∈ [0.0074, 0.15], K/Knz ∈ [3, 12], Rop ∈ [0.0012, 0.052], Nu∗ ∈ [0.00035, 0.0022],
while in the same relative interval, which corresponds to Ra∗q ∈ [10−5, 10−2], our physical
properties give
Ro ∈ [0.0015, 0.21], K/Knz ∈ [1.08, 1.95], Rop ∈ [0.00087, 0.131], Nu∗ ∈ [0.001, 0.0058].
The squared points of the curve are tabulated in Table 5.3 (10 first rows), and, anal-
ogously, the starred points are in Table 4 of [29]. As has been mentioned in [29], the
time-averaged Rossby number obtained only for the poloidal component of the veloc-
ity Rop, measures the vigour of the convective vortices because the radial heat is only
transported by the poloidal component. Then, our results indicate that the strength of
the
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Figure 5.44: Time-averaged properties: (a) Rossby number, Ro, (b) ratio of the total
to the non-zonal kinetic energy densities, K/Knz, (c) poloidal Rossby number, Rop, (d)
modified Nusselt number, Nu∗, and (e) zonal Rossby number, Roz, versus the modified
Rayleigh number, Ra∗. The symbols mean: () E = 10−4, (∗) E = 3.165× 10−5 and (+)
E = 8.165× 10−6.
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Figure 5.45: Time-averaged properties: (a) Rossby number, Ro, (b) ratio of the total
to the non-zonal kinetic energy densities, K/Knz, (c) poloidal Rossby number, Rop, (d)
modified Nusselt number, Nu∗, and (e) zonal Rossby number, Roz, versus the flux-based
Rayleigh number, Ra∗q. The symbols mean: () E = 10
−4, (∗) E = 3.165× 10−5 and (+)
E = 8.165× 10−6.
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radial flow is larger in the case of non-slip boundary conditions with slightly smaller σ
at the higher relative Rayleigh numbers. Moreover, the ratio K/Knz differs significantly.
Our results are clearly smaller reflecting that the contribution of the zonal flow is weak,
but there are some maxima at which it is roughly the 50% of the kinetic energy density.
This value is significantly larger than the 10% − 20% found in [10], also with non-slip
boundary conditions at similar E and η, and Ra about six times the critical, but for
σ = 1. For a fixed Ra∗/Ra∗c , the increasing of the ratio K/Knz with decreasing σ was
also confirmed in [29]. This suggests that small σ values can favour zonal circulations
at intermediate regimes (see Fig. 6(c) of [29]) independently of the type of boundary
conditions. Finally, for most of the solutions shown in Table 5.3 the Nusselt numbers are
slightly larger than those of Table 4 in [29], exept for the strongly supercritical solutions
with Ra∗/Ra∗c > 35. This fact indicates that the zonal flow weakens faster in the stress-
free case. As Nu∗ = NuEσ−1, and our Prandtl number is lower, we obtain always larger
modified Nusselt numbers.
In Figs. 5.44 and 5.45, plotted for various E, it is observed that Roz tends to reach
constant values for sufficiently large Ra∗ and Ra∗q , respectively. As a consequence there
is a change in the sign of the slope of K/Knz. In [29], this change was attributed to a
gradual loss of geostrophy of the flow columns, and a corresponding decorrelation of the
Reynolds stresses. These latter, drive the large-scale zonal flow when the azimuthal and
cylindrical radial components of the velocity field are correlated. Beyond the maximum of
K/Knz, the regime of fully developed convection without equatorial symmetry and high
heat transfer rates begins. For E = 10−4, the maximum is close to Ra∗ = 0.15 in Fig. 5.44,
and Ra∗q = 3 × 10−4 in Fig. 5.45, namely it is roughly six times the critical. The flow
patterns of the solutions computed before and after the maximum were shown in Figs. 5.37
and 5.38. As in [29], for fixed Ra∗ (Ra∗q) and decreasing E, there is a convergence of the
solutions in the limit E → 0, and possible asymptotas are included in Fig. 5.44 (Fig. 5.45).
They are computed by only taking the highest Ra∗ (Ra∗q) values of each E, except for Roz
in which figure the region of saturation at high Ra∗ (Ra∗q) is discarded. We proceed in
this way because we are interested in obtaining the extrapolation at low Ra∗ (Ra∗q) (see
Sec. 5.7), and the asymptota would supply and upper bound of Roz. The solutions at the
highest Ra∗ (Ra∗q) correspond to the last row of each block of Table 5.3. The parameters
and the statistical errors of the fittings a(X)b, with X = Ra∗(Ra∗q), and the potential
laws are shown in Table 5.4, and in Eqs. (5.2-5.6) and Eqs. (5.7-5.11), respectively.
Ro = 0.21(Ra∗)0.73, (5.2)
K/Knz = 1.2(Ra
∗)−0.31, (5.3)
Rop = 0.13(Ra
∗)0.92, (5.4)
Nu∗ = 0.0057(Ra∗)1.2 (5.5)
Roz = 0.15(Ra
∗)0.68. (5.6)
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X Property(X) a ǫ(a) b ǫ(b)
Ro 0.21 0.0027 0.73 0.026
K/Knz 1.2 0.077 −0.31 0.052
Ra∗ Rop 0.13 0.0027 0.92 0.054
Nu∗ 0.0057 0.00016 1.2 0.094
Roz 0.15 0.0072 0.68 0.024
Ro 1.3 0.045 0.35 0.0061
K/Knz 0.49 0.055 −0.17 0.015
Ra∗q Rop 1.2 0.023 0.43 0.0034
Nu∗ 0.093 0.011 0.54 0.021
Roz 0.97 0.32 0.36 0.036
Table 5.4: Coefficients and their absolute errors ǫ of the potential laws a(X)b, X =
Ra∗, Ra∗q, for the time-averaged Rossby number, Ro, ratio of the total to the non-zonal
kinetic energy densities, K/Knz, poloidal Rossby number, Rop, modified Nusselt number,
Nu∗, and zonal Rossby number, Roz.
Ro = 1.3(Ra∗q)
0.35, (5.7)
K/Knz = 0.49(Ra
∗
q)
−0.17, (5.8)
Rop = 1.2(Ra
∗
q)
0.43, (5.9)
Nu∗ = 0.093(Ra∗q)
0.54, (5.10)
Roz = 0.97(Ra
∗
q)
0.36. (5.11)
Analogous power laws than those of Eqs. (5.2-5.6) and Eqs. (5.7-5.11), were given in
Eqs. (3.1-3.4) and Eqs. (3.5-3.8) in [29] for σ = 1 and stress-free boundary conditions. By
comparing his results for σ = 0.3, 1 and 3 the author found a universal power law for
(Ra∗q)
Cσ−1/4. The asymptotic lines are given by his Eqs. (3.5-3.8) by replacing (Ra∗q)
C by
(Ra∗q)
Cσ−1/4. In order to determine the deviation with respect to the non-slip boundary
conditions, we have computed the corresponding prefactor of the modified power laws
(Eqs. 3.5-3.8) for σ = 0.1 and our Ra∗q. It results that
Ro = 0.79(Ra∗q)
1/5, (5.12)
K/Knz = 0.24(Ra
∗
q)
−2/5, (5.13)
Rop = 0.81(Ra
∗
q)
2/5, (5.14)
Nu∗ = 0.13(Ra∗q)
5/9. (5.15)
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The exponents of the power laws for Rop and Nu∗ of Eqs. (5.9) and (5.10), agree
very well with Eqs. (5.14) and (5.15), respectively. The prefactor is slightly smaller for
Nu∗ and slightly larger for Rop, in agreement with the preceding comparison, i.e., at
highly supercritical parameters the radial heat transport is more efficient in the stress-
free case despite the larger Rop value of the non-slip case. As has been noticed previously,
the Ra∗q dependence of Ro, and K/Knz differs substantially (compare Eqs. (5.7) and
(5.8) with Eqs. (5.12) and (5.13)). These differences are not surprising because the latter
properties are influenced by the zonal flow, which is clearly sensible to the different types of
boundary conditions. In the following section the numerical fittings obtained for the time-
averaged quantities will be contrasted with scalings obtained in previous experimental
studies [6, 104, 41].
5.6 Comparison with experimental results
In this section, the numerical results and the scaling laws for the physical quantities (whose
definitions are summarised in Table 5.1, Sec. 5.2), obtained in the previous sections, are
compared with some experimental results for liquid gallium in [6] in a set-up with our
same radius ratio η = 0.35, with an experiment with liquid sodium [104], and finally, with
the more recent experiment with gallium [41]. The use of non-slip boundary conditions
is adequate for this comparison.
Two experimental fluids with different σ are used in [6], gallium (σ = 0.027) and water
(σ = 7). For the former, which matches better with σ = 0.1, the results are obtained for
10−7 < E < 10−6 and Rac < Ra < 10Rac. Although their E is two orders of magnitude
smaller than ours, some significant similarities are found. It is important to notice that
our dimensionless parameters (defined in Eq. (4.5), Sec. 4.2, Chapter 4), as well as the
time and length scales used to obtain our dimensionless equations, are the same as those
used in [6]. Then the comparison is straightforward.
All the flow patterns described in [6] for the liquid gallium are turbulent, even at Ra =
1.2Rac. This contrast with our results in which windows of periodic and quasiperiodic
motions appear in this range of Ra. This is not surprising because it is well known that
the interval of Rayleigh numbers where this type of motions occur decreases as σ or E
decrease. In addition, the experimental set-up is not well suited for fluids near the onset
of convection, so it was difficult to find experimentally quasiperiodic motions in the low
range of parameters. For the same reason, they were unable to find intermittent motions
such as those shown in section 5.3.2, or those studied in [51], and [29]. Our results close
the possibility, pointed out in [6], that non-slip boundary conditions prevent the system
from developing intermittent flows near the onset of convection.
The measurements of [6], suggest that the radial size of the cell of convection generally
increases with Ra. This occurs also for their estimates of the lateral extend of the cell.
These features can be also observed in our contour plots of Secs. 5.3.6, and 5.4, at E =
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10−4. On the other hand, the time-averaged azimuthal velocity vϕ measured in [6], along
the radial distance between the two boundaries at the equator, is retrograde near the inner
cylinder, while remains prograde far away. This feature is also shared by our numerical
results of the mean zonal flow [vϕ] (see Sec. 5.4). To quantify the convective part of the
flows, the authors of [6] measured the variance of the radial component of the velocity
field defined as σ∗vr =
√
(vr − vr)2, at the radial distance where it is maximum, i.e., at
r = rmax, which falls near the inner boundary. They obtain that the values of σ
∗
vr and
vϕ are comparable and both increase when E is decreased. We have observed the same
behaviour between our estimates of the convective Rop, and zonal Roz contributions to the
flow (compare Figs. 5.44(c) and 5.44(e)), although these estimates are volume averages.
In Fig. 5.46(a), −[vϕ]d in mm/s, computed near the inner boundary and close to the
equator (see figure caption) is shown versus Ra/Rac − 1 for E = 10−4, E = 3.16× 10−5,
and E = 8.165× 10−6. Assuming that σ = 0.1 corresponds to the Prandtl number of the
Earth’s outer core, we take ν = 1×10−6 m2/s estimated by [91], to obtain the dimensional
values. In addition, by considering the shell gap of the experiment d = 0.07 m, we get
[vϕ]
d = 0.014[vϕ] mm/s. To facilitate the comparison the measures of −vϕd for gallium at
E = 1.5× 10−6 and water at E = 2.4× 10−6, taken from [6], are superposed in the same
figure. They are taken at the equator and also near the inner boundary. In spite of dealing
with global and local quantities at different E, the order of magnitude of −[vϕ]d and −vϕd
and the tendency of the curves are coherent. As can be seen in the figure, our curve
falls between those experimental reflecting the intermediate σ value, despite the great
difference in E. On the other hand, as it has been seen in Sec. 5.5, for each decreasing
E there is an increasing Ra from which −[vϕ] remain constant, i.e. when E → 0 the
saturation of the solution might be delayed to Ra → ∞. This phenomenon can also be
identified in the local measurements of [6] (see their Fig. 8).
The set of scaling laws derived in [22], under the assumptions of negligible dissipation
in the outer Ekman layer and quasi-geostrophic approximation were adopted in [6] when
inertia dominates the dynamics. In particular, for the Rossby number based on the
variance of the radial component of the velocity field Roσ∗vr = σ
∗
vrE, they obtain Roσ∗vr ∼
(Ra∗q)
2/5. Notice that Roσ∗vr refers to a time-averaged quantity despite it does not have an
overline. This fact is indicated by the subindex which refers to the variance of vr. This
power law agrees with their experimental results at r = rmax, and also with our numerical
results forRop, although this latter is volume-averaged. Remember that Eq. (5.9) obtained
in Sec. 5.5, gives the exponent 0.43. However, in the quantification of the zonal flow the
situation is different. From the equation of the time-averaged azimuthal component of
the velocity the scaling law
|vϕ| ∼ (RaNuσ−2)4/5E9/10 = (Ra∗q)4/5E−3/2, (5.16)
was derived in [6]. In order to compare with the experimental data they assumed a
constant Nusselt number because no experimental data for the heat flux were available.
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Figure 5.46: (a) Time average of the dimensional azimuthally-averaged azimuthal com-
ponent of the velocity field −[vϕ] in millimetres per second, at r = ri + (ro − ri)/7 and
θ = 3π/8, plotted versus Ra/Rac − 1. (b) Same as (a) but for −[vϕ] in dimensionless
form and normalised with Ra
4/5
c σ−8/5E9/10. (c) Same as (b) but normalised with E−1 and
plotted versus the flux-based Rayleigh number Ra∗q . (d) Flux-based Rayleigh number Ra
∗
q
normalised by E3/2 and plotted versus Rac/Ra − 1. The symbols mean: () E = 10−4,
(∗) E = 3.16 × 10−5 and (+) E = 8.165 × 10−6. Moreover, ▽ and ⊙ correspond to
experimental measures of liquid gallium and water, respectively, taken from [6].
To support this approximation, they argued that variations of Nu are not dramatic when
compared to those of Ra. Figure 5.46(b) shows −[vϕ] (at the same spherical coordinates as
in Fig. 5.46(a)) normalised by Ra
4/5
c σ−8/5E9/10. The same dependence is shown in Fig. 12
of [6] but for −vϕ evaluated at r = rmax at the equator. We find a linear dependence with
a prefactor of 0.1 while they found as exponent 4/5. The slope is larger in our case, but
the fitting is poor (about 10% of error in the exponent and 40% in the prefactor). The
region in which [vϕ] tends to constant is not considered in the fitting.
Our scaling relations for the mean zonal flow differ from those of the mean azimuthal
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velocity given by Eq. (5.16). As can be seen in Fig. 5.46(c) we obtain
− [vϕ]E = 0.4(Ra∗q)0.40, at r = ri + (ro − ri)/7 and θ = 3π/8. (5.17)
The error for the exponent is about 3% and for the prefactor about 10%. For the reasons
explained before, in this case, the regression is performed by using the largest Ra∗q points
corresponding to the lowest E curve. At other radial distances (not shown in the figure)
we have found
− [vϕ]E = 0.1(Ra∗q)0.35, at r = ri + (ro − ri)/2 and θ = 3π/8, (5.18)
[vϕ]E = 0.1(Ra
∗
q)
0.40, at r = ri + 6(ro − ri)/7 and θ = 3π/8. (5.19)
Notice that close to the outer boundary the mean zonal flow is positive, and in modulus
it is four times smaller than close to the inner boundary. From Eqs. (5.17-5.19) it is easy
to see that for E and Ra∗q tending to zero −[vϕ] becomes larger at r = ri + (ro − ri)/2.
The Rossby number based on the mean zonal flow, Ro[vϕ] = |[vϕ]|E given by Eq. (5.17),
exhibit a slightly different power law dependence than the time-averaged zonal Rossby
number Roz given by Eq. (5.11) and defined in Table 5.1. The ratio of the latter to the
former increases slowly from 3 at Ra∗q = 10
−2 to 10 at Ra∗q = 10
−15 meaning perhaps that
at very low Ra∗q values, the axisymmetric part of the poloidal component of the velocity
field (which contribute to Roz and does not do it to Ro[vϕ]) starts to be important.
In order to check that the discrepancies between the fittings of Eq. (5.16) and Eq. (5.17)
are not due to having not reached the very high Re regime, which is characterised by the
conditions given in Eq. (18) of [6], the quantity Raqσ
−2E3/2 = Ra∗qE
−3/2 is plotted versus
Ra/Rac− 1 in Fig. 5.46(d). As in [6], all the values are larger than 10, which ensures the
validity of the inertial regime. According to [41], Eq. (5.16) may be inadequate because
the increase of the characteristic length scale is neglected, and also because the length
scale is obtained from the convective instead of the azimuthal velocity.
Recently, an experiment in liquid sodium (σ = 0.01), with a set-up similar to that
used in [6], was performed [104]. Ekman numbers ES = E down to 10−8 and Rayleigh
numbers RaS = Ra up to 109 were reached. The super-index S means values used in [104].
Notice that in Table 1 of [104] there is a typo and the Ekman number should be E =
ν/(Ωd2). Their definition of the Rayleigh number includes the centrifugal (Ω2r), instead
of the gravity term (γr), because they model the gravity by the centrifugal acceleration.
However, they use our definition of the Rayleigh number (Eq. (4.5) of Sec. 4.2 in Chapter 4)
in their comparisons with other studies, such as [6]. Thus it seems that they are assuming
Ω2 = γ.
Small-scale convective, as well as large-scale zonal flows, were observed in [104]. The
latter being estimated from the time average of the azimuthal velocity, which they measure
in m/s from temperature probes situated close to the inner surface near the equator. This
time-averaged velocity will be noted by vϕ
d, from now on. At this point they found vϕ
d
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Figure 5.47: (a) Time average of the azimuthally-averaged azimuthal component of the
velocity field [vϕ], at r = ri+(ro−ri)/7 and θ = 3π/8, normalised by E and plotted versus
Ra. (b) The convective heat flux (Nu−1)Raσ−2 plotted versus Rep2E−1/3. (c) Frequency
spectra of the temperature perturbation for E = 3.16×10−5 in Hz. They correspond, from
bottom to top, to Ra = 4× 106, Ra = 8× 106, and Ra = 5× 107, respectively. (d) Knee
frequency fc plotted versus Ra. The symbols mean: ⊡ (E = 10
−4), ∗ (E = 3.16× 10−5)
and + (E = 8.165× 10−6). The solid line is our fitting, and the dashed that of [104].
retrograde as occurs in our numerical results for [vϕ] and in the experiments of [6]. In
contrast to this latter study, the authors of [104] suggest a scaling relation |vϕ| ∼ RaSES
by balancing Coriolis and buoyancy forces. The same relation is obtained if it is supposed
that the azimuthal motions come from thermal winds. Although the exponent of Eq. (5.9)
for the convective flow, Rop, agree with [6], the exponent of our numerical fitting for the
mean zonal flow (Eq. (5.20) below) agree better with those of |vϕ|d given in Eq. (8)
of [104]. This is shown in Fig. 5.47(a) where −[vϕ]/E is plotted versus Ra. The solid line
corresponds to the relation
− [vϕ] = 1.3RaE, at r = ri + (ro − ri)/7 and θ = 3π/8. (5.20)
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and at other radial distances (not shown in the figure)
− [vϕ] = 0.04Ra1.15E, at r = ri + (ro − ri)/2 and θ = 3π/8, (5.21)
[vϕ] = 0.3RaE, at r = ri + 6(ro − ri)/7 and θ = 3π/8. (5.22)
The first law can be compared with |vϕ|d = (7κ/d)RaSES, derived in [104]. Notice
that in this formula there is a factor 2 with respect their Eq. (8), which has a typo. In
viscous units for σ = 0.01 it gives |vϕ| = 350RaSE. Although the relation of | [vϕ] | and
|vϕ| with Ra and E is the same, the comparison reflects the dependence of the zonal flows
on σ. Other factors that can contribute to the difference are that | [vϕ] | is an azimuthally
averaged quantity, and |vϕ| is not, the probe is located closer to the inner sphere than our
results, and the perturbation introduced by axis of rotation in the experiment. Notice
that Eq. (5.21) indicates again the strong strength of the mean zonal flow in the centre
of the shell at high Ra.
Up to now two different scalings for the mean zonal flow (Eq. (5.17) and Eq. (5.20))
have been obtained but, as it will next be shown, they are consistent despite the not very
accurate determination of the fittings. If they are rewritten as a function of Ra∗ one can
check that both are consistent. Equation (5.20) is equivalent to y1 = −[vϕ]E = 1.3σRa∗,
and by using Eq. (5.5), Eq. (5.17) transforms into y2 = −[vϕ]E = 0.05(Ra∗)0.88. It is easy
to see that y1/y2 ≈ 26σ(Ra∗)0.12, and that for σ = 0.1, y1/y2 ∈ [0.1, 10] for the wide range
of Ra∗ ∈ [10−12, 105], y1/y2 being nearly the unity close to Ra∗ = 10−4. So, both laws
are compatible. This range includes the values of Fig. 5.44 and, as it will shown in next
section, values similar to those of the Earth’s outer core conditions.
Another feature that our results share with those of [104] and also [75] is that, for
each E computed, the zonal contribution of the flow saturates at the highest Ra. This
tendency remains clear in the mean zonal flow of Figs. 5.46(a, b, c), and Fig. 5.47(a), and
is clearly exhibited by the curves corresponding to the larger E (see the E = 10−4 curves).
This is also confirmed by the saturation of Roz, and by the decreasing of the ratio K/Knz
in Figs. 5.44 or 5.45, corresponding to high Ra∗ and Ra∗q values. Then, when using the
mean zonal flow scalings (Eq. (5.17) or Eq. (5.20)) to extrapolate real geophysical values,
the results must be taken as an upper bound.
As was mentioned in [6] or in [104], low σ fluids are not suitable for heat transfer. In
the latter experiments with liquid sodium the Nusselt number never exceeds 2. In our
case, at a slightly larger σ = 0.1, Nu is always lower than 8 (see Table 5.3) and very
similar to that shown in Table 4 of [29] for σ = 0.3 and stress free boundary conditions.
Following [49, 105] the scalar relation (NuS − 1)RaSσ−2 ∼ (ReS)2(ES)−1/3 was derived
in [104] for the convective heat flux. It was obtained by balancing the global and the local
energy dissipation of the convective cells using an estimation of the convective cell size at
the onset. When they assume ReS = USd/ν, being US = Ωd
√
α∆T their estimation of the
convective velocity, the relation agreed with their experimental results of the convective
heat flux. It was measured at the outer part of the apparatus at mid latitudes. However,
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they do not give the prefactor of the fitting and thus we can only compare the exponents.
In terms of our dimensionless parameters the above relation reads (Nu − 1)Raσ−2 ∼
Rep
2
E−1/3. We have checked this scaling from Fig. 5.47, where (Nu− 1)Raσ−2 is plotted
versus Rep
2
E−1/3. The results agree with those of [104] at small and moderate Rep, when
the slope of the solid line is is 0.98 with 9% of error (the prefactor is 218 with an error
of 40%), but we predict a larger increase at high RepE
−1/3. For these values the relation
estimated from the dashed line is
(Nu − 1)Raσ−2 = 4× 10−2(Rep2E−1/3)1.45. (5.23)
One source of the differences could come from the dependence of the heat transfer on the
latitude [104]. In our results the convective heat transfer in Fig. 5.47 is taken over the
whole outer boundary including the polar region, where convection is strongly developed
at high Rep. Notice that in Fig. 5.44 Nu∗ increases rapidly at high Ra
∗. In addition the
design of the apparatus prevents the development of convection in the polar regions while
in the numerical simulations this effect is not present. Finally it must be mentioned that
our numerical results are computed by imposing md-fold symmetry. All these differences
could explain the discrepancies found in both analysis. On the other hand, making use
of the definition of Ra∗q and assuming Nu ≈ Nu − 1 at high Rep, Eq. (5.23) can be
transformed into
Rop ≈ 3(Ra∗q)0.35E0.13, (5.24)
which is different from the scaling of Eq. (5.9) obtained in Sec. 5.5. Let us analyse in
more detail both scalings to see if they are compatible. Let y1 and y2 be the values of Rop
corresponding to Eq. (5.24) and Eq. (5.9), respectively. Then y1/y2 ≈ 0.4(Ra∗q)0.08E−0.13.
It is easy to see that for the small realistic E, y1/y2 ∈ [0.33, 3] for a wide range of Ra∗q,
including the values of Fig. 5.45. Therefore both scalings would give similar Rop values.
For instance, at E = 8.165 × 10−6, y1/y2 ∈ [0.33, 3] for Ra∗q ∈ [5 × 10−10, 4 × 102], and
y1/y2 = 1 at Ra
∗
q = 5 × 10−4. At very low E = 10−15, y1/y2 ∈ [0.33, 3] for Ra∗q ∈
[5× 10−26, 5× 10−14], and y1/y2 = 1 at Ra∗q = 10−19.
In contrast to our experience, and as in [6], periodic or quasiperiodic motions were
not found in the sodium experiments [104]. They obtained always non-periodic frequency
spectra from the time series of temperature probes taken close to the inner boundary and
at the equator. These spectra present a sharp change of slope at the critical frequency fc =
2.0Ω
√
α∆T (knee frequency). In Fig. 5.47(c), three frequency spectra for the temperature
perturbation Θ are shown. From bottom to top, they are plotted at Ra = 4 × 106,
Ra = 8×106, and Ra = 5×107, for fixed E = 3.16×10−5. In this case, a softer change of
slope towards the high frequencies, but also close to −5.7 (marked by the solid line), can
be appreciated. The knee frequency also increases with Ra, however the rate of increase,
for moderate σ, is larger than that for σ = 0.01. In Fig. 5.47(d) the knee frequency fc is
plotted versus Ra for the non-periodic solutions, and the values are shown in Table 5.5.
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E = 10−4 E = 3.162× 10−5 E = 8.165× 10−6
Ra/Rac f
d
c Sθ Ra/Rac f
d
c Sθ Ra/Rac f
d
c Sθ
1.08 ? 1 1.26 ? 1 1.21 ? 1
1.62 ? 1 1.57 ? 1 2.77 ? 1
2.69 ? 1 3.14 ? 1 5.28 0.09 1
5.39 0.02 1 6.28 0.04 1 10.41 0.25 0
8.08 0.035 0 9.42 0.07 0 20.81 0.35 0
10.78 0.045 0 12.56 0.09 0 27.75 0.4 0
16.16 0.05 0 15.70 0.11 0 41.62 0.5 0
26.94 0.07 0 31.40 0.12 0
37.70 0.12 0 78.50 0.3 0
53.88 0.09 0
Table 5.5: Relative Rayleigh number Ra/Rac, dimensional knee frequency f
d
c = (ν/d
2)fc
with ν = 10−6 m2 s−1 and d = 0.2 m, and equatorial symmetry (Sθ = 1 equatorially
symmetric and Sθ = 0 without equatorial symmetry), for three Ekman numbers. The
critical Rayleigh numbers Rasb of the symmetry breakings satisfy: Rasb ∈ [106, 1.5× 106]
for E = 10−4, Rasb ∈ [4×106, 6×106] for E = 3.162×10−5, and Rasb ∈ [1.5×107, 3×107]
for E = 8.165× 10−6.
The points fit to dimensional (Hz) law
fdc = 5× 10−6Ra0.65, at r = ri + (ro − ri)/7 and θ = 3π/8, (5.25)
represented by the solid line. We obtain 5% of error in the exponent, and 50% in the
prefactor. These errors are not excessive because of the uncertainty in determining fc
over figures like Fig. 5.47(c). With the error propagation, that of fc can reach more than
100%.
We have found some variation of the frequency with the radial distance for this tur-
bulent flows, part of which perhaps can be due to the uncertainty introduced by the large
errors
fdc = 6× 10−6Ra0.6, at r = ri + (ro − ri)/2 and θ = 3π/8, (5.26)
fdc = 5× 10−5Ra0.45, at r = ri + 6(ro − ri)/7 and θ = 3π/8. (5.27)
In this case the exponents are obtained with 8% of error, but that for the prefactor reach
50%.
The knee frequency of [104] in terms of our parameters is fdc = 2ν(σ
−1Ra)1/2/d2 (Hz).
By using σ = 0.01, ν = 7.1 × 10−7 m2/s and d = 0.2 m, corresponding to the liquid
sodium experiment gives
fdc = 3.55× 10−4
√
Ra. (5.28)
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It is included in Fig. 5.47(d). In the range of parameters studied it is one order of
magnitude higher in the experiment. The authors of [104] suggested that fc marks the
primary frequency at which the energy, not fully dissipated by the convective vortices, is
injected into the largest scales. Then by means of the large-scale flows it is also dissipated
in the viscous boundary layers. As can be seen in Table 5.5 and Figs. 5.37 and 5.38, the
equatorial symmetry breaking of the flow, and the fully developed convection at very high
latitudes, can be related with the existence of the knee frequency in the spectrum.
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Figure 5.48: Time-averaged zonal Reynolds number plotted versus the time-averaged
poloidal Reynolds number. The symbols mean: () E = 10−4, (∗) E = 3.16× 10−5 and
(+) E = 8.165× 10−6.
Finally, a last comparison with a gallium experiment [41], checked by the own au-
thors with quasi-geostrophic numerical simulations, is performed. At weak supercritical
regimes, they found a quadratic dependence between the volumetric root-mean-squared
radial and zonal velocities defined in Table 3 of [41] as U˜ =
[
1
V
∫
V
(σ∗vr)
2 dv
]1/2
and
U =
[
1
V
∫
V
(vϕ)
2 dv
]1/2
, where vϕ is the time-averaged azimuthal velocity and σ
∗
vr is the
absolute variance defined previously. In this situation the quadratic dependence of the
azimuthal motions reflects that the flow is driven by the Reynolds stresses, and the charac-
teristic length scale corresponds to that determined at the onset of convection. Conversely,
in the turbulent experiments, the authors derive a theoretical 4/3 power law for the zonal
and non-axisymmetric velocities. The scaling was obtained supposing that zonal and non-
zonal energy densities (see [41]) are of the same order. In this situation, and assuming a
two-dimensional nature of the flow, the characteristic length scale is explained in terms of
Rhines theory (see introduction of [41] and references therein). It corresponds to the scale
at which the energy is transferred to the zonal flow by Rossby wave vortex interaction.
As it is mentioned in [41], this scale is associated with the knee frequency fc of Eq. (5.25)
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or Eq. (29) of [104], and it depends on the magnitude of the external friction scale, which
tends to damp down the growth of the zonal flow.
To compare with [41] we will quantify zonal motions using the mean zonal Reynolds
number defined in Table 5.1 because our mean zonal flow [vϕ] is only averaged in longitude
and time. The difference with [41] is that they average only the azimuthal component
of the velocity. As mentioned in Sec. 5.5, the strength of our convective flow will be
estimated from the mean poloidal Reynolds number, instead from the volumetric average
of σ∗vr .
Figure 5.48 shows the mean zonal Reynolds number Rez, plotted versus the mean
poloidal Reynolds number Rep, for the three Ekman numbers. In the figure two different
regimes can be mainly identified. According to [41], in weak supercritical conditions
Rep ∈ [1, 30], the dependence shown by the solid line is quadratic Rez = 0.05(Rep)1.96,
within a 7% of error for the exponent and 50% for the prefactor. In this case, non-zonal
dominate over zonal motions, as can be seen in the ratio K/Knz of Figs. 5.44 and 5.45.
However, for values Rep > 30 we have obtained Rez = 2Rep within 5% of error for the
exponent, and 40% for the prefactor (dashed line). This linear relation differs from the
4/3 power law obtained in [41].
In the solutions belonging to this regime, the zonal contribution starts to be important
and thus the ratio K/Knz of Figs. 5.44 and 5.45 reaches the highest values. At sufficiently
high Rep, the mean zonal Reynolds number Rez seems to reach constant values for each
E, as happens for the mean zonal Rossby number of Figs. 5.44 and 5.45 and for the mean
zonal flow in Figs. 5.46 and 5.47. The dependence shown at low Rep agrees with the
scaling proposed by [41], however, they do not observe the linear dependence and the
tendency towards saturation of Rez at high Rep.
Figure 5.48 is analogous to Fig. 10 of [29] computed with stress-free boundary con-
ditions, σ = 1 and only E = 10−4. The change of quadratic dependence, from weak to
high supercritical regimes, was also found in [29]. As mentioned in Sec. 5.5, this fact
was attributed in [29] to a decorrelation of the Reynolds stresses due to a gradual lost
of geostrophy. However, this explanation is declined in [41], because they observed the
change of slope (from 2 to 4/3), and this effect is not possible in their quasi-geostrophic
model. In our three-dimensional simulations, we have found the same quadratic relation
as the quasi-geostrophic model [41], but our (and also that of [29]) change of slope is from
2 to 1. It is worth mentioning that the linear relation breaks down when the equatorial
symmetry of the solutions is lost. Then the slope of the ratio K/Knz becomes negative
(see Table 5.5 and Figs. 5.44(b) and 5.45(b)).
5.7 Estimations for the Earth’s outer core
In this section, some of the scalings obtained in Secs. 5.5 and 5.6 are used to extrapolate
values for the Earth’s outer core. Following [6] the flux-based Rayleigh number Ra∗q is
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obtained from the total heat flux at the core-mantle boundary (CMB), Q, that according
to [52] falls in the range [1,10] TW. For Q = 5 TW, physical coefficients given in the first
column (GSN12) of Table 5.6 and taken from [116, 91, 52], radial width of the Earth’s
outer core d = 2.3 × 106 m, Earth’s radius at the CMB, rCMB = 3.5 × 106 m, and
γ = 1.54× 10−6 s−2,
Raq =
αγrCMBQd
2
kκν
, (5.29)
gives Raq ≈ 3.5 × 1030. On the other hand, taking into account the estimated Ekman
number for the Earth’s outer core E = 2.6× 10−15 it results that Ra∗q ≈ 4.3× 10−12.
The mean Reynolds and Rossby numbers, Re and Ro, respectively, the mean dimen-
sional velocity U = ν/dRe, together with their poloidal, Up, and zonal, Uz, contributions,
and the mean zonal flow |[vϕ]d| at r = ri + (ro − ri)/7 and θ = 3π/8, are estimated and
their order of magnitude is included in the first column (GSN12) of Table 5.7. Notice in
that table that the values for the estimators of the zonal flow, such as |[vϕ]d|, Roz, etc...,
are in fact upper bounds (see Secs. 5.5 and 5.6).
In addition the orders of magnitude of the above mean quantities are compared with
the global Reynolds number, ReA, the dimensional variance of the radial velocity, (σavr)
d,
and the dimensional mean zonal flow, |vϕ|d obtained by [6], and with the convective-based
Reynolds number ReS and the convective dimensional velocity US obtained by [104]. This
comparison is summarised in Table 5.7.
Property GSN12 ABNCM01 SL05
Q (TW) 5 10 −
ν (m2/s) 10−6 7× 10−6 10−6
κ (m2/s) 8.6× 10−6 4× 10−6 5× 10−6
α (K−1) 1.3× 10−5 − −
K (Wm−1K−1) 60 − −
d (m) 2.3× 106 2.26× 106 2× 106
E 2.6× 10−15 10−14 10−15
σ 0.12 1 0.2
Raq 3.5× 1030 1030 −
Table 5.6: Physical coefficients and parameters used in the predictions for the Earth’s
outer core (η = 0.35). In column GSN12 the parameters are taken from [52], in ABNCM01
from [6], and in SL05 from [104].
By using Eq. (5.7) and Ro = ReE, Re ≈ 5.2 × 1010 is obtained. It is two orders of
magnitude larger than ReA ≈ 108 given in [6], respectively. One of the sources of this
difference is that our Ekman number is one order of magnitude smaller. However, our
results agree better by considering only the poloidal part of the velocity field as a measure
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Property GSN12 ABNCM01 SL05
Ro 10−4 − −
Re 1010 − −
U (m/s) 10−2 − −
Rop 10
−5 − −
Rep 10
9 − −
ReA − 108 −
ReS − − 108
Up (m/s) 10
−3 − −
US (m/s) − − 10−4
(σavr)
d (m/s) − 10−3 −
Roz ≤ 10−5 − −
Rez ≤ 1010 − −
Uz (m/s) ≤ 10−2 − −
|[vϕ]d| (m/s) ≤ 10−3 − −
|vϕ|d (m/s) − 10−2 10−4
K/Knz 10 − −
Uz/Up ≤ 1 − −
|vϕ|d/US − − 1
|vϕ|d/(σavr)d − 10 −
Ra 1023 − 1022
Ra∗q 10
−12 − −
Table 5.7: Comparison of the order of magnitude of some physical properties and parame-
ters for the Earth’s outer core for the authors of Table 5.6. The definitions of the physical
properties are summarised in Table 5.1, and ReA and ReS are the Reynolds numbers got
by [6] and [104], respectively.
of the convective flow. From Eq. (5.9) we obtain Rep ≈ 6.0×109, and taking into account
our values for ν and d, our dimensional poloidal velocity gives Up ≈ 2.6×10−3 m/s, which
is of the same order as the value (σavr)
d ∼ 10−3 m/s predicted in [6]. In contrast the
convective-based ReS estimated by [104] agree with ReA, and is one order of magnitude
smaller than the ours. There is the same difference between their US and our Up or (σ
a
vr)
d.
Our two estimators for the strength of the zonal flows are Uz and |[vϕ]d|. With Roz
given by Eq. (5.11), Uz ≈ 1.3 × 10−2 m/s, which is consistent with |vϕ|d ∼ 10−2 m/s
obtained in [6]. In the latter work, the ratio |vϕ|d/(σavr)d = O(10) is larger than ours
Uz/Up ≈ 5 = O(1). However, [64] found from geophysical observations that zonal veloc-
ities lower than the convective should be expected. This could be explained by the fact
that, for each E, the zonal flow tends to saturate at high supercritical Ra and, as it was
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mentioned in the previous sections, the scalings for the zonal flow are in fact an upper
bound.
On the other hand, the dimensional mean zonal flow |[vϕ]d| ≈ 1.9×10−3 m/s is obtained
from Eq. (5.17), and is one order of magnitude lower than Uz. As it was mentioned in
the previous section, Uz contains the poloidal contribution, which is not present in |[vϕ]d|,
and becomes noticeable at sufficiently low Ra∗q (E very low). In addition, Uz is volume-
averaged, |[vϕ]d| is taken in a point which maximises its value, and there are important
the errors in their potential fittings .
Notice that the mean zonal flow hardly exceeds by a factor 4 the value 5× 10−4 m/s,
estimated from the westward drift of the secular variation of the magnetic field, i.e.,
approaches rather well the real value. This approach is nearly exact near the CMB, where
we have obtained, from Eq. 5.19, |[vϕ]d| ≈ 4.8 × 10−4 m/s. Finally, it is important to
remark that the mean zonal flow, |[vϕ]d|, and the poloidal velocity, Up, are of the same
order. Specifically, we obtain |[vϕ]d|/Up ≈ 0.73 which approaches well the observations
of [64].
Our estimations of the Rayleigh number can be compared with Ra = 3 × 1022 (here
without typo) that [104] calculated from |vϕ|d = 5×10−4 m/s, which is the value estimated
from the westward drift of the secular variation of the magnetic field. By using this data
(or 4.8× 10−4) and Eq. (5.20), Ra = 3.4 × 1023 is obtained. Although it is one order of
magnitude higher than the former it remains of the same order than Ra = 1023 predicted
in a recent study [80].
Taking into account Eqs. (5.25-5.27), the kinematic viscosity, the radial width of the
Earth’s outer core (see Table 5.6) and the above predicted Ra, a large variation with
the radial distance of the estimated knee frequency for the core, f cc , close to equatorial
latitudes, is obtained. Specifically, f cc ≈ 7.5 × 10−5 Hz, near the inner boundary, f cc ≈
6.0×10−6 Hz in the middle of the shell, and f cc ≈ 1.5×10−8 Hz close to the outer boundary,
is found. Notice that we have obtained time scales for the convective motions ranging
from 4 hours near the inner boundary to 2 years in the outer. According this result it
seems that the energy is injected into the flow at different time scales depending on the
radial distance. The first frequency is more than two orders of magnitude larger than 10−7
given in [104], and calculated with the data also given in Table 5.6 and Ra = 3 × 1022,
therefore their characteristic time is 174 times higher than the ours.
If f cc is associated with the time scale of the convective vortices it is possible to estimate
their longitudinal length scale by taking into account that Up ≈ 2.6×10−3 m/s. It results
that near the inner sphere δrc ∼ 35 m, in the middle of the shell δrc ∼ 435 m, and in
the outer part δrc ∼ 175 Km. The latter value is one order of magnitude larger than the
10 Km estimated by [6] for motions near the CMB from their inertial scaling (although the
convective velocities are of the same order in both studies). In addition, if the frequency of
the fluctuations is due to advection of the spatial structures in the fluid, as it is supposed
in [104], the length scale of the structures can be estimated by using the mean zonal
flow given by Eqs. (5.17-5.19). We have |[vϕ]d| ≈ 1.9 × 10−3 m/s, |[vϕ]d| ≈ 1.8 × 10−3
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m/s, and |[vϕ]d| ≈ 4.8× 10−4 m/s which gives δϕc ≈ 2.5× 101 m, δϕc ≈ 3.0× 102 m, and
δϕc ≈ 3.2 × 104 m, close to the inner boundary, in the middle of the shell, and close to
the outer boundary, respectively. The length scale determined by [104] is δc ∼ 1 Km, up
two orders of magnitude larger than our length scales near the inner boundary and in the
middle of the shell, however our results near the CMB agree very well with those of [6].
5.8 Conclusions
Two different regimes of thermal convection in fast rotating spherical shells are deeply
studied along this chapter. They are the regime of oscillatory convection and the regime of
fully developed convection without equatorial symmetry. The model and the parameters
have been set as similar as possible to those of the Earth’s outer liquid core and previous
experimental studies. Non-slip boundary conditions and low Prandtl numbers were poorly
considered in previous numerical studies due to the amount of numerical effort, needed
to solve the Ekman layers. The use of efficient time integration methods (Chapter 4), has
been determinant for integrating the low temporal scales exhibited by the flows at low E.
The changes of the time-averaged physical properties, the relative importance of the
different modes which contribute to convection, and the structure of the flow patterns,
have been addressed and commented. It is found that with increasing Ra, the azimuthal
wave number that retains most of the total norm of the solution, tends to decrease. As
has been commented, this agree with the known fact that large-scale cells are preferred
at high Ra. A similar behaviour occurs through a sequence of bifurcations in a rotating
annulus of [26] at σ = 1. At the highest Ra the solutions are strongly chaotic in space
and time, breaking the equatorial symmetry.
In the oscillatory regime, convection is characterised by low heat transfer rates, and
is strongly geostrophic. Quasiperiodic 2 and 3-tori, in some cases resonant, bifurcated
from m = 6 and 5 travelling waves are obtained. In the case of the 2-tori, an abrupt
increase of the zonal circulations occurs due the connection between the convective cells.
The contribution of the zonal flow decreases when a third frequency appears giving rise to
the 3-tori. For the latter solutions, the oscillations of the physical properties are smaller
than in the 2-tori, and the primitive azimuthal symmetry is broken.
Aside from the first bifurcated quasiperiodic solutions, quasiperiodic and resonant
windows of motions have also been found with increasing Ra. Contrarily to the solutions
bifurcated from the travelling waves, they exhibit a stronger interaction between the
modes as well as temporal scale oscillations of the kinetic energy with significantly lower
amplitude. In the Ra intervals between the previous quasiperiodic regions, a complex
time dependence, without breaking the equatorial symmetry, has been found. Despite
the chaotic behaviour of the solutions, they retain certain regular patterns. Intermittent
periods dominated by different wave numbers, giving rise to different physical properties,
are observed. This behaviour has been related with the existence of a stable solution
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which connect two unstable solutions, i.e, an heteroclinic chain. Intermittent convection
was found in numerical simulations with stress free boundary conditions [51, 29]. How-
ever, when dissipation occurs in the boundary layers, as in the experiments [6, 104, 41],
no evidences of intermittence has been previously found. Then, in [6] they wonder if
intermittent flows are characteristic of low E or only occur when dissipation is mainly
produced in the interior of the fluid. Our results show that at least the latter is not cor-
rect. The fact that in the experiments [6, 104, 41] they did not find intermittent motions
is perhaps because they occur very near the onset, and their experimental settings are
not suitable in this situation.
The existence of a prograde mean zonal flow close to the outer boundary at the equator,
comparable to the retrograde mean zonal flow near the inner sphere, has been found
by computing the azimuthal average of the azimuthal component of the velocity field
at a suitable set of points inside the shell. Analogous results were found in numerical
simulations on a rotating annulus in the small gap limit [89] for σ = 7 with non-slip
boundary conditions, in the numerical simulations of a spherical fluid shell with stress-
free boundary conditions [114], or in the gallium experiments [6] and [41] at E ≥ 2×10−6.
The modulus of the velocity field at the radial collocation points allows to recognise the
geostrophic character of the solutions, with convection located inside a cylinder of critical
radius rc, and near the inner boundary. The already observed tendency of rc to increase
towards the outer boundary, and the increase of the convection in the polar regions with
increasing Ra is in agreement with our results.
Asymptotic relations for the limit where viscosity plays a negligible role have been
found. Our results computed with non-slip boundary conditions and σ = 0.1 agree quali-
tatively with those found in [29] with stress-free boundary conditions and σ = 0.3. How-
ever, the quantitative agreement is only observed for Rop and Nu∗ suggesting that the
type of boundary conditions for v does not affect the order of magnitude of the heat
transfer or the convective part of the flow. We have obtained that with non-slip bound-
ary conditions the convective flow is a bit stronger while the heat transfer is slightly less
favoured than with stress-free boundary conditions. As expected, the results for the zonal
flow are considerably different due to the difference in the boundary conditions.
The power laws obtained from the numerical results are compared with those derived
in [6] in the framework of the quasi-geostrophic approximation, obtaining satisfactory
concordance only for the convective flow (Rop). Although our results for the mean zonal
flow agree qualitatively with the results of the gallium experiment [6], our power relation
agrees much better with the scaling found in the sodium experiment [104], although
significant differences in the prefactors, due to the difference in the Prandtl numbers, are
obtained. Like the results of the sodium experiment, our numerical results show that
the mean zonal flow stagnates at the highest Ra for a fixed and positive E. This fact
is consistent with the negative slope of the ratio K/Knz. We have observed that, in the
range of Ra where the latter ratio decreases, the solutions lose their equatorial symmetry.
The power law for the convective part of the heat flux obtained in [104], by assuming
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as characteristic cell size that of the onset of convection, only fits with our results up
to relatively moderate Ra. However at the highest Ra, our increase is larger, favoured,
perhaps, by the development of the convection in the polar regions. On the other hand,
the abrupt change in the slope of the temperature frequency spectra found in [104] at high
frequencies is also present in our results. We have roughly obtained the knee frequency
fc, at which the frequency spectra changes sharply its slope, and its dependence on Ra.
According to [104, 41] (and references therein), this frequency is related with the inverse
cascade of energy dissipation in the framework of two-dimensional turbulence. We have
found that the existence of a knee frequency in the spectrum is associated with solutions
without equatorial symmetry and fully developed polar convection.
The quadratic scaling for the dependence between the radial and zonal characteristic
velocities derived in [41], corresponding to weak supercritical regimes, is well reproduced
by our numerical results. At higher Ra the agreement is not so good. We have found an
exponent 1 lower than the 4/3 obtained there. Moreover, neither in the quasi-geostrophic
numerical nor in the experimental results [41] observed the tendency of the zonal flow
to saturate at strongly supercritical conditions. The change of slope was explained in
terms of loss of geostrophy in [29], but a new interpretation was proposed in [41] because
in their scalings they obtain the change from 2 to 4/3 using a quasi-geostrophic theory.
Our results confirm the break down from 2 to a lower exponent, and, at the range of Ra
where it occurs, the flow is strongly geostrophic keeping the equatorial symmetry. At
the highest Ra the solutions lose their equatorial symmetry and the zonal flow saturates
at finite E. We have checked that the lowering of the power is not due to the md = 2
azimuthal symmetry. We have repeated some of the calculations without imposing it
getting analogous results. The tendency towards saturation was also found in the sodium
experiments [104].
Finally, the fittings obtained for the several physical properties are used to extrapolate
Earth’s outer core values following the approach of [6]. The values are obtained by first
estimating Raq from the geophysically predicted total heat flux at the outer boundary.
Using known values of the parameters E, ν, κ and d, reasonable results are obtained, which
resemble very much those existing in the literature. For instance, we have predicted a
value of the mean zonal flow at the core-mantle boundary nearly 5×10−4 m/s, estimated
from the westward drift of the secular variation of the magnetic field.
5.9 Appendix A: Validation of the results and inte-
gration parameters
The new pseudo-spectral code used in this study has been written for this purpose and
tested in Chapter 4 with the known benchmark [30] obtaining satisfactory results. All
the integrations are performed using dealiased spectral transforms. As it is widely known,
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(see for instance [114]) their use stabilise the numerical method at the most demanding
computations corresponding to low E.
The solutions are computed using a high order time integration scheme described in
Chapter 4, more precisely, the variable size and variable order (VSVO) semi-implicit back-
ward differentiation-extrapolation (IMEX-BDF) formulae with the Coriolis term treated
implicitly. By using Krylov techniques for the linear systems, this method has been found
efficient for integrating solutions at least weakly supercritical. The maximum order k al-
lowed to the integration has been set to k = 5, and the tolerances εa and εr, below which
the absolute and relative values of the time discretization errors are required, are set to
10−3. This allows to obtain the solutions with relative error less than 10−5 in comparison
with solutions obtained with the very low tolerances εa = εr = 10−13 (see Chapter 4). For
several solutions it is checked that the decrease of the tolerances to εa = εr = 10−6 does
not change significantly the results.
E Rac ωc mc
10−4 1.856× 105 5.063× 102 6
3.162× 10−5 6.369× 105 1.097× 103 8
8.165× 10−6 2.883× 106 2.721× 103 12
Table 5.8: The critical parameters Rac, ωc and mc for three Ekman numbers E. The
other parameters are η = 0.35, and σ = 0.1.
E = 10−4
Ra∗/Ra∗c Re Rep Nu K/Knz σKp Nr L md
5.39 263.460 107.78 1.286 1.98 0.32 32 54 2
5.39 258.030 105.81 1.270 1.87 0.21 32 54 1
5.39 260.080 107.41 1.275 1.86 0.21 50 84 1
E = 3.162× 10−5
Ra∗/Ra∗c Re Rep Nu K/Knz σKp Nr L md
15.7 1359.58 572.13 2.634 2.07 0.14 50 84 2
15.7 1359.10 571.04 2.623 2.09 0.11 50 84 1
Table 5.9: Time-averaged properties: Reynolds number, Re, its poloidal contribution,
Rep, the Nusselt number, Nu, the ratio of the total to the non-zonal kinetic energy
densities, K/Knz, and the relative variance of the poloidal kinetic energy density, σKp, for
two solutions at different E.
At E = 10−4 and small Ra, the solutions are obtained without symmetry assumptions
(md = 1), that is by using all the spherical harmonics in the expansions of the functions.
At about Ra ten times supercritical or greater a two-fold longitudinal symmetry is as-
sumed (only the even modes in the spherical expansions are retained) because we have
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checked that this does not change significantly the mean values of the fields, and nearly
halves the computational time. For obtaining the curves of Fig. 5.44 at E = 3.162× 10−5
and E = 8.165 × 10−6, two-fold (md = 2) and four-fold (md = 4) azimuthal symmetry
is imposed, respectively (see Table 5.3). As has been mentioned in [29] among others,
this does not represent a serious problem because convection at low E is dominated by
high wave numbers. See for instance Table 5.8 where the critical parameters, for the
three Ekman numbers used in this study, are shown. In Table 5.9, several space and
time-averaged physical properties, computed with md = 2 and md = 1, are listed for two
solutions at different Ekman numbers, in order to show the small differences caused by
the use of different symmetry assumptions. However, in the regime of periodic or
[0, tf ] f1 f2 f3
[0, 0.5] 64.4125 27.8997 2.06323
[0, 1] 64.2619 27.9203 1.87644
[0, 2] 64.2752 27.9231 1.82027
[0, 3] 64.2741 27.9234 1.81899
[0, 4] 64.2741 27.9233 1.81888
[0, 5] 64.2741 27.9233 1.81871
Table 5.10: The independent frequencies f1, f2 and f3 for different time series lengths
[0, tf ], for a solution computed with E = 10
−4, Ra = 2.875× 105, η = 0.35, and σ = 0.1.
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Figure 5.49: The relative error ε(fLi ) defined in Eq. (5.31), for the 100 first fundamental
Laskar frequencies fLi , i = 1, . . . , 100 of a solution computed with E = 10
−4, Ra =
2.875× 105, η = 0.35, and σ = 0.1.
quasiperiodic flows described in Sec. 5.3.1 and 5.3.3, the assumption of two-fold azimuthal
symmetry leads to substantial differences, such as the impossibility of obtaining solutions
governed by odd modes, as is the case of the m = 5 branch described at the beginning
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of this chapter. Notice also the differences between the first frequency of the solutions in
Figs. 5.1(a) 5.1(b).
At E = 10−4, the first solution, corresponding to Ra = 2×105, is computed by starting
from an initial condition with velocity v = 0, and temperature
TB(r, θ, ϕ) =
riro
r
− ri + 2A√
2π
(1− x2)3Pmm (θ) cosmϕ, (5.30)
with A = 0.1, x = 2r − ri − ro, m = 6, and Pmm (θ) =
√
(2m+ 1)!!/2(2m)!! sinm θ the
normalised associated Legendre function of order and degree m. The solution tends,
after an abrupt transient, to an azimuthal travelling wave of wave number m = 6. At
high Ra the calculations are started from a solution computed at previous lower Ra,
perhaps changing its spatial resolution. It is worth noticing that the solutions obtained
following this procedure may change depending on the Ra sequence, and also on the
initial condition. For the lower E, the first solution is computed using again the initial
condition given in Eq. (5.30), but with m = 8 at E = 3.162 × 10−5, and m = 12 at
E = 8.165× 10−6. As mentioned above, sometimes the given resolution is increased, and
the results are compared in order to look for spatial discretization errors (see Table 5.9).
The initial transients are discarded until a stationary pattern is reached or until the
time-averaged properties and the Laskar fundamental frequencies do not change substan-
tially. In Table 5.10 the independent frequencies f1, f2 and f3 of a solution computed at
E = 10−4 and Ra = 2.875 × 105, are shown for several time series of increasing length.
Notice in this table that for large E integrating two dimensionless time units is enough
for obtaining frequencies with errors of the same order of magnitude than the requested
time integration errors (10−3).
In order to check the quasiperiodicity of the 2 and 3-tori, the relative errors
εi = min
−5≤k1,k2≤5
|fLi − (k1f1 + k2f2)|/fLi
are computed for each frequency fLi given by the Laskar’s algorithm. In Fig. 5.49 the
relative errors
εi = min
−10≤k1,k2,k3≤10
|fLi − (k1f1 + k2f2 + k3f3)|/fLi (5.31)
are plotted for the 100 first fundamental Laskar frequencies fLi , corresponding to the
quasiperiodic solution computed at E = 10−4 and Ra = 2.875 × 105. Notice that all
of them have εi . 10
−3. The first twenty constants k of the linear combinations of the
independent frequencies are shown in Table 5.11, which also includes the absolute errors
ǫi = f
L
i εi.
The computation of resonant orbits is performed by applying a secant method to find
a zero of R− p/q (within a discrepancy of 10−4) as a function of Ra, where R represents
the rotation number, i.e, the ratio of two frequencies, and p/q is a rational number. On
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Laskar order i k1 k2 k3 f
L
i ǫi
1 1 0 0 64.2741 0
2 1 -1 0 36.3509 2.5× 10−3
3 1 1 0 92.1975 2.4× 10−3
4 0 1 0 27.9257 0
5 1 0 -1 62.4566 1.2× 10−3
6 1 0 1 66.0930 9.7× 10−5
7 1 -1 1 38.1697 2.5× 10−3
8 1 -2 0 8.42758 4.9× 10−3
9 0 2 0 55.8467 4.8× 10−3
10 1 -1 -1 34.5322 2.5× 10−3
11 1 2 0 120.117 8.4× 10−3
12 1 1 1 94.0162 2.4× 10−3
13 1 -2 1 10.2490 7.6× 10−3
14 1 0 -2 60.6366 4.4× 10−5
15 1 1 -1 90.3787 2.4× 10−3
16 0 1 -1 26.1046 2.4× 10−3
17 2 -1 0 100.625 2.5× 10−3
18 0 0 1 1.81875 0
19 0 2 -1 54.0279 4.8× 10−3
20 2 -2 0 72.7016 4.8× 10−3
Table 5.11: Fundamental Laskar frequencies fi of the time series of the temperature
perturbation Θ at (r, ϕ, θ) = (ri + (ro − ri)/7, 0, 3π/8). The errors ǫi are defined as
ǫi = |fLi − (k1f1 + k2f2 + k3f3)|, being f1 = fL1 , f2 = fL4 , and f3 = fL18. The parameters
are η = 0.35, σ = 0.1, E = 10−4, and Ra = 2.875× 105.
the other hand, the Poincare´ sections are obtained by linear interpolation from the time
series of the solutions. The distance between samples (∆t = 10−4) is sufficiently small to
provide enough accuracy for the plots.
Finally, in Table 5.12, the same volume and time-averaged physical properties as in
Table 2 of [29] are shown in order to check the computation of the physical properties.
They are computed by using the same parameters and boundary conditions as in [29]. We
also show the mean ratio of the total to the non-zonal kinetic energy densities (shown in
Fig. 6(c) of [29]). Both solutions are obtained without symmetry assumptions in longitude
md = 1, although in [29] a two-fold symmetry is imposed for the solutions corresponding
to E = 10−4. The numerical resolution is also indicated in the table.
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E = 3× 10−4
Ra∗/Ra∗c Re Rep Nu K/Knz σKp Nr L md
5.36 40.6 12.6 1.338 2.90 0.17 32 53 1
6.7 59.9 17.0 1.470 3.80 0.33 32 53 1
E = 10−4
Ra∗/Ra∗c Re Rep Nu K/Knz σKp Nr L md
4.3 39.7 8.43 1.134 4.84 0.28 32 53 1
Table 5.12: Results for σ = 1 and stress-free boundary conditions, corresponding to Table
2 of [29]. Time-averaged properties: Reynolds number, Re, its poloidal contribution, Rep,
the Nusselt number, Nu, the ratio of the total to the non-zonal kinetic energy densities,
K/Knz (shown in Fig. 6(c) of [29]), and the relative variance of the poloidal kinetic energy
density, σKp.
159
Chapter 6
Conclusions and further work
6.1 Conclusions
A numerical approach for the study of the thermal convection in rapidly rotating spherical
shells is performed in this dissertation. The improvement of the numerical techniques has
allowed a detailed study that clarify previous results and show some unexpected aspects
in the subject.
The first part of the study deals with the linear stability problem to analyse the onset of
convection. Specifically, the dependence of the critical Rayleigh number Rac, the critical
precession frequency ωc, and the critical azimuthal wave number mc on the Ekman and
Prandtl numbers (with σ ≤ 0.1), and the features of the preferred modes of convection in
the parameter space, were studied.
The onset of convection has been studied in a thick shell of η = 0.2, for low σ fluids with
non-slip boundary conditions, internal heating (Ra = Rai) and low E. The computations
in this range of parameters are very expensive because of the Ekman layers, which appear
due to the non-slip boundary conditions. For this reason this is the first exhaustive
numerical study that allows to check the theoretical asymptotic laws carefully. The results
of the linear stability study (Chapter 2) have been published in [79]. One of the goals
of [79] is the location of the transition between the outer equatorially attached (OEA)
and the spiralling columnar (SC) modes in the (σ,E) parameter space. It is also found
that for very low σ, the equatorially trapped mono-cellular modes are soon superseded by
multicellular modes when E decreases, in agreement with the work of [89] in a rotating
annuli. The numerical potential laws obtained for the critical parameters agree well on
average with the leading order of the theoretical asymptotic expansions of [94, 14, 32].
In [40] (Chapter 3), preferred polar antisymmetric modes of convection at low E have
been found and described for the first time, with either non-slip or stress-free boundary
conditions and internal heating. For this antisymmetric convection, the power law de-
pendence of Rac and ωc with the Taylor number Ta is numerically determined. For Rac
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the power is 0.57 clearly lower than 2/3, the leading order of the asymptotic expansions
given theoretically in [32, 14, 94]. However the same power rules are obtained for the
symmetric inner modes attached to the external part of the tangent cylinder, computed
with η = 0.35, σ = 0.1, differential heating (Ra = Rae) and non-slip boundary conditions.
The optimisation of the time integration method for the nonlinear problem has been
undertaken in Chapter 4 and published in [39]. Semi-implicit backward differentiation-
extrapolation (IMEX-BDF) or (BDF) formulae, with the non-linear terms of the equations
treated explicitly or implicitly, respectively, have been implemented. The study of the
efficiency of the time integration methods, with the Coriolis term treated either as semi-
implicit or as fully implicit, is presented. It is shown that (preconditioned) Krylov or
Arnoldi iterative methods can be used to solve the Coriolis-implicit linear system, reducing
considerably the amount of memory required. Taking the Coriolis term implicitly results
in a more efficient time integration for low values of the Ekman number. The results show
that high order methods can be used not only to compute high-accurate solutions, but
also to obtain the same accuracy as with lower order, but more efficiently. In practice,
the most efficient method depends on the value of the Ekman number, on the precision
wanted, and even on the type of solution.
In the second part of the dissertation the finite-amplitude convection was studied.
With the parameters of the Earth’s outer liquid core, two different regimes were found
for E . 10−4. By increasing the Rayleigh number, a first regime of coherent oscillatory
flows is superseded by another of chaotic temporal and spatial flows. In this latter the
equatorial symmetry of the former flows is broken.
The oscillatory flows are characterised by low heat transfer and they are strongly
geostrophic. Quasiperiodic 2-tori and 3-tori are obtained bifurcated from travelling waves.
Quasiperiodic windows of motions have also been found at high Ra. Contrarily to the
solutions bifurcated from the travelling waves, they exhibit stronger interaction between
modes as well as small temporal scale oscillations of the physical properties.
Complex time dependencies between the quasiperiodic regimes have been found. An
intermittence of periods dominated by patterns with different wave numbers giving rise
to different physical properties, is observed. This behaviour has been related with the
existence of a stable solution which nearly connects two unstable solutions., i.e., it is an
almost heteroclinic chain. In [28, 27], intermittent motions in a slow rotating spherical
shell were associated with the existence of a heteroclinic cycle near the onset. Intermittent
motions have also been found with stress-free boundary conditions in [51, 50, 29, 106].
However no evidence of this phenomenon has been found in experiments [6, 104]. Our
results suggest that intermittent convection is also characteristic of low E, and it is not
only limited to the stress-free case.
At the highest Ra the solutions are strongly chaotic in space and time breaking the
equatorial symmetry. The existence of prograde mean zonal flows close to the outer
boundary at the equator and comparable to the retrograde mean zonal flows near the
inner cylinder, found in [89] for a rotating annulus, and in the experiments of liquid
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gallium in [41], was confirmed.
Following the guidelines of [29] asymptotic relations for the limit where viscosity plays
a negligible role, have been found. Comparable results for the convective flow and the
heat transfer are obtained in both studies. However the results for the zonal flow are
considerably different due to the difference between the boundary conditions. Our scaling
laws are also compared with the quasi-geostrophic scaling of [6]. Although our results
for the mean zonal flow agree qualitatively with the experimental results obtained using
gallium [6], our scaling relation agree much better with that of [104] obtained by balancing
the Coriolis and the buoyancy forces. As in the experimental study [104], employing
sodium, the zonal flow stagnates at the highest Ra values for fixed E. This is consistent
with the negative slope of the ratio K/Knz obtained at those Ra values.
The abrupt change in the slope of the temperature frequency spectra found in [104]
at high frequencies is also present in our results. The quadratic dependence between the
radial and zonal characteristic velocities derived in [41], corresponding to weak supercrit-
ical situations is also well reproduced, but we have found, like in [29], a smaller increase
of the zonal contribution at moderate regimes than in [41]. In addition, we have found
the saturation tendency of the zonal flow at strongly supercritical conditions like in [104].
Finally, the power laws obtained for the physical properties are used to extrapolate
Earth’s outer core values, following the approach of [6]. In the later study the geophysical
values are obtained by first estimating the value of the Rayleigh number Raq based on
the knowledge of the total heat flux at the outer boundary. From the usual estimated
parameters E, σ, ν, κ and d of the Earth’s outer core, results are obtained which agree
quite well with those existing in the literature.
6.2 Further work
The final objective is a better and deeper understanding of the nonlinear dynamics studied
along this dissertation. For this purpose tools of Dynamical Systems theory, largely and
successfully applied to systems with few degrees of freedom, will be used. Specifically the
objectives, which will be undertaken are:
1. Continuation of thermal Rossby waves and study of its stability following for in-
stance the methodology of [98]. With the help of the numerical trajectories on the
unstable manifolds, we will try to find orbits nearly connecting unstable waves and
other stable solutions.
2. Using nonlinear time series analysis we hope to gain some knowledge about the un-
stable and stable attractors described along this dissertation. Lyapunov exponents
are usually used to quantify chaos in nonlinear dynamical systems. The Kaplan-
Yorke dimension can also be obtained providing information about the complexity
of the system and the fractal dimension of the attractors.
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In order to achieve these aims, the package of numerical codes will be improved and
extended. The parallel implementation of the three dimensional time integration code
will allow to integrate the equations more efficiently. For this purpose the tasks will be:
• Parallel implementation of the linear solvers and of the evaluation of the nonlinear
terms in the equations. The latter is the most expensive in terms of computational
time.
• Study of the benefit of the use of shared, versus distributed memory using OpenMp [25]
or MPI [35], for performing the previous calculations.
For the study of the stability of the thermal Rossby waves, the following tasks are
suggested:
• The low-dimensional unstable manifolds of the waves can be approximated by means
of temporal integration with initial conditions lying on the unstable directions. The
initial conditions can be obtained through stability analysis of the waves.
• In order to deepen in complicated regimes, such as the intermittence, recent ad-
vances on proper orthogonal decomposition techniques (POD) and spectral analysis
of operators [43, 93, 107, 2] can be used to find reduced dimension and normal form
models.
• Recently, it has been shown that POD techniques allow to accelerate the temporal
integration of two-dimensional computational fluid dynamics (CFD) problems. If
it was necessary we could try to apply the method described in [2] to our three
dimensional model and study its efficiency.
The procedures that will be employed for the nonlinear time series analysis are:
• State space reconstruction techniques, such as the method of delays, are used to
estimate the maximal Lyapunov exponent from a time series using the TISEAN
package [57]. The subroutine lyap_k can be used to obtain results.
• The estimation of the fully Lyapunov spectrum requires a huge numerical effort,
but can be used to predict the Kaplan-Yorke dimension DKY of the attractor. We
will try to obtain results using the lyap_spec subroutine of [57].
• Study of the dependence of the Lyapunov spectrum, as well as DKY with the
Rayleigh number, as it was done for the physical properties in the last chapter
of the dissertation.
• Another procedure, based on frequency analysis will be used to detect chaotic mo-
tions [47]. The results obtained could be compared with those using the Lyapunov
spectrum.
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