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Abstract 
In dynamic economie analyses, low order linear models have tradi-
tionally dominated theoretical and empirical work. In such analyses, 
observed major shocks must be treated as exogenous forces and outside 
the realm of prediction. Dissatisfaction with this approach has led in 
recent years to the use of non-linear dynamic systems as a means of 
endogenising irregular and volatile behaviour, commonly observed in many 
economie situations. 
This paper fpcusses on the predictive ability of such non-linear 
dynamic systems. Specifically, the implications of the theory of chaos 
for economie modelling are addressed by means of two illustrative models 
of economie development in discrete time. The first model generates 
growth by exogenous accumulation of conventional production factors and 
social overhead capital, while the second allows for endogenous tech-
nological change. In both cases, the system is constrained by bottleneck 
phenomena. It is found that for plausible parameter values chaotic 
regimes are unlikely although increasing the unit of time in the former 
model, and thereby amplifying the magnitude of change in the inputs to 
production, increases the likelihood of chaotic development. 
In empirical work, stochastic noise can often not be distinguished 
from non-linear determinism and future research will need to focus on 
identifying the explicit form of the non-linear, but not necessarily 
chaotic, deterministic structure which may be hidden in many types of 
economie data. 
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1. 
1. Introduction 
Our economie world is highly dynamic and exhibits a wide variety of 
fluctuating patterns. This forms a sharp contrast with our current 
economie toolbox, which is largely filled with linear and comparative 
static instruments. Clearly, linear economie models do not necessarily 
generate stable solutions, but their evolution is only capable of gener-
ating four types of time paths: oscillatory and stable; oscillatory and 
explosive; monotonie and stable; and monotonie and explosive. This is 
true for linear models of any order, so that such models are only able 
to generate a limited spectrum of dynamic behaviour. Non-periodic evolu-
tion for instance, can normally not be described by our analytical 
apparatus, unless stochastic processes describing non-linear transition 
processes are assumed (see Broek 1986, Priestley, 1988, and Schuster 
1984). 
Non-linear dynamic relationships in economics are certainly not an 
unknown phenomenon and Goodwin's business cycle model of the 1950s is a 
well known example (see also Goodwin, 1982), but in most empirical ap-
plications linear (or linearized) models are still dominant. One 
important reason is that non-linear dynamic econometrics is by no means 
a well developed field of research and another is that specification 
theory is still a weak part in economie modeling (see Blommestein, 
1986). In general, the issue of non-linear dynamics in economie modeling 
is less interesting when it concerns stochastic properties of the sys-
tem, but much more when it concerns the way synchronie and diachronic 
processes are intertwined (see also Barnett et al., 1990, Lichtenberg 
and Lieberman, 1983, Liossatos, 1980, and Turner, 1980). Discontinuities 
in a system's behaviour may then emerge under certain conditions, which 
reflects essentially a morphogenesis in the evolution of the system 
concerned. Such morphogenesis may be based on either endogenous forces 
(e.g., behavioural feedbacks, overlapping generations), or exogenous 
forces (e.g., in the case of random shock models or ceilings and floors 
models) or a combination of both (e.g., regime switching models). 
In recent years, a wide variety of dynamic economie models for 
countries, sectors or regions has been developed. Surprisingly enough, 
only a limited number of these studies exhibited strucüural dynamics. A 
major analytical problem in this respect is the question whether struc-
tural changes are caused by intra-systemic (endogenous) developments or 
exogenous forces (external to the system). This problem bears some 
similarities to the well known scientific debate on the existence of 
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long waves in economics, where especially the Schumpeterian viewpoint 
regarding the endogeneity of phases in a Kondratieff long wave is being 
tested (see also Grandmont, 1985, Kleinknecht, 1986). 
In any case, a meaningful model for analyzing and predicting struc-
tural dynamics of an economie system should be able to generate various 
trajectories for the evolution of the system, in which both endogenous 
and exogenous fluctuating patterns may play a role. Furthermore, such a 
model may lead to testable hypotheses in order to explore under which 
conditions a stable development may emerge. In recent years, this has 
led to the popularity of the theory of chaos, especially since this new 
research line is focusing attention on the driving forces and trajec-
tories of dynamic evolution. 
In this paper we address the situations in which non-linear 
dynamics may arise in economie phenomena and the predictive ability of 
models which exhibit non-linear motion. In the next section we review 
the key issues in the theory of chaos. Since a number of comprehensive 
surveys of the economie applications of this theory in the last decade 
have been published recently (see Kelsey, 1988; Baumol and Benhabib, 
1989; Boldrin and Woodford, 1991; Scheinkman, 1990; Radzicki, 1990; 
Rosser, 1991), our survey can be brief. However, we will illustrate the 
key issues by means of two models of economie development in discrete 
time. Section 3 describes a simple non-linear growth model in which 
growth is generated by exogenous accumulation of conventional production 
factors and social overhead capital. In this model, bottlenecks result-
ing frorn congestion and other externalities, generate decreasing returns 
to the conventional production factors. For plausible parameter values, 
this process leads to monotonie convergence to a stationary state. 
However, under the assumption that productivity shocks are discrete and 
lumpy, cyclic or chaotic motion may emerge. 
In the second model, described in section 4, endogenous technologi-
cal change provides a positive feedback to economie growth, but 
bottleneck phenomena again limit growth. Stylized facts regarding 
economie development give here little guidance about certain parameter 
values but it will be shown that the model could exhibit a wide range of 
dynamic behaviour. 
In the last section we reflect on the implications for further work 
in this area. 
3. 
2. Issues in Chaos Theory 
Chaos theory has attracted widespread interest in the social 
sciences. In addition to the economie surveys mentioned ear-
lier,informative reviews of chaos theory and its relevance for the 
social sciences can be found in among others, Andersen (1988), Benhabib 
and Day (1981, 1982), Boldrin (1988), Crilly et al., 1990, Devaney 
(1986), Guckenheimer and Holmes (1983), Lasota and Mackey (1985), Lung 
(1988), Pohjola (1981), Prigogine and Stengers (1985), Rosser (1991), 
Stewart (1989), and Stutzer (1980). 
It is noteworthy that the new logic which has emerged in the area 
of non-linear dynamics by the introduction of the theory of chaos has 
also an interesting psychological appeal; model builders need not neces-
sarily be blamed any more for false predictions, as errors in 
predictions may be a result of the system's complexity, as can be 
demonstrated by examining more carefully the properties of the underly-
ing non-linear dynamic model. A fact is that chaos theory is currently 
regarded as a major discovery with a high significance for both the 
natural and social sciences. 
An important feature of chaos theory is that it is essentially 
concerned with deterministic, non-linear dynamic systems which are able 
to produce complex motions of such a nature that they are sometimes 
seemingly random. In particular, they incorporate the feature that small 
uncertainties may grow exponentially (although all time paths are 
bounded), leading to a broad spectrum of different trajectories in the 
long run, so that precise or plausible predictions are - under certain 
conditions - very unlikely. 
In this context, a very important characteristic of non-linear 
models which can generate chaotic evolutions is that such models exhibit 
strong sensitivity to initial conditions. Points which are initially 
close will on average diverge exponentially over time, although their 
time path is bounded and they may be from time to time briefly very 
close to each other. Hence, even if we knew the underlying structure 
exactly, our evaluation of the current state of the system is subject to 
measurement error and, hence it is impossible to predict with confidence 
beyond the very short run. Similarly, if we knew the current state with 
perfect precision, but the underlying structure only approximately, the 
future evolution of the system would also be unpredictable. The equiv-
alence of the two situations has been demonstrated by e.g. Crutchfield 
et al. (1982). 
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An example of the extreme sensitivity of chaotic models to 
parameter values is demonstrated in Figure 1. This figure shows an ex-
ample of the Standard May (1976) model X 
1 x 1 
t+1 = a (l-Xt)Xt with the 
parameter a=3.8 and the initial value Xn equal to the equilibrium point 0 
1-r with as much precision as a modern high-speed computer allows. 1 
a 
Figure 1 shows that under these circumstances the model exhibits 
stability for up to 50 periods, but the finite precision arithmetic of 
the computer generates after this point slight movements in X which are 
quickly amplified to chaotic fluctuations. 
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Figure 1. The Standard May model. 
After a series of interesting studies on chaotic features of com-
plex systems in physics, chemistry, biology, meteorology and ecology, 
chaos theory has also been introduced and investigated in the field of 
economics and geography. The main purpose of the use of this theory in 
the social sciences was to obtain better insight into the underlying 
causes of unforeseeable evolutions of complex dynamic systems. 
In recent years, the economics discipline has witnessed an increas-
ing wave of contributions in the use of chaos theory for analyzing 
economie dynamics. We noted already in the introduction that in the 
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1950's an interesting application of chaos theory to economics (in par-
ticular, the existence of stable limit cycles in non-linear dynamics) 
was developed by Goodwin. He studied economie dynamics by means of an 
accelerator-multiplier framework for persistent, deterministic oscilla-
tions as an endogenous result of a dynamic economie system (see for a 
survey Goodwin, 1982). But only recently the awareness has grown that 
deterministic (periodic or • a-periodic) fluctuations (or even bifurca-
tions and jumps) in a complex dynamic economie system may be the result 
of small perturbations. Unexpected behaviour of non-linear dynamic 
models leads to the question of validity of model specifications (i.e., 
are model specifications compatible with plausible economie hypotheses) 
and of testability of model results (i.e., are model results - qualita-
tively or quantitatively - justifiable from possible non-linear patterns 
in the underlying data set). Further expositions on these issues can be 
found, amongst others, in Scheinkman (1990), Baumol and Benhabib (1989), 
Baumol and Quandt (1985), Chen (1988), Kelsey (1988) and Lorenz (1989). 
Applications and illustrations of chaos theory in economics can be found 
inter alia in the following fields: 
growth and business cycle theory (Balducci et al. 1984; Benhabib 
and Day 1982; Boldrin 1988; Day 1982; Funke 1987; Guckenheimer et 
al. 1977; Grandmont 1985, 1986; Hommes et al., 1990; Stutzer 1980). 
cobweb models (Chiarella 1988) 
long waves analysis (Nijkamp 1987; Rasmussen et al. 1985; Sterman 
1985) 
R&D analysis (Baumol and Wolff 1983; Nijkamp et al. 1991) 
consumer behaviour (Benhabib and Day 1981) 
duopoly theory (Rand 1978; Dana and Montrucchio 1986) 
economie competition (Deneckere and Pelikan 1986; Ricci 1985) 
international trade (Lorenz 1987) 
competitive interactions between individual firms (Albin 1987) 
equilibrium theory (Hommes and Nusse, 1989; Nusse and Hommes, 
1990). 
stock returns and exchange rates (LeBaron, 1989). 
Interesting applications of chaos theory to related branches of 
economics can be found in geography and regional science (see for a 
survey Nijkamp and Reggiani, 1989, 1992). Examples here are: 
regional industrial evolution (White 1985) 
urban macro dynamics (Dendrinos 1984) 
spatial employment growth (Dendrinos 1986) 
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relative population dynamics (Dendrinos and Sonis 1987) 
spatial competition and innovation diffusion (Sonis 1986, 1987) 
migration systems (Haag and Weidlich 1983, Reiner et al. 1986) 
urban evolution (Batty 1991, Nijkamp and Reggiani 1988) 
transport systems (Reggiani 1990) 
It is interesting to observe that most applications of chaos theory 
in economics (and in general the social sciences) lack empirical con-
tent. While empirical research on chaos went hand in hand with 
theoretical developments in the natural sciences in the early 1980s, 
attempts to detect chaos in financial and economie data are more recent. 
The results in this area are so far disappointing. Broek (1989) claims 
that as yet no class of structural economie models has been estimated 
which allows for chaotic behaviour and in which the estimated model 
parameters are indeed in the chaotic range. Moreover, statistical tests 
which have been designed to detect chaos in time series without a priori 
specification of the nature of the data generating process, have not 
provided as yet unambiguous empirical support for the presence of chaos 
in observable economie processes. 
The central concept for the statistical detection of chaos is that 
of dimension of the time series which can be loosely interpreted as the 
mimimum number of lags that one would need to describe the dynamical 
behaviour of a time series in the long-run (see also Broek 1989). A very 
long truly random time series has a near-infinite dimension, but se-
quences of observations in a chaotic time series clump together in a 
lower dimensional space. Several statistical tests have been developed 
to test for the presence of such low-dimensional deterministic chaos, 
notably the Brock-Dechert-Scheinkman (1987) statistic, which has a Stan-
dard normal distribution under the null hypothesis of pure randomness. 
This statistic detects a wide range of deviations from white noise in 
fluctuations rather than just chaos and is therefore a useful tooi in 
specification analysis for estimation of time series models. Additional 
tools such as the largest Lyapunov exponent and recurrence plots are 
available (for details see Broek, 1988). However, so far the weight of 
evidence in range of economie and financial data is against the 
hypothesis that there is low-dimensional deterministic chaos in such 
time series. However, this does not imply that non-linear dynamic struc-
ture is absent from economie and financial time series but the available 
tests are not able to identify the nature of this structure. For ex-
ample, Broek and Sayers (1988) found evidence of nonlinearity in the 
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following US statistics: employment and unemployment (quarterly), in-
dustrial production (monthly) and pigiron production (annually). 
Empirical evidence of nonlinear dynamics is now also emerging elsewhere, 
e.g. in weekly price observations in German agricultural markets 
(Finkenstadt and Kuhbier, 1990) and Austrian demographic data 
(Prskawetz, 1990). However, non-linear determinism tends to be absent in 
many macroeconomic aggregates such as GNP and private investment. One 
rare finding of chaos in monetary aggregates was recorded by Barnett and 
Chen (1988), but their finding has been convincingly challenged by 
Ramsey et al (1990). 
There are at least four reasons why linear modelling of economie 
time series may be adequate and why a non-linear deterministic structure 
may therefore be absent or undetectable in such cases. First, farsighted 
economie agents have a desire to smooth consumption and production over 
time. This creates negative feedback loops. In contrast, it can be 
easily demonstrated that deterministic chaos requires positive feedback 
loops which may be found in phenomena such as industrial clustering, 
networking and the growth of cities, but which could be less likely in 
financial and economie time series (Broek, 1989). For example. the effi-
ciënt markets hypothesis suggests that if deterministic structure could 
be detected in the iimovations in e.g. share market data, such structure 
would vanish as agents would attempt to profitably exploit it in their 
forecasting of price movements (e.g. Fama 1976). Some evidence of low-
dimensional chaos has nonetheless been found in time series on US stock 
returns (Scheinkman and LeBaron, 1989), although an analysis of e.g. New 
Zealand share market data suggested the opposite (Allen, 1989). A third 
reason for the difficulty in detecting chaos is that economie time 
series are, after detrending, inherently noisy due to measurement errors 
and outside shocks. In this case there may be some deterministic struc-
ture underlying the stationary fluctuations, but the high-dimensional 
chaos generated by this process may be indistinguishable from true ran-
domness. Finally, the disappointing results to date may be explained by 
the focus on relatively short traditional macroeconomic series rather 
than long time series of microlevel data in which there may be more 
potential for nonlinear determinism. The power of the available tests 
may only be satisfactory when the available number of observations is of 
i e o 
the order of 10 to 10 rather than 10 as is common practice, although 
it has to be addêd that recent statistical methods of dimension calculus 
and nonlinearity testing can get by with much smaller data sets (using 
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mainly Monte Carlo tests; see Hsieh, 1989 and Ramsey et al., 1990). In 
general however, suitable microlevel data sets are yet hardly available. 
In the next two sections we will evaluate the use and relevance of 
chaos theory by means of two related examples, one in the field of 
economie restructuring (Section 3) and another one concerning the impact 
of innovation and R&D on diseconomies of scale (Section 4). In both 
cases it will be shown that in case of reasonable growth rates stable 
behaviour is likely to emerge, but that in case of (very) high growth 
suddenly unexpected fluctuations may emerge. 
3. An Analysis of Evolutionary Economie Development 
Following the conventional Hirschman (1958) paradigm we assume here 
that a proper combination of conventional productive resources and 
public overhead capital (including R&D) is a necessary condition for 
balanced growth. These factors are essentially the propulsive motives 
and incubators for the process of structural economie developments (see 
also Rosenberg 1976). It is plausible that in case of qualitative 
changes in a non-linear dynamic production system several shocks and 
perturbations may emerge (see for interesting illustrations also Allen 
and Sanglier 1979; Casetti 1981; Dendrinos 1981; and Wilson 1981). A 
simple mathematical representation of the driving forces of such a 
production system can be found in Nijkamp (1983, 1984, 1989). This 
simplified model was based on a so-called quasi-production function 
(including productive capital, infrastructure and R&D capital as 
arguments). The dynamics of the system were described by motion equa-
tions for productive investments, infrastructure investments and R&D 
investments. Several constraints (i.e., ceilings) were also added, for 
instance, due to the existence of capacity limits. 
In our illustration we will start with a simple dynamic neo-
classical production function as the basis for a more formal analysis of 
growth patterns of an economy. The assumption is made that output is 
generated by a mix of conventional production factors (capital, labour) 
and public overhead capital (including R&D capital). Later on we will 
turn to a more complicated and comprehensive economie system (Section 4) 
and also analyse the stability properties of that system. Here, the 
following Cobb-Douglas production function will be assumed for our 
(closed) production system: 
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Y - a (/p7 , (3.1) 
with Y, Q and P representing output, conventional production factors and 
social overhead capital, respectively. The parameters ft and 7 reflect 
the production elasticities concerned. It is well known that, if instead 
of social overhead and R&D capital an exponential growth rate of tech-
nological progress would have been included in (3.1), the resulting 
Cobb-Douglas production function would have been at the same time 
Harrod-, Hicks- and Solow-neutral, provided the technical change con-
cerned would have been disembodied (see also Rouwendal and Nijkamp 1989, 
and Stoneman 1983). 
A production function of type (3.1) may only be a reasonable ap-
proximation of the underlying production technology within a range of 
realistic floors and ceilings (Y . , Y ). Only in this range the 
ö
 m m max J 6 
production elasticities are assumed to be strictly positive. It is known 
from the literature on biological population dynamics (e.g. Pimm, 1982) 
that the existence of either floors or ceilings may generate fluctuating 
patterns. This is likely to be relevant also in an economie context. 
Below the minimum threshold level Y . , the critical mass of the economy 
m m
 J 
may be too small to generate economies of scale and scope, so that then 
a marginal increase in one of the production factors may have a negli-
gible impact on the net output of production. This situation suggests 
that an economy needs a minimum endowment with production factors before 
it reaches a self-sustained growth trajectory (see also McKenzie and 
Zamagni, 1991). 
Furthermore, beyond a certain maximum capacity level Y of the 
economy, bottleneck phenomena (congestion, diseconomies of scale of 
scope, e.g.) - caused by a high geographic or industrial concentration 
of Q - may again lead to a zero or even negative marginal product of 
conventional production factors. Any further increase in these produc-
tion factors may then diminish output, unless this situation of a 
negative marginal product is compensated and corrected by the implemen-
tation of new public overhead and R&D investments (the well-known 
'depression trigger' phenomenon in Schumpeterian theory). 
It is easily seen that, if model (3.1) is explicitly put in a 
dynamic form, within the relevant range (Y . , Y ) the changes in 
J
 m m max 
output in a certain period of time may be approximated by means of the 
following discrete time version of (3.1): 
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with: 
AYt - (*tqt + 7tPt) Yt.1 
AY = Y - Y a ït Xt V l 
and: (3.2) 
qt - (Qt - Qt.p/Qt.! 
Pt - ( p t - p t - l > / p t - l 
Hence q and p are the rates of growth in conventional production fac-
tors and social overhead capital and f} and 7 are the respective 
elasticities of output with respect to these inputs. Such a discrete 
approximation of a model with a continuous time trajectory is usually 
valid within the range for which the structure of the economie system is 
stable, and within this range the system will exhibit a non-cyclical 
growth. This self-sustained growth path may be drawing to a close be-
cause of either external causes (e.g., scarcity of production factors or 
lack of demand) or internal forces (e.g. emergence of dis-economies of 
scale and scope leading to negative marginal products). 
External factors may drive the system toward an upper limit set by 
the new constraints concerned. Internal factors may lead to perturba-
tions and qualitative changes in systemic behaviour. Suppose for 
instance, a capacity constraint caused by too high a concentration of 
capital in a production system. Then each additional increase in produc-
tive capital will have a negative impact on output. This implies that 
the production elasticity has become a negative time-dependent variable. 
In other words, beyond the capacity limit Y an auxiliary relationship 
reflecting a negative marginal product of conventional production fac-
tors may be assumed, for instance, of the following form: 
P„ - P*Ci - «Y«. I)/Y (3.3) 
yt ^ max t-1" max 
In practice the economy may not move beyond Y , but equation 
(3.3) shows that as it approaches Y , the elasticity of output with 
respect to conventional production factors decreases at a rate of 
-Kp pi . Substitution of (3.3) into (3.2) leads to the following ad-
justed dynamic production function: 
AY^ - v (Y - /cY„ . W ,/Y + 7p Y . (3.4) t t max t-1 t-1' max rt t-1 
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where v = 0 q . This is seemingly a fairly simple non-stochastic 
dynamic relationship, but it can be shown that this equation is able to 
generate - under certain conditions - unstable and even erratic be-
haviour leading to a-periodic fluctuations. It is evident that the 
evolution of v itself is likely to be endogenous. The accumulation of 
capital and human capital, for example, is a function of the level of 
real income. Hence Aq - a(Y ) and, thus, Av - fï Aq = £ a(Y ) . 
Similarly, the capacity limit Y may be affected by investments in 
social overhead capital, i.e. AY = b(q ). 
nicix u 
Combining this with equation (3.4), the following dynamic system 
emerges 
AY_ = v_ (1- /cY„ ,/Y )Y., + -fV.Y,. , t t v t-1' max' t-1 "t t-1 
(3.5) 
Avt - 0* a(Yt) 
AY = b(qj 
max xnt 
It is noteworthy that system (3.5) is an example of a Lotka-
Volterra type model, which has often been used in recent years to model 
predator-prey relationships in population dynamics (see also Goh and 
Jennings, 1977; Jeffries 1979; Pimm 1982; and Wilson 1981). However, for 
the sake of expository purposes we will abstract here from the positive 
feedback from output to inputs and return to that issue in a model of 
endogenous input accumulation and technological change in the next sec-
tion. Hence here we assume that the rates of change in conventional 
production factors and social overhead capital are both exogenously 
given. The endogeneity of Y does also not affect the property of the 
model we will focus on and hence for the sake of simplicity we will 
assume that Y is fixed over the period of interest. Hence (3.5) 
max 
reduces to: 
AYt - f q (1 - «Yt.1/Ymax)Yt.1 + 7 P Y ^ (3.6) 
The model represented by equation (3.6) has a similar structure to 
non-linear difference equations studied by May (1974), Li and Yorke 
(1975) and Yorke and Yorke (1975). Applications in a geographical set-
ting can be found in Brouwer and Nijkamp (1985), Dendrinos and Mullally 
(1983, 1984) and Nijkamp and Reggiani (1989) among others. 
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Equation (3.6) is a Standard equation from population dynamics. It 
should be noted that logistic evolutionary patterns may also be ap-
proximated by a (slightly more flexible) Ricker curve (see May 1974). In 
that case, the exponential specification precludes the generation of 
negative values for the Y variables in simulation experiments, a situa-
tion that may emerge in relation to equation (3.6). 
It can be easily seen that there are two steady-states, Y = 0 and Y 
- (1 + 7p//3q)//c. However, the stability of the system out of the steady-
state equilibria is a complex issue. 
Model (3.6) has some very unusual properties. On the basis of 
numerical experiments, it was demonstrated by May that this model may 
exhibit a remarkable spectrum of dynamical behaviour, such as stable 
equilibrium points, stable cyclic oscillations, stable cycles, and 
chaotic regimes with a-periodic but bounded fluctuations. Two major 
elements determine the stability properties of (3.6), viz. the initial 
values of Y and the tuning parameters (in our case /3 and q) which 
affect the growth rate for the economie system. Simulation experiments 
indicated that especially the tuning parameters have a major impact on 
the emergence of cyclic or a-periodic fluctuations. May has demonstrated 
that a stable equilibrium may emerge if 0 < /3 q < 2 (and p = 0) ; other-
wise stable cyclic and unstable fluctuations may be generated. Li and 
Yorke (1975) have later developed a set of sufficiënt conditions for the 
emergence of chaotic behaviour for general continuous difference equa-
tions. 
Clearly, in our discrete model the potential chaotic behaviour 
depends on the value of /? and q. It is easily seen from (3.6) that our 
dynamic model is essentially nothing else but an expression for the 
growth rate of output generated by the new technological conditions 
reflected in the production elasticity p . Usually such a relative 
change is positive but less than or equal to 1. It is thus plausible to 
•k 
stipulate that only in case of drastic or structural changes /3 is 
larger than 1. Similarly, conventional production factors grow at a rate 
of a few percent per annum. Hence even if the degree of homogeneity of 
* 
the Cobb-Douglas production function would be higher than 1, yS q would 
be relatively small, as in case of a normal evolutionary pattern the 
relative changes in production factors will not be excessively high. 
Thus in case of incremental changes it is clear that /S q < 1, so that 
then a stable equilibrium is ensured; otherwise many alternative evolu-
tionary patterns of the system concerned may emerge. Consequently, the 
conclusion may be drawn that - due to the presence of a capacity limit 
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Y - an economy might in principle exhibit a wide variety of dynamical 
or even cyclical growth patterns, although in this case the emergence of 
chaos does not seem to be very likely if we consider only short-term 
small changes. 
The variety of behaviour generated by equation (3.6) can be easily 
demonstrated by means of two simple simulation experiments. In the first 
experiment there are in the absence of capacity constraints, constant 
returns to scale with respect to conventional production factors, i.e. 
P - 1. These production factors are assumed to grow at a rate of 5 
percent per annum (q = 0.05). The elasticity of output with respect to 
social overhead capital is set at -y - 0.3, while this input grows at a 
rate of 3 percent (p - 0.03). Finally, output is scaled such that Y = 
1, Y =0.1 and the parameter representing the congestion and other 
decreasing returns effects K = 1.4. In this case, Figure 2 shows that 
output growth follows a logistic curve with a long-run static equi-
librium at Y - (l+-yp/0q)/x - (1+0. 3x00. 3/(1x0.05))/l.4 - 0.843. 
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Figure 2. Results of a simulation run with growth converging to a 
stationary state. 
In the second simulation, we change the time window by considering 
discrete shocks to productivity occurring every decade. Thus, the time 
index t refers now to 10 year periods. We also consider much faster 
14. 
growth than in the first case: conventional production factors grow at a 
rate of 14 percent per annum (e.g. due to a rapid influx of migration 
and foreign capital). Thus, over the decade the compound growth rate is 
10 q - (1.14) - 1=2.7. However, social overhead capital continues to 
grow at a rate of 3 percent p.a., i.e. p - (1.03) - 1 = 0.34. As 
before, the steady-state equilibrium can be easily computed, Y - 0.741. 
but this equilibrium is now highly unstable. Figure 3 shows that the 
economy now exhibits wild fluctuations. 
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Figure 3 Results of a simulation run with persistently unstable 
growth. 
It is well known that the outcome of the second simulation run is 
entirely the consequence of the specification of the model in difference 
equation form and the choice of the unit of time. In differential equa-
tion form, model (3.6) would exhibit global convergence to the long-run 
steady-state (see also May, 1974). However, economie phenomena often 
exhibit discontinuities and discrete lags. In this case, a difference 
equation specification would be quite plausible. Moreover, if the non-
linear model contains three or more interacting variables (as is the 
case in system (3.5)) it may exhibit chaotic patterns and strange at-
tractor sets (rather than a single equilibrium point) even in 
differential equation form. A well known example is provided by the 
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three-equation Rössler model (1976), which has been applied, for ex-
ample, in a generic management model by Rasmussen and Mosekilde (1988). 
In general, the plausibility of the model outcomes would depend on 
the specification of the model and rigorous empirical scrutiny of its 
parameters. It must be noted that key parameters (such as the tuning 
parameter in the May model), which define the qualitative dynamics of 
the system, may themselves be endogenous and push the system from a 
chaotic regime to a periodic cycle or stable equilibrium. In this case 
systems tend to exhibit self-organizing behaviour (see e.g. Radzicki, 
1990). 
For example, in our case there is a difference with respect to 
May's model. In May's model, v is a constant, whereas in our case v is 
endogenously determined by the evolution of our economie system (see 
equation (3.5)). This has clearly an effect on the growth trajectory, 
but - given the conditions on v - this does not affect the main conclu-
sions regarding the stability of the system, although it has to be 
realized that drastic changes in any period are likely to generate per-
turbations in the next period. Since the growth rate v is not 
necessarily a constant, it may become an endogenous variable which may 
be used as an instrument variable in order to generate a more stable 
growth path, or to maximise a welfare criterion. 
In the latter case an optimal control model emerges. It has been 
recently discovered that control problems in which there are at least 
two state variables may generate endogenous and persisting cycles 
(Feichtinger, 1990) so that even in competitive markets with rational 
economie agents the system may exhibit persisting, but bounded, fluctua-
tions. 
4. An Analysis of R&D Impacts in Constrained Development 
Until now we have not explicitly considered the process by which 
productive inputs accumulate; only their productivity in the presence of 
rapid growth and capacity constraints was analyzsed. In this section we 
will present a dynamic model of the impact of endogenous R&D in such a 
constrained economy. Particular attention will again be given to 
stability properties under conditions of diseconomies of scale. 
Research and development (R&D) has become a focal point in current 
evolutionary economics (cf. Kamien and Schwartz 1982, Nelson and Winter 
1982, Nijkamp 1985, and Scherer 1980). R&D decisions lead, like invest-
ment in conventional capital goods, to an interesting intertemporal 
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allocation problem: more R&D expenditures may generate a rise in long-
run productivity and profitability, but reduces short-run consumption, 
and vice versa. This choice problem for capital formation has been ex-
tensively studied in traditional economie growth theory, both for 
economies on a steady state growth path ('golden rule of accumulation') 
and in the framework of an intertemporal welfare optimisation problem by 
means of optimal control (see e.g. Ramanathan, 1982). 
In the last few years there has been a remarkable revival of inter-
est in economie growth theory (see Barro and Romer, 1990; and Ehrlich, 
1990, for overviews). Of particular importance is the role that en-
dogenous technological change can have in the process of development. 
Such technological change can be the result of human capital accumula-
tion, learning by doing, R&D, innovation diffusion and other forms of 
spillover effects and spatial interaction (Nijkamp and Poot, 1991). 
In general, an important question emerges in relation to R&D and 
economie growth. The growth path of the economy in an integrated con-
sumption, production, investment and R&D system may be constrained, when 
the system is facing capacity limits (e.g., congestion, other dis-
economies of scale, or depletion of exhaustible resources). In Nijkamp 
et al (1991) the long-run evolutionary path of such an economy was 
analyzed by means of a dynamic (discrete-time) model incorporating the 
generation of technological change under conditions of diseconomies of 
scale. In this section some elements of their approach will be taken up 
again. It will be shown that a constrained dynamic economie system may 
generate a wide range of dynamic behaviour, including - for certain 
parameters - chaotic evolution. We assume that the production in the 
economy under consideration can be described by means of the following 
simple production function: 
Yt - et Kt , (4.1) 
with K the installed capital stock at the beginning period t and e a 
time-dependent technological coëfficiënt representing average capital 
productivity during the period (t,t+l). It should be noted that this 
linearity assumption is not as restrictive as it seems, since in a sense 
we may consider (4.1) an identity in which e includes all other 
relevant factors (labour, land, social overhead capital, R&D) which 
influence capital productivity. Consequently, the elasticity of sub-
stitution between capital and other production factors is not assumed to 
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be zero; the time trajectory of e can incorporate both substitution 
between production factors as well as technological change. 
Capital accumulation can be described by means of the following 
Standard expression: 
Kt +1= (1"5> K t + I t <4-2> 
with I gross investment during period (t,t+l) and S the rate of physi-
cal depreciation of capital. Now we assume the following simple 
investment function: 
I t = ^ Y t , (4.3) 
with a~ the average savings rate (assuming the existence of equilibrium 
between savings and capita! increase) . The value of a-, will be the out-
come of an intertemporal optimisation problem of economie agents in a 
competitive economy. On a long-run steady-state growth path, v, would be 
constant and its value a function of inter alia the discount rate, the 
technology, the welfare function and population growth. 
We take for granted that the current production efficiency can be 
increased through R&D embodied in the production technology. This re-
quires a change in the production function, as R&D investments will 
increase efficiency due to a change in the capital coëfficiënt (see 
Baumol and Wolff, 1984; Mansfield, 1980; Nelson, 1981). In other words, 
a new 'technological regime' (cf. Nelson and Winter, 1982) requires R&D 
expenditures with a positive impact on the production efficiency 
parameter e . In our model this effect will be indicated by a parameter 
v , which measures the impact on capital productivity as a result of an 
additional unit of R&D. This leads to the following equation: 
A€t " £t+l ' et = "t Rt (4-4) 
where R represents the R&D investments during period (t,t+l) and v the 
R&D impact parameter for the capital coëfficiënt. Next we may introducé 
a relationship for R , which defines the savings rate for R&D as a 
proportion of income: 
R t = o 2 Y t (4.5) 
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Again, the value of a„ can be the outcome of an intertemporal optimisa-
tion problem. In any period, it is obvious that the amount of output 
available for consumption C is given by: 
Cfc - a-ora2) Yt , (4.6) 
Next, substitution of (4.5) into (4.4) leads to the following result: 
A«t - *t a2 Yt (4.7) 
If v were constant over time, capital accumulation would generate 
ever-increasing growth in output and capital productivity. This highly 
unlikely outcome suggests that v is likely to decrease when output 
increases. In other words, the marginal efficiency of R&D declines when 
production increases. Under a given 'technological regime', ultimately a 
'saturation' level of output Y^ is likely to exist at which addi-
r
 t,max J 
tional R&D has no longer an impact on productivity. Such a saturation 
level (ceiling) may arise from capacity limits (technological, social, 
economie) and reflects - for a given production technology - a 'limits 
to growth' phenomenon, stemming from diseconomies of scale and scope, as 
in the previous section. Arguments in favour of the assumption of a 
decreasing productivity of R&D in case of more mature economie condi-
tions can also be found in Ayres (1987) and Metcalfe (1981) among 
others. 
In view of the above observations it is now clear that v —0 when 
Y > Y . Naturally, these limits to growth themselves may be subject 
TZ L , ÏIlclX 
to change, so that Y may increase with time and - as prevailing 
T~
 t IIlcLX 
bottlenecks are overcome - new R&D may again have a positive effect on 
productivity. Thus, the following specification for an adjusted (i.e., 
time-dependent) R&D impact parameter seems plausible: 
j/ = max {i/* (l-Y^/Y- ). °) (4-8) 
t t' t.max 
Furthermore, it is plausible that not only would R&D expenditure 
become ineffective if output expands beyond Y , but it may also be 
U , ÏI13.X 
expected that diseconomies of scale and scope set in which reduce capi-
tal productivity. The previous remarks indicate that instead of (4.4) we 
may now have the following simple relationship for the change in capital 
productivity: 
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Aet " "t Rt ' "t Yt <4-9> 
in which u measures the effect of diseconomies on productivity when 
output exceeds Y,_ , so that: r
 t,max 
Mt = max.(/ (YtAtjInax - 1), 0) (4.10) 
Assuming for simplicity that Y grows at the exogenous rate n and 
t , niclX 
substituting (4.10) and (4.8) into (4.4), the motion in the system can 
now be described by the following set of non-linear difference equa-
tions; 
K t + 1 - (1-5) Kt+o1 et Kt (4.11) 
et+i = et + [^*-«<i-YtAttBax.o)-
- / m a x ( Y t A t > m a x - 1,0)] ^ Kt 
Yt+1 = €t+l Kt+1 
t Y Ytl1 — (1+n) o,max t+1, max ' ' 
In view of the non-linear properties of this model, it is clear 
that for any given initialisation (K ,e ,Y ,Y ) system (4.11) can J
 &
 o o o o, max J ' 
exhibit a wide range of time trajectories dependent on parameter values. 
Some results based on simulation experiments are illustrated in 
Figures 4 and 5. Figure 4 is based on the assumption that K =1000 and 
the capital-output ratio equals 5; hence e =0.2 and Y =200. The saving 
ratio is 20 percent; 2 percent of the capital stock is assumed to become 
obsolete each period and 2 percent of income is spent on R&D, so that 
er ..=0.20 and 5=CTO=0.02. The sustainable output capacity Y =1000 and 
* * °'
max
 * * 
grows at 1 percent. Moreover, y. =0.0001 and v =0.001. Since 5a2v =/i , 
the productivity response is five times as elastic when Y > Y than 
t L-, ÏH3.2C 
when Y <Y , and of opposite sign. 
Figure 4 shows that growth in the system is - under these condi-
tions - in initial periods accelerating. However, the growth rate of 
capital productivity reaches a maximum at t=25 and subsequently 
declines, until Y^ reaches the saturation level Y. at t=37. At this 
t t,max 
point, the growth rate of capital accumulation reaches a maximum. Beyond 
t=37, Y will remain above Y^ but it will converge to the latter 
' t t,max ° 
value. Consequently, capital productivity becomes constant at a rate of 
(n+5)/a1=0.15, whilst capital and output grow at a steady-state rate of 
1 percent. 
Next, we assume that in Figure 5 all parameters are the same as in 
Figure 4, but n has been increased to five times its former value. 
Consequently, the effect of diseconomies is now sufficiently strong to 
push Y at times below Y so that growth cycles are generated with a 
t C , IÏ13.X 
variable periodicity but with decreasing amplitude. The system even-
tually converges again to a steady-state growth of 1 percent. Thus 
stringent diseconomies cause the system to be more chaotic. 
1 g_e 2 g_k 3 g_y 
Time 
Figure 4. Growth converging to a steady state. 
Legend: 1 : growth in capital productivity 
2 : capital growth rate 
3 : income growth rate 
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Figure 5. Growth cycles generated by strong external 
diseconomies. 
The earlier noted sensitivity of models which exhibit chaotic be-
haviour to parameter values or initial conditions can be easily 
demonstrated by means of the model discussed in this section. Figure 6 
duplicates the fluctuations in the income growth rate displayed in 
Figure 5 but the growth rates of capital and capital productivity have 
been deleted for clarity, while the focus is on period 60 to 100 only. 
Figure 6 shows the outcome of simulation with exactly the same model, 
but with parameter n increased by 1 percent (i.e. from 0.0005 to 
0.000505). This very small change in the parameter value generates none-
theless fluctuations in the growth rate of income which, for a large 
proportion of the time, are very different from those for the earlier 
simulation. Hence even if the model which generated Figure 6 would be 
known perfectly, except for the exact value of one of the parameters, 
such as n, it would still be impossible to forecast the level of income 
for any period but the very near future. 
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Figure 6. The high sensitivity of the non-linear growth model 
to parameter changes. 
Similarly, a small change in the initialisation of the system can 
generate after some time drastic qualitative and quantitative changes in 
the time trajectories of the variables of the system. It should be noted 
that such a sensitive dependence to initial conditions and parameter 
value applies also to unstable linear Systems, but in the non-linear 
case the resulting time trajectories may remain bounded, while in the 
linear case any divergence will be monotic. 
5. Retrospect 
The previous experiments have demonstrated that even conventional 
economie models may exhibit irregular behaviour in case of high growth 
rates or strict limits to growth. In various cases this may be beyond 
plausible empirical values of an economie system, so that chaos in a 
real-world system is less likely to emerge. However, in case of rapid 
transitions or sudden adjustments such chaos patterns may temporarily 
emerge. 
If instead of a simulation experiment, one would have to use models 
of the above nature as normative policy models, it would be necessary to 
introducé an appropriate objective (or welfare) function encompassing a 
trade-off between relevant welfare arguments. A dynamic programming or 
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optimal control formulation would then be desirable (see Kendrick, 1981, 
and Nijkamp and Reggiani, 1988, 1989). Such a constrained dynamic op-
timization might in principle reduce chaotic fluctuations inherent in 
the nonlinear dynamics of the growth model and provide a self-organising 
stabiliser for the system. 
Another point concerns the specification of non-linear dynamic 
models. It may be important to stress that the foundations of specifying 
an economie model have to be firmly rooted in economie theory, as other-
wise we run the danger of ad hoc theorizing and econometrie mis-
specification, which may generate chaotic behaviour that is not based on 
plausible economie grounds. 
However, it is extremely unlikely that purely deterministic models 
will explain the outcomes of interaction between economie agents. The 
central question for future research is whether observed volatility is 
the result of linear structural dynamics combined with exogenous shocks 
and stochastic noise due to measurement error, or alternatively, deter-
ministic non-linear dynamics in which stochastic terms play a minor 
role. Since the number of data points in economie phenomena is so much 
smaller than in, for example, the experimental sciences in which non-
linear dynamics is becoming very popular, non-linear determinism and the 
presence of a large number of exogenous shocks are observationally 
equivalent. 
Finally, it is important to call attention to the fact that in 
various cases a system is not chaotic as a whole, but has only a few 
'niches' (modules or equations) which under certain conditions may ex-
hibit chaotic behaviour. The question whether chaotic behaviour of a 
small sub-system will be dampened by the dominance of another and other-
wise stable system, or whether it will exert an explosive influence upon 
a whole system needs further investigation. 
Although non-linear models for economie development may provide an 
interesting explanatory framework for the rise and decline of regions 
and nations in a dynamic (sometimes chaotic) context, it is also evident 
from the above experiments that the 'economics of chaos' desperately 
needs rigorous empirical research work. The challenge is to build 
theoretical models which combine small amounts of randomness with non-
linearities and succeed in generating data that replicate real economie 
and financial time series. 
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