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Tento dokument projednává oblast počítačového vidění s tématikou schopnosti vidění textu
v obraze. Pro vyhledání textových oblastí je za pomocí předzpracování waveletovou trans-
formací vypočtena energie jednotlivých pixelů, ve kterých se poté vyhledávají regiony s
vyšší hustotou kandidátních textových pixelů. Z vyhledaných regionů je poté vypočtena
množina hodnot, reprezentující vlastnosti daného bloku. Pro skutečné odhalení textových
oblastí je pak nakonec využito SVM klasiﬁkátoru.
Abstract
The document is discussing the issue of the computer vision with ability to character re-
cignition in the image. Wavelet transform is used for preprocessing the image. Pixel energy
feature is ﬁrstly used for searchich candidate text pixels. Density region growing method is
then used to collect candidate pixels to the separate regions, which will be candidate text
regions. Several of the features are calculated over the regions and the SVM classiﬁer is
used to derive, if the region is really a text region or not.
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Zrak je smyslem, který značně povyšuje naše možnosti vnímání světa. Díky zraku jsme
schopni kvalitnější orientace v prostoru, do značné míry nám umožňuje předvídat hrozící
nebezpečí, je naším prostředkem při sdělování informací a podobných schopností se dá
nalézt spousty.
Ale jak vůbec takový člověk vnímá obraz? Obraz nenese žádnou informaci, dokud mu
nedodáme sémantiku. Bez sémantického významu je to jenom nic neříkající snůška barev.
Světlo, které dopadá na oční sítnici, vytváří obraz okolí, který je dále předán centru našeho
vědění, tedy mozku. V mozku je nad obrazem provedena spousta složitých procesů, a na-
jednou je nám znám obsah scény, kterou právě pozorujeme.
Počítače a technika jsou schopny snímání obrazu obdobným způsobem. Namísto oční
sítnice zde máme kvalitní fotocitlivý materiál schopný snímání barevného obrazu s vysokým
kontrastem barev a rozdílem intenzit, datovým nosičem obrazové informace nejsou neurony
ale napěťová energie na sběrnici, celkově schopnost snímání a přenášení obrazu člověkem či
počítačem jsou do značné míry v principu velmi podobné. Zde však shoda mezi počítači a
člověkem končí. Procesor, do kterého dorazí obrazová informace, není pro něj pořád ničím
jiným než obyčejná množina nic neříkajících čísel. Koneckonců takový procesor si s tím
lámat hlavu nemusí, jelikož ten se nemusí zajímat obsahem dat a prostě tuto množinu čísel
odešle na graﬁcký výstup, kterou si už člověk sám vysvětlí ku obrazu svému.
Zkuste ale zapřemýšlet, jak užitečné může být sloučení sémantiky s obrazem již v počí-
tači. Počítače mohou být tímto schopny prohledávat rozlehlé prostory letiště a porovná-
vat tváře cestujících s tvářemi celosvětově vyhledávaných teroristů a zabránit tak třeba
teroristickému útoku. Mohou být nasazeny do sériové výroby a vyhledávat například vady
na výrobcích, mohou střežit bezpečnost lidí na naších dálnicích sledováním rychlosti pro-
jíždějících aut a značit si řidiče, kteří se dopustili dopravního přestupku. Využití je nespočet.
Celkově, vůbec kdekoliv, kam můžeme postavit člověka pro konání určité činnost, můžeme
postavit i počítačem ovládané stroje. Do jisté míry samozřejmě. Stačí ”pouze”vidět a umět
vyhodnocovat. Oblast vědy, pod kterou spadá vyhledávání sémantiky nad obrazovými daty
se nazývá Počítačové vidění, anglicky Computer vision.
Některé z disciplín počítačového vidění se mimo jiné zabývají i zpracováním textu.
Přinášejí prostředky pro možnost automatizace při digitalizaci psaného textu například ve
skenovacích zařízeních, slepým lidem bychom mohli umožnit čtení knih bez použití Braillova
písma, v případě dálničních kamer můžeme zaznamenávat SPZ automobilu hříšníka. Algo-
ritmy, které se zabývají čtením textu v obraze, nazýváme OCR (Optical character recog-
nition). Pestrá škála praktického využití OCR tak staví tuto technologii na výsluní počí-
tačového vidění, jelikož text v sobě nese značné množství informací popisující obsah scény,
3
ve které se text nachází. Ať jde o text do scény přikreslený nebo o text přímo zasazený
v prostoru scény, je zřejmé, že s vyšší složitostí obrazových dat algoritmy OCR přestávají
fungovat a pro zvýšení jejich použitelnosti je potřeba je něčím podpořit.
Na scénu proto nastupují postupy pro detekci textu, které v složitých obrazových datech
stojí za samotným vyhledáním textových oblastí. Tyto postupy můžou například vyhledat
textové bloky titulků televizního zpravodajství, můžou vyhledat text perspektivně zasazený




Zde si probereme teoretický okruh látek zabývající se zpracování a zkoumáním obrazu.
Velká část teorie je přebraná z literatur [2] a [3].
2.1 Počítačové vidění
Počítačové vidění je věda zabývající se převodem obrazových dat pořízených například
kamerou vyhodnocených do nové datové reprezentace, nebo převodem pro účely vyhodno-
cování obrazu. Vstupní data mohou zahrnovat určité kontextuální informace, jako třeba
informaci o poloze kamery nebo vzdálenost indikovaného objektu od kameru. Vyhodno-
cením této informace může být zjištění přítomnosti osoby ve scéně. Abychom docílili svého
výsledku, skládáme jednotlivé transformace do takového sledu, který nás k tomuto cíli
dovede. Nová reprezentace obrazu pak může znamenat převedení obrazu do stupnice šedi,
stabilizace obrazu pořízených z kamery apod.
Jelikož jsme bytosti využívající obrazové informace přirozeným způsobem, může být
matoucí považovat úlohy počítačového vidění jako snadné a jednoduché. Jak složité může
být například nalezení auta pouhým zíráním do obrázku? Intuice, která hnedka napoví,
může být docela matoucí. Lidský mozek dělí vizuální signál do mnoha kanálů, které nesou
vždy jiný typ informace. V mozku se pak nachází pozorovací systém, který v jednotlivých
úlohách identiﬁkuje podstatné části obrazu pro následné vyhodnocování, přičemž zbytek
obrazu potlačuje. V mozku je docílena natolik velká podpora obrazového toku, která nám
v současnosti není úplně známa. Je zde třeba mnoho vstupních senzorů svalového ústrojí
a plno dalších smyslů, které umožní mozku porozumění vstupní informace. Vyhodnocená
informace se následně vrací zpět do snímacího ústrojí (oko), které kontroluje průchod světla
procházející duhovkou a dopad světla na sítnici.
V počítačovém vizuálním systému obdrží počítač pouze mřížku čísel nasnímaných
kamerou, nebo uloženou na disku, toť vše. Nenachází se zde žádný zabudovaný systém
pro rozpoznávání vzorů, žádná automatická kontrola zaostření, ani porovnání objektů za-
ložených na mnoholetých zkušenostech. V mnoha ohledech je tak vizuální systém počítače
stále značně jednoduchý, což ukazuje obrázek 2.1.
Problém zde nastíněný je ve skutečnosti ještě složitější, jelikož je v současnosti neřešitelný.
Není totiž žádný způsob, jak zpětně rekonstruovat trojrozměrný signál zpět z dvourozměrného
obrazu. Stejný 2D obraz může zastupovat libovolný nekonečný počet kombinací 3D scény.
Nakonec je detekční práce ještě značně ztížena nepříznivými vlivy na kvalitu obrazu, jakými
jsou šum v obraze, atmosférické podmínky, odlesky apod.
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Obrázek 2.1: Princip uložení obrazových dat v PC (ze [1])
2.2 Text v obraze
V zásadě dělíme text vyskytující se ve videích do dvou skupin, na text ve scéně a OSD (on
screen display) text. Text ve scéně je jakýkoliv textový obsah, který se již ve scéně nachází,
tedy byl již zachycen kamerou. Tento text je zasazený do trojrozměrného prostoru, tedy
zanesen do perspektivy obrazu. Takový text bude zcela evidentně obtížné vyhledat, jelikož
musíme počítat s mnoha faktory jako natočením, poškození (např. text na zapošlém plakátě)
ale hlavně s již zmiňovanou perspektivou. Navíc text zasazený do scény v sobě pořádně ani
nenese sémantickou informaci o obsahu ve scéně. Vyhledání nápisu Kia Motors nemusí nijak
vypovídat o faktu, že se odehrává ﬁnále Wimbledonu.
Oproti tomu on screen text je do snímku připsán právě z důvodu, aby blíže určil obsah
nacházející se ve video sekvenci. Tato vlastnost z něj vytváří podstatnou částí videa důleži-
tou například ke tvorbě indexace videa. Nyní již vyhledání Roger Federer a Andy Roddick
značně napoví o sportovcích, kteří se o titul utkávají. Příklad dvou skupin je zobrazen na
obrázku (2.2).
Text taktéž můžeme klasiﬁkovat jako normální a inverzní. Normální nazýváme takový
text, jehož intenzita znaků je nižší, než je tomu v případě pozadí (SPORT v 2.3). U in-
verzních textů je tomu právě naopak, tedy intenzita znaků je vyšší než intenzita pozadí
(EURO v 2.3).
2.3 Zpracování obrazu
Obraz může být deﬁnován jako dvou rozměrná funkce f(x, y), kde x a y jsou souřadnice
plochy a amplituda funkce f v libovolné kombinaci souřadnic se nazývá intenzita obrazu v
daném bodě. Pokud souřadnice x, y a amplitudy funkce f nabývají konečného a diskrét-
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Obrázek 2.2: Příklad on screen textu (zelená barva) a textu ve scéně (červená barva)
Obrázek 2.3: Příklad inverzního a normálního textu
ního počtu hodnot, nazýváme obraz digitálním obrazem. Digitální obraz je tedy složen z
konečného počtu elementů, kde každý element je deﬁnován vlastní souřadnicí a hodno-
tou. Tyto elementy nazýváme pixely obrazu. V následujících kapitolách budou rozebrány
možnosti zpracování pixelů obrazu pro účely předzpracování, popřípadě extrakci vlastností
pro bližší zkoumání charakteristik obrazu.
2.3.1 Filtrace obrazu
Jako ﬁltrování obrazu můžeme chápat postup aplikování operátoru ﬁltru na časově proměnný
vstupní signál. Filtry jsou základem v oblasti elektrotechniky a zpracování digitálního
signálu, jejich využití můžeme nalézt taktéž v jiných oblastech, například v mechanice
a dalších technicky zaměřených oborech. Velmi často jsou využity k odstranění nežádoucích
frekvencí ve vstupním signálu nebo k upřednostnění jednoho frekvenčního spektra nad os-
tatními.
Princip funkce ﬁltru dělíme v zásadě do dvou kategorií:
Lineární ﬁltr: Výstupní hodnota ﬁltru je lineární funkce vstupních hodnot. Pro lineární
ﬁltr platí vztah:
f(x1 + x2) = f(x1) + f(x2) (2.1)
Lineárním ﬁltrem může být například nízkofrekvenční ﬁltr, vysokofrekvenční ﬁltr,
průměrná hodnota, absolutní hodnota, hranový detektor apod.
Nelineární ﬁltr: Výstupní hodnota není lineární funkcí vstupních hodnot, z čehož vyplývá
že neplatí vztah (2.1). Příkladem nelineárního je například skupina rank-order ﬁltrů
(např. Medián ﬁltr), jejichž cílem je výběr vhodné hodnoty z okolí daného pixelu.
Dle velikosti okolí kolem zpracovaného pixelu dělíme ﬁltry dále na:
Bodové: Výstupní hodnota pixelu záleží pouze na vstupní hodnotě pixelu o stejných
souřadnicích
Lokální: Výstupní hodnota pixelu záleží na hodnotách jeho okolí
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Globální: Výstupní hodnota pixelu záleží na hodnotách pixelu celého obrazu
Filtr je typicky realizován jako 2D matice (okénko 3x3, 5x5, 7x7 popř. i větší). Filtrace
obrazu je poté operace ﬁltru nad pixely obrazu. V případě lineárních ﬁltrů jde zpravidla
o konvoluci ﬁltru nad obrazem, v případě nelineárního ﬁltru může jít o funkci nad okolím
bodu v rozmezí ﬁltru.






x(i+ δi, j + δj) · F (δi, δj), I = {−1, 0, 1} , J = {−1, 0, 1} (2.2)
Medián ﬁltr
Ve zpracování obrazu se nám obvykle hodí ﬁltr schopný redukovat vliv šumu, který má
na zpracování obvykle negativní dopad. Mediánový ﬁltr je ﬁltrem nelineárním, který v
blízkém okolí pixelu vybere mediánovou hodnotu, nebo-li prostřední hodnotu v seřazeném
poli hodnot okolí pixelu a tu poté použije jako novou hodnotu pixelu. Mediánový ﬁltr
se s oblibou využívá jako krok předzpracování pro hranové detektory pro jeho vlastnost
redukce šumu, aniž by došlo k výraznému poškození hran v obraze. Funkci mediánového
ﬁltru demonstruje obrázek (??).
Obrázek 2.4: Ukázka funkce mediánového ﬁltru pro odstranění šumu v obraze. Vlevo je
obrázek poničený monochromatickým šumem, vpravo je výsledek mediánového ﬁltru 7x7
nad zašumělým obrázkem
Fourierova transformace
Fourierova transformace je operace, která transformuje hodnoty jedné komplexní roviny
do roviny druhé. V oblasti počítačového vidění je vstupní doménou obvykle jasová funkce
obrazu, výstupní hodnotou její frekvenční spektrum. Fourierova transformace tedy popisuje,
které frekvenční složky se vyskytují v původním obraze, jak je tomu na obrázku (2.5).
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Tyto dva výrazy tvoří tzv. Pár Fourierovy transformace. Potvrzují fakt, že libovolnou
funkci lze z její transformace zpětně rekonstruovat. Oba výrazy snadno převedeme na funkce
dvou proměnných u a v:












F (u, v)ej2π(ux+uy)dudv (2.6)
Naším zájmem je však transformace diskrétní funkce, vztahy výše jsou zde tedy zmíněny
pro znázornění logiky výpočtu. Fourierova transformace diskrétní funkce jedné proměnné






f(x)e−j2πux/M pro u = 0, 1, 2, ...M − 1 (2.7)
Dostáváme tak Diskrétní Fourierovou transformaci (DFT). Úplně stejným postupem,
jako tomu bylo ve Fourierově transformaci ve spojitém oboru čísel, si vyjádříme f(x) vzh-




F (u)ej2πux/M pro x = 0, 1, 2, ...M − 1 (2.8)
Koncept frekvenční domény vychází přímo z Eulerovy věty:
ejθ = cos θ + j sin θ (2.9)
















pro u = 0, 1, 2, ...,M − 1. Zde vidíme, že každý výraz Fourierovy transformace se skládá
ze součtu všech hodnot funkce f(x). Hodnoty f(x) jsou zase vynásobeny funkcemi sinus a
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cosinus různých frekvencí. Hodnota (nebo také doména) u zde značí frekvenci složek trans-
formace, díky čehož nazýváme F (u) frekvenční doménou. Každá z částí M funkce F (u) je
nazývána jako frekvenční komponenta transformace. Použití pojmů frekvenční doména a
frekvenční komponenta má obdobný význam jako pojmy časová doména a časová kompo-
nenta, které můžeme použít k vyjádření domény a hodnot funkce f(x) v případě, že zde x
značí proměnou času.
Rozšíření jednorozměrné diskrétní Fourierovy transformace a její inverzní funkce do
dvourozměrného prostoru je již přímočaré. Diskrétní Fourierova transformace obrazové
funkce f(x, y) obrazu o velikost M ×N je dána vztahem:












kde jako v případě 1D transformace počítáme výsledek pro hodnoty u = 0, 1, 2, ...,M−1
a taktéž pro v = 0, 1, 2, ..., N−1. Obdobně vyjádřením f(x, y) vzhledem k F (u, v) získáváme













pro x = 0, 1, 2, ...,M − 1 a y = 0, 1, 2, ..., N − 1. Vztahy (2.11) a (2.12) vytváří pár
diskrétní Fourierovy dvourozměrné transformace. Proměnné u a v nazýváme transformační.
nebo také frekvenční proměnné, proměnné x a y nazýváme prostorové či obrazové proměnné.
Gaussovský ﬁltr
Gaussovský ﬁltr je ﬁltr, který generuje výstupní impuls jako reakci na Gaussovskou funkci.
V principu se jedná o nízkofrekvenční ﬁltr. Využití Gaussovského ﬁltru může být jako v
případě Mediánového ﬁltru také odstranění šumu (zejména s Gaussovským rozložením),
dalšího využití může nacházet při rozostření obrazu. Na obrázku (2.5) lze vidět, že dochází
ke značnému rozmazání hran v obraze. V porovnání s Fourierovou transformací lze zpo-
zorovat značný pokles energie ve vysokofrekvenčním spektru.
Forma těchto ﬁltrů ve dvourozměrném prostoru je deﬁnovaná jako:
H(u, v) = e−D
2(u,v)/2σ2 (2.13)
kde D(u, v) je vzdálenost od počátečního bodu Fourierovy transformace a σ značí míru
strmosti gaussovské křivky.
2.3.2 Detekce hran v obraze
Změny či nesouvislosti v atributech obrazu s amplitudovou charakteristikou jako třeba jas
či změny v hodnotách RGB jsou zásadními charakteristikami obrazu, jelikož často poskytují
informace fyzickým rozměrů objektů v obraze. Lokální nespojitosti v jasu v obraze, tedy
skoky z jedné hladiny na druhou, nazýváme jasovými hranami. Způsob zjištění změn jasu v
obraze bude rozebrán v několika následujících kapitolách. Z hlediska tvaru hran se v obraze
mohou vyskytnout tyto 4 případy:
Náběžná / Sestupná hrana: Tvořená plynulým přechodem z jedné hladiny na druhou
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Obrázek 2.5: Demonstrace funkce Gaussovského ﬁltru doprovázená Fourierovou transfor-
mací obrazu pro lepší přehlednost o frekvenčním spektru obrazu před a po aplikaci ﬁltru.
Skoková hrana: Tvořená skokovým přechodem mezi dvěma hladinami. Jedná se o případ
náběžné / sestupné hrany s úhlem nárůstu 90◦
Čára: Kombinace náběžné hrany následující hrana sestupná s určitým časovým odstupem.
Střechová hrana: Obdoba čáry, akorát že sestupná hrana následuje hranu náběžná ne-
prodleně.
Obrázek 2.6: Modely hran vyskytující se v obraze
Gradient bodů obrazu
Z matematického hlediska vytváří Gradient pro každý bod (x, y) obrazu H dvourozměrný
vektor s hodnotami danými derivací v horizontálním a vertikálním směru. Pro každý bod
tedy určuje směr největšího růstu intenzity, délka vektoru gradientu pak určuje strmost
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změny. Za použití skalárního součtu lze Gradient také využít ke zjištění růstu intenzity v
určitém směru namísto zjištění směru největšího růstu. V problematice zpracování obrazu
tvoří gradient charakteristiku prvního řádu. Gradient skalární funkce f(x1, x2, x3, ..., xn) se
značí symbolem ∇f , kde ∇ značí vektorový diferenciální operátor. Gradient funkce f je
























Hrana objektu ve spojité obrazové funkci F (x, y) je spojitý segment, který lze deteko-
vat vytvořením jednorozměrného spojitého gradientu G(x, y) podél normály linie sklonu
hrany θ s ohledem na horizontální osu. Je-li gradient dostatečně velký (např. přesahuje
hodnotu deﬁnovaného prahu), lze předpokládat přítomnost hrany. Gradient podél normály








Výraz (2.16) popisuje generaci hranového gradientu G(x, y). V doméně dvourozměrného
prostoru jej využijeme pro vyjádření řádkového gradientu GR(x, y) a sloupcového gradientu






Z důvodu větší efektivity výpočtu se můžeme mnohdy setkal s aproximací výpočtu
amplitudy gradientu vztahem:
G(x, y) = |GR(x, y)|+ |GC(x, y)| (2.18)
Princip výpočtu je zobrazen na obrázku (2.7).
Obrázek 2.7: Princip funkce výpočtu gradientu dvourozměrného obrazu
Pro výpočet nad diskrétní množinou obrazových dat využíváme dvojice konvolučních
matic HR a HC známé jako Sobelův operátor:
HR =
⎡
⎣−1 −2 −10 0 0
−1 −2 −1
⎤
⎦ , HC =
⎡






V problematice detekce hran se Laplacův operátor využívá v detekci druhého řádu, kde je
využit při hledání lokálních extrémů v obraze obdobných způsobem jako využití derivace
pro hledání extrémů funkce.
V matematice a fyzice je Laplacův operátor, nebo také Laplacián, diferenciální operátor








Hranový Laplacián obrazové funkce F (x, y) je v konečné doméně deﬁnován jako:
G(x, y) = −2F (x, y) (2.21)
Laplacián G(x, y) je nulový, pokud F (x, y) je konstantní, nebo se amplituda F mění
lineárně. Pokud je hodnota změny F (x, y) větší než lineární, v místě lokálního maxima /
minima reaguje G(x, y) změnou znaménka. Průnik funkce G(x, y) s rovinou xy indikuje pří-
tomnost hrany v daném bodě. Záporné znaménko v deﬁnici funkce G (dle 2.20) způsobuje,
že při přechodě z tmavé části do světlé části obrazu, rozuměno zleva doprava, nebo zdola
nahoru, má funkce G kladnou hodnotu.
Laplacián 4-okolí lze generovat jako operace konvoluce




















Hodnoty matice z (2.23) korespondují druhé derivaci počítané po řádcích, resp. sloupcích,
jejímž výsledkem je maticový operátor pro výpočet Laplaciánu dvourozměrného obrazu. 4-
okolí Laplaciánu je často normalizováno pro zajištění jednotkového zisku průměru kladných




















Waveletovou transformaci (WT) můžeme chápat jako nástupce Fourierové transformace
(FT). Oproti FT má waveletová transformace však značnou výhodu. FT totiž nenese
žádné informace o prostorovém rozmístění jednotlivých frekvenčních hladin. Lze zjistit,
jaké frekvence se v obraze nacházejí, ne však jejich polohu. Tento nedostatek napravuje
právě WT, čímž je předurčena k efektivnější analýze obrazových dat. Využití si tak našla
například v kompresi nebo analýze charakteristik obrazu.
Podíváme-li se na libovolný obrázek, obvykle můžeme zpozorovat oblasti s velmi podob-
nou texturou a úrovněmi šedi které kombinováním vytvářejí objekty v obraze. Pokud jsou
objekty malé svou velikosti nebo kontrastem, standardně je člověk vyhodnotí ve vysokém
rozlišení, jsou-li velké či s vysokých kontrastem, stačí je pozorovat zběžným pohledem.
Vyskytují-li se malé a velké, či nízko a vysoko-kontrastní objekty v obraze zároveň, může
být výhodou je zkoumat ve více rozlišeních.
Následující podkapitoly budou rozebírat teoretickou stránku waveletovy transformace,
poté úpravu pro výpočet vhodný na počítačích.
2.4.1 Obrazová pyramida
Mocnou, přesto stále jednoduchou strukturou pro uchování obrazových dat ve více ro-
zlišení je obrazová pyramida, navržená pro účely počítačového vidění a aplikace pracující s
kompresí obrazu. Obrazová pyramida je kolekcí obrazu s postupným snižováním rozlišení
strukturovaným do pyramidálního tvaru, jak lze vidět na obrázku (2.8). Základní vrstva (J)
obsahuje reprezentaci obrázku v nejvyšším rozlišení, vrstva 0 aproximaci obrazu v nejnižším
rozlišení.
Obrázek 2.8: Struktura obrazové pyramidy
Výpočet pyramidální struktury probíhá iterativním způsobem postupnou aproximací
nové vrstvy z vrstvy předešlé. Pyramida velikosti P +1 úrovní je zkonstruována za pomocí
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P průchodů. Během prvního průchodu (j = J) je zpracováván originální obraz. Dalšími
průchody (j = J − 1, J − 2, .., J − P + 1) se vždy postupně zpracovávají výstupy vrstev
předešlých (j − 1) až do rozlišení 1x1. Každý průchod se skládá z trojice kroků:
1. Výpočet snížení rozlišení obrazu aproximací obrazu ze vstupu. Je to docíleno ﬁltrací
obrazu deﬁnovaným ﬁltrem a následným podsamplováním výsledku ﬁltrace dělením
dvěma. Zde můžeme využít pestrou škálu ﬁltračních operátorů, záleží na tom, který
se nám zrovna hodí. Filtrování obrazu také na výstupní obraz nemusíme aplikovat a
vstup můžeme pouze podsamplovat. To však může mít za příčinu aliasing obrazu ve
vyšších úrovních obrazu.
2. Podsamplování obrazu předešlého kroku, taktéž dělitelem 2, a ﬁltrování výsledku.
Tímto krokem si vytvoříme predikční obraz o stejném rozměru jako rozměr vstupního
obrazu. Porovnáním s výstupem z kroku 1 rozhodne interpolační ﬁltr, jak přesně je
predikcí aproximován vstup pro krok 1. Pokud není predikční ﬁltr využit, predikci
pak tvoří podsamplování výstupu kroku 1. Vynecháním predikčního ﬁltru může mít
za následek viditelnost blokového efektu při replikaci pixelů.
3. Výpočet rozdílu mezi predikcí z kroku 2 a vstupem pro krok 1. Vzniklý rozdíl může
být později použit ke zpětné rekonstrukci původního obrazu.
Po provedení P -kroků této procedury obdržíme P+1 provázaných aproximací a predikcí
úrovní zbylé části pyramidy. Pokud kroky 2 a 3 nejsou pro potřebovaný účel potřebné, lze
je ze zpracování klidně vynechat.
2.4.2 Kódovaní na podpásma
Jedná se o další z podstatných technik používaných k vícerozměrné analýze obrazu. Metoda
byla navržena pro zpracování řečových signálů a kompresi obrazu. Při kódování je obraz
rozdělen na množinu komponent s limitovanými mezemi, nebo-li na podpásma obrazu. Kó-
dování obrazu je bezztrátové, takže dekódovaný obraz není nijak poškozen. Každé podpásmo
je generováno ﬁltrováním vstupu pásmovým ﬁltrem. Je-li šířka pásma výsledného obrazu
menší než šířka pásma originálního obrazu, můžeme výsledné podpásmo obrazu podvzorko-
vat, aniž bychom se dopustili ztráty informace. Rekonstrukci původního obrazu provedeme
nadvzorkováním jednotlivých podpásem inverzním ﬁltrováním a jejich součtem.
Obrázek 2.9: Kódování obrazu dvoupásmovým ﬁltrem
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Obrázek 2.10: Dělení spektra obrazu dvoupásmovým ﬁltrem
Na obrázku (2.9) je ukázán princip 2-pásmového kódovacího a dekódovacího systému.
Vstupní hodnotou do systému je jednorozměrný signál x(n) pro n = 0, 1, 2, ..., N − 1. Výs-
tupní sekvenci xˆ dostáváme z dekompozice vstupního signálu x(n) na složky y0,1(n) po-
mocí ﬁltrů h0,1(n), a opětovným složením signálu z výstupu ﬁltrů g0,1(n). Filtry h0,1 jsou
dvoupásmové ﬁltry, jejichž ideální charakteristika je zobrazena na obrázku (2.10). Filtr
h0 nazýváme nízkofrekvenční ﬁltr, jehož výstupem je aproximace signálu x(n). Filtr h1
nazýváme vysokofrekvenční ﬁltr, jeho výstupem dostáváme detailní složky signálu x(n).
Všechna ﬁltrování probíhají v časové doméně konvolucí vstupu a všech ﬁltrů, tím dostáváme
impulzní odezvu δ(n). Hodnoty h0,1 a g0,1 musí být zvoleny tak, aby výstup byl rekonstruo-
vatelný bez ztráty informace, tedy aby platilo xˆ(n) = x(n). Pro bezztrátovou rekonstrukci
jsou stanoveny následující vztahy:
H0(−z)G0(z) +H1(−z)G1(z) = 0 (2.27)
H0(z)G0(z) +H1(z)G1(z) = 2 (2.28)
Protože potřebujeme pracovat s dvourozměrnými daty, musíme si stanovit postup je-
jich zpracování. Jednorozměrný ﬁltr (2.9) tak jednoduše upravíme pro potřeby zpracování
dvourozměrných dat. Jak lze vidět na obrázku (2.11), ﬁltraci provedeme tak, že nejprve
zpracujeme první dimenzi (např. řádky), poté na výstupy prvního kroku aplikujeme ﬁl-
traci stejným postupem, tentokrát v druhé dimenzi (např. sloupce). Během zpracování
taktéž aplikujeme proces podvzorkování na ﬁltrovaná data. Ve výsledku dostáváme čtveřici
složek a(m,n), dV (m,n), dH(m,n) a dD(m,n), které popořadě nazýváme aproximací, ver-
tikální detail, horizontální detail a diagonální detail obrazu. Na jednotlivé složky obrazu
dále můžeme dle libosti aplikovat stejný proces a vytvářet tak pyramidální strukturu složek
obrazu.
V tabulce (2.1) jsou zobrazeny sady obecných tříd řešení vztahů (2.27) a (2.28) kó-
dovacích a dekódovacích rovnic navržených pro bezztrátovou rekonstrukci původních dat.
Každá třída vytváří prototypový ﬁltr navržený pro účely konkrétní speciﬁkace, z něhož
jsou vypočteny ﬁltry zbývající. Najdeme zde sadu kvadraturně zrcadlových ﬁltrů (QMF)
(Croisier, Estaban a Galand [1976]) a ﬁltry konjugované kvadraturní (CQF) (Smith a Barn-
well [1986]). Nejdůležitější třídou ﬁltrů je sada ortonormálních ﬁltrů, které se využívají k
výpočtu rychlé waveletové transformace.
2.4.3 Haarova transformace
Další z operací určených pro vícerozměrnou analýzu obrazu. Haarovou transformaci je třeba
považovat jako základ waveletové transformace. Bázovými funkcemi Haarovy transformace
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Filter QMF CQF Ortonormální
H0(z) H
2
0 (z)−H20 (−z) = 2 H0(z)H0(z−1)+ G0(z−1)
H0(−z)H0(−z−1) = 2




G1(z) −H0(−z) zH0(−z) −z−2K+1G0(−z−1)
Tabulka 2.1: Skupiny ﬁltrů schopné rekonstrukce obrazu
Obrázek 2.11: Průběh kódování obrazu
tvoří ortonormální wavelety, o nichž si více povíme v následující sekci.
Haarova transformace je sama o sobě symetrická a lze ji vyjádřit maticovým zápisem
T = H · F ·H (2.29)
kde F je obrazová matice o rozměrech N×N , H je transformační matice téhož rozměru
a T je výsledek transformace. V případě Haarovy transformace tvoří transformační matici
H bázové funkce hk(z). Ty jsou deﬁnovány nad konečnou množinou hodnot z ∈ [0, 1] pro
k = 0, 1, 2, ..., N − 1, kde N = 2n. Abychom mohli generovat transformační matici H,
deﬁnujeme hodnotu k tak, že k = 2p + q − 1, kde proměnná p nabývá hodnot z intervalu
0 ≤ p ≤ n − 1. Pro p = 0 proměnná q nabývá hodnot q = 0 či 1, v opačném případě,
tedy pro q = 0 hodnot z intervalu 1 ≤ q ≤ 2p. Bázovou funkci Haarovy transformace pak
deﬁnujeme následně:
h0(z) = ˙h00(z) =
1√
N
, z ∈ [0, 1] (2.30)
a





2p/2 (q − 1)/2p ≤ z < (q − 0.5)/2p
−2p/2 (q − 0.5)/2p ≤ z < q/2p
0 otherwise, z ∈ [0, 1]
(2.31)
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Ze vzorců (2.30) a (2.31) vyplývá, že í-tý řádek Haarovy transformační matice N ×N






N . Například pro N = 4 předpokládáme
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Bázové funkce H2 deﬁnují banku FIR ﬁltrů postavených na obecné třídě QMF z tabulky
(2.1), kde koeﬁcienty odpovídajících ﬁltrů h0(n) a h1(n) jsou popořadě elementy prvního a
druhého řádku matice H2.
2.4.4 Rozvoj série






kde k značí celočíselný index konečného, či nekonečného součtu, v případě αk se jedná o
koeﬁcienty rozvoje a ϕk(x) je množina funkcí rozvoje. Pokud existuje pouze jedna množina
ak pro jakékoliv f(x), nazýváme ϕk(x) bázovými funkcemi. Vyjádřitelné funkce ϕk tvoří
prostor funkcí, který nazýváme uzavřeným obalem (Span) množiny funkcí rozvoje, označené
V = Spank{ϕk(x)} (2.35)
Nyní tvrzení f(x) ∈ V znamená, že f(x) náleží uzavřenému obalu {ϕk(x)} a může být
zapsán výrazem (2.34).
Pro libovolnou funkci prostoru V a odpovídající množinu rozvoje {ϕk(x)} existuje
množina duálních funkcí {ϕ˜k(x)}, které lze využít k výpočtu koeﬁcientů αk (známé ze
vztahu 2.34). Tyto koeﬁcienty vypočteme integrálem vnitřního součinu množiny ϕ˜k(x) a
funkce f(x)
αk = 〈ϕ˜k(x), f(x)〉 =
∫
ϕ˜∗k(x)f(x)dx (2.36)
kde ∗ značí komplexně sdruženou funkci. V závislosti na ortogonalitě množiny rozvoje
nastává jedna ze tří možných situací:
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Situace 1: Pokud funkce rozvoje tvoří ortonormální bázi prostoru V , tedy pokud platí
vztah
〈ϕj(x), ϕk(x)〉 = δjk =
{
0 j = k
1 j = k
(2.37)
potom báze a její dualita jsou ekvivalentní. To znamená, že ϕk(x) = ϕ˜k(x) a ze vztahu
(2.36) dostáváme
αk = 〈ϕk(x), f(x)〉 (2.38)
Koeﬁcienty αk vypočteme jako vnitřní součin funkčních bází a f(x).
Situace 2: Pokud funkce rozvoje nejsou ortonormální, avšak tvoří ortogonální bázi pros-
toru V , poté
〈ϕj(x), ϕk(x)〉 = 0, j = k (2.39)
Bázové funkce, také i jejich duální funkce, nazýváme biortogonální. αk vypočteme
vztahem (2.36). Biortogonální bázi a její duální bázi vypočteme poté
〈ϕj(x), ϕ˜k(x)〉 = δjk =
{
0 j = k
1 j = k
(2.40)
Situace 3: Pokud množina rozvoje není bázi prostoru V , ale umožňuje rozvoj deﬁnovaný
v (2.36), jedná se potom o obalovou množinu, ve které se nachází více než jedna
množina αk pro libovolnou funkci f(x) ∈ V . O funkcích rozvoje i jejich dualitách




|〈ϕk(x), f(x)〉|2 ≤ B‖f(x)‖2 (2.41)
pro libovolné A > 0, B < ∞ a všechny f(x) ∈ V . Vydělíme-li vztah normalizovaným
čtvercem funkce f(x), vidíme že A i B tvoří rámec normalizovaného vnitřního součinu









Nyní zvažme množinu rozvojových funkcí čtvercově integrovatelné funkce ϕ(x). Jedná se o
množinu {ϕj,k(x)}, kde platí
ϕj,k(x) = 2
j/2ϕ(2jx− k) (2.43)
pro všechna j, k ∈ Z a ϕ(x) ∈ L2(R). Zde k značí pozici ϕj,k(x) na ose x, j značí šířku
ϕj,k(x) a 2j/2 zde manipuluje s výškou, nebo-li amplitudou. Protože hodnota j ovlivňuje
tvar množiny ϕj,k(x), nazýváme funkci ϕ(x) škálovací funkcí.
Pokud omezíme j ze vztahu (2.43) na speciﬁckou hodnotu, řekněme j = j0, výsledná
množina rozvoje {ϕj0,k(x)} je poté podmnožinou {ϕj,k(x)}. Nejedná se sice o obal prostoru
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L2(R), ale o podprostor uvnitř něj. Za použití notace z předchozí sekce si nyní nadeﬁnujeme
tento podprostor jako
Vj0 = Spank{ϕj0,k(x)} (2.44)






Obecně pak lze napsat vztah pro podprostor tvořící obal nad k pro libovolná j jako
Vj = Spank{ϕj,k(x)} (2.46)
2.4.6 Waveletová funkce
Podobně jako v případě škálovací funkce z předešlé sekce můžeme deﬁnovat waveletovou
funkci ψ(x). Deﬁnujeme množinu {ψj,k(x)} waveletů:
ψj,k(x) = 2
j/2ψ(2jx− k) (2.47)
pro všechna k ∈ Z, která tvoří obaly prostorů Wj . Stejně jako u škálovacích funkcí
píšeme
Wj = Spank{ψj,k(x)} (2.48)





Podprostory škálovacích a waveletových funkcí mají následující společný vztah:
Vj+1 = Vj ⊕Wj (2.50)
kde symbol ⊕ značí spojení množin. Nyní si můžeme vyjádřit obecný vztah pro prostor
všech měřitelných, čtvercově integrovatelných funkcí jako
L2(R) = Vj0 ⊕Wj0 ⊕Wj0+1 ⊕ ... (2.51)
kde j0 je zvolená startovací škála.
Protože prostory waveletů jsou umístěny do prostorů, které jsou obaleny prostory škálo-
vacích funkcí vyšší úrovně, libovolnou waveletovou funkci lze vyjádřit jako vážený součet







2.4.7 Jednorozměrná waveletová transformace
Zde si formálně zadeﬁnujeme několik příbuzných forem waveletové transformace.
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Série waveletových rozvojů
Nyní si nadeﬁnujeme rozvoj waveletové série funkce f(x) ∈ L2(R) vůči waveletové funkci










kde j0 vyjadřuje inicializační koeﬁcient škály, cj0(k) a dj(k) jsou akorát přeznačené
proměnné αk ze vztahů (2.45) a (2.49). cj0 obecně nazýváme aproximační, popř. škálovací
koeﬁcienty a cj0 nazýváme detailní popř. waveletové koeﬁcienty. Suma ze vztahu (2.53)
totiž využívá škálovací funkce pro výpočet aproximace funkce f(x) na úrovni j0. Pro každou
vyšší úroveň škály j ≥ j0 se v druhé sumě nachází suma detailní složky (suma waveletů) pro
zvýšení detailů při výpočtu aproximace. Pokud-li funkce rozvoje tvoří ortonormální bázi,
popřípadě jejich těsný rámec, pak koeﬁcienty rozvoje na základě vztahů (2.38) a (2.42)
počítáme jako:




dj(k) = 〈f(x), ψj,k(x)〉 =
∫
f(x)ψj,k(x)dx (2.55)
Diskrétní waveletová transformace (DWT)
Obdobně jako v případě Fourierova rozvoje, na základě předešlé sekce mapujeme funkci
spojité proměnné do diskrétní posloupnosti koeﬁcientů. Rozložíme-li funkci na posloupnost
čísel, třeba vzorkováním spojité funkce f(x), získané koeﬁcienty poté nazýváme diskrétní
waveletovou transformací funkce f(x). Tím proměníme rozvojovou řadu deﬁnovanou v



























Zde výrazy f(x), ϕj0,k(x) a ψj,k(x) jsou funkcemi diskrétní proměnné x = 0, 1, 2, ...,M−
1. Dále označíme j0 = 0 a M jako mocninu 2 (M = 2j). Sumarizace výpočtu je tak v
rozmezí proměnných x = 0, 1, 2, ...,M − 1, j = 0, 1, 2, ..., J − 1 a k = 0, 1, 2, ..., 2j − 1.
Obecně je transformace tvořena M koeﬁcienty s minimální úrovní 0 a maximální úrovní
J − 1. Koeﬁcienty Wϕ(j0, k) a Wψ(j, k) nazýváme taktéž aproximačními a detailními.
1Škálovací a waveletové funkce jsou můžeme chápat jako funkce navrženy pro potřeby ﬁltrace vstupní
signálu na nízkofrekvenční a vysokofrekvenční pásmo
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Spojitá waveletová transformace (CWT)
Jedná se o přirozené rozšíření diskrétní waveletové transformace, které transformuje spojitou
funkci na vysoce redundantní funkci dvou spojitých proměnných - posuvu a škály. Výslednou
transformaci lze poté snadno interpretovat, čímž se stává hodnotným nástrojem frekvenční
analýzy.
Spojitá waveletová transformace spojité, čtvercově integrovatelné funkce f(x) v závis-















s a τ nazýváme popořadě parametry škály a posuvu. Funkce f(x) může být vyjádřena


















a Ψ(u) je Fourierova transformace funkce ψ(x).
2.4.8 Rychlá waveletová transformace (FWT)
Rychlá waveletová transformace je výpočetně efektivnější realizací diskrétní waveletové
transformace, která využívá vztahu mezi koeﬁcienty DWT v přilehlých škálách. FWT se






















Podobnou posloupností operací, počínaje vztahem (2.52), docílíme podobného výsledku








kde škálovací vektor hϕ ze vztahu (2.64) je nahrazen waveletovým vektorem hψ(n).
Nyní zvažme vztahy (2.56) a (2.57), které deﬁnují diskrétní waveletovou transformaci.




hψ(m− 2k)Wψ(j + 1,m) (2.66)
Poznamenejme, že detailní koeﬁcienty DWT na škále j jsou funkcí aproximace koeﬁ-





hϕ(m− 2k)Wψ(j + 1,m) (2.67)
Vyjádřením vztahů (2.66) a (2.67) jsme odhalili vazbu mezi koeﬁcienty DWT sousedících
škál.
2.4.9 2D transformace
Doposud jsme si povídali o výpočtu waveletové transformace nad jednorozměrným polem.
Obraz je však dvourozměrné pole. V následující sekci si povíme o tom, jak jednoduchý je
převod waveletové transformace pro práci nad dvourozměrným polem a budeme ji konečně
schopni vypočíst i nad množinou obrazových dat. Ve dvourozměrném prostoru budeme
potřebovat dvourozměrnou škálovací funkci ϕ(x, y) a trojici dvourozměrných waveletů ψH(x, y),
ψV (x, y) a ψD(x, y). Každou z nich získáme vynásobením škálovací funkce ϕ s odpovídajícím
waveletem ψ. Pokud-li vyloučíme takové násobky, kterými získáme pouze jednorozměrný
výsledek (např. ϕ(x)ψ(x)), dostáváme tak čtyři možné kombinace součinů, jejichž výsledky
jsou oddělitelná škálovací funkce
ϕ(x, y) = ϕ(x)ϕ(y) (2.68)
a trojici oddělitelných ”směrově citlivých”waveletů
ψ(x, y)H = ψ(x)ϕ(y) (2.69)
ψ(x, y)V = ϕ(x)ψ(y) (2.70)
ψ(x, y)D = ψ(x)ψ(y) (2.71)
Tyto wavelety se liší pouze ve směru, na který vytvářejí odezvu: ψH zjišťuje odezvu
podél osy y (tedy odezvu na horizontální hrany), ψV reaguje na vertikální hrany (prochází
tedy podél osy x) a ψD koresponduje reakci na diagonální (”ze šikma”) změny v obrazech.
Rozšíření jednorozměrné DWT do dvourozměrného prostoru vzhledem k funkcím (2.68)
až (2.71) je poměrně přímočaré. Nejdříve si nadeﬁnujeme bázi škály a posuvu funkcí
ϕj,m,n(x, y) = 2
j/2ϕ(2jx−m, 2jy − n) (2.72)
ψij,m,n(x, y) = 2
j/2ϕi(2jx−m, 2jy − n), i = {H,V,D} (2.73)
kde index i odkazuje na směrové wavelety známe ze vztahů (2.68) až (2.71). Diskrétní








f(x, y)ϕj0,m,n(x, y) (2.74)
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f(x, y)ψij,m,n(x, y), i = {H,V,D} (2.75)
Stejně jako v případě jednorozměrné transformace značí j0 zvolenou startovací škálu a
koeﬁcientyWϕ(j0,m, n) popisují aproximaci funkce f(x, y) na škále j0. KoeﬁcientyW iϕ(j,m, n)
přidávají horizontální, vertikální a diagonální detail obrazu ve škále j ≥ j0. Nejčastěji volíme
j0 = 0 a označíme N = M = 2j , takže j = 0, 1, 2, ..., J − 1 a m,n = 0, 1, 2, ..., 2j − 1. Ze

























Stejně jako u jednorozměrné DWT lze i dvourozměrnou DWT implementovat za po-
mocí digitálního ﬁltru a podvzorkování obrazu. Výpočet rychlé waveletové transformace
provádíme ve dvou průchodech. V prvním kroku jednoduše vypočteme jednorozměrnou
FWT nad řádky obrazu, v druhém kroku zpracujeme výsledek taktéž jednorozměrnou
FWT, tentokrát nad sloupci obrazu. Průběh zpracování je zobrazen blokovým schématem
na obrázku (2.12).
Obrázek 2.12: Blokové schéma průběhu zpracování obrazu waveletovou transformací
Jednoúrovňovou banku ﬁltrů z (2.12) můžeme nechat nad vypočtenými koeﬁcienty
”iterovat”tak, že výstup aproximačního ﬁltru napojíme na vstup následující banky ﬁltrů,
čímž dostaneme P škál transformací o škálách j = J − 1, J − 2, ..., J − P . Konvolucí řádků
obrazu s ﬁltry hϕ(−n) a hψ(−n) a následným podsamplováním obdržíme dvojici pod-
obrazů s horizontálním rozlišením sníženým o polovinu. Vysokofrekvenčním průchodem
obrazu získáme informaci o vyšších frekvencích ve vertikálním směru; nízkofrekvenčním
průchodem získáme naopak informaci o nízkých frekvencích obrazu, taktéž ve vertikálním
směru. Oba dva pod-obrazy jsou poté ﬁltrovány po sloupcích, následně podsamplovány pro




ψ čtvrtinových rozměrů původního obrazu.
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Obrázek 2.13: Dvou-úrovňová waveletová transformace
2.5 Segmentace obrazu
Segmentací obrazu rozumíme proces dělení obrazu do určitých regionů podobných parametrů.
Mezi nejzákladnější parametru patří svítivost a intenzita (pro černobílé obrazy) či barevné
složky (pro barevné obrazy). Dalšími podstatnými vlastnostmi pro zkoumání regionů jsou
hrany obrazu nebo textury.
O co tedy jde v procesu segmentace? Procesem segmentace se nesnažíme vyhledat kon-
textuální informace segmentů. Během segmentace se ani nezapojuje proces klasiﬁkace. Seg-
mentace je proces, který pouze rozděluje obraz na regiony, přičemž nás nezajímá v jakém
vztahu jsou jednotlivé regiony mezi sebou.
V současnosti neexistuje žádná teorie, která by se zabývala segmentací. Z toho vyplývá,
že neexistuje ani taková metoda, která by byla v segmentaci obrazu standardem. Namísto
toho máme kolekci metod, kde každá z metod se hodí pro jiný typ účelu.
Segmentace obrazu se zpravidla dělíme na kategorie zakládájící si na amplitudách,
shlukování, vyhledávání regionů, obrysu popř. textuře segmentů. Protože oblast segmen-
tace obrazu je poměrně rozsáhlá, probereme si zde pouze metodu rozrůstání regionu, která
jako jediná bude využitá v části návrhu aplikace.
2.5.1 Rozrůstání regionu
Rozrůstání regionu 2 je jednou z konceptuálně nejjednodušších řešení segmentace obrazu.
Jak název napoví, rozrůstání regionu je procedura, která seskupuje pixely či pod-regiony
do větší regionů za využití nadeﬁnovaných kritérií. Základním přístupem bývá zpravidla
2V originálním znění známá jako Region growing.
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nalezení ”semínkových”pixelů, které následně rozrůstáme do regionů o sousedící pixely
takové, které mají v porovnání se semínkovým pixelem podobné vlastnosti.
Nalezení jednoho či více počátečních bodů regionů může být při segmentaci základním
problémem. Pokud se v obraze nenachází žádná dominantní složka, musíme pro každý pixel
obrazu spočítat stejnou množinu vlastností, jenž využíváme při operaci spojování pixelu do
regionu. Pokud-li výsledek výpočtu poodhalil shluky, pak můžeme jako semínkové pixely
označit ty pixely, které se svými vlastnostmi nalézají blízko těžiště shluků.
Výběr kritéria podobnosti mnohdy nezáleží pouze na zvažovaném problému, ale také i na
typu obrazových dat, které jsou námi zrovna dostupné. Například při analýze povrchu země
ze satelitních snímků záleží na využití barev. Pokud barevnou složku povrchu země nemáme
k dispozici, můžeme stát před daleko větším problémem, či dokonce neřešitelným, jestliže
nejsme schopni zachytit informaci dostupnou v barvě obrazu. Pokud jsou dostupny pouze
monochromatické snímky, analýza regionů pak musí být postavena na množině deskriptorů
založených na úrovních šedi a prostorových vlastnostech obrazu (jako třeba moment nebo
textura).
Ani vhodně zvolený deskriptor nemusí vždy vést ke skutečným výsledkům, pokud-li v
procesu rozrůstání regionu není správně využita informace propojení či sousednosti. Mějme
příklad aplikaci vizualizace náhodného rozvrstvení pixelů pouze se třemi úrovněmi šedi.
Pokud bychom seskupovali pixely stejné šedi bez kladení důrazu na okolí pixelu a způsobu
propojení, výsledek segmentace by pak mohl být bezvýznamný v kontextu toho, co se v
obraze skutečně nachází.
Dalším úskalím při segmentaci je deﬁnování ukončující podmínky. V základu můžeme
rozrůstání regionu zastavit v případě, že již žádný další pixel nesplňuje kritérium připojení
do tohoto regionu. Kritéria jako například na úroveň šedi, textura nebo barva pixelu jsou
pouhým základem a nezahrnují v sobě žádnou informaci o dosavadním průběhu rozrůstání.
Můžeme však zahrnout nová kritéria pro posílení segmentace která využívají informace o ve-
likosti, podobnosti mezi kandidátním pixelem a pixely, o které byl region již rozrosten (jako
třeba porovnání úrovně šedi kandidátního pixelu a průměrné úrovně šedi pixelů dosavad-
ního regionu), nebo také můžeme brát v úvahu tvar, do něhož se region rozrůstá. Využití
těchto typů deskriptorů je možné pouze v případě, že existuje model, kterým bychom byli
schopni popsat charakteristiku regionů.
2.6 Extrakce vlastností obrazu
Vlastnost obrazu je takovou základní charakteristikou či atributem, kterou jsme schopni
odlišit neshodný obsah obrazů. Některé vlastnosti jsou přirozenými vlastnostmi obrazu ve
smyslu, že jejich vjem je zasazen přímo do samotného vzhledu obrazu, zatímco jiné vlast-
nosti získáme pouze speciﬁckým zacházením s obrazem. Do přirozených vlastností zahrnu-
jeme třeba intenzitu pixelů regionu. Naopak do nepřímých vlastností spadá například am-
plitudový histogram obrazu nebo prostorově frekvenční spektrum.
Zkoumání vlastností obrazu jsou základní potřebou při vyhledávání regionů určité charak-
teristiky (segmentace obrazu) či pro vyhodnocení obsahu nad zkoumaným regionem pro
účely rozpoznání (klasiﬁkace obrazu).
2.6.1 Vlastnosti pixelu waveletové transformace
Jak jsme zmínili v kapitole (2.4), waveletová transformace má oproti fourierovy transfor-
mace tu výhodu, že zachovává informaci o poloze pixelů v obraze. Tím je nám umožněno
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zkoumat frekvenční charakteristiky pixelů, o čemž pojednávají následující podsekce. Díky
waveletové transformaci tedy můžeme zkoumat vlastnosti obrazu na jednotlivých frekvenčních
hladinách. Zpravidla nás však zajímá charakteristika obrazu ve vysokofrekvenční hladině,
kde se nacházejí odezvy na hrany v obrazech, popřípadě jiné prudké změny.
Energie pixelu
Energie pixelu waveletové transformace je vlastnost podobná intenzitě, avšak oproti inten-
zitě popisuje energii vydanou pixelem rozdílností pixelu od svého blízkého okolí. Energie
pixelu je tedy vlastnost více vypovídající o změně a její velikosti. Obraz složený z více en-
ergetických pixelů bude tedy více členitý, kdežto obraz složený z málo energetických pixelů





W iψ(j, x, y)
2 (2.77)
Směr pixelu
Hovoříme-li o směru pixelu, máme na mysli směr, v němž pixel vydává ve vysokofrekvenčním
spektru nejvíce energie. Jedná se o postup zkoumání směru natočení linie oblasti, na které
se pixel nachází. Pixel ležící na vertikální hraně bude tedy vykazovat nejvíce energie v
horizontálním směru (směr kolmý na hranu), pixel ležící na horizontální hraně zase ve
vertikálním směru apod. Ke zkoumání směru pixelu využijeme opětovně vysokofrekvenčních
částí waveletové transformace. Směr pixelu tedy značíme buď jako horizontální, vertikální
nebo diagonální.
Směr pixelu nás však nezajímá u všech pixelů v obraze. Zpravidla vyhodnocujeme pouze
pixely, které náleží hranám či jiných, dynamicky se měnících oblastí. Hledáme tedy takové
pixely, které ve vysokofrekvenční spektru vyzařují alespoň určité minimální množství en-
ergie. Stanovíme si tedy energickou hranici, kterou pixel musí vyzářit, abychom jej mohli
prohlásit za směrový. Energickou hranici si vyjádříme prahem TE . Pro výpočet energie pix-
elu využijeme vztahu (2.77). Máme-li tedy stanovený práh, můžeme prohlásit, že pixel je
směrový, pokud množství vyzařované energie překračuje práh TE , tedy platí-li vztah (2.78).
V opačném případě označíme pixel jako nesměrový.
Ej(x, y) ≥ TE (2.78)
2.6.2 Kookurenční matice
Kookurenční matice je matice vyjadřující pravděpodobnost, s jakou se hodnoty pole dat
vyskytují ve vztahu (tedy kookurují) s jinými hodnotami. V oblasti zpracování obrazu tedy
vyjadřují, s jakou pravděpodobností se pixel jedné barvy nachází kolem pixelu barvy jiné.
Při sestavování kookurenčních matic je potřeba stanovit konﬁguraci, tzn. musíme určit
kookurenční vzdálenost mezi dvojicí pixelů. Zde máme na výběr mezi dvěma typy kookurenčních
matic:
Směrová kookurenční matice: zjišťujeme, jak často se v obraze vyskytuje kombinace
pixelů se vzdáleností danou oﬀsetem (x,y), kde hodnoty x, y značí relativní
odstup jednoho pixelu od druhého. Vzdálenost dvojice pixelů můžeme určit popřípadě
vektorem (d, θ), kde hodnota d značí vzdálenost dvojice pixelů mezi sebou a θ značí
úhel, ve kterém se jeden pixel nachází od druhého.
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Rotačně invariantní kookurenční matice: U rotačně invariantních matic zkoumáme,
jak často se v obraze vyskytuje stejná kombinace pixelů vzdálená od sebe právě r
pixelů a to v libovolném směru.
2.6.3 Obrazové histogramy
Ve statistice a zpracování obrazu značí histogram reprezentaci naměřených relativních
početností. Naměřené hodnoty dělíme zpravidla do tříd určených intervaly, do kterých hod-
noty spadají. Správnou volbou počtu tříd můžeme v histogramu zachytit užitečné infor-
mace nalézající se ve zkoumaných datech. Příklad obrazového histogramu můžeme vidět na
obrázku (2.14).
Obrázek 2.14: Příklad histogramu. Na pravé části vidíte po pořadí od shora dolů histogramy
jednotlivých RGB složek obrazu a také histogram celkové intenzity pixelů. Lze zpozorovat
vyšší intenzitu v červené barvě vlivem osvětlení scény zapadajícím sluncem taktéž malou
intenzitu v modré barvě, které je zastoupena již slabě osvětleným oceánem a mraky.
Matematickým pojetím histogram vyjadřuje početnosti, případně relativní početnosti,
realizace veličiny v jednotlivých intervalech. Neexistuje žádné pravidlo, kterým by se dal
určit optimální počet intervalů. Různý počet intervalů nás může dovést k různým výsledkům
v datech. Počet k intervalů můžeme tedy buď usoudit sami, nebo jej vypočíst se znalostí








Nejzákladnějšími amplitudovými vlastnostmi obrazu jsou ty, které si můžeme jednoduše
změřit. Těmi jsou například jas, spektrální hodnota a jiné. Je zde však plno možností,
kterými se můžeme dopátrat k novým amplitudovým vlastnostem, jenž třeba nemusí být
na první pohled z obrazu zřejmé. Vlastnosti jako jas mohou být využity přímo či nepřímo,
lineárně či nelineárně tak, abychom docílili odvození proměnných v novém amplitudovém
prostoru. Selekce amplitud můžeme provádět v určitém bodě obrazu (např. amplituda
f(x, y) v bodě (x, y)), nad okolím pixelu (x, y) či nad celým obrazem.
Deﬁnujme si pravděpodobnost prvního řádu distribuce amplitudy kvantizovaného obrazu
jako
P (b) = PR[f(x, y) = rb] (2.80)
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kde rb označuje kvantizační hladinu amplitudy pro 0 ≥ b ≥ L − 1. Odhad histogramu
prvního řádu P (b) je jednoduše
P (b) ≈ N(b)
M
(2.81)
kde M zastupuje celkový počet pixelů okolí bodu (x, y) a N(b) je počet pixelů s ampli-
tudou rb, který se v okolí nachází.
Z Tvaru histogramu můžeme vyčíst mnohé o struktuře obrazu. Například histogram
rozložený v úzkém páse vypoví o nízkém kontrastu v obrazu. Bimodální (obsahuje 2 max-
ima) histogram zase často značí, že v obraze je obsažen objekt s úzkým rozsahem amplitud
umístěn na pozadí odlišné amplitudy. Následující veličiny byly navrženy pro potřeby kvan-
titativního popisu tvaru histogramu prvního řádu:
Průměr:




Disperze: nebo také Centrální moment druhého řádu






















P (b) log2{P (b)} (2.86)
Další skupinou jsou amplitudové vlastnosti druhého řádu, které zakládáme na vícerozměrném
rozdělení pravděpodobností výskytu páru pixelů, na které jsme již narazili v sekci (2.6.2).
Zvažme dvojici pixelů f(x1, y1) a f(x2, y2). Již víme, že tyto pixely jsou od sebe vzdáleny
o vzdálenost d v úhlu θ. Vícerozměrné rozdělení amplitud obrazu potom vyjádříme jako:
P (a, b) = PR [f(x1, y1) = ra, f(x2, y2) = rb] (2.87)
kde ra a rb zastupují kvantizační hladiny amplitud pixelů. Odhad histogramu distribuce
druhého řádu je
P (a, b) ≈ N(a, b)
M
(2.88)
kde M je celkový počet pixelů okolí bodu a N(a, b) značí počet výskytů hodnot kombi-
nace f(x1, y1) = ra a f(x2, y2) = rb.
Jsou-li páry pixelů v obraze vysoce korelované, P (a, b) zachytí tuto situaci tím, že
vytváří souvislosti podél diagonály pole. Proto byly následující veličiny navrženy tak, aby





































(a− μa)(b− μb)P (a, b)
σaσb
(2.93)













2.6.5 Lokální binární vzory
Metoda lokální binární vzory (LBP) zpracovává okolí zkoumaného pixelu, které překládá
do tzv. binárního vzoru. Je-li v testovaném bloku jistá struktura nebo periodizace dat,
binární vzory v bloku se začnou opakovat a vytvářet tak shluky v určitých hodnotách. Tím
je metoda LBP předurčena jako efektivní nástroj ke klasiﬁkaci textur.
Abychom mohli začít s odvozováním, musíme přijmout deﬁnici textury a stavět na
ní. Deﬁnujme tedy texturu T v lokálním okolí šedotónového obrazu jako vícerozměrnou
distribuci úrovní šedi P + 1 (přičemž P > 0) obrazových pixelů jako:
T = t(gc, g0, ..., gP−1) (2.96)
kde gc odpovídá úrovni šedi středového pixelu zvoleného okolí, gp (p = 0, ..., P − 1)
odpovídá úrovním šedí P pixelů nacházejících se symetricky rozložené na kruhu o poloměru
















Obrázek 2.15: Rozložení sousedních pixelů kolem středového pixelu v různém poloměru a
počtu
kde (xc, yc) jsou souřadnice středového pixelu. Na obrázku (2.15) vidíte možné kombi-
nace okolí pixelu pro různá P a R.
Pokud-li odečteme hodnotu středového pixelu od hodnot svého okolí, můžeme beze
ztráty informace vytvořit novou formu reprezentace lokální texturu středového pixelu a
jeho okolí jako:
T = t(gc, g0 − gc, g1 − gc, ..., gP−1 − gc) (2.98)
Za předpokladu že rozmezí hodnot jsou nezávislé na gc lze distribuci faktorizovat
T ≈ t(gc)t(g0 − gc, g1 − gc, ..., gP−1 − gc) (2.99)
V praxi však toto tvrzení nemusí být vždy pravdivé. Díky povaze hodnot digitálních
obrazu totiž nízká či vysoká hodnota gc zřejmě značně zúží diference hodnot, které s nejvyšší
pravděpodobností budou nabývat sousední pixely. Pokud-li se smíříme ze ztrátou informace
dané výškou amplitudy pixelu, docílíme invariance vzoru vůči posunům ve škále. Protože
t(gc) popisuje celkovou svítivost pixelu v obraze nijak nevztaženou k jejímu okolí, nejedná
se tak o veličinu s velkým přínosem při analýze textur. Využijeme tedy vztahu (2.98) a
vyjádříme si vícerozměrné rozdělení diferencí
T ≈ t(g0 − gc, g1 − gc, ..., gP−1 − gc) (2.100)
P -rozměrné rozdělení diferencí je veličina, která zaznamenává přítomnost různých tex-
turových vzorů v okolí každého pixelu. Pro konstantní či pozvolně měnící se regiony je
diference nulová či hodnota blízká nuly. Kdežto v regionech s vysokým výskytem hran bude
diference nabývat naopak vysokých hodnot.
Ačkoliv již máme nadeﬁnovanou texturu invariantní vůči posuvu v úrovních šedi, stále je
závislá na velikosti škálování. Nemáme tedy zachycen případ, že se stejná textura nachází
v obraze ve více úrovních kontrastu. Pro zachycení invariance s ohledem na libovolnou
monotónní transformaci úrovně šedé, zvažujeme pouze výsledné znaménko diferencí stře-
dového bodu a okolí:




1 x ≥ 0
0 x < 0
(2.102)
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Nyní každému znaménku s(gp − gc) přiřadíme binární váhu 2p, čímž transformujeme
diference okolí do unikátního LBP kódu. Kód poté charakterizuje lokální texturu kolem




2ps(gp − gc) (2.103)
Obrázek 2.16: Princip výpočet LBP kódu
V praxi tento vztah interpretuje diference okolí bodu za pomocí P -bitů binárního čísla,
z čehož získáváme 2P možných kombinací hodnot reprezentujících lokální texturu LBP kó-
dem. Výslednou představu nad výpočtem LBP kódu si můžete udělat nad obrázkem (2.16).
Lokální distribuci úrovně šedí textury můžeme poté aproximovat 2P -bitovou diskrétní dis-
tribucí LBP kódu vztahem:
T ≈ t(LBPP,R(xc, yc)) (2.104)
Předpokládejme zpracování obrazových dat rozměru N ×M , tedy xc ∈ {0, 1, ..., N − 1}
a yc ∈ {0, 1, ...,M − 1}. Počítáme-li pro tento obraz LBPP,R distribuci, zvažujeme pouze
takovou část, jenž se nenachází příliš blízko okraje. Při výpočtu totiž nelze vytvářet LBP
kód v případě, že by okolí bodu zasahovalo za hranice rozměru. Pro takový obraz pak
počítáme LBP kód v rozsahu x ∈ {R,R+1, ..., N − 1−R} a y ∈ {R,R+1, ...,M − 1−R}.
Díky kruhovému charakteru samplování okolí bodu obrazových dat pro výpočet LBP
kódu je zcela zřejmá potřeba invariance výpočtu vůči rotaci v obrazové doméně. Rotační
invariance nicméně není schopna zachytit odlišnosti textury způsobené změnou relativní
pozice světla a pozice objektu. Taktéž zde není zvážen výskyt artefaktů způsobené digital-
izací obrazu.
Při výpočtu rotačně invariantního vzoru zvažujeme každý zkoumaný pixel jako střed ro-
tace obrazu, což bude náš počátek při odvozování rotačně invariantního operátoru. Pokud-
li rotujeme s obrazem, hodnota šedi gp v množině hodnot okolí se pohybuje po obvodu
kruhu se středem v gc. Z toho vyplývá, že rotací obrazu získáme rozdílné hodnoty LBPP,R
vzorů. Neplatí to samozřejmě pro vzory složené ze samých nul, popř. samých jedniček,
ze kterých vyplývá konstantní binární vzor pro libovolnou rotaci obrazu. Abychom se vy-
varovali efektu při rotaci obrazu, každý LBP kód musíme rotovat do takové referenční
pozice, ve které všechny možné rotační variance kódu nabudou stejné hodnoty. Tuto trans-
formaci si nadeﬁnujeme následně:
LBP riP,R = min{ROR(LBPP,R, i) | i = 0, 1, 2, ..., P − 1} (2.105)
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kde horní index ri značí rotační invarianci, ROR(x, i) rotaci P -bitového binárního čísla









P−i+kak i > 0
x i = 0
ROR(x, P + i) i < 0
(2.106)
kde ak je hodnota bitu binárního čísla na pozici k. Jednoduše řečeno, pomocí deﬁno-
vaného postupu hledáme takovou bitovou rotaci čísla x, která nabývá minimální hodnoty.
2.7 Support vector machine
Support vector machine (SVM) je metodou strojového učení typu učení s učitelem, kterou
využíváme pro účely klasiﬁkace dat a regrese. V základě potřebujeme množinu dat dvou či
více kategorií, nad kterými provedeme natrénovaní stroje. Ten si z trénovacích dat vytvoří
jejich model, dle kterého bude schopen tyto množiny dat rozpoznávat. Model dat SVM je
tvořen reprezentací ukázkových bodů v prostoru, do kterého jsou namapovány tak, že mezi
jednotlivými množinami skupin dat vznikne natolik velká mezera, aby jí šlo protáhnout
rovinu tyto množiny dělící. Při vyhodnocování neznámých dat provedeme stejný postup
mapování a data jsou vyhodnocena do té třídy, na jejíž straně nadroviny leží. Naším cílem
je tedy nalézt takové zobrazení X → Y, kde x ∈ X je libovolný vektor a y ∈ Y značí třídu
kategorie.
Klasiﬁkace dat je základní úlohou strojového učení. Pokud máme datové body, kde
každý náleží do jedné ze dvou tříd, cílem je rozhodnou, do které třídy bude náležet bod,
o němž tuto skutečnost neznáme. V pojetí SVM chápeme datovým bodem p-rozměrný
vektor a chceme vědět, jestli můžeme takový bod oddělit p− 1 rozměrnou nadrovinou, což
nazýváme lineární klasiﬁkací. Existuje spousta nadrovin, které můžeme využít ke klasiﬁkaci
dat. Rozumnou volbou nadroviny je pak taková, která dokáže skupiny dat oddělit největším
v největším odstupu. Vybereme tedy takovou nadrovinu, kde vzdálenost k nejbližšímu bodu
ke každé z množin dat nabývá maximální možné hodnoty.
Obrázek 2.17: Příklad způsobu nadroviny pro trénovaní SVM. Vlevo je zobrazen případ
špatně zvolených nadrovin, kde H2 nejvíce vystihuje situaci. H1 sice odděluje dvě množiny
dat, avšak málo vyváženě. Na pravém obrázku pak vidíme ideální volbu nadroviny na
trénovacími daty (z en.wikipedia.org)
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2.7.1 Jádro transformační funkce
Nejjednodušším způsobem jak oddělit dvě množiny dat je pomocí ploché roviny či N -
rozměrné nadroviny. Mohou však nastat situace, kdy lineárním způsobem nelze množiny
dat oddělit. Raději než hledat takovou křivku schopnou data oddělit, využíváme funkční
jádro, které data transformuje do vícerozměrného prostoru, ve kterém pro oddělení dat lze
již nadroviny využít, což znázorňuje obrázek (2.18).
Obrázek 2.18: Po převodu do vícerozměrného prostoru lze data již lineárně dělit (z
www.dtreg.com)
Jádro transformační funkce značíme k(·, ·). Takových transformačních funkcí, které
transformují vektory mezi prostory, lze vymyslet nepřeberné množství. Nejvíce používanými
jsou ale tyto:
Polynomiální: pro transformaci využívá polynomu n-tého řádu
k(x, x′) = (x · x′ + c)n (2.107)
Lineární: hodí se pro oddělení takových dat, které není třeba převádět do vyššího pros-
toru. Lineární transformační jádro je je ve skutečnosti polynomiální jádro s n = 1 a
c = 0
Funkce radiální báze: k transformaci využívá funkci radiální báze




V sekci návrh si probereme způsoby, jakými lze využít teoretickou část pro účel detekce
obrazu. V první části si krátce popíšeme několik možných řešení, která lze vyhledat na
internetu v podobě odborných článků. Další část pak dopodrobna rozebírá to řešení, které
bylo vybráno jako zajímavé pro implementaci a otestování kvality. Látka také probírá i
možné úpravy pro zvýšení kvality detekce.
3.1 Přístup k řešení
V základu můžeme přístup k řešení detekce textu rozdělit do dvou kategorií: detekce pracu-
jící od zdola nahoru a detekce pracující od shora dolu.
Detekce pracující od zdola nahoru se snaží v obraze nejprve vyhledat jednotlivé znaky,
které v dalším kroku seskupí do slov a ty zase do řádků. Do této skupiny náleží první
generace metod pro řešení detekce textu. Tímto přístupem je možné docílit uspokojujících
výsledků převážně ve vysoce kvalitních obrazech s jednoduchým pozadím a známou barvou
textu.
Naopak metody pracující od shora dolů se snaží v obraze nejprve vyhledat celé textové
bloky a ty následně rozdělit na jednotlivé řádky. Tato skupina metod si zpravidla zakládá na
myšlence kategorizovat text jako texturu a snaží se tímto způsobem odlišit textové bloky od
ostatních texturových kategorií. Druhou skupinu metod dále dělíme do třech podkategorií,
a to metody heuristické, se strojovým učením a hybridní.
Heuristické metody využívají empirických pravidel a prahování, kterými odlišují text od
netextových oblastí. Obvykle je zde využito hustoty gradientu a další heuristická prostorová
a geometrická omezení odvozené z charakteru textu. Skupina heuristickým metod vykazují
velmi uspokojivých výsledků v cílených aplikacích s vysokým kontrastem textu a poměrně
nekontrastním pozadím.
S jedním takovým heuristickým řešením přišli Caifeng a kol. [8], kteří svůj algoritmus
postavili na principu výpočtu texturových vlastností z hran obrazu. Pro předzpracování
obrazu využili Haarova waveletu, z jehož vysokofrekvenčních částí za pomocí prahování a
principu detekce hran využitím gradientu a laplaciánu označili jednotlivé pixely buď jako
pozadí, přechodový pixel nebo pixel hrany. Tím získali hranovou mapu obrazu v horizon-
tálním, vertikálním a diagonálním směru. Pro zacelení rozbitých hran s malými děrami
pak jako mezikrok využili procesu dilatace a v jednotlivých směrech přeznačili přechodové
pixely na hrany, pokud se nacházel v určeném směru vedle pixelu hrany. Nad vypočtenou
trojicí map hran v obraze pak nechali procházet okno o velikosti 16×10 pixelů s posuvem 4
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pixelů horizontálně a 2 pixelů vertikálně. V každém kroku nad waveletovou transformací vy-
početli trojicí kookurenčních matic, ze kterých prahovali hodnotu na indexu M[2][2], neboli
pravděpodobnost, že hranový pixel následuje další hranový pixel. Pro posílení detekce deﬁ-
novali minimální a maximální práh nad entropií kookurenční matice horizontální složky.
Celkově okno muselo splnit čtveřici prahů, při jejichž splnění označili oblast pod oknem
jako blok textu. Průchodem okna nad mapou hran obrazu tedy dostali masku textové
oblasti. V oblasti pod maskou nakonec detekovali hustotu vertikálních hran, čímž masku
rozdělili na jednotlivé textové bloky a oddělili i takové bloky, které byly ”slité”dohromady.
Další kategorií metod jsou metody využívající strojového učení. S těmi se začalo pohrá-
vat o něco později než u heuristickým metod a v oblasti detekce textových oblastí se dočkaly
velkého úspěchu pro svojí přizpůsobivost ke složitějším situacím v obraze. Tyto metody si
zakládají na klasiﬁkačních technikách natrénovaných na vzorech textových a netextových
oblastí a prozkoumávání obrazu k vyhledání výskytu textu. Klasiﬁkátory strojového učení
se prokázaly být nejlepším způsobem řešení stochasticky charakteristických problémů, aniž
bychom museli deﬁnovat složité matematické postupy. Největším problémem této kategorie
metod je však vysoká výpočetní náročnost, jelikož obraz zkoumáme posuvným oknem s
relativně malým krokem, což přináší ohromné množství predikčních volání pro klasiﬁkaci
dat.
Poslední kategorií jsou metody hybridní. Ty se snaží z výše zmiňované dvojice kategorií
využít pouze jejich výhody a poskytnout tak rychlé řešení s vysokou úspěšností detekce.
Hybridní metody se zpravidla skládají ze dvou kroků. V prvním kroku za pomocí rychlých
heuristických technik vyhledají bloky charakteristické textu, v druhém kroku za pomocí
hlubší analýzy vyřazují z výsledku ty bloky, které byly chybně detekovány.
Hybridního řešení poskytli například Qixiang a kol. [7]. Ti využili trojici čtveřici tex-
turových vlastností pro účely klasiﬁkace za pomocí SVM. Jejich řešení skládá ze dvou
průchodů. V prvním průchodu dochází k vyhledání kandidátních pixelů a jejich spojení do
kandidátních regionů. K vyhledání kandidátních pixelů je využit výpočet energie pixelů nad
waveletovou transformací. Každý pixel obrazu je poté dle své energie dynamickým prahem
označen buď jako pozadí, nebo jako kandidátní pixel, čímž si vytvoříme mapu kandidátních
pixelů. Nalezli tedy takové pixely, jejichž energie v obraze nabývá vysokých hodnot, protože
je předpokládán vysoký kontrast mezi pixely textu a jeho pozadím. Lze tedy očekávat vyšší
hustotu kandidátních pixelů v textových regionech obrazu. Kandidátní pixely poté metodou
rozrůstání regionu s vyhledáváním v okolí 16 × 10 pixelů spojily do kandidátních regionů.
Pro vyhledání kandidátních regionů textů vedených šikmo rotovali okolím postupně o 30◦.
Jelikož je možné, že se v nalezených regionech vyskytují víceřádkové texty, prahováním
dle hustoty kandidátních pixelů ve vertikálním směru se snažily tyto víceřádkové regiony
oddělit. Z detekovaných regionů následně analyzovali texturové vlastnosti. Výpočtem his-
togramů a amplitudových vlastností prvního i druhého řádu nakonec získali 225-rozměrný
vektor, ze kterého selektovali 41 nejdůležitějších příznaků a ty klasiﬁkovali za pomocí SVM.
Jiný způsob přístupu k řešení detekce textu zveřejnil Chen a kol. v [9]. Ti se svůj
algoritmus rozhodli postavit na detekci textových linek. Vycházeli z principu, že vzor
textového řetězce lze považovat za skupinu krátkých vertikálních a horizontálních hran
zkombinovaných dohromady. Pro zachycení této myšlenky tedy za pomocí Cannyho hra-
nového detektoru v obraze detekovali horizontální a vertikální hrany. Dvojicí hranových map
poté seskupili morfologickou dilatací, kde na vertikální hrany použili dilatační operátor o
rozměrech 5×1, na hrany horizontální pak 3×6. Využili předpokladu, že netextové oblasti
se skládají zejména z izolovaných či protáhlých vertikálních a horizontálních hran, které se
nenacházejí ve stejném místě obrazu. Díky předpokladu pak dvojici dilatovaných hranových
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map spojili operací AND, čímž získali mapu kandidátních textových regionů. V následu-
jícím kroku využili myšlenky, že každý text je tvořen dvojicí textových linek: horní linka
a dolní linka, proto si pro každý region vypočetli jeho vertikální projekci, ve které se tuto
skutečnost snažili zachytit a regiony bez výrazných linek, popř. velmi malé regiony, následně
ze seznamu kandidátních regionu odstranili. Kandidátní regiony, které tímto krokem prošly,
výškově normalizovali a průchodem okna o rozměrech 16× 16 z každého regionu vypočetli
vzdálenostní mapu, kterou klasiﬁkovali SVM pro vyřazení netextových regionů.
Další části kapitoly budou více do podrobnosti probírat zvolené řešení, které je převážně
postaveno na [7].
3.2 Základní struktura architektury
Již jsme si řekli, že naše metoda bude postavena na [7], což je jedním z příkladů hybridních
metod detekce textu. Pojďme se podívat, jak vypadá základní blokové schéma postupu
detekce.
Obrázek 3.1: Blokový diagram zpracování obrazu pro účely detekce textových regionů
Na blokovém schématu (3.1) vidíme, že vstupní obraz je analyzován waveletovou trans-
formací. Výpočty nad vysokofrekvenčními částmi waveletové transformace získáme množinu
kandidátních regionů, z těch postupně vypočteme příznakový vektor, který klasiﬁkujeme
SVM.
3.3 Lokalizace kandidátních regionů
Jak jsme se zmínili v kapitole (3.1), dle principu zpracování dělíme metody na metody
pracující shora-dolů a zdola-nahoru. V našem případě se jedná o metodu zdola-nahoru což
znamená, že naším úkolem je nejdříve vyhledat množinu kandidátních textových regionů.
Dle přebraného řešení budeme také postupovat výpočtem energie pixelu ve vysoké frekvenci
a prahováním pro odlišení kandidátních textových pixelů.
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3.3.1 Dynamický energický práh
Abychom mohli určit, jestli je pixel kandidátním či ne, musíme si deﬁnovat způsob výpočtu
prahu, kterým je porovnání provedeno. V základu můžeme předpokládat, že text je od
svého pozadí oddělen kontrastem, který musí překračovat určitou hodnotu to proto, aby
byl text vůči pozadí vůbec viditelný. Vysokým kontrastem mezi pozadím a textem tak
hranové pixely textu budou logicky nabývat vysoké energie. Deﬁnujeme si tedy minimální
hodnotu energie, kterou pixel musí nabývat, abychom jej mohli považovat za textový pixel.
Experimentováním bylo zjištěno, že text mající energii aspoň 30% je již poměrně dobře
viditelný, deﬁnujeme si tedy minimální práh energie pixelu jako tB = 30%.
Energický práh deﬁnovaný konstantní hodnotou je vystačující, avšak má velkou nevýhodu.
Pokud se nám do zpracování dostane obraz s vysoce kontrastním pozadím, výsledná mapa
kandidátních pixelů bude natolik zašuměná, že skutečné textové pixely se v ní budou jenom
ztrácet. Situaci s proměnlivým kontrastem pozadí musíme do deﬁnice prahu nějakým způ-
sobem začlenit. Empiricky bylo zjištěno, že počet kandidátních textových pixelů zřídka kdy
přesáhne 15% z celkového počtu pixelů v obraze. Dynamický práh budeme proto odvíjet
dle horní hladiny 15% nejvíce energických pixelů. Pro odvození dynamického energického





kde WEmax je maximální hodnota energie v obraze. Naším cílem je vypočíst takovou
hodnotu tC , při které se histogram láme na horních 15% pixelů. Princip výpočtu prahu
deﬁnovaným tarea je znázorněn obrázkem (3.2).
Obrázek 3.2: Histogram energie waveletu obrazu z (3.3)
Nyní si již nadeﬁnujeme výslednou formuli dynamického energického prahu. Bylo stanoveno
minimum energie, kterou musí pixel nabýt, abychom jej vůbec mohli považovat za textový
pixel. Deﬁnujme si, že výsledný dynamický práh je stanoven jako větší hodnota z konstant-
ního prahu a prahu z (3.1), tedy
TC =
{




3.3.2 Detekce kandidátních pixelů
Pokud máme stanovenou formu výpočtu prahu, zjištění kandidátních pixelů je pro nás již
jednoduchou záležitostí. Deﬁnujeme si, že pixel je kandidátním textovým pixelem obrazu,
pokud jeho hodnota energie přesahuje dynamický práh ze vzorce (3.2):
Cj(x, y) =
{
1 pokud Ej(x, y) > TC
0 jinak
(3.3)
kde Cj je mapa kandidátních pixel na škále j waveletové transformace. Příklad mapy
kandidátních pixelů je zobrazen na obrázku (3.3).
Obrázek 3.3: Výpočet kandidátních pixelů. Vlevo je původní obraz, vpravo mapa kandidát-
ních pixelů původního obrazu
3.3.3 Shlukování kandidátních pixelů do regionů
Při řádném prozkoumání obrázku z (3.3) lze dle očekávání zpozorovat vyšší hustotu nalezených
kandidátních pixelů v oblasti výskytu textu. Hustota tedy bude naše vodítko k tomu,
abychom kandidátní pixely sloučili do celých regionů. Pro shlukování využijeme metodu
rozrůstání regionu ze sekce 2.5.1. Pixel P nazveme semínkem, je-li procentuální výskyt kan-
didátních pixelů v jeho okolí vyšší než práh TD. Jako okolí si deﬁnujeme okno o velikosti
16× 10. Experimentálním zjištěním byl stanoven práh TD na 0.15%. Pixel P ′ považujeme
hustotou spojený s pixelem P , pokud se nachází v okolí P a P je semínkovým pixelem. Na
základě této deﬁnice si nyní popíšeme metodu rozrůstání regionu:
1. Vyhledání semínkového pixelu v neoznačených kandidátních pixelech
2. Pokud byl nalezen semínkový pixel P , založíme nový region Ri.
3. Poté iterativně sbíráme všechny neoznačené kandidátní pixely Pn, které jsou hustotou
spojeny se semínkovým pixelem P a označíme jej regionem Ri.
4. Splňuje-li pixel Pn kritérium pro kandidátní pixel, opakujeme pro něj krok (3).
5. Byli-li nalezeny další semínkové pixely, opakujeme krok (2).
6. Každý nalezený region označíme jako kandidátní textový region. Všechny pixely, které
nenáleží do žádného z regionů považujeme za pozadí.
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3.4 Extrakce vlastností obrazu
Text můžeme považovat jako speciﬁcký typ texturového vzoru s tím, že ve vlastnostech jako
pravidelnost a směrovost se projevuje poměrně slabě. Byla proto vybrána pětice kategorií
vlastností textur, které vytváří příznakový vektor textu. První trojice je vypočtena nad
waveletovou transformací textového bloku, čtvrtá a pátá pak nad blokem samotným.
3.4.1 Amplitudové vlastnosti 1. řádu
Textové a netextové oblasti mají určité odlišnosti jak v intenzitě, tak v prostorovém ro-
zložení šedé barvy. Tuto skutečnost zachytíme výpočtem průměru waveletu a funkcemi cen-
trálního momentu druhého a třetího řádu, které počítáme zvlášť pro každou vysokofrekvenční
složku waveletové transformace dle vzorců (2.82) až (2.84).
3.4.2 Histogramy
Histogram je velmi efektivním nástrojem ke zkoumání charakteru dat prvního řádu. Pro
analýzu textových bloků využijeme dvojice histogramů.
Prvním z nich je histogram energie waveletu HWE(i), který zastupuje distribuci energie
textového bloku. Pro výpočet histogramu byl zvolen počet 16-ti kvantizačních hladin jako
dostačující. Energii všech pixelů proto kvantizujeme do jedné ze 16-ti hladin dle vzorce
WEq =WE× 16WEmax −WEmin (3.4)
kde WE je waveletovou energií pixelu známou ze vztahu (2.77), WEmax a WEmin
popořadě maximum a minimum z hodnot energií obrazu. Hodnota HWE(i) zde značí pravděpodob-
nost výskytu pixelu této kvantizační hladiny. Pro textové oblasti se dá předpokládat výskyt
lokálním maxim zejména na počátku a na konci histogramu vlivem vysokého kontrastu mezi
textem a pozadím.
Obrázek 3.4: Příklad energického histogramu textové i netextové oblasti
Druhým z histogramů je histogram směrů waveletu HWD(i). O směru pixelu jsme si
povídali v sekci 2.6.1. Histogram směrů je tak tvořen nesměrovým (i = 0), vertikálním
(i = 1), horizontálním (i = 2) a diagonálním (i = 3) sloupcem, kde každý sloupec značí
pravděpodobnost výskytu daného směru i v obraze. Směrový histogram může být například
přínosem pro oddělení textu od obecné textury s převládající energií v jednom směru.
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Obrázek 3.5: Příklad směrového histogramu textové i netextové oblasti
3.4.3 Amplitudové vlastnosti 2. řádu
Histogramy a amplitudové vlastnosti 1. řádu informují pouze o trendu regionu jako celku, čili
nenesou v sobě žádnou informaci, jakých vztahů nabývají pixely se svým okolím. Využijeme
tedy i amplitudových vlastností 2. řádu, které jsou schopny vylepšit schopnost diskriminace
textur popisem vzájemných vztahů mezi přilehlými pixely. Amplitudové vlastnosti 2. řádu
počítáme nad kookurenční matici, navíc pro každou vysokofrekvenční složku waveletové
transformace zvlášť.
Pro extrakci příznaků byla zvolena pětice texturových příznaků známé z kapitoly (2.6.4),
kterými jsou (2.89) až (2.93), tedy energie, entropie, setrvačnost, lokální homogenita a
korelace. Příznaky počítáme pro vzdálenosti d = 1, 3 a úhly θ = 0, 45, 90 a 135 stupňů.
3.4.4 Histogram prolínání hladin
Výše zmíněné vlastnosti nezvažují periodicitu textu podél textové linky. Vhodným způ-
sobem by bylo analyzovat periodicitu textu podél textové linky frekvenční analýzou. Kvůli
omezené délce textových linek však tento způsob není příliš vhodným řešením. Namísto
toho využijeme projekční mapu obrazu analyzovanou histogramem prolínání hladin. O co
se vůbec jedná? Vertikální projekci můžeme považovat jako diskrétní funkci. Při analýze si
vytvoříme určité hladiny, na nichž zaznamenáváme počty průchodu funkce, vytváříme tedy
histogram prolínání hladin.
Pro zkoumání periodicity projekce využijeme gradientu obrazu, který je schopný reago-
vat na změnu přechodu z pozadí na textové pixely. Gradient obrazu počítáme vždy v určitém
směr posunu. Text je ale složen z přechodů, které nejsou pouze v jednom, určitém směru.
Potřebujeme proto možnost výpočtu gradientní mapy obrazu jako odezvu na hrany v textu
ve všech směrech. Gradient obrazu G(x, y) ve všech směrech vypočteme z gradientu v hor-
izontálním směru GC(x, y) a gradientu ve vertikálním směru GR(x, y) dle vzorce (2.17),
popřípadě můžeme využít aproximaci (2.18) pro větší efektivitu výpočtu.
Z gradientní mapy (3.6b) poté vypočteme vertikální projekci PG(x) (3.6c). Tu navíc
vyhladíme gaussiánským ﬁltrem, abychom zamezili vlivu šumu v obraze (3.6d). Nyní již
můžeme vidět jistou pravidelnost a periodicitu signálu.
Počet prolínání již nyní vypočteme jako číslo značící, kolikrát došlo k průchodu vertikální
projekce s danou hladinou (v 3.6d je zaznačeno například 6 horizontálních hladin).
Předpokládejme, že CCH(k), k = 1, 2, 3, ..., N je počet prolínání horizontální hladiny na
úrovni k a N je celkový počet hladin. Budeme vycházet ze stavu, kdy počet hladin je tvořen
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Obrázek 3.6: Postup výpočtu histogramu prolínání hladin. (a) Původní obraz, (b) Gra-
dientní mapa obrazu, (c) Vertikální projekce gradientní mapy, (d) Vyhlazení vertikální
projekce se znázorněním hladin
maximální hodnotou projekce gradientní mapy, tj. N = max(PG).
Zde však nastává problém, jelikož šířka histogramu je tvořena proměnným počtem vek-
torů, v závislosti na maximální hodnotě vertikální projekce. Deﬁnujeme si proto normalizaci








CCH(k), i = 0, 1, 2, ..., 15 (3.5)
3.4.5 Histogram lokálních binárních vzorů
V poslední řadě využijeme pro extrakci příznaků i lokálních binárních vzorů, které jsou také
řešení pro extrakci příznaků pro popis textur.
Pro každý pixel regionu vypočteme kód LBP (bereme v potaz pixely dostatečně vzdálené
od okraje). Histogram sestavíme jako výraz pravděpodobnosti výskytu jednotlivých vzorů
v obraze. V textovém regionu můžeme například očekávat nadmíru vzorů značící hranu
objektu. Histogram LBP sestavíme pouze pro R = 1 a P = 8. Z počtu 8 pixelů dostáváme
celkem 28, tj. 256 možných kombinací vzorů. Jde o poměrně velkou mohutnost příznaku,
proto využijeme principu rotační invariance. Vyjádříme si proto jednotlivé třídy rotačně
invariantních unikátních vzorů:
T0 . . . 0
T1 . . . 2n
T3 . . . 2n + 2n−1
T5 . . . 2n + 2n−2
T7 . . . 2n + 2n−1 + 2n−2
...
T127 . . . 2n + 2n−1 + 2n−2 + 2n−3 + 2n−4 + 2n−5 + 2n−6
T255 . . . 255
tím dostáváme celkem 36 možných rotačně invariantních tříd, do kterých přiřadíme
libovolné číslo z intervalu 〈0; 255〉. Např. číslo 2 přiřadíme do třídy 1, protože 2 = 2n pro n =
1, číslo 6 do třídy 3 protože 6 = 2n + 2n−1 pro n = 2 apod.
3.5 Klasiﬁkace regionů
Nyní je potřeba mít způsob, kterým budeme výsledné příznaky klasiﬁkovat. Výsledné data
klasiﬁkujeme tak, že všechny jeho příznakové vektory seskládáme do jedinéhoN -rozměrného
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vektoru, tím dostáváme výsledný příznakový vektor obrazového bloku. Pro klasiﬁkaci dat
byla vybrána metoda Support Vector Machine zmíněná v sekci (2.7), která nejlépe funguje
pro klasiﬁkaci dvou tříd dat a je schopna reagovat na situaci, kdy se vektor jedné třídy
dostane do prostoru druhé třídy takovým způsobem, aniž by došlo k deformaci kvality
výsledného natrénování. Spojením příznaků amplitudových vlastností prvního i druhého
řádu, amplitudových histogramů prvního řádu, histogramu prolínání a lokálních binárních
vzorů dostáváme nakonec 201-rozměrný vektor, ze kterého je nakonec vybráno 74 hodnot
1 pro výslednou klasiﬁkaci textu.
Skupina příznaků Počet příznaků Zvolených příznaků
Amplitudové vl. 1.ř 9 6
Histogramy 1.ř 20 19
Amplitudové vl. 2.ř 120 42
Histogramy počtu průchodů 16 7
Lokální binární vzory 36 0
Celkem 201 74





Člověk vnímá pohled na svět jako spojitou množinou signálů proudící z fotocitlivých recep-
torů dále do mozku. Díky evoluci jsme tak přírodou obdařeni výkonným nástrojem, který
nám umožní jakýkoliv pohyb ve scéně vnímáme plynule.
Pokud chceme v PC zobrazovat pohyby ve scéně, musíme se smířit s jistými omezeními,
která brání počítačům přiblížit kvalitu sekvence snímků kvalitně vnímání lidského oka.
V první řadě musíme počítat s konečným prostorem paměti pro uložení snímků na cen-
trálním úložišti počítače. Jsme tedy omezeni velikostí paměti. Naštěstí v lidském oku byly
zjištěny určité nedokonalosti, které jsou využity ve video sekvencích. Velice podstatnou ne-
dokonalostí je fakt, že při frekvenci větší než 25 snímků za sekundu již oko nedokáže vnímat
video jako posloupnost snímků a drobné změny ve scéně mezi jednotlivými snímky spojuje
do plynulého přechodu.
Obrázek 4.1: Příklad video sekvence vnímané člověkem jako plynulý přechod
Princip zobrazený na obrázku (4.1) je základem při uchování videa na počítači, taktéž
při vytváření počítačových animací.
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4.2 Formát videa
Nyní zvažme, že průměrný ﬁlm trvá hodinu a půl. Při snímkové frekvenci 25 snímků za
sekundu je ﬁlm tvořený cca 135000 snímky. Pokud vezmeme v potaz rozlišení videa 800×600
snímků, které pro jednotlivý snímek při JPEG kompresi zabere přibližně 100kB, dostáváme
tak k velikosti videa 13GB. Zcela logicky je taková výsledná velikost i pro tak malé rozlišení
videa nepřiměřeně velká. Byly proto vyvinuty postupy postavené na nedokonalostech lid-
ského oka, které stojí za účelem minimalizace velikosti videa. Následující popis přebrán z
cs.wikipedia.org.
Známým formátem stojícím za snížení datového toku videa je MPEG. Základním
principem MPEG (Motion Picture Experts Group) komprimace videa je pak individuální
přístup k jednotlivým snímkům, konkrétně určení tzv. klíčových snímků (I - Intra Frame),
které se ukládají, resp. přenášejí celé. V principu se jedná o obrázky komprimované za
pomocí JPEG komprese.
MPEG dále deﬁnuje snímkovou predikci (P - Predicted). Predikce jsou jednosměrnými
předpovědmi vzhledem k předcházejícímu I nebo P obrázku. Celkový obraz videa je totiž
rozdělen do tzv. makrobloků, nebo-li mřížky bloků o rozměrech 8 × 8 a vyšších. V natolik
malém bloku můžeme předpokládat, že jakákoliv změna v pixelech makrobloku je pro celý
blok uniformní. Predikční snímky proto přenášejí pouze rozdíly signálu vzhledem k již pře-
nesenému referenčnímu makrobloku z předcházejícího obrázku, přičemž polohu referenčního
makrobloku v paměti udává tzv. pohybový vektor.
Tyto dva typy snímků jsou pak proloženy ještě třetím typem snímků (B - Bidirectional
Predicted), který se přenáší buď silně zkomprimován (také mezisnímkovou kompresí), nebo
se nepřenáší vůbec - jsou to obousměrné předpovědi vzhledem k předcházejícímu I nebo
P obrázku, přenášejí se pouze rozdíly oproti již přenesenému (referenčnímu) makrobloku.
Tyto ”chybějící”snímky jsou pak při dekomprimaci (třeba i v reálném čase) dopočítávány
z informací klíčových snímků. Typické pořadí snímků je např.: IBBPBBPBBPBBPBBPBB
(tato sekvence mezi dvěma ”I”se nazývá GOP - Group of Pictures).
Při dopočítávání se využívá i skutečnosti, že lze některé drobné části obrazu, a je-
jich vzájemné rozdíly v po sobě jdoucích snímcích popsat matematicky (např. statická
jednobarevná plocha). Práce s takto deﬁnovanými plochami se označuje jako kvantizace.
Proto se v některých případech (typicky při televizním DVB-T přenosu), kdy je potřeba
docílit při kódování co nejmenšího datového toku (TV: 3Mb/s), ještě obraz před samotným
kódováním upravuje tak, aby obsahoval co nejméně ploch s detaily a naopak co nejvíce
”jednobarevných”ploch - typicky u fotbalových přenosů dochází ke ”slití”trávy na hřišti do
univerzální plochy téměř bez vzorku.
Díky využití podobnosti navazujících snímků a makrobloků je MPEG kompresí dosaženo
vysokých kompresních poměrů videa. To si však jako svojí daň bere horší kvalitu videa, která
se ve videích se slabší kvalitou obrazu značně projevuje vznikem artefaktů v obraze vlivem
makrobloků. To může mít záporný dopad při vyhledávání textu, jelikož tím v obraze vznikne
vysoký počet horizontální a vertikální odezvy na hranách makrobloků, znemožňující ve
výsledku správné detekování a rozpoznání textu oproti pozadí obrazu. Výskyt makrobloků
lze zpozorovat na obrázku (4.2).
4.3 Detekce textu ve videu
Nejenom komprimační algoritmus musí stavět na principu podobnosti mezi navazujícími
snímky. Návaznost snímků můžeme využít i při optimalizaci detekce. Uvažme pouze detek-
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Obrázek 4.2: Výskyt artefaktů v JPEG obraze vlivem vysoké komprese dat
tor vyhledávající on screen text o kterém jsme se zmínili v sekci (2.2). Pozice on screen
textu je vůči scéně v obraze zcela nezávislá. On screen text je logicky do obrazu dokreslen
na pozici tak, aby nezacláněl obrazu samotnému, tedy nahoru, popř. dolů či co rohu. To
co je ale důležité, pozice on screen textu je v obraze neměnná. Ve fotbalovém zápase je
například informační text o týmech a gólovém skóre umístěn v horní části obrazu zarovnán
horizontálně na střed a v takové pozici je umístěn po celé době utkání zápasu.
Jak tedy využít takové situace při detekci textu? Jakákoliv aplikace počítačového vidění
je zcela jistě značně citlivá na šum a vysoký kontrast v obraze. I kvalitně navržený detektor
se může občas pomýlit a vyhodnotit pozadí jako textový blok. Nyní můžeme však využít
principu stejné pozice on screen textu ve videu, kterou můžeme v detektoru zohlednit.
Můžeme využít například historii 2 předešlých snímků, také se můžeme podívat dopředu
na dvojici snímků následujících. Pokud se podaří určitý blok chybně detekovat, můžeme si
výsledek porovnat s výsledky čtveřice přilehlých snímků a porovnat, jestli na stejné pozici
byl také nalezen textový blok. V případě, že se jedná o chybně detekovaný blok vlivem šumu
v obraze, je pravděpodobné, že v přilehlých snímcích k chybné detekci nedošlo. Tento blok
proto můžeme jednoduše zahodit. Naopak detekujeme-li v pětici po sobě jdoucích snímků
blok na stejné pozici a přibližně stejné velikosti, je zase naopak velmi pravděpodobné, že
se jedná právě o on screen text. Jednoduchou heuristikou tak můžeme v detekci textu ve




V poslední kapitole se pokusíme námi zvolený textový detektor řádně otestovat, zkusíme si
najít případy, ve který detekuje správně a také případy, se kterými má při detekci zřetelné
potíže.
5.1 Detekce textových pixelů
V prvním testování si vyzkoušíme funkci detekce kandidátních pixelů, která náležící do části
detekce kandidátních bloků. Tu jsme si popsali v (2.5). Správná detekce kandidátních pixelů
je v procesu detekce textu velmi podstatným krokem, jelikož se nachází na počátku celé
hierarchie detekce. Proto si otestujeme základní schopnost detekce textových pixelů jako
první. O kandidátních textových pixelech jsme si povídali, že je zjišťujeme dle energie pixelu
ve vyšších frekvencích, jinými slovy dle kontrastu pixelu s okolím. Je jasné, že z toho ční
problém v obrazech s vysoce kontrastním pozadím, díky čemu by se nám kandidátní pixely
ani nemuselo podařit detekovat, natož spojit do regionů a následně klasiﬁkovat. Nebo také
může nastat situace správné detekce, ale v blízkém okolí textu se může nacházet vysoký
kontrast v pozadí, který zase poplete rozrůstání regionu do textového bloku a detekuje se
daleko větší blok, ve kterém se již text pouze ztrácí. Metoda detekce kandidátních pixelů
je totiž značně jednoduchá a nebere v úvahu strukturální informace pixelu a jeho okolí.
Na obrázku (5.1) vidíme příklad výstupů výpočtu kandidátních pixelů nad kontrastním
obrazem, který demonstruje aplikaci mediánového a gaussovského ﬁltru pro účely optimal-
izace detekce. Není-li využit žádný z ﬁltrů, jde zpozorovat značné množství detekovaných
pixelu, které nejsou textovými. Projev vysokého kontrastu můžeme vidět například na ha-
lence moderátorky, kde došlo k detekci obrovského množství kandidátních pixelů. Pokud
by se paní moderátorka postavila do oblasti z jednoho správně detekovaných shluků pixelů,
mohla by vytvořit ”svod”, po kterém by metoda rozrůstání regionu přešla z oblasti tex-
tového bloku do oblasti halenky a text s halenkou by byl nakonec detekován jako jediný re-
gion. Využitím mediánového ﬁltru jako metody předzpracování obrazu již můžeme zazname-
nat značný pokles detekovaných pixelů. Díky charakteru mediánového ﬁltru navíc nedošlo
ke zhoršení detekce správných textových pixelů, jak lze na obrázku vidět. Mediánový ﬁltr
má totiž takový charakter, že v obraze tlumí vysoké frekvence (způsobené např. šumem),
aniž by výrazně poničil hrany objektů. Takový charakter ﬁltrace již nesplňuje gaussovský
ﬁltr. Ten sice způsobil ještě větší pokles detekovaných kandidátních pixelů, bohužel si to již
odnesly ty skutečné, textové pixely. Velký problém lze zpozorovat např. na textu s tenkým
fontem, také na textech malé velikosti. Jako nejvhodnější metodou pro předzpracování
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Obrázek 5.1: Kandidátní pixely obrazu; (a) Originální obraz; (b) Kandidátní pixely orig-
inálního obrazu; (c) Kandidátní pixely při využití mediánového ﬁltru; (d) Kandidátní pixely
při využití gaussovského ﬁltru
obrazu při detekci kandidátních pixelů byl proto zvolený mediánový ﬁltr.
Velký problém můžeme například zpozorovat v malém počtu detekovaných pixelů textu
”POČASÍ”, nacházející se v levé spodní části obrazu. Již v nevyﬁltrovaném obraze byl
vlivem malého kontrastu počet pixelů natolik malý, že s vysokou pravděpodobností by se
text vlivem malé hustoty detekovaných pixelu nepodařilo ani spojit do bloku.
5.2 Klasiﬁkace bloků
V dalším testu si vyzkoušíme schopnost rozpoznávání textových a netextových bloků. Po-
mocí texturových příznaků byl natrénováno SVM pro rozpoznání textu od pozadí. Skupina
textových bloků se skládala z části z textů vystřižených z fotograﬁí (charakterem blízké
on screen textu) s vodorovným natočení, také z části náhodně vygenerovaných textů. Tex-
tový dataset se skládal celkem z cca 6000 obrázků. Skupina netextových bloků se sklá-
dala z náhodně vybraných podbloků různých tapet, fotograﬁí apod. Aby se v netextovém
datasetu náhodou neobjevil text, byl samozřejmě ručně protřízený. Netextový dataset se
skládal celkem z cca 8000 obrázků. Pro zanesení vlivu interpolace a komprese obrazu do
natrénování byly obě skupiny datasetů obohaceny o bloky cíleně převzorkované na menší
velikost do JPEG komprese horší kvality.
Nejdříve se podíváme na schopnost příznaků vytvářet shluky. Extrahované příznaky
byly analyzovány programem Ggobi. 1
Pro náhled na data si rozdělíme dataset na tři části. První částí budou netextové bloky,
druhou částí texty z fotograﬁí, tj. texty poničené kompresí (např. první 3 z 5.2), poslední
1Ggobi je program určený k data miningu dat n-rozměrného prostoru. Umožňuje nahlížet na jednotlivé
příznaky zvlášť, zobrazit závislost mezi libovolnými dvěma příznaky, taktéž poskytuje možnost zobrazit
libovolnou m-rozměrnou pod část vektoru projekcí do trojrozměrného prostoru. Pro zobrazování výsledku
příznakového vektoru se mi stal velkým pomocníkem, už jenom z důvodu, že jsem si mohl ověřit správnost
výpočtu.
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Obrázek 5.2: Příklady použitých datasetů. V levém sloupci textové bloky, v pravém sloupci
bloky pozadí
skupinou texty vygenerované, tedy ”čisté”texty ve vysoké kvalitě a nezanesené do pozadí
(zbylé dva z 5.2). Podíváme se tak na schopnost zvolených příznaků oddělit textová data od
pozadí, taktéž vytvářet shluky pro dvojici skupin textů. Pro graﬁcké odlišení jednotlivých
skupin budeme používat barevnou konvenci; ﬁalová barva pro pozadí, oranžová barva pro
text z fotograﬁí a zelená barva pro ”čistý”text.
Nejdříve se podívejme, jak jsou příznakové vektory schopné vytvářet shluky. Na obrázku
(5.3) vidíme čtyři příklady. Zde můžeme vidět problém v energickém histogramu (a), kde
mezi ”čistým”textem a textem z fotograﬁí jde vidět značný odstup. Ten může mít velký
dopad na správné natrénování natrénování SVM, který by se například mohl mezi odstu-
pem pokusit protáhnout nadrovinu a tím by hrozilo špatné vyhodnocení textových bloků
padnoucích do odstupu. Tohoto problému se vyhýbá směrový histogram (b) a histogram
prolínání hladin (d), kde ”čisté”textové bloky náleží do podprostoru textu z fotograﬁí. V
obou případech jde ale zpozorovat značně velké překrytí mezi textovými a netextový bloky,
zejména v (d). Velmi příjemný výsledek vyšel z amplitudových vlastností 2. řádu (c). Zde
můžeme zpozorovat plynulé napojení dvojice skupin textových bloků, navíc zde není velké
překrytí mezi textovými a netextovými pixely.
Obrázek 5.3: Schopnost příznaků vytvářet shluky. (a) Závislost prvního a druhého sloupce
histogramu energie; (b) Závislost horizontálního a vertikálního směru směrového his-
togramu; (c) Závislost energie a lokální homogenity ve vertikální části waveletové transfor-
mace ve vzdálenosti 1 pixel pod úhlem 0 stupňů; (d) Závislost 6. a 10. sloupce histogramu
prolínání hladin
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Nyní si zkusme o něco více podrobněji prozkoumat amplitudové vlastnosti 2. řádu.
Zvažme výpočet příznaku nad stejnou množinou dat pod stejný úhlem, akorát v odlišné
vzdálenosti výpočtu kookurenční matice. Je intuitivní, že mezi vzdálenostmi 1 a 3 budou
mezi kookurujícími hodnotami malé rozdíly. Pokud-li příznak nedokáže na tyto rozdíly
řádně reagovat, je zřejmě zbytečné jej počítat pro obě dvě vzdálenosti. Podívejme se proto
na ukázku závislosti různými vzdálenostmi, který ukazuje obrázek (5.4). V (a) je zcela
jasně vidět lineární závislost entropie ve vzdálenostech 1 a 3. Zde asi nebude příliš velkým
přínosem výpočet příznaku entropie ve více směrech. Zcela stejně si vedla energie, která
taktéž prokazovala jednoznačnou lineární závislost. Oproti tomu si nejlépe vedla korelace
v (b), kde je lineární nezávislost absolutně zřetelná, hodnota korelace ve vzdálenosti 3
pixelů je tudíž novou informací, takže i přínosem v klasiﬁkaci textu. Navíc nelze říct, že
nelineárnost je způsobena šumem, jelikož zde jsou shluky zcela evidentní.
Obrázek 5.4: Lineární závislost amplitudových vlastností 2. řádu v horizontální frekvenci
waveletové transformace ve vzdálenostech 1 a 3; (a) Závislost entropie; (b) Závislost korelace
Pozornější z vás si v kapitole (3.5) mohli postřehnout, že ze skupiny lokálních binárních
vzorů nebyl do výsledného příznakového vektoru vybrán ani jeden. Pojďme si tuto situaci
objasnit. LBP jsou bezesporu výkonným prostředkem ke zkoumání a klasiﬁkaci textur, i
přesto jsou pro klasiﬁkaci textu poměrně nevhodné pro neschopnost vytváření shluků pro
textové bloky. Na obrázku (5.5) je ukázka několika příkladů. V (a) jde jasně vidět, že
některé ze vzorů jsou k detekci textu absolutně nevhodné, jelikož nevytvářejí sebemenší
náznak shluku, který by bylo možno oddělit nadrovinou SVM. Takové binární vzory by
nebyly v klasiﬁkaci žádným přínosem, ba naopak by jejich přítomnost mohla mít záporný
dopad. To že LBP jsou absolutně nevhodné začíná vyvracet (b), kde již můžeme pozorovat
vznik shluků. Ty mají ale stále natolik velké překrytí, že je stále nelze kvalitně využít. Velmi
pozitivní výsledek je ukázán na (c), kde vznik shluků je již jednoznačný. Navíc tato dvojice
dokáže zobrazit ”čistý”text a text z fotograﬁí do společného podprostoru, díky čemu mezi
těmito skupinami textu nevytváří rozdíly. Bohužel ani příklad z (c) neměl v natrénování
pozitivní dopad na klasiﬁkaci textu, takže i zde došlo k zamítnutí zařadit příznaky do
výsledného příznakového vektoru. Po testování bylo tedy zjištěno, že využití LBP se k
popisu textu jako textury příliš nehodí. To ale stále neznamená, že aplikaci detekce textu
jsou nevyužitelné. LBP pro detekci textu využívají například [6], ti ale LBP používají úplně
jiným způsobem.
Pojďme se podívat na to, jak si příznakový vektor vedl v klasiﬁkaci bloků. Experimen-
továním s SVM byla zjištěna funkce radiální báze jako nejvhodnější pro klasiﬁkaci textu
dle zvoleného příznakového vektoru. Příznakový vektor byl otestován na datasetu o počtu
5000 textových a 6700 netextových bloků. Pro hodnocení kvality detekce využijeme dvou
veličin. První veličina značí správně detekované textové bloky a vypočteme ji dle vzorce
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Obrázek 5.5: Schopnost rotačně invariantních lokálních binárních vzorů vytvářet shluky;
(a) Závislost vzoru 17 na vzoru 21; (b) Závislost vzoru 3 na vzoru 13; (c) Závislost vzoru 4
na vzoru 27
(5.1). Druhá veličina vyjadřuje míru nesprávně detekovaných textů, tedy takový, které byly
jako text vyhodnoceny, přitom textem nejsou. Tu vypočteme dle vzorce (5.2).
Správně detekováno =




Počet falešně detekovaných textů
Počet detekovaných textů
(5.2)
Správně detekováno Nesprávně detekováno
Úspěšnost 98% 0.5%
Vidíme, že si textový klasiﬁkátor vedl poměrně výborně. Při zapojení některých z
vyřazených příznaků do procesu klasiﬁkace byla úspěšnost klasiﬁkace dokonce i vyšší.
Zde už však nastával problém ten, že úspěšnost značila pouze výsledek nad testovacími
daty. Ve výsledku totiž detektor ztrácel schopnost obecné klasiﬁkace a bloky, které se
lišily těm z trénovacího datasetu, již vyhodnocoval značně hůře. Daný stav nazýváme syn-
dromem přetrénování, tedy situaci, kdy stoj velmi výborně dokáže rozpoznat data z testo-
vacího datasetu (charakteristicky podobné trénovacímu datasetu), ale nedokáže si vytvořit
správný, obecný obraz jednotlivých datových tříd, takže při vyhodnocování v provozu je




V daném dokumentu jsme si probrali možnost, jak v obraze vyhledávat text. Velmi pop-
ulární myšlenkou detekce textu je klasiﬁkovat text jako texturu. Text samozřejmě texturou
není, ale výsledným zkoumáním bylo zjištěno, že v některých ohledech se textuře značně
podobá. Využili jste proto čtveřice skupin texturových příznaků a ty následně klasiﬁko-
vali SVM patřící do metod strojového učení. Výsledek klasiﬁkace SVM vypovídal poměrně
slibně a 98% úspěšnost správné klasiﬁkace potvrzuje myšlenku nahlížet na text jako tex-
turu. I to sebou bohužel přináší určitá úskalí. Text může v obraze nabýt značného množství
podob. Ať jde o tloušťku čáry, velikost písma, klasický font, dekorativní font, naklonění
textu, vsazení textu do scény různého kontrastu v různé perspektivě atd. Díky tomu ve
výsledku podprostor charakterizující text zabírá značně velkou část celého prostoru, což
sebou přináší větší pravděpodobnost falešně detekce. Myšlenka textu jako textury dále ne-
dokáže zohlednit bloky charakteristicky blízké textu, jak je tomu v případě (A.4), kde byl
špatně detekován povrch planety animovaného seriálu.
Aplikace nakonec musela podstoupit velkým omezením. Šlo o zjednodušení vyhledávání
on-screen textů. S takovém případě můžeme s textem v mnoha ohledech počítat s určitou
charakteristikou. Zpravidla se nejedná o esteticky dekorovaný text, ba naopak text základ-
ního fontu, lehce čitelný. Taktéž se nejedná o text zasazený do perspektivy scény, popřípadě
text, na který by byla aplikována trojrozměrná transformace. Text je totiž vykreslený do
dvourozměrného prostoru a pro jednoduchost můžeme počítat pouze s výskytem horizon-
tálně natočeného textu.
Ani po zavedení omezení nebyla ale aplikace schopna se vypořádat se všemi typy
obrazu. Ve videích se mohlo jednat o šum zaviněný makrobloky komprese obrazu, díky
čemu byla zvýšena pravděpodobnost falešné detekce textu. Falešnou detekci textu ve videu
bychom mohli minimalizovat třeba postupem zmíněným v kapitole (4.3). Dalším prob-
lémem byl fakt, že SVM bylo natrénováno pouze na realistický obraz. Dataset netex-
tových bloků obsahovat totiž převážně výstřižky z fotograﬁí či jiných realistických obrázků.
Měl-li klasiﬁkátor vyhodnocovat nerealistický snímek, (např. A.4, A.5), nedokázal na tuto
situaci patřičně zareagovat. Zmíněné obrázky mají tu vlastnost, že objekty ve snímku jsou
složeny z jednoduchých primitiv s převážně konstantní výplní (žádné barevné přechody,
bez stínování), tedy jsou charakteristicky blízké textu. Protože návrh detektoru si v žád-
ném kroku nezakládá na informaci o struktuře kandidátního bloku, dokáže tato situace
detekci značné poplést.
Asi největší problém detektoru činil příliš jednoduchý návrh vyhledávání kandidátních
bloků. Za velmi problematickou fází stálo shlukování pixelů do bloků (3.3.3) stavěné na
konstantním prahu TD. Příliš malý práh měl za vinu ”rozlití”shlukovaného bloku mimo
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text přes blízké hrany. Naopak vysoký práh nedokázal řádně detekovat textové regiony
s malou hustotou kandidátních pixelů. Problémem bylo tedy nalezení optimálního prahu,
který by byl schopný správně reagovat na tyto možné extrémy v obraze. Například v obrázku
(A.11) nebyl detekován zcela zřetelný název pracího prášku. Zde byl problém zapříčiněn
příliš velkým písmem a velkou tloušťkou písma. V takovém případě text vydává menší
hustotu textových pixelů, proto se text nepodařilo ani detekovat do seznamu kandidátních
pixelů. S daným problémem se vypořádali [7] vyhledáváním kandidátních textových bloků
na více úrovních waveletové transformace. Zmíněná vlastnost je tak velkým kandidátem
pro budoucí práce na aplikaci pro účely optimalizace detekce.
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Zde jsou ukázány výstupy detekce nad několika obrázky. Pro ukázku jsou vždy zobrazeny
dva výstupy; první výstup demonstrující detekci kandidátních pixelů (s červenými rámy) a
druhý výstup demonstrující ﬁnální detekci textu v obraze (s modrými rámy).
Obrázek A.1: Výstup detekce textu
Obrázek A.2: Výstup detekce textu
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Obrázek A.3: Výstup detekce textu
Obrázek A.4: Výstup detekce textu
Obrázek A.5: Výstup detekce textu
Obrázek A.6: Výstup detekce textu
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Obrázek A.7: Výstup detekce textu
Obrázek A.8: Výstup detekce textu
Obrázek A.9: Výstup detekce textu
Obrázek A.10: Výstup detekce textu
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Obrázek A.11: Výstup detekce textu
Obrázek A.12: Výstup detekce textu
Obrázek A.13: Výstup detekce textu
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Obrázek A.14: Výstup detekce textu
Obrázek A.15: Výstup detekce textu
Obrázek A.16: Výstup detekce textu
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Obrázek A.17: Výstup detekce textu
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