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Abstract
Shortest path ﬁnding has a variety of applications in the areas of transportation and communication in distributed
systems. In this paper,we design and prove the correctness of a self-stabilizing algorithm that solves the single-source
shortest path problem for a distributed system. Unlike all previous works on this topic, the model of computation
employed by the system in this paper assumes the separate read/write atomicity introduced by Dolev et al. instead
of the commonly used composite read/write atomicity introduced by Dijkstra.
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1. Introduction
1.1. Distributed systems and legitimate conﬁgurations
A distributed system consists of a set of loosely connected processors that do not share a common or
global memory. Each processor has one or more shared registers and possibly some non-shared local
variables, the contents of which specify the local state of the processor. Local states of all processors in
the system at a certain time instant constitute the global conﬁguration (or, simply, conﬁguration) of the
system at that time instant. The main restriction of the distributed system is that each processor in the
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system can only access the data (i.e., read the shared data) of its neighbors. Since a distributed algorithm
is an algorithm that works in a distributed system, it cannot violate this main restriction. Depending
on the purpose of a distributed system, a global criterion for the global conﬁguration is deﬁned. Those
global conﬁgurations satisfying the criterion are called legitimate conﬁgurations, whereas other global
conﬁgurations are called illegitimate conﬁgurations. When the system is in a legitimate conﬁguration,
the purpose of the system is fulﬁlled.
1.2. Dijkstra’s central demon model
In 1974, Dijkstra introduced the notion of self-stabilization in a distributed system in his pioneering
paper [3] (cf. also [4,5]). The computational model used by Dijkstra is called the central demon model.
Dijkstra’s central demon model of computation for an algorithm in a distributed system has the following
features: (a) The algorithm running on each processor consists of one or more rules. Each rule is of the
form
condition part → action part.
The condition part (or guard) is a Boolean function over the states of the processor and its neighbors;
the action part is an assignment of values to some of the processor’s shared registers. If a condition part
of a processor is evaluated as true, we say that the processor is privileged to execute the action part (or to
make a move, or to write). (b) In the initial conﬁguration, if none of the processors are privileged, then the
system is deadlocked. Otherwise, if a privileged processor exists, the central demon in the system will
randomly select one among all the privileged processors to make a move. The local state of the selected
processor thus changes, which, in the meantime, results in a change of the global conﬁguration of the
system. The system will then repeat the above process again and again to change global conﬁgurations
as long as it does not encounter any deadlock situation. Thus, the behavior of the system under the action
of the algorithm can be described by an execution sequence E = (C1, C2, . . .), in which for any i1,
Ci represents a global conﬁguration; and Ci+1 is obtained from Ci after exactly one processor in the
system makes the i-th move, Ci → Ci+1. Under this computational model, an algorithm is deﬁned to
be self-stabilizing if regardless of any initial conﬁguration of the system, any execution of the algorithm
will lead the system to a legitimate conﬁguration, and once the system is in a legitimate conﬁguration,
any execution of the algorithm will never force the system to slip out of the legitimate conﬁguration (or
conﬁgurations). Many papers have been published regarding self-stabilizing algorithms under Dijkstra’s
central demon model ([1,2,8,9], to name just a few).
1.3. The Dolev model
Fromanother angle, one observes thatDijkstra’s central demonmodel assumes the composite read/write
atomicity. A single move (or atomic step) by a processor consists of reading registers of all its neighbors,
making internal computations and then rewriting its own register (or registers). In 1993, Dolev et al.,
introduced a new type of computational model in their famous paper [6]. Their model reﬂects more
truthfully a real distributed system. Firstly, it assumes the more real separate read/write atomicity. Under
such an assumption, each atomic step in the system consists of internal computations and either a single
read operation or a single write operation. Secondly, it is assumed that each processor in the system runs
its own program indeﬁnitely and at its own pace; and the running of the program has to follow the order
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of the statements in the program. Therefore, algorithms operating in the system of the Dolev type have
different looks from algorithms operating in the system of the Dijkstra type (see algorithms proposed in
later sections); and an algorithm for the system of the Dijkstra type needs to be adapted in order to operate
in the system of the Dolev type (the shortest-path-ﬁnding algorithm in next section is an example). The
behavior of the system under the action of the algorithm can still be described by an execution sequence
E = (C1, C2, . . .). As in Dijkstra’s model, in any conﬁguration Ci , a unique processor of the system is
selected by the central demon to make the move Ci → Ci+1 and thus change the system conﬁguration
to Ci+1. However, we should point out that due to the content of the algorithm and the way in which the
algorithm is executed, the selection by the central demon is no longer random here in the system of the
Dolev type. In other words, any execution (or execution sequence) of the algorithm in the system of the
Dolev type has to obey certain restrictions (we will elaborate on this later in Section 4). The deﬁnition
for an algorithm to be self-stabilizing under the Dolev model is the same as that under Dijkstra’s central
demon model. Dolev et al. presented and proved the correctness of two self-stabilizing algorithms in [6]
(cf. also [7]), one of which is for the mutual exclusion problem and the other is for the breadth-ﬁrst-search
tree problem. Although systems of the Dolev type appear to be more realistic than those of the Dijkstra
type, since 1993, only a few papers have been published regarding self-stabilizing algorithms under the
Dolev model. In order to consolidate this area of research, searching for more self-stabilizing algorithms
under the Dolev model is apparently necessary.
1.4. Main works of this paper
In this paper, we ﬁrst modify the shortest-path-ﬁnding algorithm in [2,9], which is self-stabilizing
under the central demon model, into a version that can operate in an integral-weighted system of the
Dolev type. Then we verify that the modiﬁed version is self-stabilizing under the Dolev model and solves
the single-source shortest path problem for the system. Since the shortest path problem is more general
than the breadth-ﬁrst-search tree problem, the main theorem in this paper is exactly the generalization of
Lemmas 5.1 and 5.2 in [6]. Self-stabilizing algorithms for ﬁnding shortest paths in a distributed system
of the Dijkstra type have been investigated during the past [2,8,9]. To the best of our knowledge, there
has been no published paper so far that discusses the self-stabilizing shortest-path-ﬁnding algorithm in a
distributed system of the Dolev type. Our another contribution in this paper is that we have discovered a
counterexample to show that after a self-stabilizing algorithm under the central demon model is modiﬁed
into a version that can operate in the system of the Dolev type, the modiﬁed version may not be self-
stabilizing under the Dolev model. The implication of this discovery is that the correctness of a self-
stabilizing algorithm under the Dolev model requires a careful veriﬁcation.
1.5. The organization of the rest of the paper
The rest of this paper is arranged as follows. In Section 2, the algorithm is proposed and the meaning of
the legitimate conﬁguration is clariﬁed. In Section 3, an example illustrates the execution of the algorithm.
The correctness proof of the algorithm is given in Section 4. Finally, in Section 5, some remarks are given
and the above-mentioned counter-example is discussed.
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Fig. 1. The structure of a system of the Dolev type that is equipped with the proposed algorithm.
2. The algorithm
We use a connected undirected simple graph G = (V ,E) to model a distributed system. Each node
x ∈ V represents a processor in the system and each edge e = {x, y} ∈ E represents the bidirectional link
connecting processors x and y. In the system, each edge e is preassigned a weight (or length)w(e), which
is a positive integer. If L = (e1, e2, . . . , et ) is a path in G, the weight (or length) of L, w(L), is deﬁned
to be
t∑
z=1
w(ez). For any two nodes x and y in V, a shortest path between x and y is a path of minimum
weight that connects x and y; the weight of a shortest path between x and y is called the distance between
x and y and is denoted by d(x, y). The so-called single-source shortest path problem for the system G
can be phrased as follows: Suppose a node s inG is speciﬁed as the source of the system.We want to ﬁnd
for each node x in G a shortest path between x and the source s.
Later in this section, we will propose a self-stabilizing algorithm that solves the single-source shortest
path problem for the distributed system G. Note that the model of computation used here in the system is
as deﬁned in [6,7]. Themain feature of this model of computation is that it assumes the separate read/write
atomicity instead of the commonly used composite read/write atomicity. Thus, for our purpose, for each
x ∈ V , letN(x) denote the set of all neighbors of x. For each x ∈ V and for each y ∈ N(x), let xmaintain
a shared register dxy (cf. Fig. 1), in which xwrites and fromwhich y reads. The register is serializable with
respect to read and write operations. For each processor x = s and for each y ∈ N(x), let x also maintain
a local variable ryx (cf. Fig. 1), in which x stores the value that it reads from the shared register dyx of the
neighbor y. The values of each register dxy and each local variable ryx are in the rangeN = {0, 1, 2, . . .}.
The legitimate conﬁgurations for the system are deﬁned to be those conﬁgurations in which [ ∀y ∈ N(s),
dsy = 0 ] and [ ∀x ∈ V −{s} and ∀y ∈ N(x), ryx = dyx and dxy = min
z∈N(x)(rzx +w(x, z)) ]. The meaning
of the legitimate conﬁgurations can be seen from the following two lemmas.
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Lemma 1 (Uniqueness). If the system G = (V ,E) is in any legitimate conﬁguration, then ∀x ∈ V and
∀y ∈ N(x), dxy = d(x, s), the distance between node x and the source s.
Proof. Let the legitimate conﬁguration be ﬁxed. Then in the legitimate conﬁguration, ∀x ∈ V , dxy = dxz
for any y, z ∈ N(x). Let d(x) denote the common value of all dxy’s. Then d(s) = 0 and ∀x ∈ V − {s},
d(x) = min
z∈N(x)(d(z)+ w(x, z)). By Theorem 1 in [9], we have that ∀x ∈ V , d(x) = d(x, s). Hence the
claim of the theorem follows. 
Above lemma shows the uniqueness of the legitimate conﬁguration. The converse is also true, which
shows the existence of the legitimate conﬁguration.
Lemma 2 (Existence). The conﬁguration in which [ ∀x ∈ V and ∀y ∈ N(x), dxy = d(x, s) ] and
[ ∀x ∈ V − {s} and ∀y ∈ N(x), ryx = dyx ] is a legitimate conﬁguration.
Proof. In the above conﬁguration, ∀y ∈ N(s), dsy = d(s, s) = 0. Then, observe the following claim.
Claim. ∀x ∈ V − {s}, d(x, s) = min
z∈N(x)(d(z, s)+ w(x, z)).
Proof. Let z′ be a neighbor of x such that d(z′, s)+w(x, z′) = min
z∈N(x)(d(z, s)+w(x, z)). Since d(z
′, s)+
w(x, z′) is the length of a path between x and s,d(x, s)d(z′, s)+w(x, z′).Henced(x, s) min
z∈N(x)(d(z, s)
+ w(x, z)). Let (z0, z1, . . . , zl) be a shortest path between z0 = x and zl = s. Then z1 ∈ N(x) and the
path (z1, . . . , zl) is a shortest path between z1 and zl = s. Therefore, d(x, s) = w(z0, z1)+w(z1, z2)+
· · ·+w(zl−1, zl) = w(x, z1)+d(z1, s)=d(z1, s)+w(x, z1) min
z∈N(x)(d(z, s)+w(x, z)). Hence, d(x, s) =
min
z∈N(x)(d(z, s)+ w(x, z)) and the claim is proved. 
Thus, in the above conﬁguration, ∀x ∈ V − {s} and ∀y ∈ N(x), dxy = d(x, s) = min
z∈N(x)(d(z, s) +
w(x, z)) = min
z∈N(x)(dzx + w(x, z)) = minz∈N(x)(rzx + w(x, z)). From all above, we see that the above
conﬁguration is a legitimate conﬁguration. 
Thus, from above two lemmas, there is actually a unique legitimate conﬁguration, that is, the conﬁgu-
ration in the statement of Lemma 2, and when the system is in the legitimate conﬁguration, the register
dxy records the distance between x and s for any x ∈ V and for any y ∈ N(x).
Now we equip the system G with the following algorithm, which is an adapted version from the
shortest-path-ﬁnding algorithm in [2,9].
{For the source s}
1. repeat forever
2. for each y ∈ N(s) do
3. if dsy = 0 then write(dsy := 0) endif
4. endfor
5. endrepeat
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{For node x = s}
01. repeat forever
02. for each y ∈ N(x) do
03. read (ryx := dyx)
04. endfor
05. for each y ∈ N(x) do
06. if dxy = min
z∈N(x)(rzx + w(x, z)) then
write (dxy := min
z∈N(x)(rzx + w(x, z))) endif
07. endfor
08. endrepeat
It should be reiterated that each processor in the system runs its own program indeﬁnitely and at its
own pace; and the running of the program has to follow the order of the statements in the program.
3. An illustration
Fig. 1 illustrates a distributed system of the Dolev type that is equipped with the proposed algorithm.
An execution of the algorithm in the system is given in Table 1. In each conﬁguration shown in Table
1, the shaded part indicates the execution of a single atomic step (or, a move) by the unique processor
selected by the central demon. Note that the system reaches the legitimate conﬁguration at Conﬁguration
85.
4. Correctness proof
We shall give the correctness proof in the following main theorem. To facilitate the presentation in the
following proof, we deﬁne some terminology. We say that a node x = s just completes a full round of
reading all its neighbors whenever x just completes a full execution of the loop from statement 02 to
statement 04 in the algorithm. Likewise, we say that a node x = s just completes a full round of writing
all its registers whenever x just completes a full execution of the loop from statement 05 to statement
07. We also need to deﬁne some notation. For any time instant t, we use dxy(t+) to denote the value of
dxy right after t and dxy(t−) to denote the value of dxy right before t. If dxy(t+) = dxy(t−), the value
of dxy at t is well-deﬁned and is denoted as dxy(t); otherwise, dxy(t) is undeﬁned. Likewise, ryx(t+)
and ryx(t−) stand for the value of ryx right after t and the value of ryx right before t, respectively. If
ryx(t
+) = ryx(t−), the value of ryx at t is well-deﬁned and is denoted as ryx(t); otherwise, ryx(t) is
undeﬁned. To illustrate how to use this notation, for instance, if a processor x executes a write action
“write (dxy := min
z∈N(x)(rzx + w(x, z)))” at a time instant t, then, since dxy(t
+) = dxy(t−), dxy(t) is
undeﬁned. On the other hand, if a processor x executes a read action “read (ryx := dyx)” at t, then either
ryx(t
+) = ryx(t−) or ryx(t+) = ryx(t−) is possible. In the former case, ryx(t) is deﬁned, whereas in the
latter case, ryx(t) is undeﬁned.
As mentioned previously in Section 1, due to the content of the algorithm and the way in which the
algorithm is executed by processors in the system, any execution (or execution sequence) of the algorithm
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Table 1
An execution of the algorithm
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Table 1 (continued).
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Fig. 2. An Illustration of the proof.
has to obey certain restrictions. For instance, in any execution of the above algorithm, each non-source
processor makes read action inﬁnitely often (because each processor run its own program indeﬁnitely).
For another instance, in any execution, if after having completed a full round of reading all its neighbors,
a non-source processor ﬁnds itself able to make a write action (i.e., it ﬁnds that the guard condition of
statement 06 in the above algorithm is evaluated as true), then the very write action has to follow as the
next move by the processor. To prove that the algorithm is self-stabilizing under the Dolev model, one is
required to show that for any execution sequence (C1, C2, . . .) that obeys the restrictions induced from
the content of the algorithm and the way in which the algorithm is executed, there exists a natural number
p such that for any ip, Ci is the legitimate conﬁguration.
We now give the proof of the main theorem that is a generalization of Lemmas 5.1 and 5.2 in [6]. Note
that great care has been taken to ensure that the proof is as simple as possible, and yet rigorous enough.
Some parts in the proof may seem unnecessarily complicated, but they are really indispensible for the
rigor of the proof. To understand the following proof, one is strongly advised to consult Lemmas 5.1
and 5.2 in [6] and work with a concrete example like in Fig. 1 (to make it even simpler to begin with,
one might wish to switch all weights in that example to 1). Also, it may be helpful to bring the abstract
induction step in the correctness proof down to concrete by viewing j = k as j = 0, and j = k + 1 as
j = 1. Besides, Fig. 2 is added to assist readers in comprehending what is going on in the proof.
Theorem 3 (Self-stabilization). Regardless of any initial conﬁguration, the system will converge to the
legitimate conﬁguration and then stay in the legitimate conﬁguration thereafter.
Proof. Let t = 0 be the initial time instant. Let {d(x, s) | x ∈ V } = {d0, d1, . . . , dm} such that
0 = d0 < d1 < · · · < dm and let Mi = {x ∈ V | d(x, s) = di} for any i ∈ {0, 1, . . . , m} (thus,
M0 = {s}).
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Claim. For any j ∈ {0, 1, . . . , m}, there exists an instant tj > 0 such that ∀t > tj , [ ∀x ∈ Mi with
0ij and ∀y ∈ N(x), dxy(t) = di ] and [ ∀x ∈ V −
j∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)dj ].
Proof. We prove the claim by induction on j.
1. Induction basis. For j = 0, in view of statements 2–4 in the algorithm, it is obvious that there exists
an instant t0 > 0 such that ∀t > t0, dsy(t) = 0 for any y ∈ N(s). Thus, ∀t > t0 [ for any x ∈ M0
and for any y ∈ N(x), dxy(t) = d0 ] and [ for any x ∈ V −M0 and for any y ∈ N(x), dxy(t+)d0].
Hence the claim is true for j = 0.
2. Induction step. Let 0k < m. Assume that for j = k, the claim is true, that is, there exists a tk > 0
such that ∀t > tk , [ ∀x ∈ Mi with 0ik and ∀y ∈ N(x), dxy(t) = di ] and [ ∀x ∈ V −
k∪
i=0Mi and
∀y ∈ N(x), dxy(t+)dk ].
Subclaim 1. There exists a t∗k  tk such that ∀t > t∗k , [ ∀x ∈ V −
k∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)
dk+1 − 1 ].
Proof.
Case 1: dk = dk+1 − 1. Then ∀t > tk , [ ∀x ∈ V −
k∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)dk+1 − 1 ].
Case 2: dk = dk+1 − 1. Then dk + 1 < dk+1. If x ∈ V −
k∪
i=0Mi , then for any z ∈ N(x), let tz > tk be
an instant at which x reads rzx = dzx . Then ∀t tz, let t ′z be the last instant in the time interval (tk, t] at
which x reads rzx = dzx . So rzx(t+) = dzx(t ′z).
If z ∈ V − k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
dk + 1.
If z ∈ k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
= d(z, s)+ w(x, z)
d(x, s)
dk+1.
Let t1(x) = max
z∈N(x) tz. Then we have
(A) t1(x) > tk and ∀t t1(x), min
z∈N(x)(rzx(t
+)+ w(x, z)) min{dk + 1, dk+1} = dk + 1.
Let t2(x) > t1(x) be the ﬁrst instant after t1(x) at which x just completes a full round of reading all its
neighbors. Let y ∈ N(x) be arbitrary.
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Subcase 2.1: The value of dxy is never changed after t1(x). Then dxy(t2(x)) = min
z∈N(x)(rzx(t2(x)
+) +
w(x, z)) (for, otherwise, x will execute statement 07 in the algorithm to change the value of dxy after
t2(x), which causes a contradiction). Hence we have
(B) ∀t > t1(x), dxy(t) = dxy(t2(x)) = min
z∈N(x)(rzx(t2(x)
+)+ w(x, z))dk + 1,
by (A) above.
Subcase 2.2: The value of dxy is ever changed after t1(x). Then let ty1 > t1(x) be the ﬁrst instant after
t1(x) at which the value of dxy is changed. Then, dxy(t+y1) = min
z∈N(x)(rzx(ty1) + w(x, z))dk + 1. By
the same token, if t is any instant after ty1 at which the value of dxy is changed, then dxy(t+)dk + 1.
Consequently, we have
(C) For any t > ty1, dxy(t+)dk + 1.
From (B) and (C) above, it follows that there exists a t ′y1 > tk such that ∀t > t ′y1, dxy(t+)dk + 1. If
we let t (1)(x) = max
y∈N(x) t
′
y1, then t (1)(x) > tk and [ ∀t > t(1)(x) and ∀y ∈ N(x), dxy(t+)dk + 1 ].
If dk + 2 < dk+1 still, then by the same argument as all above in Case 2, we get a t (2)(x) > t(1)(x)
such that ∀t > t(2)(x) and ∀y ∈ N(x), dxy(t+)dk + 2. Arguing in this way, we can eventually get a
t ′(x) > tk such that ∀t > t ′(x) and ∀y ∈ N(x), dxy(t+)dk+1 − 1. Then if we let t¯ = max
x∈V− k∪
i=0Mi
t ′(x),
then t¯ > tk and ∀t > t¯ , [ ∀x ∈ V −
k∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)dk+1 − 1 ]. This concludes the
whole discussion of Case 2.
From Cases 1 and 2 above, it follows that in any case,
there exists a t∗k  tk such that ∀t > t∗k [ ∀x ∈ V −
k∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)dk+1 − 1]. Hence
the proof of Subclaim 1 is completed. 
Subclaim 2. There exists a t˜k > t∗k such that ∀t > t˜k , [ ∀x ∈ Mk+1 and ∀y ∈ N(x), dxy(t) = dk+1 ].
Proof. If x ∈ Mk+1, then for any z ∈ N(x), we let tz > t∗k be an instant at which x reads rzx = dzx . Then∀t tz, let t ′z be the last instant in the time interval (t∗k , t] at which x reads rzx = dzx . So rzx(t+) = dzx(t ′z).
If z ∈ V − k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
(dk+1 − 1)+ 1
= dk+1. (Note that the inequality here is due to Subclaim 1 above.)
If z ∈ k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
= d(z, s)+ w(x, z)
d(x, s)
= dk+1.
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Let t1(x) = max
z∈N(x) tz. Then we have
(D) t1(x) > t∗k and ∀t t1(x), min
z∈N(x)(rzx(t
+)+ w(x, z))dk+1.
Now let (z0, z1, . . . , zl) be a shortest path from z0 = x to zl = s. Then z1 ∈ N(x) and (z1, z2, . . . , zl) is
a shortest path from z1 to zl = s. Therefore, z1 ∈
k∪
i=0Mi . Since ∀t t1(x), t
′
z1 is the last instant in (t
∗
k , t]
at which x reads rz1x = dz1x , as just deﬁned, we have rz1x(t+) = dz1x(t ′z1) = d(z1, s). Hence,
rz1x(t
+)+ w(x, z1)
= d(z1, s)+ w(x, z1)
= w(z1, z2)+ w(z2, z3)+ · · · + w(zl−1, zl)+ w(z0, z1)
= d(z0, zl)
= d(x, s)
= dk+1.
Therefore, we have
(E) ∀t t1(x), ∃z ∈ N(x) such that rzx(t+)+ w(x, z) = dk+1.
Hence, as a consequence from (D) and (E) above, we have that ∀t t1(x), min
z∈N(x)(rzx(t
+)+ w(x, z)) =
dk+1. Then, arguing in the same way as after (A) in Case 2 in the proof of Subclaim 1, we can get a
t (1)(x) > t∗k such that ∀t > t(1)(x) and ∀y ∈ N(x), dxy(t) = dk+1. Let t˜k = max
x∈Mk+1
t (1)(x). Then we
have
t˜k > t
∗
k and ∀t > t˜k , [ ∀x ∈ Mk+1 and ∀y ∈ N(x), dxy(t) = dk+1 ].
Hence the proof of Subclaim 2 is completed. 
Subclaim 3. There exists a tˆk > t˜k such that ∀t > tˆk , [ ∀x ∈ V −
k+1∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)
dk+1 ].
Proof. If x ∈ V − k+1∪
i=0Mi , then for any z ∈ N(x), we let tz > t˜k be an instant at which x reads rzx = dzx .
Then ∀t tz, ∃t ′z ∈ (t˜k, t] such that rzx(t+) = dzx(t ′z).
If z ∈ V − k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
(dk+1 − 1)+ 1
= dk+1. (Again, the inequality here is due to Subclaim 1 above.)
If z ∈ k∪
i=0Mi , then
rzx(t
+)+ w(x, z)
= dzx(t ′z)+ w(x, z)
= d(z, s)+ w(x, z)
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d(x, s)
> dk+1.
Let t1(x) = max
z∈N(x) tz. Then we have
∀t t1(x), min
z∈N(x)(rzx(t
+)+ w(x, z))dk+1.
Then, arguing in the same way as after (A) in Case 2 in the proof of Subclaim 1, we can get a t (1)(x) > t˜k
such that ∀t > t(1)(x) and ∀y ∈ N(x), dxy(t+)dk+1. Let tˆk = max
x∈V−k+1∪
i=0Mi
t(1)(x). Then we have
tˆk > t˜k and ∀t > tˆk , [ ∀x ∈ V −
k+1∪
i=0Mi and ∀y ∈ N(x), dxy(t
+)dk+1 ]. Hence the proof of Subclaim 3
is completed. 
FromSubclaims 2 and 3, it follows obviously that there exists a tk+1 > 0 (e.g., tk+1 = max{t˜k, tˆk} = tˆk)
such that ∀t > tk+1 [ ∀x ∈ Mi with 0ik + 1 and ∀y ∈ N(x), dxy(t) = di ] and [ ∀x ∈ V −
k+1∪
i=0Mi
and ∀y ∈ N(x), dxy(t+)dk+1 ], that is, the claim is true for j = k + 1. Therefore, by the postulate of
mathematical induction, the claim is all proved. 
According to the above claim, there exists a tm > 0 such that ∀t > tm [ ∀x ∈ Mi with 0im and
∀y ∈ N(x), dxy(t) = di = d(x, s) ]. This obviously implies that ∀x ∈ V and ∀y ∈ N(x), dxy = d(x, s)
never changes after tm. Consequently, in view of the algorithm, there exists a t∗m > tm such that after t∗m,[ ∀x ∈ V − {s} and ∀y ∈ N(x), ryx = dyx = d(y, s) ] forever. Therefore, after t∗m, [ dsy = 0 for any
y ∈ N(s) ] and [ ∀x ∈ V − {s} and ∀y ∈ N(x), dxy = d(x, s) and ryx = dyx ]. Hence, the proof is
completed. 
In the above, we have shown that the proposed algorithm is self-stabilizing under the Dolev model. In
the legitimate conﬁguration, all dxy’s record the distance between node x and the source s. As explained
in [9], as soon as the system reaches the legitimate conﬁguration, ﬁnding shortest paths is an easy task.
First, each node x selects from the set {y ∈ N(x) | ryx + w(x, y) = min
z∈N(x)(rzx + w(x, z))} a neighbor
y to be its predecessor. Then, by tracing the predecessors, a path from each node to the source can be
established, which is exactly a shortest path between node x and the source s (cf. the proof of Theorem 1
in [9]). Hence the single-source shortest path problem is indeed solved.
5. Concluding remarks
Wewould like to point out that correctness proofs for self-stabilizing algorithms under the Dolevmodel
have a quite different ﬂavor from those under Dijkstra’s central demonmodel (one can compare the above
proof with those proofs in [2,8,9]). Also from the above proof, one can see that verifying the correctness
of a self-stabilizing algorithms under the Dolev model may not be a trivial work. Finally, there may be
a natural question arising in the readers’ minds: If a self-stabilizing algorithm under the central demon
model is modiﬁed into a version that can operate in the system of the Dolev type, will the modiﬁed version
T.C. Huang / Journal of Computer and System Sciences 71 (2005) 70–85 83
0                                             1                                               2
S0
S2
S1
r0
r2r1
Fig. 3. The structure of the ring system of the Dolev type when n = K = 3.
deﬁnitely be self-stabilizing under the Dolev model? We have recently given the answer to the question
in [10]. The answer is negative, and the following counterexample can show this.
Consider Dijkstra’s K-state mutual exclusion algorithm in a ring network of n nodes. We call it
AlgorithmA.
AlgorithmA
{For node 0}
S0 = Sn−1 → S0 := (S0 + 1)modK
{For node i = 0}
Si = Si−1 → Si = Si−1
InAlgorithmA,Si stands for the shared register of node i and its value is in the range {0, 1, 2, . . . , K−1}.
It is well-known that the algorithm is self-stabilizing whenKn−1. Thus, for n = K = 3,Algorithm A
is self-stabilizing under the Dijkstra model.
Now we modifyAlgorithmA, in a natural way, into a version that can operate in a system of the Dolev
type as follows:
Algorithm B
{For node 0}
repeat forever
read (r0 := Sn−1)
if S0 = r0 then
write(S0 := (S0 + 1)modK)
end if
end repeat
{For node i = 0}
repeat forever
read (ri := Si−1)
if Si = ri then write(Si := ri) end if
end repeat
Legitimate conﬁgurations are deﬁned to be those conﬁgurations in each of which there is at most one
node privileged (to make a write action). In the above algorithm, Si is the register of node i (cf. Fig. 3), in
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Table 2
An execution of Algorithm B for n = 3 and K = 3
which node i writes and from which node i + 1 (mod n) reads; ri is a local variable (cf. Fig. 3), in which
i stores the value that it reads from the shared register Si−1 of the neighbor i − 1 (mod n).
Table 2 exhibits an execution of Algorithm B for n = 3 and K = 3. In each conﬁguration in Table 2,
the shaded part indicates the execution of a single atomic step by the unique processor selected by the
central demon. One can see in this execution that Conﬁguration 19 is exactly the same as Conﬁguration
1 and therefore the execution is to be understood as inﬁnitely cyclic with a period of 18. Note that in
Conﬁguration 1, both nodes 0 and2 are privileged.Hence,Conﬁguration 1 is not a legitimate conﬁguration.
Therefore, for n = K = 3, Algorithm B is not self-stabilizing under the Dolev model.
The above counterexample example implies that one cannot take it for granted that a self-stabilizing
algorithm under the central demonmodel can be easily transformed into a self-stabilizing algorithm under
the Dolev model.A modiﬁed version of a self-stabilizing algorithm under the central demon model needs
to be veriﬁed carefully before it can be claimed as a self-stabilizing algorithm under the Dolev model.We
suspect that in some cases, a modiﬁed version may require an even further and more suitable modiﬁcation
in order to become self-stabilizing under the Dolev model. In conclusion, we believe “self-stabilizing
algorithms under the Dolev model” is a good direction for research and it deserves more investigation.
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