This paper considers the problem of estimating the parameters of known signals received asynchronously by an array of antennas. The parameters of primary interest are the time delays of the signals and their spatial signatures at the array. Estimates of the signal directions of arrival are also considered, but are of secondary importance in this work. Maximum likelihood algorithms and more computationally e cient approximations are developed for both the case where all received signals are identical (the channel estimation/overlapping echo problem), and where they are all distinct. Conditions are also derived under which the standard matched lter approach yields consistent and statistically e cient parameter estimates. The issue of solution uniqueness is addressed, and in particular an upper bound on the number of signals whose parameters may be uniquely identi ed is derived for a number of di erent cases. Typically, the bound is far greater than the number of sensors, and is limited only by the number of data samples collected. Some representative simulation examples are also included to illustrate the algorithms' performance relative to the Cram er-Rao bound.
Introduction
There are a number of communications applications where, at least for brief periods of time, the signals transmitted over the channel are known prior to reception. These signals are typically used as training sequences for initializing adaptive equalizers 1] or beamformers 2, 3], or for reacquiring synchronization with the individual sources. Known signals are embedded in many of the currently available mobile cellular radio communications formats (e.g., GSM, IS-95, IS-136, etc.), and have been also proposed for ALOHA-based packet radio systems 4, 5] .
Recently, Li et al., have presented techniques for direction of arrival (DOA) estimation that exploit knowledge of the received signal waveforms 6, 7] . They have shown that when the waveforms This work was supported by the National Science Foundation under grant MIP-9408154, and by the O ce of Naval Research under grant N00014-96-1-0934. since they do not use information about the underlying transmitted data stream. When such information is available (e.g., from a training sequence), signi cantly better estimation performance can be obtained by exploiting it, as the methods proposed in this paper attempt to do.
The general time delay estimation problem is a fundamental one that has been studied for many years. The majority of work in this area has focused on the situation where a single known signal is received by two widely separated sensors, and the quantity to be estimated is the time of propagation between the sensors (see 13] for a description of a number of techniques that address this problem). One of the \received" signals could be a noise-free copy of the known waveform, e.g., as in an active radar or sonar system. In either case, it is well known that the optimal maximum likelihood (ML) time delay estimator is based on matched ltering (MF). In this paper, the ML solution is derived for the much more general case involving multiple (closely-spaced) sensors and multiple signals. A multidimensional search for the delay parameters is required in general, but as in 7] , if the signals are uncorrelated, the optimal algorithm asymptotically reduces to a series of one-dimensional MF searches. In nite samples, however, there can be a very large di erence in performance between ML and MF even if the signals are asymptotically uncorrelated (see Section 5 for some examples).
In addition to the unknown signal delays, the algorithms proposed here estimate spatial signatures instead of steering vectors (and hence DOAs) due to the possibility of coherent multipath reception. The proposed algorithms can be thought of as (non-blind) structured estimators of the space-time channel separating each source and the antenna array. The spatial signatures represent the spatial component of the channel, and the time delays the temporal dispersion. While in principle the problem could be given additional structure by parameterizing the data in terms of both the delays and DOAs, the optimal solution to such a problem requires a complex highly non-linear search and one would somehow have to determine the number of multipaths associated with each source 14, 15] . A much more practical approach is to determine the DOAs (if needed) from the estimated spatial signatures (e.g., as in 16]), though of course no claim to optimality can be made for such a two-step approach. The maximum number of DOAs that can be uniquely determined from a given spatial signature is easily found, as discussed later in the paper. A computationally e cient technique for joint time delay and DOA estimation has recently appeared in 17], though it is restricted to cases involving arrays with special structure (e.g., uniform linear arrays). The method of 17] also assumes the availability of an impulse response measurement for the channel, which must be obtained in some preliminary step.
The key idea behind the results presented in the paper is the model described in the next section, and its similarity to the standard model for DOA estimation. The identi ability aspects of the proposed model are discussed in Section 3, and several algorithms based on the model are outlined in Section 4. The paper concludes with some representative simulation results.
Modeling Assumptions
Assume that an m element array asynchronously receives d known signals. The baseband array output at time t is modeled as
a k s k (t ? k ) + n(t) ; (1) where n(t) is additive noise, s k (t) is the baseband representation of the kth signal, k is the unknown delay of signal k, and a k 2 C I m is its spatial signature. Note that the standard \narrowband" assumption typically used in array signal processing problems is made here. That is, it is assumed that the time required for the signal wavefronts to propagate across the array is much smaller than the inverse of the signals' bandwidth. As such, a phase shift can be used to describe the e ect of the propagation from one antenna to the next. On the other hand, the time delays k are allowed, to within certain limits, to be of any size, larger or smaller than the inverse signal bandwidth.
In the frequency domain, equation (1) becomes, with some notational abuse,
The quantities s k and n written as functions of ! represent the Fourier transforms of their time domain counterparts. In the sequel, it should be clear from context whether a time or frequency domain model is being referred to. In this paper, it is assumed that coherent multipath may be present (due, for example, to scatterers near the signal sources and antennas, di use multipath in the vicinity of a specular scatterer, etc.). For instance, if a( ) represents the far-eld array response to a unit amplitude plane wave arriving from DOA , then under a coherent multipath model a k may be written as
i;k a( i;k ) ; (3) where d k ; i;k and i;k denote the total number of multipaths associated with signal k, their complex amplitudes, and their DOAs, respectively. The total number of signals actually received by the array is thus 
As in 15, 17] , A could be parameterized in terms of i;k and i;k using (3), but the algorithms developed in Section 4 will simply assume that A is an unstructured complex valued matrix. The elements of A are also assumed to be constant over the N-sample observation window, which implies that either the fading is slow or N is not too large.
The reason for writing X using the somewhat unorthodox form of (5) is to draw parallels between it and the more standard model used in narrowband DOA estimation: X = A( )S + N ; (7) where would be a vector containing the DOAs of the signals. In (7), A is known to within a set of d parameters, and S is treated as an unknown unstructured matrix. On the other hand, in (5) it is S that is parameterized and A that is unstructured. In essence, the roles of the time and sensor indices have been reversed in equation (5) . This simple idea forms the basis for the results in the remainder of the paper.
Given the model described above, the problem addressed in this paper may be simply stated as follows:
Given a collection of data X as de ned in (5) , and assuming that S( ) is a known function of , estimate the delays and spatial signatures A associated with the received signals.
Since the amplitude and phase of the received signals is unknown, there is an arbitrary complex scaling that may be associated with either s k ( k ) or a k for each k = 1; ; d. In a model parameterized by the DOAs as in (3), this is not an issue since the gain of the antennas is known in all directions. The relative scaling of s k ( k ) and a k for the problem considered here is xed by simply choosing a nominal arbitrary amplitude for each known signal. Since an unstructured model for A is used instead of one based on a known array manifold, the actual amplitude (or power) of the received signals cannot be uniquely determined, and the rows of A can only be determined to within a complex scaling. Other conditions for identi ability are discussed in Section 3.
Some Applications
It is instructive at this point to describe some situations where the model outlined above is relevant. In doing so, a distinction will be drawn between cases where the delayed signals received at the array are either identical or di erent. In equation (1), each signal is written as a function of k, indicating that, in the most general case, the signal received at a particular delay k may be completely distinct from signals received at other delays. However, in many (perhaps even most) interesting applications, the signals are identical, and need not be written as a function of k. For example, consider the case where a single user transmits a known signal s(t) through a frequency selective channel (see Figure 2) . The signal at the array can be modeled as a sum of scaled and delayed versions of the transmitted waveform, as follows:
a k s(t ? k ) + n(t) : (8) The amplitude scaling at each antenna is di erent due to slight variations in the channel between the source and each antenna, such as small di erences in propagation path, fading e ects, etc.. For example, the phase shifts due to the propagation delay between antennas are all lumped together into the spatial signature a k . On the other hand, the time delays k due to the propagation through the channel are typically assumed to be much larger. In a frequency selective channel, the delay spread is not small compared with the inverse of the signal bandwidth, and they cannot be approximated as phase shifts. For this application, the methods described in this paper can be thought of as estimating the parameters a k ; k of the space-time channel impulse response:
a k (t ? k ) : (9) Another situation where the identical-signal model of (8) is appropriate is in the resolution of overlapping echoes. This problem is common to elds such as radar, sonar, and astronomical imaging. In active radar and sonar, a known waveform is transmitted and re ections from objects \illuminated" by the transmission are subsequently received (see Figure 3) . A standard model for the received signal (at least when the illuminated objects are stationary) is a sum of scaled and delayed copies of the transmitted waveform. Equation (8) generalizes this model to the case where the data is received by multiple antennas. In astronomical imaging, stars viewed through earthbound telescopes are blurred due to atmospheric e ects and equipment perturbations 9]. The model of (8) can be used to describe data from this application as well, where in this case s(t) is the (presumably known) blurring function, and k ; a k represent the position and magnitude of the kth star, respectively.
The distinct-signal model of (1) is also of interest. This model closely resembles the one assumed in 6, 7] , except that it has been generalized to include unknown time delays, and the dependence on the directions of arrival has been dropped. One situation where such a model would be appropriate is in a communication network where, for synchronization purposes, several users transmit a di erent (but possibly correlated) training sequence at roughly the same time (see Figure 1 ). In equation (1), each user's signal may arrive at the array via many di erent paths from many di erent directions, but all of the rays arrive at roughly the same time. This corresponds to a at (non-frequency selective, low delay spread) fading environment, and is common in situations where the distance between the users and the basestation is relatively small (e.g., in a microcell), or when the multipath is due to local scatterers near the remote user or the basestation.
In the sections that follow, the distinct signal model of (1) and the identical signal model of (8) will often be treated separately. The main reason for doing this is to take advantage of the simplicity of (8), which allows for some interesting results not possible with (1).
Identi ability
The parameters of the model in (5) are said to be identi able provided that X = S( )A 6 = S( 0 )A 0 for all 6 = 0 and A 6 = A 0 . In the discussion that follows, the identi ability of and A is addressed for three di erent cases. In each case, it is assumed that the number of signals, d, is known. When it is stated that the spatial signatures may be uniquely determined, it is understood that the uniqueness holds to within a complex scaling, as discussed above. It is worth mentioning here the related work of Wax 18] , who considered the identi ability of the DOAs (rather than spatial signatures) of signals known to satisfy certain \smooth" parameterized constraints.
Synchronous Case
Though the case where the received signals are all synchronous (i.e., known ) is not speci cally addressed in this paper, it is useful for purposes of comparison to examine the corresponding conditions required for identi ability. The synchronous signal model considered here is similar to that investigated in 6, 7] , except that the parameters of interest are contained in A rather than .
The conditions necessary for identi ability in this case are summarized by the following theorem: With no multipath, each column of A would correspond to a vector a( ) from the array manifold for some , and thus the DOAs of many more than m signals could be determined. This is not surprising of course since so much more information is available. Also, note that since the above result is independent of the rank of A, multiple signals could share the same DOA.
Asynchronous Case, Identical Signals
In this case, s 1 Though beyond the scope of this paper, it is interesting to consider what conditions on s(t) would be necessary for its N-dimensional signal manifold to be unambiguous. There are some subtle issues that make this question a di cult one to answer, since the ambiguity of the signal manifold depends not only on s(t), but also on the chosen sampling period. It is easy to devise situations that would cause problems. For example, a T-periodic signal sampled with period T yields a rank one manifold. Even with a more judiciously chosen sample rate, the elements of for a T-periodic signal can only be estimated modulo T, although this poses no problem when it is known that max < T. Of course, a similar situation arises with array manifolds, since they are inherently 2 -periodic. Ambiguities would almost certainly be possible for aperiodic signals as well, since every N ? 1 dimensional subspace would likely be intersected many times by a manifold that never retraces its path. In practice, however, the range over which the elements of may vary is typically known, and the signal would need only be locally unambiguous within this interval.
Asynchronous Case, Distinct Signals
This case is slightly more di cult since the connection with the array manifold in the DOA estimation problem is not as obvious. The columns of S( ) are no longer vectors from the same signal manifold, but rather each is drawn from a di erent manifold de ned by s k ( ); k = 1; ; d. In order to obtain a meaningful result for this case, the following assumption about the signal set is made:
(A1) The N 2d matrix S( ) S( 0 )] is full rank for all and 0 whose elements satisfy k 6 = 0 k ; k = 1; ; d. (10) holds. These parameters may be determined with probability one if (11) holds instead.
Proof: As before, the proof is similar to that presented in 19], and is not given here.
DOA Identi ability
While often irrelevant in cooperative communications systems, there are situations where information about the received signal DOAs can be useful. Frequency division duplex communication with an antenna array is one such application. When the transmit and receive channels of a communication system occupy di erent frequency bands (with inherently di erent multipath propagation characteristics), the spatial signatures obtained from one channel cannot be used for beamforming in the other. One method of circumventing this di culty is to determine the DOAs from the spatial signatures of one channel, and then use them in conjunction with array calibration data for the other channel to calculate the necessary beamformer weights 16]. Up to this point, the discussion has focused on the identi ability of the spatial signatures rather than the DOAs. Consequently, given a spatial signature a k that satis es (3), a natural question is under what conditions the DOAs 1;k ; ; d k ;k that generated a k may be uniquely determined.
The following theorem addresses this question:
Theorem 3.4 The DOAs 1;k ; ; d k ;k and amplitudes 1;k ; ; d k ;k associated with a given spatial signature a k may be uniquely determined provided that
If instead d k < 2m 3 ; (13) then these parameters may be uniquely determined with probability one.
Proof: This theorem is just a special case of the results in 19] for a rank one collection of signals.
Together with Theorems 3.1-3.3, Theorem 3.4 implies that up to (m + 1)N=2 DOAs may be resolved with synchronous signals, and (m+1)(N+m)=4 DOAs may be resolved in the asynchronous case, provided that there are less than (m + 1)=2 coherent multipaths associated the signal at each delay. If the with-probability-one bounds are used instead, the upper bound on the DOAs increases to 2mN=3 for synchronous signals, and nearly that in the asynchronous case.
Maximum Likelihood Algorithms
In this section, maximum likelihood (ML) techniques are developed for estimation of and A. The noise will be assumed to be Gaussian, as well as both temporally and spatially white. This is a drawback compared with 7], where the noise was allowed to have arbitrary spatial color. If A is taken to be an unstructured deterministic matrix, the ML solution is easily shown to be equivalent to^ ;Â = arg min ;A V ML ( ; A) = arg min ;A kX ? S( )Ak 2 F ; (14) which is separable in A and may be simpli ed tô = arg min P ? S( ) X 2 F (15) = arg max Tr ? X P S( ) X (16) A = S y (^ )X ; (17) where P ? S( ) = I ? S( )S y ( ) and Tr( ) denotes the matrix trace operation.
Some insight into the operation of the ML criterion can be gained by a closer examination of (16) 
F ki F li (R ?1 ss ) lk ; (19) where ( ) denotes conjugation and ( ) ki is element k; i of the matrix argument. Note that F ki holds the result of applying a matched lter (MF) tuned for s k ( k ) to the output of sensor i. Thus, the ML criterion can be thought of as equivalent to a bank of MFs at each sensor whose outputs are multiplied together and combined according to the coe cients of the matrix R ?1 ss ( ).
Statistical Properties
Provided the signals and noise are uncorrelated, the ML estimator of (15)- (17) is consistent, unlike the corresponding ML approach for DOA estimation 20] where the number of parameters to estimate grows with N. Consequently, the estimates obtained from (15)- (17) are statistically e cient, and achieve the Cram er-Rao bound (CRB). The problem considered here is clearly isomorphic to the large array, nite data situation studied in 21]. In fact, one may prove the consistency and asymptotic e ciency of (15)- (17) A simple closed-form expression for the CRB can also be obtained using the results of 20] . If the noise is assumed to be zero-mean circular Gaussian, both temporally and spatially white, then the CRB may be expressed as CRB(^ ) = 
where 2 is the noise power at each sensor, represents an element-wise (Hadamard) product, and D is de ned to be
Thus, the elements of^ obtained by minimizing the ML criterion of (15) will have asymptotic variance given by the diagonal elements of CRB de ned in (20) . It is worth noting here the related work of 22], where the CRB was derived for cases involving general parameterized signals; that is, signals that can be completely described by parameters such as amplitude, frequency o set, time delay, etc.. In general, nding from any of the ML formulations above requires a d-dimensional search. Under certain conditions, more computationally e cient solutions are possible, and these are discussed in the following sections. These solutions may be accurate enough of their own accord, or they may be used to initialize a search of the optimal ML criterion.
Approximation for Distinct Signals
Suppose that the signal transmitted by each source is uncorrelated with the signals from other sources, independent of their relative time delay. This would imply that the columns of S( ) are asymptotically orthogonal, so that for large N,
Since each parameter k appears in one and only one term of the sum, minimizing the right hand side of (21) (22) Note that the signal power 2 k must be explicitly included since, strictly speaking, it is a function of k . If jt N ? t 1 j k , then 2 k will be essentially constant over the search interval for k , and it may be neglected.
As a result of the above observation, it is seen that when the signals are uncorrelated and N is relatively large, a reasonable alternative to the d-dimensional search of (15) is a series of d one-dimensional searches like (22) . Equation (22) amounts to applying an identical MF to each array output, and then summing the squared magnitude of the lter outputs. The criterion in (22) may also be arrived at using (19) and noting that when the signals are uncorrelated, R ?1 ss is asymptotically diagonal.
A similar observation was made in 21] for the case of DOA estimation using an array with a large number of elements. It was shown in 21] that, while the \beamforming"-like approach of (22) yields consistent estimates, asymptotic e ciency is guaranteed only under certain conditions. Translated to the problem considered here, these conditions would require that the matrices 1
all be asymptotically diagonal. While constraints on the signal set needed to satisfy (23) are di cult to specify, at the very least the MF estimator of (22) provides a computationally e cient way of determining initial conditions for a search of the ML criterion in (15) . Finally, it is worth noting that even if the matrices of (23) are asymptotically diagonal, in nite samples they likely will not be, and there can be a signi cant di erence in performance between the ML algorithm in (15) and the MF approach of (22) . This is illustrated in the simulations of Section 5.
Approximation for Identical Signals
For the case of identical signals, a simpli cation such as that in (22) would only be possible if s(t) were a realization of a white random process, in which case the ML criterion would (asymptotically) reduce to nding the d largest peaks of the MF \beamformer"
The asymptotic e ciency of such an approach would then depend on the orthogonality of s(t) and its time derivative at di erent delays. = S ! V( )A + N ; (25) where S ! is a diagonal matrix with (known) entries s(! 1 ), ; s(! N ), and
A truncated DFT must be used in practice to determine x(!), and hence (2) and (25) will not hold exactly. However, provided the sampling period is su ciently short to eliminate aliasing, these equations are asymptotically accurate since the error incurred by a nite length DFT in the general case is O(N ?1 ). The DFT output will exactly satisfy (2) and (25) for the special case where s(t) is T-periodic and N=T is an integer. The transformation of time-delays to linear phase shifts using Fourier methods is not new to time delay estimation; a number of others have also made use of this property. In 23, 24, 25], search-based techniques based on maximum likelihood and least-squares in the frequency domain are presented. In 26, 27], the ESPRIT algorithm 28] is used in conjunction with special frequency domain signal models to estimate time delays in closed form. The most closely related approaches to those presented below can be found in 9, 29, 30]. In 9], MUSIC 31] and a process equivalent to \spatial smoothing" 32] are used for star de-blurring in astronomical images, and a model equivalent to (25) 
Iterative Quadratic Maximum Likelihood
Under conditions more general than those assumed in this paper 33], n(!) is white in frequency, and the ML estimator based on the data collected in (25) is similar in form to (15)- (17) ; (32) and b =Ĩ b ; (34) whereĨ is the exchange matrixĨ 4. Determine b k+1 from c using (34) , and scale b k+1 so that Refb 0 g = 1.
5. If kb k+1 ? b k k < , go to step 6. If not, increment k and return to step 2.
6. Find the roots of b k+1 (z) and determine the signal delay estimates using (33) . Calculate the spatial signature estimates using (30) . 35 ] for details on solving banded systems of equations). The need for an invertible S ! is mitigated by the fact that the signal is known, and one would presumably choose to implement the algorithm over a band of frequencies where the signal is su ciently strong. An example of the advantages of choosing an appropriate frequency window for the algorithm is presented in Section 5.
MODE
Another rooting procedure similar to IQML could be used in this application. The MODE algorithm 36] has recently been shown 37] to enjoy certain advantages over IQML for the DOA estimation problem, in terms of both its estimation accuracy and numerical properties. MODE's implementation is essentially identical to IQML, except XX in (36) In DOA estimation, MODE is known to be asymptotically statistically e cient with only one iteration of the above algorithm, where \asymptotically" means either SNR ! 1 or a large number of columns in X, which in DOA estimation implies N ! 1. However, in the application considered here, N denotes the row dimension of X, and m the column dimension; MODE may not be a consistent estimator of for N ! 1, since the column span ofÊ may not converge to that of SV( ) as the row dimension of X increases. Consistency and large sample optimality for MODE for the problem above would in general require m ! 1, which is not common in most applications.
Despite this fact, the performance of MODE is still quite good, as illustrated by the simulations of Section 5.
An ESPRIT-Based Approach
Both the search-based ML method of (35)- (36) and the IQML algorithm require initial values for the polynomial coe cients b. In this section, a simple method based on the ESPRIT algorithm 28] is presented that provides direct estimates of (and hence b) without initialization. As will be seen below, the method is only applicable to cases where
To describe the algorithm, consider the frequency domain model of (25) with no noise: X = S ! V( )A : (37) As long as the three conditions above are satis ed, X will be full rank d. Let V 1 be the N ? d matrix constructed by taking the rst N ? rows of V( ), and let V 2 be constructed similarly from the last N ? rows of V( ). These two matricies are related by the equation V 2 = V 1 (38) where is the diagonal matrix 
Except for the diagonal scaling S 1 and S 2 , this is identical to the problem solved using ESPRIT. A similar approach was taken in 26] for the case where S is unknown, but S 1 ' S 2 . When noisy data is present, the matrix E is replaced with an estimateÊ obtained by taking the d left singular vectors of X with the largest singular values. Estimates of and its eigenvalues are then obtained by solving a (total) least squares problem based on (42). The algorithm may be implemented as follows:
1. Given a collection of frequency domain data X, computeÊ and partition intoÊ 1 andÊ 2 .
2. Find the estimate^ using either least squares:
or the total least squares method of 28].
3. Compute the eigenvalues of^ , and determine the signal delay estimates using (43). The spatial signatures may be determined as before using either (17) or (30) .
To eliminate ambiguities, the overlap factor must be chosen such that if max is the largest expected delay (in samples), then N > max . Since the accuracy of a truncated DFT in approximating the frequency domain model relies on the assumption that N max , a fairly large value of can often be chosen. The advantages of using values of larger than = 1 with ESPRIT have been explored in 38, 39] . As with MODE, the ESPRIT method described above is guaranteed to be a consistent estimator of only if m ! 1. Nevertheless, the algorithm works reasonably well even with small m as long as the SNR is not too low (see Section 5).
DOA Estimation
All of the above algorithms are formulated in terms of the spatial signatures rather than the DOAs. When no multipath is present, the DOA of the k th signal may be found by taking the k th column ofÂ and nding the \closest" vector from the array manifold: 
and reformulate the minimization of (44) as
The DOA estimates for signal k are then determined from
5 Simulation Examples A number of simulation studies were conducted to test the performance of the algorithms presented above, and compare them with the Cram er-Rao lower bound. For each of the cases considered, a uniform linear array (ULA) with six sensors and one-half wavelength spacing was simulated, although the ULA information was not exploited by any of the algorithms. All empirical results were based on averages of 1000 trials, each with a di erent realization of an additive complex Gaussian noise process at 10dB SNR (with the exception of the high near-far example studied in Case 1).
Case 1, Distinct Signals
For this case, three sources with distinct waveforms were received by the array, and each signal was of the form s(t) = 1 + e j2 t=T 1 e j2 t=T 2 ;
with di erent values for the periods T 1 and T 2 , as well as di erent delays and DOAs. The SNR of each source was controlled by adjusting the norm of each spatial signature. Two situations were considered, one in which the SNR of all sources was the same, and one where there was a 20 dB di erence between the strongest and weakest signal. These two situations correspond to communication environments with low and high near-far ratios, respectively. The various parameters for each source are listed in Table 1 Delay estimates for each signal were obtained using various sample sizes N ranging from 15 to 1500, and the root-mean square (RMS) estimation error based on 1000 trials was computed. The results for source 3 are plotted in Figure 4 (low near-far ratio) and Figure 5 (high near-far ratio); note that in the high near-far example, source 3 is the weakest. Results are shown for the MF approach of (22) using one or all six sensors, and for the ML algorithm of (16) initialized by the six sensor MF estimates.
In both scenarios, the ML approach achieves the CRB for all values of N tested, while the six-sensor MF technique requires N 750 and N 1500 for the low and high near-far scenarios, respectively. Of course, the single sensor MF performs much worse, but the orthogonality condition of (23) In particular, the MF methods are biased for small N, and the CRB only represents the lowest achievable RMS error for unbiased estimators like the ML approach. In fact, an examination of the MF estimates for small N reveals that the RMS error is dominated by bias and not variance. However, in most cases, the bias is very large and exceeds the CRB anyway.
Case 2, Multipath Channel Estimation
This case examines the performance of the frequency domain IQML, MODE, and ESPRIT algorithms developed in Section 4.3 and applied to the problem of estimating the parameters of a multipath channel. A QPSK signal with a 35% excess bandwidth Nyquist pulse shape was assumed to be transmitted over a three-ray channel with the following vector impulse response:
The channel parameters used in the simulation are listed in Table 2 (the phase of k was assumed to be random in each trial). The array was sampled at three times the QPSK symbol rate, so a delay of three samples would correspond to an o set of one symbol period. When generating the QPSK waveform, the impulse response of the pulse-shaping lter was truncated to a total length of 12 symbol periods.
Ray DOA (degrees) Delay (samples) Amplitude j j In each trial, a di erent random QPSK signal was generated, and a total of 100 samples were taken from the array. Because of the oversampling, the frequency support of the signal was roughly half of the total available bandwidth, as illustrated in Figure 6 . Consequently, the algorithms were implemented using only the data in the 41 DFT bins between the dashed lines. Windowing the frequency domain data not only reduces the computational load, but it also eliminates IQML and MODE estimate variability due to inverting the matrix S ! at frequencies where it is nearly zero.
The resulting delay estimation error averaged over the three rays is plotted in Figure 7 versus the ESPRIT shift parameter (of course, IQML and MODE do not depend on , so their estimation error appears as a at line). Values of between 1 and 6 were used, and IQML and MODE were initialized using the = 5 ESPRIT estimates. While in principle a value of = 7 could have been used for ESPRIT in this example (7 13:0 < 100), the variability in the estimate of the maximum delay e ectively places a smaller upper limit on the separation parameter. The advantage of using as large a as possible is clearly evident from the simulation results.
Only one iteration was used to obtain the MODE estimates shown in Figure 7 . With additional iterations, the performance of MODE improved until it was essentially identical to that of IQML.
One disadvantage of allowing multiple iterations is that both algorithms, IQML and MODE, occasionally become \lost" and produce very poor estimates. This phenomenon was observed in 9 of the 1000 trials. The outliers from these trials were not used in calculating the RMS errors shown in Figure 7 . The average number of iterations required for IQML to achieve = 0:0001 (see step 5 of the algorithm) was 6:8 4:9 (mean standard deviation).
The CRB is not plotted in this example since a di erent signal was used in every trial. The performance of the algorithms varies dramatically for di erent signal realizations, mainly due to the fact that the use of a truncated DFT causes less error for certain signals than others. If a single waveform had been used for all of the trials, the delay estimation error would have been dominated by the bias due to the approximation involved in modeling a time delay as a linear phase shift in the frequency domain. In other words, the dominant error source in this example is the frequency domain approximation, not the noise.
Case 3, Identical Highly Overlapping Signals
The resolution capability of the ESPRIT and IQML algorithms was studied in this example using the pulse-type waveform of Figure 8 . The pulse was generated by modulating an oversampled raised cosine pulse by a cisoid with a period of 5 samples. The signal shown was received by a six element ULA with a DOA of 5 , while a delayed version of the signal was received from ?10 . The delay of the second signal relative to the rst was varied from one to twenty samples over a number of trials, and the delay estimates at each trial were determined based on 100 samples from the array. The RMS estimation error for the delay of the rst source is plotted in Figure 9 .
No signi cant bias was measured in this example due to the fact that the samples of the source waveform were nearly identical at both the beginning and ending of the collection interval. Consequently, the inherent assumption of periodicity in a nite length DFT does not pose a problem here (this would of course not hold if the collection interval happened to split the main lobe of the pulse). The \windowed" IQML approach used only 20 DFT bins where the signal was strongest, while all 100 samples were used in the non-windowed IQML implementation. In this example, the windowed IQML algorithm achieves the CRB, while the error of the non-windowed version is about twice as large on average. The = 4 ESPRIT results were used to initialize both IQML approaches, but in this case the ESPRIT estimates were already essentially on the CRB.
Conclusions
This paper has addressed the problem of time delay and spatial signature estimation for situations involving multiple known (asynchronous) signals received by an array of sensors. Techniques developed for such situations have application in wireless communications (synchronization, uplink beamformer design, downlink transmission design, etc.) and source localization in radar, sonar, and imaging. The data model for this problem was shown to be the dual of the well-known model for narrowband DOA estimation by simply switching the roles of time and space. This duality was exploited in the derivation of identi ability conditions, maximum likelihood algorithms, and the Cram er-Rao lower bound for time delay and array calibration estimation. In particular, bounds were found for the maximum number of signals whose time delay could be uniquely determined, given a certain number of array elements and samples. In addition, a general maximum likelihood estimator was presented, and several more computationally e cient alternatives were proposed. Conditions were derived under which each of the above approaches would be consistent and statistically e cient esimators. Finally, the performance of the algorithms was investigated by means of several simulation examples. 
