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Abstract 
A parameter estimation is presented of a distributed hydrological model in a basin which has multiple water level 
stations. A problem is placed that the fittings are not always satisfactory in the cases where the discharge of one 
water level station is calculated based on the parameter values which are optimized to another water level station. A 
solution is demonstrated to calculate the discharges based on the parameter values selected from the results of multi-
objective optimization where the errors at the water level stations are minimized simultaneously. Good performance 
is illustrated in two implementations of NSGA2 in Colleo optimization software. 
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of HIC 2016. 
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1. Introduction 
This paper presents the parameter estimation of a distributed hydrological model in a basin which has multiple 
water level stations. There, multi-objective optimization is used to estimate the parameters effectively and efficiently. 
It is deeply desired to estimate hydrological parameters to explain the discharge in the whole basin rather than those 
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at a specific water level station. In real operations in river management, however, the parameters are often estimated 
for each water level station, even if multiple water level stations are located in the same basin. This is because it is 
difficult to estimate parameters to explain the discharges at multiple water level stations in well-balanced manner.
This paper demonstrates one solution to estimate the parameters by selecting some sets of parameter values from the 
results of multi-objective optimization. 
There are many previous studies on parameter estimation of a hydrological model. A single-objective 
optimization algorithm SCE-UA is introduced and evaluated in the case of parameter estimation of a simplified 
version of the Sacrament soil moisture accounting model [1]. A mean square error and a heteroscedastic maximum 
likelihood estimator are minimized using the multi-objective optimization algorithm MOCOM-UA in the case of the 
Sacrament soil moisture accounting model [2]. The performance of multi-objective optimization algorithms 
MOCOM-UA and MOSCEM-UA is compared in [3]. There, examples are presented such as the minimization of the 
root mean square errors of a driven part and a non-driven part in the case of the Sacrament soil moisture accounting 
model, and the minimizations of the root mean square errors of the sensible and latent heat fluxes of the biosphere-
atmosphere transfer scheme land-surface model. The four kinds of errors (overall volume error, overall root mean 
square error, average root mean square error of peak flow events and average root mean square error of low flow 
events) are minimized for a MIKE 11/NAM rainfall-runoff model by an automatic optimization procedure based on 
the shuffled complex evolution algorithm [4]. The performance of multi-objective optimization methods using 
shuffled complex evolution, clustering and simulated annealing, and a knowledge-based expert system are compared 
in the case of a MIKE 11/NAM rainfall-runoff model [5]. 
Most of the previous studies focus on estimating parameters to explain single or multiple aspects of the discharge 
or other physical properties based on the data observed in one place. In contrast, this paper aims to estimate 
parameters to explain the whole basin, utilizing the data observed at multiple water level stations. 
This paper gives priority to help researchers in hydroinformatics to improve the efficiency and quality in their 
work. In this viewpoint, optimization performance is evaluated with respect to the software that is publicly available 
and that every researcher can freely use. 
2. Analysis description 
2.1. Target basin 
The target basin is the Abe River basin in Japan. The map of Abe River basin is shown in Fig. 1. The Abe River 
and Warashina River flow in the basin and join before they reach the sea. The basin area is 567 km2. There are 
thirteen rainfall stations. There are three water level stations located in Ushiduma, Tegoshi and Narama. Ushiduma 
is located upstream of the Abe River. Narama is located upstream of the Warashina River. Tegoshi is located 
downstream below the joining point of the Abe River and Warashina River. There are no dams to control flooding. 
Therefore, it is appropriate to investigate the effectiveness of parameter estimation to calculate the discharge in 
nature. 
2.2. Target flood events 
Nine flood events are investigated. The statistics of the flood events are shown in Table 1. They occurred 
between 2005 and 2012. The condition for selection is that the maximum discharge exceeds 1,000 m3/s. They have 
diverse flood properties. The floods occurred between June and November. The number of days ranged from two to 
eight. The total amount of rainfall are from 145.6 mm to 508.1 mm. The maximum discharge was between 1,158 
m3/s to 3,501 m3/s. 
2.3. PWRI distributed hydrological model 
The integrated flood analysis system (IFAS) was developed and made available to the public by ICHARM. 
Discharge is calculated using the PWRI distributed hydrological model installed in IFAS. The PWRI distributed 
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hydrological model is briefly explained in Fig. 2. The basin is divided into 500 m x 500 m meshes. Two layer tanks 
are set on each mesh. Discharges are calculated with the equations (1) to (5). Variables and parameters are described 
in Table 2. 
Fig. 1. Abe River basin. 
Table 1. Statistics of flood events. 
Index Start date Days  Total amount of rainfall (mm) Maximum discharge (m3/s)
F-1 7/9/2005 2 145.6 1,254 
F-2 8/25/2005 2 177.8 1,158 
F-3 7/13/2007 5 363.0 2,351 
F-4 7/18/2011 5 406.1 1,467 
F-5 8/31/2011 8 478.9 1,313 
F-6 9/16/2011 8 508.1 3,501 
F-7 11/19/2011 2 190.0 1,168 
F-8 6/19/2012 2 237.6 2,474 
F-9 7/11/2012 5 283.7 1,301 
iSh
N
LQ fssf 3
5
2 )(
1     (1) 
12
1
0
ff
fs
nri SS
Sh
AfQ


 D    (2) 
02
0
00
ff
fs
SS
Sh
AfQ


    (3) 
AShAQ ggug
22
1 )(     (4) 
AhAQ ggg  2    (5) 
1286   Kazuhiro Matsumoto et al. /  Procedia Engineering  154 ( 2016 )  1283 – 1290 
Fig. 2. PWRI distributed hydrological model. 
Table 2. Variables and parameters of PWRI hydrological model. 
Variables and parameters Description Unit Parameters for optimization
Qsf Surface flow m3/s - 
Qri Rapid unsaturated subsurface flow m3/s - 
Q0 Infiltration to aquifer tank m3/s - 
Qg1 Slow saturated subsurface flow m3/s - 
Qg2 Aquifer base flow m3/s - 
Sf2 Height of surface flow m - 
Sf0 Height of infiltration m - 
Sg Height of slow saturated subsurface flow  m - 
hs Water level of surface tank m - 
hg Water level of aquifer tank m - 
L Mesh length m - 
A Mesh area m2 - 
i Slope - - 
Įn Runoff coefficient of rapid unsaturated subsurface flow - - 
f0 Final infiltration rate cm/s SKF 
N Roughness coefficient of surface flow s/m1/3 SNF 
Au Runoff coefficient of slow saturated flow (1/mm/day)1/2 AUD 
Ag Runoff coefficient of base flow 1/day AGD 
- Initial water level of the surface tanks m UTANK 
- Initial water level of the aquifer tanks m LTANK 
2.4. Parameters for optimization 
Parameters for the optimization and their lower, upper and initial values are shown in Table 3. Four hydrological 
parameters and the initial water levels of the tanks are selected for the optimization. The hydrological parameters are 
1287 Kazuhiro Matsumoto et al. /  Procedia Engineering  154 ( 2016 )  1283 – 1290 
final infiltration rates, roughness coefficients and runoff coefficients of surface flow and base flow. One parameter 
from each equation (1) to (5) is selected in order not to make the optimization unnecessarily difficult. Using a 
distributed hydrological model, different parameters are allocated to the five kinds of land usage for final infiltration 
rates and roughness coefficients. Final infiltration rates are calculated in logarithms of 10 because the range of the 
final infiltration rates is huge. Regarding the structural parameters, the typical values that are confirmed as valid in 
other basins are set and fixed in the optimization. 
Table 3. Lower, upper and initial values of parameters. 
Index Parameters Lower values Upper values Initial values 
P-1 SKF_1 -5.301030 -1.301030 -3.301030 
P-2 SKF_2 -6.698970 -2.698970 -4.698970 
P-3 SKF_3 -7.000000 -3.000000 -5.000000 
P-4 SKF_4 -8.000000 -4.000000 -6.000000 
P-5 SKF_5 -7.000000 -3.000000 -5.000000 
P-6 SNF_1 0.100000 2.000000 0.700000 
P-7 SNF_2 0.100000 2.000000 2.000000 
P-8 SNF_3 0.100000 2.000000 2.000000 
P-9 SNF_4 0.100000 2.000000 0.100000 
P-10 SNF_5 0.100000 2.000000 2.000000 
P-11 AUD 0.050000 0.600000 0.100000 
P-12 AGD 0.001000 0.050000 0.003000 
P-13 UTANK 0.000000 0.010000 0.000000 
P-14 LTANK 1.000000 2.000000 2.000000 
2.5. Objective functions 
An Objective function is a mean square error between the observed and calculated discharges as shown in the 
equation (6). It is calculated with respect to a flood event and a water level station. In (6), i, j and n denote the water 
level station, time, number of time points in the flood event. sim(i,j) and obs(i,j) are the calculated and observed 
discharges in the water level station i and at the time point j. The errors of a flood event at three water level stations 
are minimized simultaneously. 
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2.6. Colleo optimization software 
Optimization calculation is performed with Colleo optimization software [6]. It has a feature to provide a 
common interface for 75 implementations of the optimization algorithms for four types of optimization software. 
The optimization software available in Colleo is shown in Table 4. inspyred is a Python software. It provides bio-
inspired optimization algorithms such as genetic algorithm. NLopt is nonlinear optimization software. Optimization 
algorithms are classified by the combinations of targeting a global or a local optimization and using the derivative 
information of the objective functions or not. pyOpt provides various optimization algorithms which are available in 
Python. R provides many optimization algorithms which are developed in the statistical analysis community. Colleo 
is supposed to perform efficiently for a wide range of optimization problems by supporting a wide range of 
optimization algorithms. 
Table 5. Optimization software available in Colleo. 
Optimization software Number of implementations of optimization algorithms URL 
inspyred 10 http://aarongarrett.github.io/inspyred/ 
NLopt 21 http://ab-initio.mit.edu/wiki/index.php/NLopt 
pyOpt 13 http://www.pyopt.org/ 
R 31 https://www.r-project.org/ 
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2.7. Optimization conditions 
The result in the case that parameters are sampled uniformly is laid as the base for the evaluation. A simplified 
version of Latin hypercube sampling is used for uniform sampling. Five implementations of optimization algorithms 
are evaluated. The sampling and optimization algorithms are shown in Table 5. NSGA2 is an optimization algorithm 
of genetic algorithm. Three implementations of NSGA2 are evaluated. One is from inspyred and the other two are 
from R. PAES and MOPSOCD are the optimization algorithms of evolutionary strategy and particle swarm 
optimization, respectively. The number of evaluations of the objective functions is around 10,000. The number of 
populations and the number of generations are set as 100. 
Table 4. Sampling and optimization algorithms and conditions. 
Index Algorithms Types Number of evaluations of objective functions 
A-1 LATIN_HYPERCUBE_SAMPLING Sampling 10,001 
A-2 INSPYRED_NSGA2 Optimization 10,000 
A-3 INSPYRED_PAES Optimization 10,000 
A-4 R_MCO_NSGA2 Optimization 10,100 
A-5 R_MOPSOCD_MOPSOCD Optimization 10,100 
A-6 R_NSGA2R_NSGA2R Optimization 10,100 
3. Optimization results 
3.1. Discharges 
The observed and calculated discharges are shown in Fig 3. The left, center and right figures are those from the 
Ushiduma, Tegoshi and Narama water level stations, respectively. The horizontal axis shows the date and time. The 
vertical axis shows the discharge and the rainfall. The rainfall is shown by the sky blue bars. The observed 
discharges are shown in the purple points. 
The discharges which are calculated based on the parameter values explored by uniform sampling are indicated 
by the gray lines. They include the observed discharge. The results suggests that there are possibilities to estimate 
the discharge accurately by adjusting the parameter values. 
The discharges which are calculated based on the parameter values optimized to Ushiduma, Tegoshi and Narama 
are shown by the red, green and blue lines, respectively. The calculated discharge based on the parameter values 
optimized to each water level station estimates the observed discharge of the responding water level station well. 
However, there are some cases where the observed discharge of one water level station is not estimated accurately 
based on the parameter values optimized to another water level station. Discharges are calculated large, middle and 
small based on the parameter values optimized to Tegoshi, Narama and Ushiduma in all three water level stations, 
respectively. Parameter values optimized to three water level stations are considered to be estimated so as to 
calculate the discharges in such the order. It is not appropriate to use the parameter values optimized to a single 
water level station to explain the whole basin. 
The calculated discharges by multi-objective optimization are indicated by the orange lines. The parameter values 
are selected from the results of multi-objective optimization in two steps. In the first step, the parameter values are 
selected so as to be suitable for the basin. Non-inferior samples are such optimization samples that there are no other 
optimization samples where the values of all the objective functions are superior to those of the optimization sample 
in question. The result of the first step is the aggregation of the non-inferior solutions of the flood events. In the 
second step, the parameter values are selected so as to be suitable for the flood event. In order to select the 
parameter values appropriate for all the water level stations, the parameter values are selected on the condition that 
all the errors normalized by the minimum error for each water level station are below a threshold of 3.2. The 
calculated discharges based on the parameter values of the second step are narrow and include the observed 
discharge. It is demonstrated that the parameter values from the results of multi-objective optimization are 
successfully selected in the two steps described above. Calculated discharges approach the observed discharge from 
the larger side in Ushiduma. Calculated discharges approach the observed discharge from the smaller side in 
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Tegoshi. The calculated discharges overlap the observed discharge in Narama. It is difficult to estimate one set of 
parameter values to explain the whole basin. 
Fig. 3. Observed and calculated discharges. 
3.2. Optimization performance 
Errors at Ushiduma and Narama are shown in Fig. 4. The horizontal and vertical axes are the errors at the 
Ushiduma and Narama water level stations, respectively. The two water level stations are upstream of the rivers and 
supposed to have little correlations. Uniformly explored and optimization samples are shown as blue and red points, 
respectively. Optimization implementations that have many samples near the axes are evaluated as good because 
both the axes are errors to be minimized. Two implementations of the NSGA2 optimization algorithm provided in R 
perform better than the others. Optimization parameters such as mutation rate differ among one implementations of 
NSGA2 in inspyred and two implementations of NSGA2 in R. A sample explored by PAES of inspyred tend to be 
affected by the previous sample in the iteration of the optimization. The range of the samples explored by 
MOPSOCD in R is narrow. There are some possibilities to improve the performance by changing the optimization 
parameters. 
Fig. 4. Errors by optimization algorithms. 
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4. Conclusions 
This paper presents three results. 
(1) There are some cases where the parameter values optimized to one water level station are not appropriate for 
another water level station, even if these water level stations are in the same basin. Single-objective 
optimization may not be satisfactory to estimate the parameters to explain the whole basin. 
(2) The discharges at the multiple water level stations in a basin can be estimated well by selecting and using the 
parameter values from the results of multi-objective optimization. Observation information at the multiple 
water level stations can be utilized to overcome the problems in single-objective optimization. 
(3) Two implementations of the NSGA2 optimization algorithm provided in R outperform three other 
implementations of optimization algorithms. Some publicly available optimization software demonstrates 
good performance and quality and helps the researchers in hydroinformatics. 
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