The Reverse Influence Maximization (RIM) model deals with the viral marketing cost minimization in social networks. On the other hand, the Influence maximization (IM) technique finds the small number of influential users that maximize the viral marketing profit. Here, the profit is defined by the maximum number of nodes that can be influenced by seed users when they are initially activated. On the other hand, the cost is measured by the minimum number of nodes required to activate all the seed nodes. However, most of the existing studies focus on profit maximization without considering the seeding cost. Moreover, the most profitable node may not always be a cost-effective one. Thus, in this research, we introduce an epidemic Cost Minimization model under the Competitive Market in Dynamic social networks (CMCMD, i.e., CM2D). In the CM2D model, we modify the Susceptible-Infected-Recovered (SIR) technique as the Reverse SIR (RSIR) model to employ in the node activation process. The proposed CM2D model also uses the greedy Set Cover approximation technique to optimize the seeding cost. Moreover, the CM2D model tackles the challenging issues of the RIM problem more efficiently than the existing models. Finally, we simulate our model using datasets of two synthesized and four real datasets, and the results show that the CM2D model outperforms the existing models.
I. INTRODUCTION
With the rapid expansion of Twitter, Facebook, Instagram, Flickr-like social networks, people are increasingly using social networks to share information, news, trends, and innovations. For instance, Facebook has 1, 520 million, Snapchat has 186 million, and Twitter has 126 million active users everyday [1] . Therefore, people are also using social networks as platforms for marketing, especially for viral marketing in recent years [2] - [5] .
A. BACKGROUND AND MOTIVATION
In viral marketing, the marketing process is carried out by potential consumers to their acquainted individuals and followers [6] . A study shows that people discuss with friends, colleagues, and family members before purchasing any product, especially any electronic appliance [7] .
The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan . Therefore, mining influential users in the social network plays a vital role in viral marketing. The Influence Maximization (IM) technique is a worthy example of such a social network miming method.
Influence Maximization models assume that seed nodes are initially active, and active seed nodes try to activate their inactive neighbors in the word-of-mouth fashion [8] . The maximum number of nodes that are activated by the seed users is called viral marketing profit. The remarkable seminal work in this domain includes the formulation of the Linear Threshold (LT), and Independent Cascade (IC) models [9] , which have achieved massive acceptance in past years. After that, several popular IM models have been proposed in literature [10] - [15] . Again, the Susceptible-Infected-Recovered (SIR) method [16] , is also used to diffuse information in social networks likewise a contagion disease spreads in a community [13] , [17] - [23] .
However, most of the existing studies focus on only profit maximization, and therefore, they do not address the seeding cost minimization issue. Again, the most profitable node may not always be a cost-effective one. Furthermore, all most all the works assume that the seed nodes are initially activated. Moreover, in many studies, some incentives or free products are recommended for the activation of seed nodes. However, the main motivation of this paper is that, if seed nodes can influence and activate connected nodes, seed nodes can also be activated by some other influential nodes. The minimum number of such nodes required to activate seed nodes is the viral marketing cost or seeding cost.
Again, some Reverse Influence Maximization (RIM) models are available in the literature to optimize the seeding cost [24] - [26] . These studies also mention some challenges of the RIM models; however, the models are incapable of resolving the challenges and providing the optimal seeding cost simultaneously.
Moreover, most of the above studies consider either a single product or multiple products in the diffusion study and do not consider the same product of various brands in a competitive market [15] , [27] .
Further, social networks change continuously over time. For instance, many new links are created (e.g., people become friends on Facebook). Again, many existing links are deleted (e.g., people unfriend or block any existing friend). However, most of the existing studies employ static social networks [8] , [9] , [12] , [25] , [28] , and hence, are incapable of reflecting the actual social network dynamics appropriately.
Finally, the IM model provides profit analysis; whereas, the RIM model gives cost analysis. Hence, together with the IM model, the proposed approach can be used for Cost Benefit Analysis (CBA), which is very important for any business decision [29] . Therefore, the RIM model has similar useful applications to that of IM models.
B. CONTRIBUTIONS
Therefore, in this paper, we propose a Cost Minimization model under the Competitive Market in Dynamic social networks (CMCMD, i.e., CM2D). The proposed model determines the optimized seeding cost as well as resolves the challenging issues simultaneously. The CM2D model uses the RSIR model for cost estimation as well as the greedy Set Cover approach to optimize the cost. We list the key contributions of this paper below. 1) We introduce the Reverse SIR (RSIR) model, which is a variant of the SIR model to estimate the seeding cost. The estimated cost is minimized by the Minimum Set Cover (MSC) mechanism, and we ensure the guaranteed approximation ratio (performance bound) as well.
2) The proposed model resolves all the RIM challenges efficiently, especially, a balanced and efficient convergence policy is introduced using the exponential influence decay function. 3) We evaluate the performance of the proposed CM2D model using four real datasets of popular social networks along with two synthesized datasets. The results
show that the proposed model outperforms existing models. 4) Finally, we validate all empirical findings of the simulation by appropriate theoretical analysis.
The organization of the rest of the paper is as follows: Section II presents the study of the state-of-the-art models, and Section III illustrates the system model. The proposed model is described in Section IV. The performance evaluation, and concluding remarks are included in Section V and Section VI, respectively.
II. LITERATURE REVIEW
In this section, we study the state-of-the-art models, which are relevant to the context of our study.
A. INFLUENCE MAXIMIZATION MODELS
The seminal works were first, introduced by Domingos and Richardson [30] in 2001, and then, by Kempe et al. [9] in 2003, respectively. The LT and IC models proposed by Kempe et al. brought a breakthrough in IM research.
Mohamadi-Baghmolaei et al. [31] introduce a Trust-based Latency aware Influence Maximization (TLIM) model in which time and trust are used to select influential seed nodes. On the other hand, Ali et al. [32] propose a learning model for the time-bounded influence maximization model. However, Rodriguez and Schölkopf et al. [33] propose a Continuous Time Markov Chain (CTMC) based approximation algorithm and integrate time for the first time in influence maximization. And, Chen et al. [34] formulate two time-critical influence maximization models using dynamic programming and Independent Cascade (IC) models, respectively. Their models have the same influence spread as that of the greedy model; however, the models have significantly faster running time.
Liu and Liu [35] develop an opinion leader-based emergency public information diffusion model for microblog. Ye et al. [36] use the community-based approach to identify influential users in social networks. Goyal et al. [11] propose a simple path-based influence maximization model, which outperforms many baseline greedy models. However, these studies determine only the optimal profit of viral marketing, and hence, do not focus on seeding cost optimization.
B. EPIDEMIC MODELS
Many information diffusion models are available in the literature under epidemic and contagion models. The SIR model was first introduced by Kermack and McKendrick in 1927 and was subsequently used to study a variety of diseases, especially airborne childhood diseases with lifelong immunity upon recoveries, such as measles, mumps, rubella, and pertussis [37] .
Lui et al. [2] propose a Random Recursive Tree (RRT) model which employs the SIR epidemic model for information diffusion in WeChat. Jin et al. [38] propose an epidemic mechanism that includes the modeling of both news and rumors on Twitter.
Tan et al. [39] propose an Activation Increment Minimization(AIM) information diffusion strategy. The AIM technique, which is based on Supervising Susceptible-Infection-Recover (SSIR) model [37] , outperforms the traditional heuristic algorithms.
C. PROFIT MAXIMIZATION MODELS
Yang et al. [40] , [41] performs the activity profit maximization in social networks; whereas, Tejaswi et al. [42] maximize profit by increasing product adoption. Again, Du et al. [43] maximize profit for multiple products whereas, Nguyen et al. [44] maximize profit in multiple social networks. Bhagat et al. [15] introduce a Linear Threshold with Color (LT-C) model to maximize the profit by maximizing product adoption. Unlike most of the studies, they include product ratings along with influence in their model. Lu and Lakshmanan [45] propose a profit maximization model, which includes product price in profit estimation. They argue that a user does not adopt a product as soon as she is influenced socially, rather the purchase depends on the product price. Unlike most of the previous works which consider only a single product, Zhang et al. [27] offer influence calculation for multiple products. Practically, a company produces several products rather than a single product.
However, most of the profit maximization models offer free products for seed activation and ignore the same cascade activation for the seed nodes.
D. REVERSE INFLUENCE MAXIMIZATION MODELS
The authors in [24] introduce the Reverse Influence Maximization (RIM) problem in which the IM technique is applied in the reverse direction. The RIM model computes the seeding cost, which is the cost of activating initial seed nodes. The authors not only propose two models (R-RIM and RLT-RIM) to solve the RIM problem, but also introduce some challenges such as handling three basic network components (BNC), stopping criteria or convergence, NP-Hardness, and insufficient influence. After that, Talukder et al. [3] propose an extension of the RLT-RIM model, which incorporates the inclusion of already activated nodes and commonality discount in the cost estimation. However, existing RIM models are incapable of producing optimized seeding cost while handling RIM challenges simultaneously. Therefore, in this paper, we propose an epidemic Cost Minimization model under the Competitive Market in Dynamic (CM2D) social networks for seeding cost optimization. The CM2D model not only provides optimized seeding cost but also handles RIM challenges more efficiently as compared to the existing models.
III. SYSTEM MODEL
We consider a scenario of profit maximization in a social network where the profit P can be expresses as any of the two forms:
where, R means revenue and C indicates cost. Here, the profit can be maximized either by maximizing the revenue R, or by minimizing the cost C. In this paper, we consider viral marketing profit maximization by minimizing the viral marketing cost or seeding cost in social networks, i.e.,
Let us consider a scenario of profit maximization by minimizing the cost for a particular category of products of multiple brands, which makes the market competitive. We represent the dynamic social network by various instances over time, and denote them by directed graphs G t (V t , E t ), at any time slot t, where 1 ≤ t ≤ T . The network changes over time, such as existing links are removed and/or new connections are created between nodes. We extend the cost computation up to maximum T time slots in T instances of the social networks such as
The sets V t , and E t indicate the set of social network users and social ties between users at any time t, respectively. We also indicate in-neighbor and out neighbor sets of a node v by n −1 t (v) and n t (v), respectively at time t of the network instance G t .
The marginal seeding cost set (v) of a seed node v, is the optimal number of influencer nodes that are required to ensure the activation of v in the whole contagion observation time T . Then, all the optimized marginal seeding cost sets of all v ∈ S are combined together to find the final seeding cost set (S) and seeding cost δ(S) = | (S)|. Thus, the mathematical formulation of the CM2D model is given by,
Here, x α u in (5) indicates whether the infected node u infects the node v with probability or not, that is,
Similarly, y β u in (6) specifies whether the infected node u is recovered with probability or not, that is,
The constraints in (5) states the size of the seed set S is k. Again, the constraint in (8) presents the relation between the infection (activation) rate (α) and recovery (deactivation) rate (β). Generally, the infection rate is assumed to be greater than the infection rate, i.e., β < α. Conversely, if the recovery rate is greater than or equal to the infection rate (i.e., β ≥ α), the contagion might die out prematurely [13] , [46] - [49] . Thus, with β ≥ α, there is a high possibility that the estimated cost might be infeasible, and therefore, we assume β < α.
Finally, the condition x α u ¬y β u = 1 in (4) indicates that an infected node u infects v with probability α. However, the infected node u is not recovered with probability β in the same time slot t. For each seed node v, the CM2D model finds the net infected nodes for each in-neighbors u, up to T time slots or hops. Filially, a majority number of in-neighbors u ∈ n −1 1 (v) are selected such that the aggregated cost of the selected in-neighbors is minimum. Table 1 presents all the symbols used in this paper with their meanings, and the formal problem definition of the CM2D problem is stated below.
Definition 1 (CM2D Problem): Given an initial social network instance G 1 (V 1 , E 1 ), and a seed set S of size k, the RIM-based CM2D problem estimates the seeding cost δ(S) in a competitive market up to T time slots, in T instances of the social network G t , 1 ≤ t ≤ T . The cost is defined by the minimum number of nodes that must be activated in order to activate all the seed nodes in S, in T time slots.
IV. SOLUTION FRAMEWORK: CM2D
In this section, we propose a RIM-based CM2D model to estimate the optimized seeding cost of viral marketing in dynamic social networks. 
A. RATIONALE OF USING RSIR Model
As depicted in Fig. 1 , the Susceptible-Infected-Recovered (SIR) [16] , [50] , [51] model starts its function with a susceptible population (S t ), which are the individuals that are vulnerable to inflection, however, not yet infected. In the CM2D model, we consider them as the target market. When susceptible individuals are exposed to infected individuals, some of the susceptible individuals become infected (I t ) with the rate (probability) α. In the CM2D model, with some incentives (cost), the nodes in the target market are activated with the activation rate of α. Then, some of the infected individuals may be recovered (R t ) with a rate of β due to a strong immune system or vaccination. In the CM2D model, some activated nodes become deactivated for a competitive product with a deactivation rate of β. For simplicity, we also assume that, if a node is deactivated (recover), it never activated (infected) again in any next marketing inspection time slots.
We introduce the Reverse SIR model, which is a variant of the SIR model and applied in reverse order. The SIR model determines how many nodes can be infected by initial (seed) infected nodes. In contrary, the RSIR model determines how many nodes are necessary to infect the initial seed nodes.
B. THE PROPOSED CM2D MODEL
The CM2D model first, determines the seeding cost set (u) for all u ∈ n −1 1 (v), by applying the RSIR model. Then, the marginal seeding cost set (v) is estimated by the greedy model. Finally, the marginal seeding cost sets (v) of all v ∈ S, are combined to get the final seeding cost set (S), and the seeding cost, δ(S) = | (S)|.
Example 1 ( (u) Calculation): At each time slot or hop t, a new susceptible (target market) set S t is calculated, as shown in Fig. 2 . Then, the infected I t (activated) and recovered R t (deactivated) population are computed. Finally, the net infected population is estimated by a set minus operation.
At t = 1, we assume that S 1 is initially empty and the node 4 is the only infected node, i.e., I 1 = {4}. We also assume that no node is yet recovered initially i.e., R 1 = ∅. Then, the total infected nodes are, (4) = {4}, as shown in Fig. 3 .
At t = 2, we assume neither any node is infected nor recover previous previously from S 2 . We also assume that the node D 2 = {11} is removed, and the node A 2 = {9} is added by the link prediction method. Hence, we have S 2 = {7, 8, 9, 10} by (14) . Now, nodes in S 2 are exposed to infected node(s) of I 1 . We assume that nodes I 2 = {8, 9, 10} are infected with probability α, and node R 2 = {9} is recovered with the probability β. Here, the node 7 is not infected. Thus, net infected node set is I 2 = {8, 10} and therefore, Similarly, we calculate (2), (3), (5) , and (6) using by the RSIR model.
The proposed model computes the optimized marginal seeding cost set (v), for each node v ∈ S, which is accomplished in two phases, as stated below. a: (u) CALCULATION As shown in Fig. 2, and Fig. 3 , we inspect contagion one hop of in-neighbors at each time slot t. We initialize the process of the RSIR model at t = 1, with assuming that S 1 = ∅ and the node u is the only activated (infected) node. We also assume that no node is recovered initially, and therefore, the initializations are stated as,
Next, at each time slot (hop) t, we first calculate the new susceptible population or target market. We assume that (u), and R (u) indicate already infected nodes and the recovered nodes up to current hop, respectively. Further, let A t and D t represent the sets of added nodes and deleted nodes, respectively, by link prediction method. Therefore, the target market or new susceptible pupation is given by,
Then, susceptible nodes are exposed to the infected neighbors and are infected (activated) at the rate of α. Again, in the same time slot or hop t, some infected nodes may be recovered with probability β, due to the impact of the competitive market. Therefore, the infected and recovered population at the hop t are computed, respectively, as follows,
Therefore, the net infected population at the end of the time slot t is given by,
Again, at each hop t, we combine net activated nodes I t to get the seeding cost set (u), as well as the set of the cumulative recovered population R (u) up to current hop t, which are given by,
Similarly, we estimate all the seeding cost sets (u), for all u ∈ n −1 1 (v).
b: GREEDY OPTIMIZATION
The contagion threshold is generally 0.5, which means a node is infected if half of its in-neighbors are infected [52] . Therefore, we calculate the optimized marginal seeding cost set (v) by choosing a majority number of in-neighbors u in such a way that their combined seeding cost is minimum. Thus, the subset size, θ v is given by,
Here, it is a subset problem, and hence, we employ the greedy Minimum Set Cover (MSC) approximation to reduces (1), and δ(1)) by using the greedy approximation (with respect to Fig. 4 ). the running time exponential to linear. The minimum cost subset P ⊂ n −1 1 (v) is selected as, P = arg min
Then, the optimized marginal seeding cost set (v), and the marginal seeding cost δ(v) of a seed node v are estimated by:
Example 2 (Cost Optimization): The Minimum Set Cover-based cost optimization used in the CM2D model is presented in Table 2 , and Fig. 4 . For a seed node v = 1, we have θ v = 3 by (20) .
In the first iteration, as shown in first row of the Table 2 , the in-neighbor node u 3 gives the minimum cost δ(u 3 ) = 3. Hence, we have P = {u 3 }, and (1) = {3, 15, 18}. Then, we update the relative cost of unselected in-neighbors {u 2 , u 4 , u 5 , u 6 } with respect to the selected node u 3 .
In the second iteration (second row of the Table 2) , node u 6 gives the minimum cost along with the previously selected node u 3 . Thus, we have P = {u 3 , u 6 }, and (1) = {3, 6, 10, 15, 17, 18}. We again update the relative cost of unselected in-neighbors {u 2 , u 4 , u 5 } with respect to the selected nodes {u 3 , u 6 }.
Similarly, in the third iteration, the node u 4 produces the minimum cost along with the previously chosen nodes Finally, the algorithm terminates after the third iteration since we have θ v = 3.
2) OPTIMIZED SEEDING COST, (S)
Finally, the optimized seeding cost set (S), and the seeding cost δ(S) are estimated, respectively as,
Theorem 1: The CM2D problem under the CM2D algorithm is NP-Hard.
Proof 1: We prove that the cost minimization problem under the CM2D model stated in Algorithm 2 is a variant of the Minimum Set Cover (MSC) algorithm presented in Algorithm 3 [53] .
From a set of sets F, the MSC algorithm finds a subset, X ⊆ F, which covers a given set Q with minimum cost, as indicated in the Algorithm 3. In each iteration, the MSC model chooses an unselected set, which produces the minimum cost along with the previously chosen nodes.
On the other hand, the CM2D model selects θ v number of sets, which have the minimum cost. Similar to the MSC algorithm, the CM2D method chooses an unselected set, which produces the minimum cost combined with the node selected previously, as described in the Algorithm 2, Fig. 4 , and Table 2 .
Hence, the CM2D model is a variant of the MSC mechanism, which is NP-Hard [54] . Therefore, the proposed CM2D model is NP-Hard, as well.
C. DYNAMIC LINK PREDICTION
We generate the instances G t of the social network by using dynamic link prediction method [55] , [56] at the beginning of every time slot or hop t. Again, the selective link prediction effectively reduces computational complexity, and hence, we predict links for only necessary newly infected nodes instead of all the nodes in the whole network.
We consider two cases for link prediction, such as new links creation and existing links deletion. The link creation is performed between a node u ∈ I t in the (17) and a node w ∈ (V t \ I t ). Therefore, at time slot t, the set of newly added nodes A t is estimated as,
On the other hand, the link deletion is done between a node u ∈ I t in (17) and a node w ∈ ∪ u∈I t−1 n −1 t (u). Here, deleted nodes are counted as,
D. DETERMINING T BY INFLUENCE DECAY FUNCTION
In the CM2D model, to achieve a better convergence, we implement an outstanding feature called influence decay, which states that influence deteriorates with the distance from the influencer. That is, a user has more influence to her friends than to her friends of friends. Here, we use the following exponential decay function [57] ,
where, α 1 is the activation probability (rate) at the first time slot t = 1, α T is the influence probability at the last time slot t = T , and γ is the influence decay rate. The influence decay can be regulated by tuning the decay rate γ . As the RSIR model continues to successive time slots, the value of α T reduces at the rate of γ . For the brevity, if we ignore the impact of influence when α T = 10 −6 [25] then, the CM2D model converges, and the convergence hop or time slot can be computed as,
INFECTION AND RECOVERY RATES
The activation or infection rate, α can be learned by a random procedure; however, this preprocessing approach is time-consuming and hence, not feasible [58] . We consider α is the activation probability, and can be computed by the Tri-valency model [12] , [59] - [61] , which suggests α ∈ {0.1, 0.01, 0.001}. In any SIR or RSIR-application, when the infection rate or probability is less than or equal to the recovery rate (α ≤ β), there is a high possibility that all the infected nodes are recovered in the same time slot. Therefore, within very few time slots (or hops), there remains no infected node to sustain the contagion process, and hence, the contagion dies out prematurely [13] , [46] - [49] .
On the other hand, when α > β, there is a better possibility all the infected nodes are not recovered, and hence, there remain some infected nodes for which contagion goes on.
Therefore, in our application, if the contagion dies out prematurely, the CM2D algorithm faces fast convergence, and hence, the algorithm produces infeasible seeding cost. Due to this reason, it is generally assumed that the infection rate is greater than the recovery rate (α > β) for normal operation. Therefore, we set,
F. THE CM2D ALGORITHM
The CM2D algorithm has two modules, which are stated in Algorithm 1 and Algorithm 2. The Algorithm 2 computes the (u) by revoking Algorithm 1 (in lines 3 − 5), and then, applies the greedy optimization in lines 6 − 12. The final seeding cost set and seeding cost are computed in line 13 and 15, respectively.
Again, in Algorithm 1, the infection and recovery process is performed in lines 11 − 18. The susceptible set is updated (for the next hop) at the beginning of the loop in line 8, which includes the link prediction as well. All operations are done for T time slots or hops, as shown in the loop starting at the line 4.
G. PERFORMANCE BOUND
Theorem 2: The CM2D algorithm is an lnd-approximation algorithm, i.e.,
Proof 2: In the greedy approximation technique of CM2D model, a majority number (say, m = θ v ) of in-neighbors from n −1 1 (v) is selected to activate the seed node v such that their integrated cost is minimum, as stated in line 9 in Algorithm 2. Here, d is the average degree in G t , and m = θ v = 1 2 n −1 (n) + 1 = 1 2 |d| + 1. Thus, the cost of the greedy algorithm is the sum of costs of m elements.
Here, the greedy model, which is a variant of the minimum set cover problem, iterates k = 1, 2, . . . , m times. On the other hand, the MSC algorithm (Algorithm 3) iterates k = 1, 2, . . . , n times, where n = |Q|. Therefore, likewise to the MSC model, we can write [54] ,
Thus, we have, δ δ * ≤ ln 1 2 |d| + 1
However, more loosely, we can write from (33),
Therefore, combining (33) and (34), we have, δ δ * ≤ ln d.
H. COMPLEXITY
The complexity of the Algorithm 1 is given by,
where, n and d are the average number of nodes and average in-degree, respectively. The Algorithm 1 takes even less time if the contagion dies out (lines 5 to 7) before T time slots or hops. Then, the complexity of the proposed CM2D model stated in Algorithm 2 is given by,
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed model by conducting the simulation with real datasets of four reputed social networks as well as two synthesized datasets. 
A. DATASET COLLECTION
For the simulation, we collect datasets of four renowned and widely used social networks such as Facebook, 1 Wiki-Vote, 2 Epinions, 3 and Slashdot 4 [62] . Here, Facebook is a well known friendship network, Wiki-Vote is a who-votes-onwhom network of Wikipedia, Epinions is a who-trusts-whom network, and Slashdot is a Zoo features network of friendand-foe relations. We also generate two synthesized social networks represented by Social Network1 (SN1) and Social Network2 (SN2). Again, the networks are of three different sizes. Here, SN1 and SN2 networks are small in size. On the other hand, Facebook and Wiki-Vote are of the medium size networks; whereas, Epinions and Slashdot are large networks. The datasets are stated in Table 3 , and are visualized in Fig. 5 .
B. SIMULATION SETUP
We simulate the our proposed CM2D model using Python programs run on an Intel Core i7 machine with 8 GB RAM. We use the Monte Carlo (MC) simulation for the performance analysis [9] . We set infection and recovery probability by (30) and (31), respectively. Further, we compute convergence time slots T = 11 by equation (29), with γ = 0.94 [57] . Finally, we generate the seed set S by choosing k nodes from V 1 randomly.
C. COMPARATIVE ALGORITHMS
We compare the results of the proposed model with those of the following existing models:
• R-RIM: It is a pure stochastic model and selects seed influencer nodes randomly [24] .
• RLT-RIM: The model also chooses nodes randomly; however, it activates the nodes by the LT model [24] .
• KRIM: The model also uses the LT model for node activation; however, each time, the node with greater influence is selected greedily [25] , [26] .
• IC: The IC model [9] , a popular and widely used IM algorithm, is adapted to estimate the seeding cost by applying it in reverse order for the node activation process.
• RRRS: The Random Reverse Reachable Set (RRRS) technique [63] is adopted by applying the technique in reverse order, sampled on each network instance G t . At each time slot or hop, we first find a reverse reachable (RR) set of in-neighbors, and then, perform random sampling on the RR set to estimate the seeding cost. We execute the proposed algorithms and all the existing models for the same number of times using the same seed set S, up to the same amount of time slots or hops (T ). We also use the same link prediction technique to generate dynamic network instances for the algorithms.
D. PERFORMANCE ANALYSIS
Here, we discuss the performance of the proposed CM2D model in terms of estimated seeding cost, running time, and the ability to resolve RIM challenges. Fig. 6 depicts the estimated seeding cost of different models for all SN1, SN2, Facebook, Wiki-Vote, Epinions, and Slashdot datasets. The cost is calculated for various seed set size e.g., k = 1 to 100.
1) SEEDING COST

a: EMPIRICAL FINDINGS
As compared to the R-RIM, RLT-RIM, KRIM, IC, and RRRS models, the CM2D model returns the optimized seeding cost which is, on an average, 26 − 70% lower for SN1 dataset, 16 − 60% lower for the SN2 dataset, 22 − 70% lower for the Facebook dataset, 13 − 65% lower for the Wiki-Vote dataset, and 18 − 60% lower for the Slashdot dataset. The seeding cost of the CM2D model is immediately better than that of the KRIM model and much superior to those of R-RIM, RLT-RIM, IC, and RRRS models.
b: THEORETICAL ANALYSIS
In all the R-RIM, RLT-RIM, IC, and RRRS algorithms, each node is selected in the cost set fully stochastically. However, the KRIM model selects each node with the greatest influence greedily that reduces the estimated seeding cost. On the other hand, the CM2D model achieves better performance bound for using Set Cover approximation. Therefore, our proposed model outperforms all the baseline and existing models providing the most optimized seeding cost for all the datasets.
2) RUNNING TIME Fig. 7 depicts the running time comparison among the existing models and the proposed model for all six datasets. Here, the running time is computed for k = 1 to 100.
a: EMPIRICAL FINDINGS
The proposed algorithm exhibits a quite reasonable running time for all the datasets, as shown in Fig. 7 . As compared to the RLT-RIM, KRIM, and RRRS algorithms, the proposed model has approximately, 16 − 40%, 18 − 50%, 20 − 42%, 15 − 38%, and 18 − 48% faster running time, respectively for SN1, SN2, Facebook, Wiki-Vote, Epinions, and Slashdot datasets. However, the proposed CM2D model is about 30 − 38% slower than the R-RIM and IC models. The R-RIM model requires the lowest time since it activates nodes randomly while calculating the seeding cost. The IC model requires a slightly higher running time as it also activated nodes randomly with a particular probability. On the other hand, the RLT-RIM selects the nodes randomly; however, the KRIM model chooses nodes with higher influence weight greedily. Again, the RRRS method finds the reverse reachable set for a seed node, and thus, requires higher running time. Further, in both the RLT-RIM and KRIM models, the influence weight of the selected node is aggregated with the influence of the previously selected nodes. Then, the aggregated influence is compared with the node-threshold for activation. Again, in the proposed model, nodes are activated with the infection rate (probability); however, it requires slight extra time for link prediction and greedy optimization.
Although the R-RIM model requires the lowest running time, it produces the worst seeding cost. Therefore, the proposed model returns the best seeding cost by consuming a feasible amount of time for all the datasets.
E. RESOLVING RIM CHALLENGES
Here, we discuss how efficiently the proposed model resolves RIM challenges, e.g., convergence, handling Basic Network Components (BNC), NP-Hardness, and insufficient influence.
1) CONVERGENCE
It is crucial to set up a proper terminating condition or convergence point in any optimization model. The slow convergence incurs meaningless computational complexity, on the other hand, the fast convergence results in infeasible cost estimation. For example, both the R-RIM and RLT-RIM methods have fast convergence; whereas, the IC and RRRS models have slow convergence. Moreover, the KRIM model uses a multiplicative influence decay function where there is no option for parameter tuning.
The proposed model uses two stopping conditions in the RSIR model. The first one is encountered when the contagion dies out, i.e., and there exists neither new infected nor susceptible node (lines 5 to 7 of Algorithm 1). Another condition comes from the exponential decay function stated in (29) (lines 3 and 4 of Algorithm 1).
a: PARAMETER (γ ) TUNING
We assume that the initial infection probability (rate) α 1 is taken from (30) and the and the algorithm terminates when the cascade influence probability α T = 10 −6 [25] . Then, we generate different values of converging hop T i , (1 ≤ i ≤ |γ |) with various values of γ i , starting with γ 1 = 0.1. We use Monte Carlo (MC) simulation and execute 20, 000 times for each value of γ i and take the average value of T i by (29) . At each round of MC simulation, we stop when T < 2 since computation must be done up to at least one hop. Here, the small value of T produces fast convergence; whereas, the large value of T results in slow convergence, and therefore, we choose an expected value of the T as the convergence point.
We assume that the selection of the convergence hop T is an equally-likely event, and the CM2D model can converge at any hop T i with equal probability, 1 |γ | . Therefore, the expected convergence hop is given by,
where, |γ | is the number of values of γ used to estimate the value of the convergence hop T . The empirical result shows that the expected value of the convergence hop is T = 11, and the associated value of the convergence rate is γ = 0.94, as illustrated in Fig. 8 . 
2) HANDLING BASIC NETWORK COMPONENTS (BNC)
Both the existing R-RIM and RLT-RIM models use three Basic Network Components (BNC), as shown in Fig. 9 .
On the other hand, the KRIM method implements only the first two cases to solve the RIM problem. However, the CM2D, IC, and RRRS models neither use the LT model, nor they require to consider BNCs. Further, the proposed CM2D model ensures seed activation by activating the majority number of in-neighbors estimated by (20) and (21) .
3) NP-HARDNESS
All the R-RIM, RLT-RIM, IC, and RRRS models do not take any appropriate measure to handle the NP-Hardness issue, and hence, they can not guarantee the performance bound. The KRIM model uses the Knapsack-based greedy approach to resolve the NP-Hardness and ensures the approximation ratio.
However, the proposed model employs the Minimum Set Cover technique, which is a top-rated tool to handle the NP-Hardness, and also provides the performance bound as stated in Theorem 2.
4) INSUFFICIENT INFLUENCE
The inefficient influence happens when all the in-neighbors together can not influence the target node and is mathematically given by [3] , [24] ,
As shown in Fig. 10 , the node v suffers from insufficient influence effect and remains inactive since u∈n −1 1 (v) w uv = 0.48 < θ v = 0.52.
The insufficient influence is sometimes measured by the seed activation rate (η), which is defined as [25] , η = Number of activated seeds Total number of seeds × 100%
a: EMPIRICAL FINDINGS
The seed activation rate (η) of different algorithms for k = 100 are presented in Fig. 11 . The figure shows that the R-RIM algorithm suffers mostly from the insufficient influence effect. The RLT-RIM and KRIM have equal seed activation rates, which are better than that of the R-RIM method.
Since there is no restriction of achieving threshold values by the aggregated influence, the IC, and RRRS techniques exhibit a better activation rate than the previous three models. Finally, the proposed algorithm has a 100% seed activation rate and ensures the seed activation by selecting a majority number of in-neighbors.
b: THEORETICAL ANALYSIS
The proposed model ensures the node activation by selecting a majority in-neighbors instead of using the Linear Threshold (LT). Therefore, the proposed model has a 100% seed activation rate and does not suffer from any insufficient influence effect. Again, the R-RIM method experiences the most insufficient influence effect due to its random nature and false-positive insufficient influence effect [25] . On the other hand, RLT-RIM and KRIM algorithms have the same seed activation rate since both use the LT model for seed activation. However, their seed activation rates are better than those of the R-RIM model since there is no false-positive insufficient influence in the RLT-RIM and KRIM models. Again, both the IC and RRRS mechanisms do not use the LT model; therefore, they do not suffer from the insufficient influence effect as well.
VI. CONCLUSION
In this paper, we formulate a model for Cost Minimization under the Competitive Market in Dynamic (CM2D) social networks. In the CM2D model, we contribute a the Reverse Susceptible-Infection-Recovered (RSIR) method, which is a variant of the SIR technique, to estimate the seeding cost. Then, the cost is optimized by the greedy Set Cover approximation mechanism, which ensures the approximation ratio (performance bound). Further, we integrate a salient feature in the proposed model, e.g., influence decay concept, which provides balanced convergence. Again, the CM2D model resolves RIM challenges more efficiently than existing models. We evaluate the performance of the proposed model using datasets of four real social networks along with two synthesized datasets. Moreover, we also inspect the performance of the CM2D model for small, medium, and large networks. The simulation results show that the proposed algorithm produces better seeding costs than that of existing models as well as resolves challenging issues in a feasible time. We also provide a theoretical explanation for all the empirical findings.
