Self-Supervised training for blind multi-frame video denoising by Dewil, Valéry et al.
Self-supervised training for blind
multi-frame video denoising
Vale´ry Dewil, Je´re´my Anger, Axel Davy, Thibaud Ehret, Pablo Arias, and
Gabriele Facciolo
CMLA, ENS Cachan, CNRS
Universite´ Paris-Saclay, 94235 Cachan, France
Abstract. We propose a self-supervised approach for training multi-
frame video denoising networks. These networks predict frame t from a
window of frames around t. Our self-supervised approach benefits from
the video temporal consistency by penalizing a loss between the pre-
dicted frame t and a neighboring target frame, which are aligned using
an optical flow. We use the proposed strategy for online internal learning,
where a pre-trained network is fine-tuned to denoise a new unknown noise
type from a single video. After a few frames, the proposed fine-tuning
reaches and sometimes surpasses the performance of a state-of-the-art
network trained with supervision. In addition, for a wide range of noise
types, it can be applied blindly without knowing the noise distribution.
We demonstrate this by showing results on blind denoising of different
synthetic and realistic noises.
Keywords: video denoising, blind denoising, neural networks, self-supervised
training, online training
1 Introduction
Denoising has been a fundamental problem of image and video processing since
the early days of these disciplines. It continues to be an active research problem
thanks to the continuous need for reduced sensor size and the desire of imaging in
increasingly challenging conditions (such as low light and short exposure times).
The current state-of-the-art in image and video denoising is dominated by
convolutional neural networks [71,56,12,42,50,68,18,60]. In addition to their su-
perior performance, CNNs offer a greater flexibility as they can be trained to
denoise potentially any type of noise [12,27,66,29,10]. In contrast, traditional
model-based approaches typically require a tractable model of the noise, and re-
quire specific algorithms for each noise (e.g. [38,25,43,54,16,5,72]). This flexibility
however, comes at a price, as it has been observed that CNNs are very sensi-
tive to miss-matches between the noise distributions at training and testing [49].
This has fueled the interest in training CNNs for realistic noise, with the publi-
cation of several datasets and benchmarks [48,49,12,1,7], as well as methods for
removing realistic noise [27,6,50,32]. All this research focuses almost exclusively
on still image denoising.
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Fig. 1: Denoising results on Poisson noise (p = 8), Box noise (σ = 40, 3× 3) and
demosaicked Poisson noise (p = 4). From left to right: noisy frame, FastDVDnet
(supervised for each noise type), F2F (self-supervised), proposed offline method
(self-supervised).
Producing realistic noisy-clean datasets for supervised training is a chal-
lenging task. Some works contaminate clean images with synthesized realistic
noise [27,6], but the results depend on the fit between the synthetic and real
noises. Generative Adversarial Networks have been proposed to learn to sample
from a unknown noise distribution [13]. In the case of still images it is possible
to acquire pairs of images of exactly the same scene, either altering the exposure
time so that one is approximately clean [49,12,11], or by taking a second noisy
shot with an independent noise realization as proposed by noise-to-noise [39].
In practice it is cumbersome to acquire such pairs and prone to dataset biases
as the scenes need to be static. In video the situation is even worse as it would
require two independent acquisitions of the exact same action.
A more ambitious goal is that of self-supervised training, where the network
learns exclusively from noisy images/videos that are used as input as well as
target in the loss. To prevent the network from learning the identity function
some methods [45,58] resort to using Stein’s unbiased risk estimator, however
this requires white Gaussian noise and MSE loss. Blind-spot networks [35,4,36,37]
exploit instead the spatial regularity of images by training the network to predict
the center of the receptive field from its surrounding. The performance of these
networks is however limited by this spatial regularity hypothesis.
In videos, the strong temporal redundancy has been exploited for self-supervised
learning in many applications, such as tracking [64,65], object segmentation [9]
and action classification [57,67,24,20,47]. However, the treatment of real noise
in videos has received much less attention. Patch-based approaches have been
proposed for handling correlated noise in compressed videos [41] and infrared
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videos [43]. In [46,44,15] CNNs are trained by synthesizing signal dependent
noise. In [11] an image denoising network is trained on low-light static sequences
using a long exposure image as ground truth. A temporal consistency loss is
added to better generalize to dynamic scenes. Recently, Ehret et al. [22] pro-
posed a method to fine-tune an image denoising network to an unknown noise
type from a single noisy video. We will refer to this framework as frame-to-frame
(F2F) in reference to the noise-to-noise framework. The fine-tuning is based on
a noise-to-noise loss [39] that penalizes the motion compensated error between
the predicted frame and the previous noisy frame as target. The fine-tuned net-
work achieved (and even surpassed) the performance of the same network trained
with supervision for that specific noise. An important limitation of F2F is that
its single-frame denoising network leads to sub-optimal video denoising results
and lacks of temporal consistency.
Contributions. In this work we extend the F2F approach of [22] to video denois-
ing networks that take as input a stack of several neighboring frames as input.
We call it Multi-frame-to-frame (MF2F). A problem occurs if the target frame
in the loss is part of the input stack of frames, as the network learns to output
the target frame (warped if needed). By evaluating different options for the in-
put stack using the FastDVDnet video denoising network [60], which takes five
frames as input, we show that the straightforward extension (taking the target
frame outside of the input stack) is not optimal. Best performance is achieved by
modifying the input stack to exclude target frame t− 1, similarly to blind-spot
networks [34,4].
We also show that optical flow errors are more problematic with video de-
noising networks. The removal of alignment errors as done in [22] creates a
training bias that leads to salient artifacts around motion discontinuities after
fine-tuning. For addressing this problem we propose to use a secondary weak
denoiser as target in the areas with large alignment errors. The weak denoiser
is not fully fine-tuned so that it does not suffer from the same forgetting, and
it can act as a memory that “teaches” the primary network how to handle the
removed regions. As “teacher” network we use the same FastDVDnet pre-trained
for AWGN, but we fine-tune only a variance map, which FastDVDnet takes as
input. In this way we make sure that it does not suffer from forgetting. The
teacher network by itself might produce poorer denoising results, but its output
is only used as training target in a small fraction of the frame.
Starting from a network pre-trained for white additive Gaussian noise, we
demonstrate the effectiveness of the proposed approach by fine-tuning the weights
to different noise types (AWGN, Poisson, colored Gaussian and demosaicked
Poisson) and levels. The network adapts to removing noise of unknown distribu-
tion using a single noisy sequence. We achieve results competitive to the same
network trained with supervision on a large external dataset for that same noise
(see Fig. 1). To the best of our knowledge, this is the first blind video denoising
method achieving state-of-the-art results on a wide range of noise types.
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In Section 2 we discuss previous self-supervised approaches for image and
video restoration. The proposed method is described in Section 3, after which we
present empirical results in Section 4. Concluding remarks are given in Section 5.
2 Self-supervised learning and data-driven learning
Suppose we want to predict y from x. In our case, x is a stack of noisy frames
and y the clean version of the central frame of the stack, but the arguments in
this section apply as well to other regression problems. In a supervised training
setting we minimize the expected value of a loss penalizing the difference between
the network output and the desired y:
Remp(F) = 1
m
m∑
i=1
`(F(xi), yi) ≈ Ex,y{`(F(x), y)}, (1)
where the approximation holds if the number m of training samples is sufficiently
large. The optimal estimator depends on the loss. For instance, for the MSE loss
we have F∗(x) = E{y|x} or for the L1 loss we have the median of the posterior
distribution F∗(x) = median{y|x} [30]. The network learns from the data to
output estimators that depend on the posterior distribution p(y|x), which in turn
depends on the prior p(y) and the data likelihood p(x|y) (the noise distribution
in a denoising setting). These are examples of data-driven estimators. This is
stark contrast to traditional model-based approaches that used hand-crafted
priors and noise models. Such approaches are often formulated as an energy
minimization problem:
yˆ(x) = arg min
yˆ
D(yˆ, x) +R(yˆ), (2)
where D is a data attachment term and R a regularization term. The resulting
estimator only depends on the chosen energy and the observed x.
Some unsupervised learning methods for low-level vision tasks such as mo-
tion and depth estimation proposed use losses inspired by traditional model-
based approaches [62,52], with a data term measuring the consistency between
the network output and the input data (for instance photo-consistency) and
regularization terms that impose smoothness on F(x)
`(F(x), x) = D(F(x), x) +R(F(x)). (3)
However, the optimal estimators for such losses are not data driven as de-
fined above. As the loss depends only on the input x and F(x), the min-
imization of E{`(F(x), x)} can be done for each input x independently, i.e.
F∗(x) = arg minyˆ D(yˆ, x) + R(yˆ). This is essentially the same situation than
for model-based approaches: given x, the optimal estimator only depends on the
hand-crated loss, while it is indepdent on the data distribution. The difference is
that instead of computing yˆ(x) via an optimization algorithm, a network trained
to predict the minimizer. We can generalize this as the following:
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Observation 1. Suppose (x, y) distributed according to p(x, y). An estimator
yˆ(x) = F∗(x) minimizing the expected value of a loss E{`(F(x), x)} that depends
only on x and F(x) is independent from the data distribution p(x, y).
Interestingly, it is possible to learn data-driven Bayesian estimators such as
the MMSE via the minimization of an energy that only depends on the noisy
input [26,8]. This requires however regularization terms that depend on the noise
p(x|y) and the data distribution p(y), which are unknown in most practical cases.
For image denoising, self-supervised approaches minimize some variant of the
self reconstruction risk, which for the MSE loss is given by:
R(F) =
∑
i
‖F(xi)− xi‖2, (4)
This risk is minimized by the identity function F∗(x) = x and two main ap-
proaches have been proposed to escape this trivial solution.
In [45,58] the authors use Stein’s unbiased risk estimator (SURE) [59] to
estimate the supervised MSE risk. This amounts to adding a term to the risk,
which penalizes the divergence of the estimator F with respect to the input data
divxF(x).1 SURE-like estimators of the MSE risk have been derived for other
inverse problems [45], and for other noise distributions [51,19]. Unfortunately,
they only work for the MSE risk and require the noise distribution to be known.
The other approach to avoid the identity as solution of (4) is to remove it
from the set of solutions by restricting the network architecture. Denoising au-
toencoders [63] use a bottleneck forcing the network to filter out information.
Blind-spot networks [34,4] are not allowed to use the input pixel at j for com-
puting the output pixel j (a blind spot at the center of the receptive field).
For a blind-spot network, with the MSE loss, self-supervised training is
asymptotically equivalent to supervised training if the noise is spatially invari-
ant [4]. However, the blind spot has an significant penalty on the performance, as
the noisy value of a pixel is a valuable piece of information for denoising it. Some
works re-introduce the blind spot in a second Bayesian estimation step [37,36].
Although this greatly improves the denoising performance, it requires knowing
the noise distribution, plus it does not apply to spatially correlated noise.
In summary, no current approach for self-supervised learning of single image
denoising is comparable to supervised training for a wide range of noise types.
The situation in a video more favorable due to the strong temporal correlation.
Our work is inspired by methods that used self-supervised training for fine-
tuning a network to a single video for video segmentation, [9], denoising [22], and
stereo [73,62]. In [22] the network takes a single frame as input and is trained to
predict the previous (or next) frame. This training can be done frame-by-frame
in an fashion. The main limitation of these approaches is that the networks take
as input a single frame which gives much worse results compared to multi-frame
video denoising networks.
1 SURE’s divergence term can be interpreted as a sort of regularization, but is not a
function of an individual network’s output F(x), so Observation 1 does not apply.
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Fig. 2: Overview of the proposed multiframe-to-frame blind fine-tuning for a
video denoising network taking as input a stack of frames. The algorithm applies
three steps for each frame t. The noise parameter of the “teacher” network is
fine-tuned (step 1) with the MF2F loss (6), which compares the output of the
network with the previous frame t − 1 (frames are aligned to compensate for
motion). A similar MF2F+T loss (9) is used to fine-tune the “student” network
(step 2), except that at locations where alignment errors are detected the output
of a “teacher” network is used as target. During fine-tuning we use a dilated input
stack (in red) so that the target frame is hidden from the network. At inference
time (step 3) we use the natural stack (in blue).
Some works take self-supervision to the extreme, and train the network us-
ing only the input image to be restored [40,3,70]. Our work is related to these
approaches as we fine-tune a pre-trained video denoising network using a single
noisy video.
3 Self-supervised Video Denoising
We consider a video f with frames ft, which is a noisy version of a video u. The
distribution of the noise is unknown. We assume that the noise at each frame is
independent, and that is median preserving in the noise-to-noise sense [39,22].
Our self-supervised loss for video denoising extends the F2F loss introduced
in [22], which penalizes the output of the network at frame t with a target frame
at t− 1 (the target frame). The authors of [22] consider a denoising network Fθ
which takes a single image as input, and train it via the following loss:
`F2F1 (Fθ(ft), ft−1) = ‖κt ◦ (Wt,t−1Fθ(ft)− ft−1)‖1. (5)
Here ◦ denotes the element-wise product, Wt,t−1 the warping operator from the
current frame t to the target frame t− 1, and κt is an occlusion mask removing
miss-matches from the loss. The warping operator can be computed using an
optical flow algorithm or a global transformation estimated between both frames
(such as a homography as in [21]).
In [22] the temporal consistency of the video is used to train the network but
the network itself takes as input a single image. Better results can be obtained by
network architectures that take into account temporal information. This can be
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done with frame recurrent networks [14] or by providing multiple frames as the
input of the network [68,18,60]. We focus on the latter type of networks as they
have produced state-of-the-art results in video denoising. In particular, we will
adopt the recent FastDVDnet [60]2, which consists of two cascaded U-nets [53],
each of which takes as input three frames without alignment. The first U-net
accesses the input noisy frames and is applied three times to produce an initial
estimate of frames t−1, t and t+1. These are fed into the second network which
predicts the central frame. Thus, the overall architecture takes five frames as
input and is trained end-to-end. Additionally, a variance map is concatenated as
an additional input channel. This architecture has the advantage of not explicitly
including a motion estimation stage. Due to their large receptive fields, U-net
blocks were shown to be able to cope implicitly with motion [28].
We denote the input stack of frames as St = [ft−n, ..., ft, ..., ft+n]. The tth
denoised frame is produced as uˆt = Fθ(St).
3.1 A Loss for Self-supervised Video Denoising
The F2F loss (5) cannot be directly applied to Fθ(St), as the loss can be mini-
mized by simply learning to warp ft−1 (which is in the input stack) toW−1t,t−1ft−1,
i.e. by aligning the noisy frame ft−1 to ft without removing the noise. If fact, as
argued in Observation 1 in §2, a network cannot learn a data-driven estimator
if the loss is a function of the input St and the network output Fθ(St). Thus we
will adopt a solution similar to that of blind spot networks: remove the target
from the input.
Training input stack. There are many ways of selecting the input stack and
the target frame so that they do not overlap. For example, we can consider
keeping the same input stack with frames [ft−2, ..., ft+2], and using t±3 as target
frames. Or conversely, we can keep the target frame as t − 1 and introduce a
“blind-spot” in the input stack: [ft−3, ft−2, ft, ft+1, ft+2]. After evaluating all
reasonable possibilities we found that: (1) The target frame has to be as close as
possible to the denoised frame. Otherwise, the quality of the alignment degrades,
negatively impacting the fine-tuning. (2) The best results were obtained using the
stack [ft−4, ft−2, ft, ft+2, ft+4], which constitutes an even dilation of the natural
stack. We believe that the reason for this is that FastDVDnet processes the input
frames by sliding in time a U-net that takes 3 frames at a time. With a stack
that alters the motion unevenly (by removing for example only the target frame)
this U-net would see different motion patterns at each of the three positions it
is used. A comparison of the different stacks is done in §4.
Fine-tuning loss. Denoting by S ′t the dilated training stack, we then minimize
the following multi-frame to frame (MF2F) loss:
`MF2F1 (Fθ(S ′t), ft−1) = ‖κt ◦ (Wt,t−1Fθ(S ′t)− ft−1)‖1. (6)
2 The proposed fine-tuning can be applied to other multi-frame networks.
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(a) Noisy (σ = 40) (b) Without mask (c) Without teacher (d) With teacher
Fig. 3: Illustration of the forgetting effect: without proper care, the network
unlearns how to handle moving objects (c). With the proposed mask and student-
teacher mechanism, fast moving objects are correctly restored (d).
Given the optical flow vt−1,t, the warping operator from frame t−1 to t is defined
as
(Wt,t−1ut)(x) = ut(x+ vt−1,t(x)), (7)
where bicubic interpolation is used to resample the image ut.
Following [22], we compute the optical flow with the TV-L1 variational
method [69,55], as it gives consistent results across noise types and intensities.
Moreover, it is based on minimizing the photometric distance between pixels,
which is precisely what we need for our loss.
The mask κ is zero for regions where an alignment error is likely, and one
otherwise. Alignment errors are defined as the union of occlusions computed
from the optical flow (similar to [22]) and regions with a large warping residue
rt,t−1 = g ∗ ‖Wt,t−1(g ∗ ft)− g∗ft−1‖1, (8)
where g is Gaussian filter of standard deviation σ = 2 used to obtain a rough
estimate of the clean video. The warping residue is then thresholded with a
robust adaptive threshold computed from the statistics of the warping residual.
Details can be found in the supplementary material.
Forgetting and the teacher network. As will be shown in Section 4, with the
proposed MF2F loss (6) we can attain state-of-the-art denoising performance
for a wide range of noise types by fine-tuning the weights of FastDVDnet [60]
originally trained for AWGN. In spite of this good performance, some results
show a salient artifact: some fast moving objects become semi-transparent close
to the motion boundary as shown in Fig. 3. This problem does not affect much
the PSNR and is only sometimes noticeable while watching the video. However
it may harm applications that require frame-by-frame analysis. Fig. 3 shows that
removing the teacher on the occlusion mask leads to transparency artifacts, and
that removing the occlusion mask and the teacher altogether results in even
worse artifacts.
The cause for this artifact is the removal of some pixels from the loss with
the mask κt. Fast moving objects cause large occluded and dis-occluded areas
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where the warping is not well-defined. For these reasons, the boundaries around
fast moving objects are systematically removed from the loss. Thus the network
is never fine-tuned on such regions. As we update the weights of the network, it
“unlearns” how to process these regions. This is a similar to the phenomenon of
catastrophic forgetting [33] observed when sequentially learning multiple tasks.
To alleviate the forgetting effect, we introduce a weak denoiser and use its
output as target at motion boundaries. We call this weak denoiser the teacher
as it “teaches” our network (the student) how to handle motion boundaries. We
will denote the teacher and student networks with superindices “T” and “S”.
Let uˆTt be the output at frame t produced by the teacher network. Then, we
propose to use the following loss function for the student network
`MF2F+T1
(FSθ (S ′t), ft−1, uˆTt ) = `MF2F1 (FSθ (S ′t), ft−1)+‖(1−κt)◦(Fθ(S ′t)− uˆTt )‖1,
(9)
where the output of the teacher network is only used at the areas with alignment
errors.
The teacher itself can be fine-tuned to some extent using (6), but care must
be taken so that it does not suffer forgetting. In this work we considered as
teacher the FastDVDnet network trained for AWGN, where the original weights
have been frozen. Instead, we control the denoising strength by updating the
variance map of the teacher by minimizing the original MF2F loss (6). While
its denoising performance might be suboptimal when the noise is not AWGN,
it will not forget how to handle motion boundaries as only the variance map is
updated.
3.2 Fine-tuning and Inference
Similarly to [22], the proposed fine-tuning can be done or offline. As illustrated
in Fig. 2, the scheme processes the video applying three steps on very frame:
(1) At frame t the input variance map of the teacher network is updated using
(6). The teacher’s output uˆT is computed with the updated variance map and
the natural stack. (2) The weights of the student network are updated using (9).
(3) Finally, the denoised frame is computed with the updated student network
evaluated on the natural stack.
To update both the teacher and the student networks, we perform a fixed
number N of optimizer steps on the losses (6) and (9). A pseudo-code is given in
the supplementary material. The online setting defines a time-varying sequence
of teacher and student networks, and can therefore adapt to temporal changes
in the distribution of the noise.
In the offline setting the video is considered as a dataset of frames, and the
steps are applied to the whole video sequentially: we first train the teacher, then
use its output to train the student, and then apply the student on the natural
stack. During training, we form batches by randomly sampling stacks of frames
from the video and update the network weights by performing one optimizer
step per batch. This is repeated a fixed number of epochs.
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Table 1: Average PSNR over all the sequences for a given dataset and type of
noise. The best PSNR is in italic. The best blind method is in bold
Noise blind methods
FDVDnet VBM3D F2F MF2F Offline MF2F FDVDnet
Sequence superv. no teach. teach. no teach. teach. 8 sigmas
D
er
f
Gauss. 20 36.97 36.21 33.70 37.19 37.23 37.41 37.20 36.88
Gauss. 40 34.00 32.63 31.15 34.15 34.20 34.24 34.15 33.87
Poiss. 1 40.45 38.99 36.56 40.28 40.38 40.44 40.43 40.10
Poiss. 8 35.30 33.62 31.98 34.84 34.90 34.98 35.12 34.94
Box 40 3 35.42 29.94 32.55 35.45 35.31 35.58 34.89 34.32
Box 65 5 34.78 28.36 31.78 34.27 34.04 34.34 33.47 32.60
Mosa. 4 34.85 33.16 32.61 34.66 34.60 34.77 34.60 34.25
N
T
IR
E
Gauss. 20 37.49 36.55 31.62 37.22 37.41 37.49 37.51 37.40
Gauss. 40 34.27 32.74 29.10 34.13 34.19 34.24 34.27 34.21
Poiss. 1 40.63 39.32 33.54 39.89 40.22 40.17 40.40 40.28
Poiss. 8 35.72 32.16 29.92 34.94 35.16 35.02 35.46 35.44
Box 40 3 37.28 30.19 31.27 36.60 36.40 36.79 35.82 34.92
Box 65 5 36.81 28.53 30.75 35.65 35.29 35.80 34.44 33.12
Mosa. 4 34.50 32.31 31.59 33.92 34.04 33.96 34.09 33.89
We propose to use a different stack for training and testing. The network is
trained with the dilated stack S ′t, but testing is done with the natural stack St.
The frames in the natural stack are more temporally correlated and this helps
improving the performance of the denoising.
4 Experiments
In this section we demonstrate the adaptability of the proposed blind video de-
noising method. We first describe the experimental setup and the considered
algorithms, then we analyze the results and perform ablation studies to deter-
mine the impact of the different choices. Lastly we present some experiments
obtained on videos with real noise of unknown statistics.
The starting point for all the fine-tuning experiments is the FastDVDnet
network [60] trained for AWGN in which we fix the initial noise map to σ = 25.
In all the experiments we use the same hyper-parameters for the fine-tuning: a
learning rate of 10−5 and N = 20 iterations of the Adam optimizer per frame
for the online training; the same learning rate is used for the offline training
and 200 iterations of the Adam optimizer with mini-batches of 20 frames (no
improvement was observed was observed with more iterations). The parameters
of the TV-L1 optical flow and the alignment error mask are also fixed for all
experiments.
Experimental setup. The evaluation is performed on videos from two datasets.
One is a set of seven Full HD sequences of 100 frames each extracted from the
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Derfs Test Media collection3. The second, more challenging, dataset consists of
ten sequences of 120 frames each extracted from the training dataset for the
NTIRE 2020 Video Quality Mapping Challenge.4 Following [2] all the sequences
have been downsampled by a factor two in each direction to ensure that they
contain little to no noise.
In our experiments we consider four types of noise (1) AWGN noise, (2)
scaled Poisson noise with scaling parameter p (the mean of the noisy pixel fi is
the clean pixel ui, and the variance is pui), (3) correlated “box noise”, obtained
by filtering AWGN with an s × s box filter and (4) demosaicked Poisson noise,
obtained by mosaicking the image, adding scaled Poisson noise and then applying
the demosaicking algorithm of [31]. For the first three types we consider two noise
levels, indicated in the first columns of Table 1. The demosaicked Poisson noise
simulates the correlation introduced by a demosaicking algorithm. We evaluate
the average PSNR and SSIM for the given sequence using the ground-truth, but
excluding the first 10 frames of each sequence. The SSIM results can be found
in the supplementary material, together with additional qualitative comparisons
of the methods.
Compared methods. To the best of our knowledge the only blind video denoising
method from the literature is the F2F algorithm [23,21]. Besides comparing
with F2F we also compare with a reference FastDVDnet network trained in a
supervised setting specifically for each considered noise type and intensity. This
will serve as a gold standard, and we will show that our MF2F results attain and
sometimes surpass its performance. These supervised FastDVDnet networks are
retrained as the original FastDVDnet [60] except for Gaussian noise for which
we used the weights provided by the authors. We also include the result of
VBM3D [17] in which the noise parameter is set to yield the best result. In the
comparison we also include the performance of the weak video denoiser used
as teacher network. The teacher network is the FastDVDnet for Gaussian noise
for which eight noise parameters {σi}8i=1 are fine-tuned. The spatial noise map
is obtained by splitting the image range in eight segments, and assigning each
pixel to a segment based on its value. Each segment has a corresponding σi. This
allows to roughly handle signal dependent noise.
Online video denoising. The quantitative results of the online MF2F algorithm
are reported in Table 1. We can see that for Gaussian noise the results of MF2F
exceed the performance of the supervised FastDVDnet network trained specif-
ically on that noise level. For Poisson and correlated noise the performance is
very close to the supervised FastDVDnet specifically trained for each type and
level of noise. In all experiments we observe a PSNR increase of about 3dB with
respect to F2F. This corresponds to a noise reduction by a factor 2, which is
expected from a network that exploits the redundancy of 5 frames compared
against a single frame method. We also observed reconstruction artifacts in the
3 https://media.xiph.org/video/derf
4 http://www.vision.ee.ethz.ch/ntire20/
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Poisson noise
p = 8
Gaussian noise
= 40
0 10 20 30 40 50 60 70 80 9024
25 (1) (2)
FastDVDNet trained for Poisson (29.53 dB)
FastDVDNet trained for Gaussian (34.56 dB)
Online with teacher (35.47 dB)
Offline with teacher (35.51 dB)
(1): Poisson noise (2): Gaussian noise
Fig. 4: Adaptation to changes in the noise properties. We simulate a sequence
with Poisson noise for the first half and Gaussian noise for the second half.
The frames (1) and (2) corresponds to Poisson and Gaussian noise respectively.
Pretrained method for the specific noise types perform poorly on the other half
(yellow and blue), where the propose methods (online and offline) are able to
cope with the abrupt change.
F2F results that might be due to the poorer occlusion mask used, compared to
ours.
From Table 1 we can see that fine-tuning using a teacher network has a
positive impact on the results in terms of PSNR. In the case of box noise the
teacher network leads to a slightly lower PSNR. The reason is that the teacher
was not trained for correlated noise. Even so, the use of the teacher network
improves the denoising of regions with fast motion, as can be seen in Fig. 3.
The online fine-tuning of the network permits to quickly adapt to changes
in the noise properties. The PSNR plot in Fig. 4 shows the per-frame PSNR
computed on a sequence in which the noise switches from Poisson (p = 8) to
Gaussian (σ = 40) at frame 50. While the two pretrained FastDVDnet networks
performs well for their respective noise types, their performance strongly de-
grades for the other type. This failure is visible on the crop of Fig. 4 where the
two first rows shows results from the FastDVDnet networks trained for Poisson
and Gaussian, respectively. We observated that the network trained for Poisson
performs poorly on the Gaussian noise (residual noise), whereas the network
trained for Gaussian performs poorly on Poisson noise (oversmoothing). On the
other hand, our proposed approaches are able to cope with the abrupt change of
noise, and the online version even outperforms the network trained for Gaussian
on the Gaussian section. The bottom row shows that the online method with
teacher is able to restore fine details on both noise types.
Offline video denoising. The offline fine-tuning permits to adapt to the noise of
a particular sequence. The results in Table 1 show that the performance of the
offline methods is slightly superior to the online one. Moreover, often the PSNR
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Fig. 5: Comparison of denoising results for Poisson noise (p = 8, top row) and
demoisaicked Poisson noise (p = 4, bottom row). From left to right: noisy frame,
F2F, offline without teacher, offline with teacher, supervised training.
Table 2: PSNR results for different training stacks
Train with blind-spot at Train with dilated FastDVDnet
Stack at inference r = 3 r = 2 r = 1 Stack r = 1 Supervised
Natural stack 29.678 31.737 35.527 35.613 35.071
Same as training 29.678 31.701 35.450 35.243 35.071
results without teacher are better. The difference lies in the way the fine-tuning
is being performed. While the online fine-tuning is performed one stack at a
time to produce a single frame, the offline fine-tuning is performed on a batch
of 20 stacks for each gradient descent step. In Figs. 1 and 5 we can compare the
results of the offline method with FastDVDnet and F2F for the Poisson and Box
noise types. Note that our blind denoising recovers fine details comparable to
those obtained with the supervised FastDVDnet trained for these specific noise
types. As shown in Fig. 4 where the noise changes throughout the sequence, the
offline method is able to handle temporally varying noise by learning to denoise
the two types of noise present in a video with the same network.
Input stack options. Table 2 summarizes the results for the different fine-tuning
stacks. With the dilated stack S ′t = [ft−4, ft−2, ft, ft+2, ft+4] we use the frame
ft−1 as target. We also considered “blind-spot” stacks by taking the target frame
as positions r ∈ ±{1, 2, 3} and removing that frame from the natural stack, e.g.
for r = −2 (i.e. [ft−3, ft−1, ft, ft+1, ft+2]). The best performance was obtained
for r = ±1. This is due to the degradation of the alignment as the target frame
is separated from the current frame. The table also shows the results obtained
using the same stack at inference time, or switching back to the natural. Best
results are obtained when using the natural stack for inference.
Real videos. Fig. 6 shows results obtained on two sequences with unknown noise
statistics. The first is extracted from footage of World War I5, in addition to the
noise and the damaged parts of the film, there is also a strong compression that
5 https://www.army.mil/
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Fig. 6: Restoration of two real sequences. From left to right: original noisy video,
F2F, offline MF2F, offline MF2F+T.
has been applied after digitalization. The second sequences is extracted from a
video shot with a mobile phone (Samsung S7) in low light and processed by the
camera pipeline and contains restoration artifacts. In both cases we observe that
MF2F manages to remove the noise, while preserving more structure than F2F.
5 Conclusions
In this work we address the problem of blind video denoising. For that aim we ex-
tend to multi-frame denoising networks the self-supervised fine-tuning approach
that was introduced in [22] but only for image denoising networks. The proposed
approach demonstrates that by exploiting the temporal consistency in videos it
is possible to train a network without ground truth and attain the performance
of a network trained with supervision. A pre-trained network is fine-tuned by
minimizing a loss that penalizes the error between the frame denoised by the
network and the previous frame, after aligning them with an optical flow. In
the regions where the alignment fails, we instead use the output of an addi-
tional weak denoiser (the teacher), which can also be fine-tuned. This prevents
artifacts caused by the training bias that would otherwise result from the sys-
tematic alignment errors around motion discontinuities. The proposed approach
demonstrates that by exploiting the temporal consistency in videos it is possible
to fine-tune a video denoising network from only a few frames of a single noisy
sequence and attain the performance of a network trained with supervision on a
large dataset. This also allows to handle time-varying noise, which could be use-
ful for vision systems exposed to varying conditions (for instance a surveillance
camera at day and night).
This work opens interesting research perspectives. For instance, as in [61],
meta-learning could be used to improve the adaptation speed of the pre-trained
network, or the robustness of the teacher network. It would also be interesting
to apply this approach to different domains where ground truth data is scarce
(as in the case of medical imaging).
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