The paper is devoted to the study of the asymptotic behaviour of Moran process in random environment, say random selection. In finite population, the Moran process may be degenerate in finite time, thus we will study its limiting process in large population which is a Piecewise Deterministic Markov Process, when the random selection is a Markov jump process. We will then study its long time behaviour via the stochastic persistence theory of Benaïm [9] . It will enable us to show that persistence can occur, i.e. asymptotic coexistence of all species, when there are enough switching possibilities. This is true even if one species has never a predominant selection.
Introduction
Population dynamics is a complex phenomenon in which environment plays a determining role. In particular, environmental fluctuations may be a determining factor to conserve biodiversity. Some works on this subject, such as [28] , [27] , have already highlighted its influence on a population evolution and its primary role in the stability of ecosystems. From a theoretical point of view, it has also been proved that environmental fluctuations may permit coexistence in models where a constant environment does not ( [1] , [18] , [12] , [15] and [11] ). Among all these mathematical models able to include environmental variations, one of the most known in ecology but also in population genetics is the Moran model [30] with selection and immigration. It is a birth and death process: in a given population, an individual is chosen to die uniformly in the population and then a child chooses his parent proportionally to the abundance in the previous population. Environment influences birth (and eventually death), each species has a fitness that gives individuals of the same species more or less probabilities of being chosen as parents compared to the neutral case. The fitness changes randomly through time, and are modeled by a Markov chain.
Immigration represents interactions between the community studied and the external environment, its main role is to introduce new species or reintroduce a species and so to conserve biodiversity. One can also consider mutation, but in fact it has the same impact on the process, as we are in a fixed population size. Without immigration (or mutation) and for a fixed population size, it well known that a species invade definitively the community in a finite time [34] . But what happen for large population? Our objective is to prove that, in the large population limit (i.e the population size goes to infinity), environmental fluctuations can be sufficient to conserve biodiversity in the Moran model. It will be done through the notion of stochastic persistence developed by Benaïm and Schreiber in [36] and in [9] .
Let us present the structure of the paper and the main results we obtain. In a first section, we present the Moran Model with random selection and we obtain a quantitative approximation of this discrete process (rescaled in time with respect to the size of the population) in the limit in large population towards a particular Piecewise Deterministic Markov Process (PDMP), which is the content of Section 1 and particularly Theorem 2. We thus have to study this PDMP in which only the selection parameter is random and is a pure jump Markov process. For two species the PDMP is the following (we only need to follow the dynamic of one species): 
where s t is our selection jump Markov process taking values in some finite space.
In order to understand the long time behavior of this process, it is first particularly informative to understand this dynamic when the selection is constant, which is done in Section 2.
Then we will consider the long time behavior when the selection is a jump Markov process. To this end we introduce in Section 3 the notion of conservation of biodiversity, taken from Schreiber [35] , see also [36] . We use the the definition of stochastic persistence [9] which (roughly) asserts that the process spend (a.s.) an infinite time away from the absorbing boundaries.
Section 4 is dedicated to the case where there are two species and a switch between two different environments. It is sufficient as more possible values of the environment may be captured by this setting, as the important feature is to switch from one favorable environment to a defavorable one. Proposition 1 gives explicit condition to get stochastic persistence or extinction of one of the species. For example, in Example 1, when the jump rates are constant and equal, stochastic persistence is ensured as soon as the two values of the selection process satisfies −s 1 < s 2 < −s 1 /(1 + s 2 ), that we illustrate numerically.
The general case is treated (partially) in Section 5, where are exhibited conditions under which a species may go to extinction or one species invade the other ones. However criterion for stochastic persistence given by [9] are quite difficult to handle in more than 2 species as it requires the explicit knowledge of all the ergodic measures. Therefore we consider and detail the case of 3 species in Section 6. When there are only two different environments, unfortunately there is no stochastic persistence. However some interesting phenomenon takes place such as a specie never favored nor defavored may nevertheless invade the community. Turning to three different environments we exhibit numerical conditions under which stochastic persistence occurs. An appendix gathers the proof of Theorem 2 and some useful lemma. 1. Moran model with selection and immigration and its large population limit 1.1. Presentation of the model. The Moran process was introduced in population genetics in 1958 [30] to describe the probabilistic dynamics in a constant size population in which many alleles compete for dominance. Similarly, it models the stochastic dynamics of a population in which several species coexist. In this section we describe in details the discrete model, i.e. the Moran process. A particularity of this model is that an event occurs at each time step. More precisely each event corresponds to the death of an individual and the birth of another who replaces it. We consider a population, whose size is constant over time equal to J, composed of S + 1 species . The proportion of the i species at the n th event is denoted X i n , i ∈ S = {1, ..., S + 1}, n ∈ N.
As usual once we know (X i n ) i=1,..,S , we deduce the proportion for the last species, X S+1 n = 1 − S i=1 X i n . We denote by X n = (X i n ) i=1,..,S the species vector or abundance vector. The dynamics of evolution follows the following pattern at the step n:
(1) The individual designated to die is chosen uniformly among the community.
(2) It is replaced by an individual that chooses its parent randomly in the community.
The parent is then of the species i with probability
The (s i n ) i∈S are the selection parameters (or fitness) which evolve through time. They can be seen as an advantage (or a disadvantage) giving more weight to the i th species. In a neutral case, where all the species have the same fitness, the above probability is equal to X i n , meaning that no species is advantaged.
We denote by s n , the environment at step n, i.e the vector having for i th coordinate s i n . In the following, (s n ) n>0 will be a Markov chain taking values in a finite space E with cardinality K. Furthermore, we assume that for all n ≥ 0, s S+1 n = 0. Indeed, we can obtain it from any configuration by changing all the coefficients by s i n =s i n −s S+1 n 1+s S+1 n . This assumption forces, if we take initially positive fitness, that the coefficients belong to the set ] − 1; ∞[
We assume throughout this work that (s n ) n≥0 is autonomous, meaning that its evolution does not depend on (X n ) n≥0 . We further define U n as the vector composed of X n and s n .
This model therefore describes a Markovian dynamic in which a species invades definitively the community almost surely in a finite time. This is due to the absence of immigration. Some works, such as [16] and [15] , give an estimation of the absorbing time in non random environment. However, the invasion time is increasing with the population size J. Our main goal is to understand the behaviour of the process when the population is large. Do environmental switch improve or reduce biodiversity?
The species vector (X n ) n≥0 is a Markovian random process. Let us describe the transition probabilities. Let x be the vector having for coordinate i, x i . Denote ∆ = 1 J , so for the i species:
When the population size J is big, understanding the temporal evolution of the population is not easy from a mathematical and computing point of view. Thus we will approach the dynamics of this model by a continuous-time random differential equation when the population is large.
1.2.
In large population. Let us start with the following proposition that characterises the order (relative to J) of the expectation, variance, and covariance of the abundance variation of a species during an event:
Proposition 1.
Let ∆ t = 1 J and n = tJ. When J goes to infinity, we have :
. This proposition shows that the expectation is of the order of 1 J whereas the variance is of order 1 J 2 . Considering a scale in 1 J , the variation of variance over a time step becomes negligible in large population limit. Thus, we should obtain a limit process where only s could be random. With this choice, we keep a selection independent of the size of the population and the limit process is usually called the "strong selection approximation", see [20] and [29] . It is opposed to another possible choice, the "weak selection approximation", which consists in considering the selection inversely proportional to the size of the population. The paper [24] deals with this other possibility.
To emphasise the dependence on J, we use in this section the notation U J n = (X J n , s J n ). We give an approximation result under the following assumption. Assumption 1. There exists a finite set E such that, for all J, the process (s J n ) n≥0 is an autonomous Markov chain defined on E. Moreover, if we denote by P J s,s the transition probability of (s J n ) n≥0 , then for all s = s , there exist α s > 0 and Q s,s ≥ 0 such that lim J→∞ JP J s,s = α s Q s,s .
We consider the rescaled piecewise linear extensions J t = s J tJ of (s J n ) n≥0 . Let denote by PsJ (s, s , t) the transition probabilities ofs J , then for all s = s , lim J→∞ PsJ s, s ,
We also consider the interpolated continuous-time process (X J t ) t≥0 of (X J n ) n≥0 defined bỹ
. Theorem 2 below means, under Assumption 1, when J tends to infinity the sequence of processes (Ũ J t ) t≥0 converges towards
and (s t ) t≥0 is a continuous times Markov chain with αQ for generator.
The process (U t ) t≥0 is a Piecewise Deterministic Markov Processes (PDMP). It evolves according to the deterministic dynamics of the equation (2) for some s fixed during a random time with exponential distribution. Then its behavior changes and adopts another dynamic when the parameter s switches. This kind of process was introduced by Davis [17] . The PDMPs' have become ubiquitous in stochastic modelling of various phenomena. They are applied to neuroscience [31] , [32] , [33] , genetics [14] , ecology [7] , internet traffic [10] , [21] , [22] , [5] . See also [2] , [6] and [13] and the references therein for more details and applications.
For (U t ) t>0 and more generally for Markov processes, we use the following standard notations. If µ is a probability measure, we let P µ denote the law of (U t ) t>0 knowing that U 0 has distribution µ, and E µ denote the associated expectation. In the special case where µ = δ (x,s) , then we write P x,s instead of P δx,s .
Consider now the process (Z J t ) t≥0 = (U t/J ) t≥0 , taking values in I = [0.1]×E. Its generator acts on f in C 1 (I ) as :
Recall that our aim is to compare (Ũ J t ) t≥0 with (U t ) t≥0 . We will be interested in quantities of the type In all this section, we assume that s is a constant process. In particular, (X t ) t>0 is a deterministic process, solution of the ODE
Let us first define the space where the process X t evolves:
Note that E can also be seen as the unit simplex in dimension S + 1:
For 1 ≤ i ≤ S + 1, we let E i 0 be the extinction set of species i :
We also denote by E 0 the extinction set, i.e the set where at least one species is extinct:
For 1 ≤ S, let e i denote the i th vector of the standard basis and set e S+1 = 0. The point e i correspond to the invasion of species i, that is, species i is the only species in the system. Note that when we see the process as a process in ∆, e S+1 is the (S + 1) th vector of the standard basis. Finally, we set E i + = E \ E i 0 , the set where species i is not extinct and E + = E \ E 0 the set where none of the species is extinct.
Let us remark that E 0 corresponds to the edges of the set E , and E + to the interior of E . It is also easily seen that E , E i 0 , E 0 , E i + and E + are invariant sets for X t i.e X t ∈ E (respectively
The following theorem states that when the environment does not switch, the species with the highest fitness will invade the community. Then if X m 0 > 0, X t converges to e m .
Proof. By assumption, s m > s j for all j = m. In particular, this implies that s m ≥ S j=1 s j X j , with strict inequality as soon as X m = 1. In particular, dX m t dt ≥ 0, and thus X m t is nondecreasing. Since X m t is bounded above by 1, we conclude that X m t converges to some X m and dX m t dt goes to 0. Now assume that X m 0 > 0, then since X m t is increasing, X m > 0. (s m − s j )X j t = 0, which due to s m > s j implies that lim t→∞ X j t = 0 for all j = m. This concludes the proof. Remark 1. One can actually prove that X t converges to e m exponentially fast, with rate
1+s m . For a proof of this result, we refer to theorem 9.
Remark 2. If some fitnesses are the same, i.e. s j = s i for some i = j, then the same proof shows that all the species that do not have the best fitness go to extinction. In other words, for all i such that s i < s m , species i goes to extinction. The following sections deal with the random process with switched environments. First we treat the case of two species, which is basic but essential to understand the behavior of our population with more species.
General framework and tools
In this section, (s t ) t>0 is Markovian jump process taking values in a finite space E = {s 1 , ..., s K } and having for generator (Q i,j ) 1 i,j K . Let s i j be the selection parameter of the i th species in environment s j . In the discrete model, even if (s t ) t>0 is a Markov chain, one species invades the community in a finite time almost surely. This property may still be preserved in weak selection (see for example [24] , where examples are given on the selection process leading to a reachable boundary).
In strong selection, even if the selection is deterministic, it is impossible for a species to reach the extinction set in finite time but the process may concentrate in a neighbourhood of extinction and no longer emerge over time, i.e., extinction occurs at an infinite horizon and it is equivalent to a loss of biodiversity. In the following, we prove that under some assumptions, in strong selection it is possible to conserve biodiversity in the community. Moreover we give some information on the long time behavior of the process.
3.1. General framework. In this part, we recall some recent results of Benaïm [9] that will be used in the paper. With the notations of the previous section, we set M = E × E, M 0 = E 0 × E and M + = M \ M 0 . We define in a similar way M i 0 and M i + . We consider the process (U t ) t>0 = (X t , s t ) on M starting from (x, s) and defined by :
and q j,k are the generator coefficients of the Markovian jump process. Finally let (Π u t ) t>0 be the empirical occupation measure of the process (U t ) t≥0 , for U 0 = u = (x, s), defined by
The following definition follows from [35] .
if for all > 0 there exists a compact set K ∈ M + such that for all u in M + :
This definition means that all the species, initially present, stay away from the extinction set over arbitrary long periods of time. Persistence with respect to M i 0 is defined in the same way.
Definition 2.
A probability measure is said to be ergodic for a Markovian process if it is invariant and extremal for the process, meaning that it cannot be written as a nontrivial convex combination of other invariant measures. For a Borelian set B of M, we denote by P erg (B) the space of ergodic probability measure such as for all µ in P erg (B) , µ(B) = 1.
We recall the definition given in [9] of the invasion rates with respect to an ergodic probability measure in P erg (M 0 ).
. The invasion rate of species i with respect to µ is defined by :
Remark 3. The intuition behind these quantities is the following. On the one hand, from equation (4), we see that whenever
In particular,
On the other hand, Birkhoff ergodic's Theorem states that for µ ∈ P erg (M 0 ), for µ almost every u 0 , P u 0 almost surely,
Thus, λ i (µ) represent an exponential growth rate of species i near M i 0 . The following theorem is a consequence of [9, Th. 6.1]. It gives sufficient conditions for the process to be persistent with respect to M i 0 and M 0 , respectively. Theorem 4.
(1) Assume that for all µ ∈ P erg (M i 0 ), λ i (µ) > 0. Then the process given by (4) is H-persistent with respect to M i 0 .
(2) Assume that there exists positive numbers
Then the process given by (4) is H-persistent with respect to M 0 .
The first point of the above theorem can be interpreted as follows. If for some species i, one has λ i (µ) > 0 for all µ ∈ P erg (M i 0 ), then the face E i 0 is repulsive : if the process start in E i + and close to the face E i 0 , then the process is in some sense pushed away from E i 0 . The second point states that the process is pushed away from every face, and thus concentrates on the interior M + of the domain.
3.3.
Behavior near a common zero. The previous theorem gives some way to understand the behavior of the process near the boundary E i 0 , which corresponds to the extinction of species i. It is also important to understand the process near the vertex e i , which corresponds to the invasion of species i. Since the {e i } i<S+1 are common zero of the vector fields G s , we can use the recent results of [8] and [37] . According to these papers, the behavior of the process (U t ) t>0 near e i for some 1 ≤ i ≤ S + 1 is controlled by the behavior of the linear
is the Markov process with generator Q and Y i evolves according to
where A s is the Jacobian matrix of G s at e i . Assume with no loss of generality that i = 1.
Then A i s = DG s (e 1 ) is given by
In the particular case i = S + 1, (recall e S+1 = 0),
Study for two species in a two-states environment
We consider in this section S = 1, i.e there is only two species in the community. The vectors field have the form:
As before, since X 1 t + X 2 t = 1, we only study (X 1 t ) t>0 , that we denote simply by (X t ) t>0 . Thus we are interested in the study of
Moreover, we assume that K = 2, the community evolves in two different environments. The selective parameters takes values in E = {(s 1 , 0), (s 2 , 0)}. It is possible to take more than two values for the fitness, and the following reasoning still hold. We restrict this study to the case of two values to simplify the notations. Assume moreover q 1 := q 1,2 > 0 and q 2 := q 2,1 > 0, and so (s t ) t>0 has an unique invariant probability measure µ = p 1 δ s
To avoid trivial switching, we assume that s 1 = s 2 , and without loss of generality, we assume that s 1 > s 2 . For i ∈ {1, 2}, we define
We set
These quantities are the average growth rate of (X t ) t>0 at 0 and 1, respectively. The following proposition gives the behavior of the process according to the signs of Λ 0 and Λ 1 .
Proposition 5. We can describe four regimes :
(1) If Λ 0 < 0, then Λ 1 > 0, and, for all x ∈ (0, 1) and s ∈ E, P x,s lim sup
In particular, species 1 goes extinct.
(2) If Λ 1 < 0, then Λ 0 > 0, and, for all x ∈ (0, 1) and s ∈ E, P x,s lim sup
In particular, species 2 goes extinct.
Moreover, π is absolutely continuous with respect to the Lebesgue measure on [0, 1] × E with explicitly computable density, and there exist C, θ, γ > 0 such that, for all (x, s) ∈ (0, 1) × E and all t ≥ 0,
In particular, both species persist. (4) If Λ 0 = 0 or Λ 1 = 0, then the only invariant probability measures of the process (X t , s t ) t>0 are µ 1 and µ 2 .
In particular, the process is not persistent.
Proof. We prove (1), the proof of (2) being the same as the one of (1) by switching species 1 and 2. Assume that Λ 0 < 0. In particular, s 2 < 0 and p 1 s 1 < −p 2 s 2 , which implies that
On the other hand, because Λ 1 > 0, there exists by Theorem 3.2 in [8] ε > 0 such that for all x = 0,
where τ = inf{t ≥ 0 : X t ≤ 1 − ε}. Finally, because 0 is a globally asymptotically stable equilibrium of f 0 on [0, 1), one can show that there exists a constant C > 0 such that for all
Like in [7, Th. 3.1], Equations 7, 8 and 9 enable to conclude the proof of point 1.
We pass to the proof of point (3). Since Λ 0 and Λ 1 are positive, [8, Th. 3.2] implies that for all ε > 0, there exists 1 > r > 0 such that, for all (x, s) ∈ (0, 1) × E, almost surely
This implies that the the sequence (Π t ) t>0 is almost surely tight in (0, 1). Moreover, every limit point of (Π t ) is an invariant probability measure for X t , s t ) t>0 (see [9, Th. 2.1]). Thus, the process admits an invariant probability measure π on (0, 1) × E. Uniqueness, absolute continuity and convergence in total variation easily follow from Theorem 4.10 in [9] and Theorem 4.4 in [6] . Point (4) is proven in the following lemma as in [26] .
Remark 4. Note that this property still holds for any number of environments K, with
In the following lemma, we describe more precisely the case where the growth rates are positive by computing explicitly the density of the invariant probability measure concentrated on (0, 1) × E. Lemma 6. Assume that (U t ) t>0 admits an invariant probability measure Π on (0, 1) × E. Then Π is absolutely continuous with respect to the Lebesgue measure on (0, 1) × E. Moreover, denote by h 1 and h 2 the densities of Π(·, 0) and Π(·, 1), respectively. Then for all x ∈ (0, 1),
with α = q 1 +q 2 |s 1 s 2 | and β = α(1+s 1 )(1+s 2 ) and C the positive constant such that 1 0 (h 1 +h 2 ) = 1. In particular, if Λ 0 = 0 or Λ 1 = 0, U cannot admits such an invariant probability measure.
Proof. Let us assume that (U t ) t>0 admits an invariant probability measure Π on (0, 1) × E. This implies that s 1 > 0 and s 2 < 0. Indeed, by Proposition 5, if Λ 0 < 0, X t converges almost surely to 0, and in particular cannot admit an invariant probability measure on (0, 1) × E. Thus we need Λ 0 ≥ 0 and since we have assumed that s 1 > s 2 , this implies s 1 > 0. For the same reason, Λ 1 must be non-negative, implying s 2 < 0. Thus, all the point in [0, 1] are accessible, yielding that the support of Π has to be [0, 1] × E (see Proposition 3.17 in [6] ). Moreover, since for every x ∈ (0, 1), f 1 (x) > 0, the weak bracket condition hold and Π is unique and admits a density with respect to the Lebesgue measure (see [6] or [3] ). Moreover, this also implies by Theorem 1 in [4] that the densities h i are C ∞ on (0, 1). Thus, h 1 and h 2 satisfy the Fokker-Planck equations (see e.g [4, section 7.2], [7] , or [19] ) :
.
Now, one can check that the functions given above satisfy these equations. Moreover, since h 1 and h 2 are densities, they satisfy 1 0 h 1 + h 2 = 1; in particular they are integrable on (0, 1). This is the case if and only if Λ 0 > 0 and Λ 1 > 0. Therefore, if you assume that Λ 0 = 0 or Λ 1 = 0, (U t ) t>0 cannot admit an invariant probability measure on (0, 1) × E, for otherwise it would have densities satisfying equations 10, hence densities that are not integrable on (0, 1), a contradiction. Example 1. Consider p 1 = p 2 , i.e the jump rate are the same for both environments. So, let simplify conditions 3) of property 5 to obtain the following conditions of persistence:
Note that if s 1 is smaller than −0.5 the first condition is automatically verified. Then take the particular case s 1 = 1. Then the previous condition to have persistence becomes s 2 < −1 3 . To illustrate, we plot the comportment of the process for two values of s 2 close to −1 3 , −0.3 and −0.4.
Note that for s 2 = −0.4 the process seems to be persistent whereas for s = −0.3 it seems to be absorbed quickly. So the numerical simulations are consistent with the condition giving by Proposition 5 . . Trajectories of (X t ) t>0 and the average of (X t ) t>0 for different fitness, obtain by Monte Carlo method with 500 trajectories. Parameters are s 1 = −s 2 = 0.4, q 1,2 = q 2,1 = 1/2.
As stipulated in Proposition 5, the process is not persistent. Moreover, the fact that Λ 1 is positive prevents species 2 from extinction. The numerical simulations suggest that the first species disappears.
Example 3. In this example, we illustrate Lemma 6. Recall that if the parameters are such that the process is persistent, then the invariant distribution Π on M + have explicit densities, given by
where α = q 1 +q 2 |s 1 s 2 | and β = α(1 + s 1 )(1 + s 2 ). In particular, it can exhibits several behaviour at the boundaries 0 and 1, according to the sign of βΛ 1 − 1 and αΛ 0 − 1. Let us fix s 2 = −0.2, and jump rates q 1 = q 2 = q. In particular, p 1 = p 2 and the process is persistent if and only if 0.2 < s 1 < 1/3. Fix q = 1. Then, it is easily seen that βΛ (1) if q < 0.259/5, then h i (x) goes to infinity both at 0 and 1;
(2) if q ∈ (0.259/5, 10/7), then h i (x) vanishes at 0 and explodes at 1;
(3) if q > 10/7, then h i (x) vanishes both at 0 and 1. Plots of h 1 are presented in Figure 7 for situation (1) and (3), situation (2) is plot on the right of Figure 6 . This example shows that even if the process is persistent, the stationary distribution Π certainly does not give mass to 0 and 1, but can be concentrated close to the extinction points. In the example with s 1 = 0.27, s 2 = −0.2 and q < 0.259/5, the intuition is the following. Since q is very small, the environment s takes a really long time before changing. During this time, the process is getting really close to the boundary (say 0 if we are following s 2 ), and spend a huge time here. When a switch occurs, the process goes away from 0 fast enough, and come close to 1 where it spends again a long time, and so on. In particular, it is much more likely that a switch occurs in the neighbourhood of 0 or 1, than in the middle. That is why, the process does not stay for a long time in the middle part, and concentrates near the boundaries. These examples concludes the study for two species. We now generalise some properties to a larger number of species and any number of environments. The space M is no longer a line but a tetrahedron and the extinction set M 0 correspond to the face of M . Of course some intuitive behavior, as the fact that if a species has always the best fitness, it invades the community, is still true. But many arguments used in previous part to prove these results are specific to dimension one and does not hold anymore.
General results
In this section we keep the notations of part 1.1. We assume that the Markov chain (s t ) t≥0 is irreducible on E. Hence, it admits a unique invariant probability measure on E, denoted by µ = p 1 δ s 1 + . . . + p K δ s K .
We describe now some behavior of the process in some remarkable environments.
5.1.
Sufficient conditions for a species to invade (or not) the community. In this section, we provide sufficient condition for a species to have a positive probability of invading the community. Furthermore, we prove that if one species have a positive probability to invade the community, then all the other ones cannot invade. For i 0 ∈ {1, . . . , S + 1} , we set
Theorem 7. Assume that for some i 0 ∈ {1, . . . , S + 1}, Λ i 0 < 0. Then, for all α ∈ (Λ, 0), there exist η > 0 and a neighbourhood U of e i 0 such that, for all x ∈ U and all s ∈ E,
Furthermore, for all i = i 0 , we have Λ i > 0, and there exist b > 1, ε > 0, θ and c > 0 such that, for all x ∈ E \ E 0 , s ∈ E and i = i 0 ,
Proof. Without loss of generality, we assume that i 0 = 1, and we set Λ = Λ 1 . We set
First, we note that e 1 = (1, 0, . . . , 0) is a common zero for all the G s , s ∈ E, and that for all i ≥ 2, E i 0 is a common invariant face for the process. Moreover, the Jacobian matrix of G s at e 1 is given by
By assumption, Λ < 0, which implies by Theorem 2.7 in [37] (or Proposition 2.5 in [37] and Theorem 3.5 in [8] ) that for all α ∈ (Λ, 0), there exists η > 0 and a neighbourhood U of e 1 such that, for all x ∈ U and all s ∈ E,
which concludes the proof of the first assertion. We now prove the second assertion.
As in Proposition 5, we can show that this last inequality implies that
and thus that Λ i > 0. Without loss of generality, we assume now that i = S + 1. We set
and we distinguish two cases. If Λ − S+1 > 0, Proposition 2.5 in [37] and Theorem 3.5 in [8] conclude the proof. If Λ − S+1 < 0, we assume without loss of generality that there exists k 0 such that K j=1 p j s k j > 0 for k ≤ k 0 and K j=1 p j s k j < 0 for k > k 0 . We set
which is the set of extinction of the k 0 -th first species. This set is invariant for all the vector fields G s . Moreover, the Jacobian matrix of G s at e S+1 = 0 is given by
Now, by definition of k 0 , the assumptions of Theorem 2.8 in [37] , except for the accessibility of 0 from E 1,...,k 0 0 , are satisfied. However, since [37] [Theorem 2.8 (iii)] is a local result, and since we get a probability of convergence to 0 which is bounded below in a neighbourhood of 0 in E 1,...,k 0 0 , a localisation argument similar to the one given in [25] enables us to conclude.
This theorem states that when Λ i 0 < 0, species i 0 has a positive probability to invade the community, while if Λ i 0 > 0, species i 0 cannot invade the community. Furthermore, it is only possible to have one species satisfying Λ i 0 < 0. Let us finish by an interesting related result that up to now we can only pose as a conjecture. Conjecture 8. If Λ i 0 < 0, then for all x with x i 0 = 0 and all s ∈ E,
5.2.
The same species has always the best fitness.
In this section, we prove that if one of the species has always the best fitness, then this species take the upper hand on every over one. We have the following result, which generalizes Theorem 3:
Theorem 9. Assume that for all j ∈ {1, . . . , K} and i ∈ {2, . . . , S + 1}, one has s 1 j > s k j , and set
Then, for all x ∈ E with x 1 > 0 and all s ∈ E, one has P x,s lim sup
Proof. We use Theorem 3.8 in [8] . By Theorem 7, we know that for all α ∈ (Λ, 0), there exists η > 0 and a neighbourhood U of e i 0 such that, for all x ∈ U and all s ∈ E,
Furthermore, since e 1 is an asymptotically stable equilibrium whose basin of attraction is E + 1 for each G s , we deduce that the point e 1 is accessible from E + 1 for the PDMP. This means that each neighbourhood of e 1 can be reached with positive probability by the process (see [6] for a precise definition). Since the set E + 1 is not compact, we have to study the behavior of the process near E 1 0 to conclude that the process converges to e 1 with probability one from everywhere in E + 1 . For all s ∈ E, we have
By assumption, for all x ∈ E 1 0 , one has F 1 s (x) > 0. This implies that for all µ ∈ P erg (E 1 0 ), λ 1 (µ) > 0. In particular, the process is H -persistent with respect to E 1 0 . Therefore, by [9, Proposition 8.2], there exists a Lyapunov function for the process near E 1 0 and thus Hypothesis 3.7 in [8] is satisfied for the set M + 1 . This concludes the proof by Theorem 3.8 in [8] .
A species is always disadvantaged with respect to the other species in each environment.
With no loss of generality, we assume the species 1 is always disadvantaged with respect to the other species. More precisely for each environment, the species 1 has a negative fitness.
We assume moreover that the last species is not extinct, i.e 1 − S k=1
x k > 0.
We now prove in this situation that the species 1 is going to 0. The strategy is to show that the vector field is always entering in E b = {(x 1 , ..., x S ) ∈ E : x k )} for b in ]0, 1[. This is the hyperplane passing through the points be 1 , e 2 , ..., E, where e i is the i th vector of the natural base, and E b is the area under ∆ b . The following proposition proves that for each environment, the vector field is entering in E b .
Proposition 10. Let s i be such that s 1 i < 0 for i ∈ 1, .., K, then for all b in ]0, 1[, E b is a trap area for the process X t .
Proof. Consider a fixed environment and note s k the fitness of the k th species. Let us start by remarking that v b = (1, b, ..., b) is an orthogonal vector of the hyperplane ∆ b , pointing outward E b . Now, we look at the sign of projection of the vector field dX 1 , ..., dX S at the
Therefore, the vector field is entering in E b if and only if s 1 < 0. But we assumed s 1 i < 0 for each i, so for all environments the vector field is entering in E b . This concludes the proof.
Corollary 11. Assume that s 1 i < 0 for each i. Then the process (X t ) t>0 , starting at (x 1 , . . . , x S+1 ) such that 1 − S k=1
x k > 0, verifies lim t→∞ X 1 t = 0. In particular species 1 goes to extinction.
Proof. Denote now by b t the intersection between the hyperplane passing through the points X t , e 2 , ..., E and the straight line directed by e 1 . By the previous propriety , for all t , E bt is a trap area. Moreover the species 1 has in each environment a strictly negative fitness, so by the previous calculation the vector field on ∆ bt is strictly entering. Consequently, b t is strictly decreasing and b t converges to b lim . Note that by definition and the previous proposition, for all t ≥ 0, x k , which implies X 1 = b lim X 1 . Since b lim = 0, we conclude that X 1 = 0. Thus, species one goes to extinction in all cases.
Remark 5.
A immediate corollary of this property is, if a species has always the best fitness in each environment, then it invades the community. Note that Theorem 9 above proves this fact independently and gives the rate of convergence.
Let us now give an example to illustrate this property .
Example 4. Consider the case of three species and two environments, we take the notation of part 6.1. Assume the species Y has always a negative fitness, and the fitness are ordered like :
In Figure 4 are plotted the phase portrait of the vectors fields for each environment. Figure 9 shows that the field is entering in E b , and this true for each b. The conclusion follows, the Y species goes to extinction. The following figure illustrate a trajectory where the species Y has always a negative fitness. We now look at the case of three species and two jumps rates. Previous theorems find their application in this particular case. The two dimensional study made in Section 4 is also necessary to understand the long time behavior of the process. The space of extinction M 0 corresponds here to the side of the triangle defined by the apex (0, 0), (1, 0), (0, 1). Thus understanding the long time behavior requires knowledge of the invariant measures of the process on M 0 . In particular the behaviors of the process on each side of the triangle, which corresponds to studying the process with only two species. 6 . The case of 3 species 6.1. Introduction. For sake of simplicity, when there are only three species, we use the notations X, Y and Z, instead of X 1 , X 2 , X 3 . We also denote by s k and r k the fitness in environment k ∈ {1, ..., K} of species X and Y , respectively (remember that we have set the fitness of the third species to be 0). Since we have for all t ≥ 0, X t + Y t + Z t = 1, we are interested in the following equations :
The community still evolves in two different environments. The fitness takes values in E = {s 1 = (s 1 , r 1 , 0), ..., s K = (s K , r K , 0)}. To avoid trivial switching, we assume that s i = s j if i = j. Assume yet that (s t ) t>0 has a unique invariant probability measure µ = 
Then the process admits an ergodic measure, ν i on int(E i 0 ) × E if and only if Λ i 0 > 0 and Λ i 1 > 0. Furthermore, this ergodic measure is unique and explicitly computable. Proof. This property is a corollary of Proposition 5.
When Λ i 0 and Λ i 1 are positive, we denote by ν i the unique ergodic measure on int(E i 0 ) × E. Remark 6. The signs of Λ i 0 and Λ i 1 determines the behavior of the process on side i in a neighbourhood of the extinction and the invasion, respectively, for the i th species. 6.2. Study for two environmental states. Now we assume K = 2, then µ = p 1 δ s 1 + p 2 δ s 2 with p 1 = q 2 q 1 +q 2 and p 2 = q 1 q 1 +q 2
We now describe the different possible regimes according to the values of the parameters.
• If a species, for example Y , is always disadvantaged with respect to the same other species in each environment, by Corollary 11, this species goes to extinction.
Reorganising the order of species if necessary, it corresponds to s 1 > 0 > r 1 0 > r 2 > s 2 or s 1 > 0 > r 1 0 > s 2 > r 2 or s 1 > 0 > r 1 s 2 > 0 > r 2 or s 1 > 0 > r 1 s 2 > r 2 > 0 Then, there are several possibilities for the two remaining species, depending on the behavior of the process on the axis {y = 0}. If we are in the situation 1 or 2 of the Proposition 5, then a species will invade the community. However, if we are in the situation 3 of Proposition 5, there is persistence of both other species (see Figure 6 .2). • Else, reorganising if necessary the order of species, we are in the following situation :
We see in the following that several behaviors are possible. According to the values of the fitness, each species, even the neutral, can invade the community (see Theorem 14) . However, it is not possible to have persistence of all the species.
Before describing the possibilities for the case (12), we compute the invasion rates for each species.
Computation of the invasion rates.
Referring to Theorem 4, it is important to describe the set of the ergodic measures on M 0 and to compute, for each species, the associated invasion rate. We know that there are at least three ergodic probability measures on M 0 , namely µ 1 , µ 2 and µ 3 . According to Proposition 12, there are at most three other ergodic probability measures on M 0 , denoted by ν 1 , ν 2 and ν 3 . We now compute the invasion rates of species i with respect to each of these ergodic measures. We detail the computations for species 1, they are similar for the other species.
Lemma 13. We have
Moreover, when ν 1 , ν 2 and ν 3 exist, we have
where C 1 is an explicitely computable positive constant.
Proof. Recall that for all µ ∈ P erg(M 0 ),
In particular, the formulae for λ 1 (µ 3 ) and λ 1 (µ 2 ) are immediate from the definitions of µ 2 and µ 3 . The fact that λ 1 (µ 1 ) = λ 2 (ν 2 ) = λ 3 (ν 3 ) = 0 is straightforward from [9, Theorem 5.1 (i)]. It remains to compute λ 1 (ν 1 ). First, we note that by Proposition 12, ν 1 only exists if p 0 r 0 + p 1 r 1 > 0 and p 0 r 0 1+r 0 + p 1 r 1 1+r 1 < 0. In particular, it can only exists if r 0 and r 1 are of opposite signs. Next, we know by Lemma 6 that in this case, ν 1 admits a density with respect to the Lebesgue measure on M 1 0 , which is given by Table 1 . Invasion rates for some function G similar to the function H given in Lemma 6. Thus,
Now, since r 0 and r 1 have opposite signs, we have for all y ∈ (0, 1)
which implies that
and concludes the proof.
The invasion rates for species 1, as well as for species 2 and 3 are summed up in Table 1 . As for C 1 , C 2 and C 3 are positive constant that may be computed. However, since it is sufficient to know the signs of the invasion rates, it does not really matter to have the exact expression of the C i . 6.3. Environment favours and disadvantages alternately two species, the other one stay neutral over time. With no loss of generality, we assume the environment promotes and disadvantages alternately the first and the second species. So without regard to order, only one configuration is possible:
In this configuration, many different situations are possible for the long time behavior. In the following we highlight some of them. Mainly, we discuss about the situation where the neutral species (the third in the last configuration) invade the community. Then we prove that persistence of the three species is not possible with only two environments. 6.3.1. The neutral species invades the community. In this section, we use results of Section 5.1 to provide sufficient conditions for the invasion of the neutral species. We also give an example of parameters satisfying theses conditions. Theorem 14. Assume that Λ 1 0 < 0 and Λ 2 0 < 0. Set Λ = max(Λ 1 0 , Λ 2 0 ) < 0 Then, for all (x, y) ∈ E \ E 3 0 , and all s ∈ E, P (x,y,s) lim sup
Proof. With the notations of Theorem 7, Λ = Λ 3 , and thus, by this theorem, for all α ∈ (Λ, 0), there exists η > 0 and a neighbourhood U of 0 such that, for all (x, y) ∈ U and all s ∈ E, P (x,y,s) lim sup
Now, we prove that the point 0 is accessible from E 3 + . By Lemma 26, 0 is accessible if and only if it is accessible for the vector fields given by g s (x, y) = (x(s 1 −(s 1 x+r 1 y)), y(r 1 −(x 1 x+r 1 y)) ). Consider the convex combination g p = p 1 g s 1 + p 2 g s 2 . Then g p = g sp , where s p = p 1 s 1 + p 2 s 2 . Now, since Λ 1 0 and Λ 2 0 are negative, s p = (s p , r p , 0). Hence, by Theorem 3 and Lemma 26, the flow generated by g p converges to 0 for all initial condition in E 3 + . In particular, 0 is accessible from E 3 + with the vector fields g s , hence it is accessible for (X t , Y t ) t>0 . Finally, as for the proof of Theorem 9, we have to show that the face E 3 0 is repulsive. We use Theorem 4. We know that P erg (E 3 0 ) contain µ 1 , µ 2 and possibly ν 3 . Furthermore, by Lemma 13, Proposition 5 and the assumption that Λ 1 0 < 0 and Λ 2 0 < 0, we have that λ 3 (µ 1 ) = Λ 2 1 > 0 and λ 3 (µ 2 ) = Λ 1 1 > 0. Moreover, since we are in the situation
the assumption Λ 1 0 = r 1 + r 2 < 0 and Λ 2 0 = s 1 + s 2 < 0 is equivalent to −r 1 > r 2 > 0 and −s 2 > s 1 > 0, which implies r 1 s 2 > r 2 s 1 . Hence, by Proposition 19 below, λ 3 (ν 3 ) > 0 which concludes the proof. An immediate corollary of Theorem 7 is the following, which gives a sufficient condition for non invasion of species 3.
Then, there exist ε > 0, b > 1, θ > 0 and c > 0 such that, for all (x, y) ∈ E \ E 0 , and all s ∈ E, E (x,y,s) (e τ ε ) ≤ c(1 + (x, y −θ ). In particular, species 3 cannot exclude the two other species.
6.3.2.
Persistence is impossible for three species and two environments. We show in this section that persistence is not possible with only two environments. The following section will give an example of persistence for 3 environments.
The following lemma, which is a consequence of results in [9] , [7] and [8] , ensures us that if an edge has an attractive index, then the process converges to this face, thus preventing persistence of the process. 
In particular, species i goes to extinction and persistence is not possible in that case.
The strategy to prove the lack of persistence is the following. First, we know by Theorem 7 that when one vertex is attractive (i.e satisfies Λ i < 0), the corresponding species has a positive probability to invade the community, hence preventing the persistence of the process. Thus, we will assume that all the vertex are repulsive. Then, we show that under this assumption, there is always, in the configuration (12) , at least one non-trivial ergodic measure (supported by an edge). Finally, we prove that among all the ergodic measure ν 1 , ν 2 , ν 3 , there is a species with a negative invasion rate with respect to this measure, which shows that this species has a positive probability to disappear and thus that persistence is not possible. Proof. We prove this result by contradiction. Refers to proposition 5, if on the edge i, Λ i 0 and Λ i 1 are positive, there exists an invariant measure on this edge. Thus the only configuration possible to obtain no invariant measure on the edges, when the vertex are repulsive is the one given in Figure 14 (or the symmetrical case). On the one hand, one has, with the configuration Figure 14 . Impossible situation.
of figure 14 , the following inequalities :
and thus
But on the other hand, we have:
The previous proposition states that there exists at least one ergodic measure on a edge of the triangle. The following proposition deals with the case where there is only one such measure :
Proposition 18. Assume it exists exactly one invariant measure on a edge of a triangle, then a species has an negative invasion rate with respect to this measure. And this species goes to extinction.
Proof. Two case have to be considered :
(1) The invariant measure is on the face 3.
(2) The invariant measure is on the face 1 (or symmetrically on the face 2).
Let us consider first the case 1, we are in the situation of the figure 15 ( or in a symmetrical case): Figure 15 . Ergodic measure on each edge. So the following inequalities hold :
we obtain r 1 s 2 < r 2 s 1 , and so λ 3 (ν 3 ) < 0. By lemma 16, species 3 goes to extinction.
For the case 2, the same reasoning is still valid. Species 1 goes to extinction.
The following property clarifies the conditions to obtain negative invasion rates. Moreover it states, it's impossible to obtain three positive invasion rates λ i (ν i ) for i ∈ {1, 2, 3} : Proposition 19. The following equivalences hold:
Proof. Remember, we are in situation 6.2, it may possible to simplify the following inequalities :
And we find the result.
The previous property states it impossible have persistence if we have two invariant measures on the faces 1 and 3 or 2 and 3. Because necessarily one of the invasion rates compared to one of these two measure is negative Proposition 20. If there exist two invariant measures on face 1 and 2, necessarily it exists one on face 3 and λ 3 (ν 3 ) < 0.
Proof. Assume it exists an invariant measure on edge 1 and 2. Let's prove Λ 3 0 and Λ 3 1 are strictly positive. We are in the situation of figure 16 Figure 16 . behavior of the process on a neighbourhood of each vertex.
Note that p 1 r 1 s 2 and p 2 s 1 r 1 are positive because r 1 , s 2 are both negative and s 1 , r 2 are both positive. So Λ 3 0 is positive. A similar reasoning gives the same condition for Λ 3 1 .
Let us conclude the proof by noting that
And species 3 goes to extinction.
Corollary 21. If there are exactly two or three invariant measures, at least, an invasion rate λ i (ν i ), is negative.
Proof. The proof is direct with property 19
It is impossible to obtain persistence with only two environments and three species. In the next section we give an example of persistence with three species and three environments. 6.4. Persistence for 3 species and 3 environments. In this part we give two examples of a system with 3 species and 3 environments which is persistent. In the first example, each species has, in one environment, the best fitness. In the second, the last species has never the best fitness.
With obvious notations, we set
To prove persistence, with theorem 4, we need to calculate the invasion rates λ i (ν i ) for possible ergodic measures ν i (remember if k = i, λ k (ν i ) = 0). Thus, we need to obtain an explicit formula for the ν i density. We could follow the same reasoning as in lemma 6. If (U t ) t>0 admits an invariant measure on (0, 1) × E, Π, it is absolutely continuous with respect to the Legesgue measure and admits a density. We still define h i the density of Π(., i) for i ∈ {1, 2, 3}. The h i are in C ∞ and verifie the Fokker-Planck equation :
Unfortunately, the explicit computation of (h i ) now becomes tedious, and thus we have no explicit expression for the invasion rates λ i (ν i ). In the following example, we compute numerically the invasions rates λ i (ν i ) and show that we are in the situation of Theorem 4. Example 6. In this example, we assume q i,j = q k,l , ∀i, j, k, l ∈ {1, 2, 3} , and s 1 = {1, 1 2 },
And it follows
Then there are exactly 3 ergodic measures ν i , i ∈ {1, 2, 3}, so we are in the same situation than picture 16.
For each of them, we approximate the invasion rate, i.e the quantity λ i (ν
. A way of doing it, since the measure is ergodic, is to use the ergodic theorem. So if (X t , s t ) t>0 is the PDMP define by equation 2 and starting in int
Note the initial point (X 0 , s 0 ) has no influence on the previous result. In the following we chose arbitrary initial conditions, others would have led to the same results. We proceed as follows:
• Simulate a large number of PDMP trajectories (1000), on [0, T ] for T big enough and starting in int(E i 0 ) × E. • For each simulation calculate 1 T T 0 F i st (X t )dt. • Take the average on the trajectories to improve our result.
Results :
In each simulation we take T = 80 and the number of trajectories simulated is 1000.
(1) For X 0 = [0, 0.5], s 0 = s 1 we obtain λ 1 (ν 1 ) = 0.0191 (2) For X 0 = [0.5, 0], s 0 = s 1 we obtain λ 2 (ν 2 ) = 0.0594 (3) For X 0 = [0.5, 0.5], s 0 = s 1 we obtain λ 3 (ν 3 ) = 0.090 For this configuration of environments we obtain positive invasion rates. So it proves, using 4, that persistence is possible for 3 species and 3 environments. Example 7. We now give an example of persistence in which a species has never the best fitness. Let us choose as parameters q i,j = q k,l , ∀i, j, k, l ∈ {1, 2, 3} , and s 1 = {0.1, −0.3},
So that, Λ 1 0 = 0.5, Λ 1 1 = 0.13, Λ 2 0 = 0.04, Λ 2 1 = 0.19, Λ 3 0 = 0.26, Λ 3 1 = 0.20. As in the previous example, there are exactly 3 ergodic measures ν i , i ∈ {1, 2, 3} and we are in the same situation than Figure 16 . Let us calculate the invasion rate, with the same method : (1) For X 0 = [0, 0.5], s 0 = s 1 we obtain λ 1 (ν 1 ) = 0.016 (2) For X 0 = [0.5, 0], s 0 = s 1 we obtain λ 2 (ν 2 ) = 0.019 (3) For X 0 = [0.5, 0.5], s 0 = s 1 we obtain λ 3 (ν 3 ) = 0.009 The invasion rates are strictly positive so we conclude that in this example; we have persistence, even if the last species has never the best fitness. A trajectory of the PDMP is plotted in Figure 18 .
In the two previous examples, the process is persistant, and thus admits at least one stationnary distribution Π such that Π(M + ) = 1. The numerical simulations presented in Figure  6 suggest that in the case of Example 6, that Π has full support, i.e. its support is the whole space M . The following proposition proves this fact, as well as the exponential convergence of the process towards Π for general coefficients. (15) or
Then, if the process is persistent :
(1) The stationary distribution Π satisfying Π(M + ) = 1 is unique and absolutely continuous with respect to the Lebesgue measure; (2) Π has full support;
(3) If furthermore α := s 2 r 3 − r 2 s 3 + s 3 r 1 − s 1 r 3 + s 1 r 2 − s 2 r 1 = 0, then there exist C, θ, γ > 0 such that, for all (x, y, s) ∈ M + and all t ≥ 0,
Proof. We only do the proof in the case (15) ; it can be proved in the same way for (16) .
For i ∈ {1, 2, 3}, we denote by (ϕ i t (x)) t≥0 the flow generated by G i := G s i and started at x. That is, ϕ i t (x) is solution to
) the set of points that are reachable from x at time t (resp. at any nonnegative time) with a composite flow:
We define the set of points that are accessible from E + as
According to Corollary 4.6 and Remark 14 in [9] and to Theorem 3.4 and Proposition 3.11 in [6] , Γ×E is included in the support of Π for all stationary distribution Π such that Π(M + ) = 1. Thus, point (2) is proved if we show that Γ = E . For x ∈ E and i ∈ {1, 2, 3}, we let γ i + (x) and γ i − (x) denote the positive and negative orbit, respectively, of x under the flow ϕ i , namely :
In situation (15) , for all x ∈ E + , γ i + (x) is a regular curve linking x to e i , while γ i − (x) is a curve linking x to e i+1 , where i + 1 is taken modulo 3. We claim that for all x, y ∈ E + with x = y, there exist i, j ∈ {1, 2, 3} such that γ i + (x) ∩ γ j − (y) = ∅. In that case, let z ∈ γ i + (x) ∩ γ j − (y) = ∅. Then, there exist t, s > 0 such that z = ϕ i t (x) = ϕ j −s (x). Hence, by the flow property of ϕ j , we get y = ϕ j s • ϕ i t (x), and thus y is accessible from x. This shows that E + ⊂ O + (x), for all x ∈ E + , hence E ⊂ Γ and point (2) is proven since E ⊃ Γ. We now prove the claim. Let x, y ∈ E + with x = y. Then the γ i + (x), i ∈ {1, 2, 3} are three regular curves linking x to each vertex of E 0 , while the γ j − (x), i ∈ {1, 2, 3} are three regular curves linking y to each vertex of E 0 . In particular, at least one of these three first curves has to cross one of the three other, which proves the claim. We pass to the proof of point (1) . Let x ∈ E + . Then, there must exists a point y ∈ γ 1 + (x) such that G 1 (y) and G 2 (y) are linearly independent. If not, one would have for all y ∈ γ 1 + (x), G 1 (y) = α(y)G 2 (y) for some negative function α, which would imply that γ 1 + (x) = γ 2 − (x). This is a contradiction since γ 1 + (x) is a curve linking x to e 1 while γ 2 − (x) is a curve linking x to e 3 . Hence, the weak bracket condition holds at y which belongs to Γ, thus Π has to be unique and absolutely continuous with respect to the Lebesgue measure by Corollary 6.3 in [9] .
To prove point (3), we also use Corollary 6.3 in [9] . According to this corollary (which is a consequence of results in [6] and [3] ), it suffices to find an accessible point (x, y) (thus a point in E ) such that G 1 (x, y) − G 2 (x, y) and G 2 (x, y) − G 3 (x, y) are lineary independent. One can check that
are lineary independent and point (3) is proven.
Remark 7. Using the same kind of proof, it can be shown that Π has full support in more general situation. Indeed, the assumption that the process is persistent implies that each of the species has exactly once the worst fitness. Indeed, if one species (say 1) has never the worst fitness, it has to be better than another one (say 2) in each environment, which implies that species 2 will go to extinction according to Corollary 11. Moreover, if the process is persistent, by Theorem 9, none of the species can have the best fitness in every environment. Thus, in the persistent case, we are either in case 15 or 16, that are handled by the previous proposition, or in a situation like in Example 7. That is      s 1 > 0 > r 1 r 2 > 0 > s 2 s 3 > r 3 > 0
With the same notations as in the proof of the previous proposition, one can see that the γ i − (y) for i ∈ {1, 2, 3} are still three regular curves linking one to each vertex of E 0 . However, now γ 1 + (x) and γ 3 + (x) are curves linking x to e 1 , while γ 2 + (x) is a curve linking x to e 2 . To be able to conclude as in the previous proof, we need e 3 = 0 to be accessible from x. This is for example the case if one can find a 1 , a 2 , a 3 ≥ 0 such that a 1 s 1 + a 2 s 2 + a 3 s 3 < 0 and a 1 r 1 + a 2 r 2 + a 3 r 3 < 0,
by the argument given in the proof of Theorem 14. In this case, e 2 ∈ O + (x) and as before, + (x) has to have a nonempty intersection with one of the γ i − (y), and we can conclude that in this situation, Π is unique and has full support. In Example 7, take a 1 = a 2 = 1/2 and a 3 = 0, then (18) is satisfied and thus Π is unique and has full support. Note also that the condition s 2 r 3 − r 2 s 3 + s 3 r 1 − s 1 r 3 + s 1 r 2 − s 2 r 1 = 0 is satisfied, thus the process converges exponentially fast to Π. 6.5. Conclusion. In this part, we treat the whole case of tree species and two environments, and we prove persistence is impossible in this situation. On the other hand, if we deal with 3 species and 3 environments, we are able to exhibit configurations where persistence is possible.
Of course many other configurations of fitness gives persistence to. But, we actually are unable to give explicit conditions on fitness to characterize them. However numerical (deterministic) approximations may be used for each environment.
In view of the results of the previous sections, we formulate the following conjecture, that we have proved for 2 and 3 species.
Conjecture 23. Persistence of the system is possible if and only if there are at least as many environments as there are species. 7. Appendix 7.1. Proof of Theorem 2. Let (U J n ) n≥0 = (X J n , s J n ) n≥0 be the Moran model described in section 1.1, (U t ) t≥0 = (X t , s t ) t≥0 the PDMP given by equation 2 and (Z J t ) t≥0 = (X t/J , s t/J ) t≥0 the PDMP in the time scale of the discrete process, whose generator is given by L.
Our goal is to quantify the difference
for f : I → R regular enough. First note that, since U t = Z J tJ , we can rewrite this difference as
because the difference between X J n+1 and X J n is at most 1/J. Therefore, one can look at the difference
We set T J u f (x, s) = E x,s f (Z J t ) and S J k f (x, s) = E x,s f (X J n ) . When there is no ambiguity, we shall drop the exponent J on T J and S J . With these notations, our aim is to control T n f − S n f J , where n = tJ .For this, we can use the following inequality, proved in [23] :
Thus we are reduced to the study of (S 1 − T 1 )g J for g regular enough. We start by the following lemma :
Lemma 24. There exists γ 0 , γ 1 , γ 2 > 0, such that for all g ∈ C 3 (I ),
Proof. We first show that for g which is C 3 , Then, one has T t = P t/J and L = 1 J L . It is well known that for g in the domain of L , ∂ ∂t P t g(x, s) = P t L g = L P t g
In particular, if g and L g are in the domain of L , then P t g is twice differential with respect to time and ∂ 2 ∂t 2 P t g(x, s) = P t L 2 g = L 2 P t g, where L 2 g = L (L g). In the case of PDMP, it is possible to prove that when g is C 3 , then both g and L g are in C 3 .
Thus, we obtain the following Taylor development : 
hence ∂ 2 ∂x 2 f (X x t , s t ) ≤ e 2Ct f (2) + K f (1) We can now finish the proof of Theorem 2. Using inequality (19) and Lemma 24 applied to g = T k f , we have :
Now, since n = tJ , we get that n−1 k=0 O( (T k f ) (1) ≤ f (1) J e tC − 1 C .
For the same reason, we get that
This, together with the fact that 
