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ON THE SPACE OF 2-LINKAGES
GUANTAO CHEN, HEIN VAN DER HOLST, SERGUEI NORINE, AND ROBIN THOMAS
ABSTRACT. Let G = (V,E) be a finite undirected graph. If P is an oriented path from r1 ∈ V to r2 ∈ V ,
we define ∂(P ) = r2 − r1. If R,S ⊆ V , we denote by P (G;R,S) the span of the set of all ∂P ⊗ ∂Q with
P and Q disjoint oriented paths of G connecting vertices in R and S, respectively. By L(R,S), we denote the
submodule of Z〈R〉 ⊗ Z〈S〉 consisting all
∑
r∈R,s∈S
c(r, s)r ⊗ s such that c(r, r) = 0 for all r ∈ R ∩ S,
∑
r∈R c(r, s) = 0 for all s ∈ S, and
∑
s∈S c(r, s) = 0 for all r ∈ R.
In this paper, we provide, when G is sufficiently connected, characterizations when P (G;R,S) is a proper
subset of L(R,S).
1. INTRODUCTION
Let R be a finite set. By Z〈R〉, we denote the free Z-module generated by R; that is, Z〈R〉 is the module
of all
∑
r∈R c(r)r with c(r) ∈ Z. By Z〈R〉
⊗2, we denote the tensor product of Z〈R〉 and Z〈R〉; that is,
Z〈R〉⊗2 is the module of all
∑
r.s∈R,s∈R c(r ⊗ s)r ⊗ s, where c(r ⊗ s) ∈ Z. Observe that we can identify
elements c ∈ Z〈R〉⊗2 with linear forms c : Z〈R〉 ⊗ Z〈R〉 → Z.
Suppose that R is a finite set with a cyclic ordering r1, r2, . . . , rn. So the successor of ri in this cyclic
ordering is ri+1 if i 6= n, and r1 if i = n. If u, v ∈ R are distinct elements, we define
link(u⊗ v; r1, r2, . . . , rn) =
{
1 if v comes after u in the sequence r1, . . . , rn
−1 if v comes before u in the sequence r1, . . . , rn.
LetD(R) = {
∑
r,s∈R c(r⊗s)r⊗s ∈ Z〈R〉
⊗2 | c(r⊗r) = 0 for all r ∈ R}. We extend link(·; r1, r2, . . . , rn)
linearly to D(R). It is easy to see that, for all c ∈ D(R),
link(c; r1, r2 . . . , rn) = link(c; rn, r1, . . . , rn−1)
if and only if, for all r ∈ R, ∑
s∈R
c(r ⊗ s) = 0 and
∑
s∈R
c(s⊗ r) = 0.
We denote by L(R) the submodule of D(R) of all c ∈ D(R) such that, for all r ∈ R,∑
s∈R
c(r ⊗ s) = 0 and
∑
s∈R
c(s⊗ r) = 0.
Then, if c ∈ L(R), link(c; r1, r2 . . . , rn) is independent of where we start the cyclic ordering of r1, r2, . . . , rn.
Let R = {r1, r2, . . . , rn} with a cyclic ordering r1, r2, . . . , rn. If u1, u2, v1, v2 ∈ R, then
c(u1u2; v1v2) := (u1 − u2)⊗ (v1 − v2) ∈ L(R).
Suppose u1, u2, v1, v2 are distinct. If u1, u2, v1, v2 occur in this order in r1, r2, . . . , rn, then
link(c(u1u2; v1v2); r1, r2, . . . , rn) = 0,
while, if u1, v1, u2, v2 occur in this order in r1, r2, . . . , rn, then
link(c(u1u2; v1v2); r1, r2, . . . , rn) = 2,
and if u2, v1, u1, v2 occur in this order in r1, r2, . . . , rn, then
link(c(u1u2; v1v2); r1, r2, . . . , rn) = −2.
1
If u1, u2, u3 ∈ R, then
c(u1, u2, u3) := u1 ⊗ u2 − u1 ⊗ u3 + u2 ⊗ u3 − u2 ⊗ u1 + u3 ⊗ u1 − u3 ⊗ u2 ∈ L(R).
Suppose u1, u2, u3 are distinct. If u1, u2, u3 occur in this order in r1, r2, . . . , rn, then
link(c(u1, u2, u3); r1, r2, . . . , rn) = 2,
while, if u3, u2, u1 occur in this order in R, then
link(c(u1, u2, u3); r1, r2, . . . , rn) = −2.
If R,S are finite sets, we denote by L(R,S) the submodule of L(R ∪ S) of all c ∈ L(R ∪ S) with
c(r, s) = 0 if r 6∈ R or s 6∈ S. If u1, u2 ∈ R and s1, s2 ∈ S are distinct, then c(u1u2; v1v2) ∈ L(R,S).
Observe that c(u1, u2, u3) ∈ L(R,S) only if u1, u2, u3 ∈ R ∩ S.
Let G = (V,E) be a finite graph. If P is an oriented path in G from u2 to u1, then
∂(P ) := u1 − u2 ∈ Z〈V 〉.
If R1, R2 ⊆ V , an (R1;R2)-linkage in G is a pair of disjoint paths (P1, P2) in G such that, for i = 1, 2, Pi
connects vertices in Ri. Let u1, u2, v1, v2 be vertices in V . A (u1u2; v1v2)-linkage in G is a pair of disjoint
paths (P1, P2) inG such that P1 connects u1 and u2, and P2 connected v1 and v2 . IfR1, R2 ⊆ V , we denote
by P (G;R1, R2) the span of all ∂(P1)⊗ ∂(P2) ∈ Z〈R1〉 ⊗Z〈R2〉 where (P1, P2) are (R1;R2)-linkages in
G. Here we give P1 and P2 arbitrary orientations. Clearly, P (G;R1, R2) ⊆ L(R1, R2).
A separation of a graph G is a pair (G1, G2) of subgraphs with G1 ∪G2 = G and E(G1) ∩E(G2) = ∅.
The width of a separation (G1, G2) is k := V (G1 ∩G2). We call a separation of width k a k-separation.
Let R,S ⊆ V . We call a 2-separation (G1, G2) of G a sided (R,S)-separation if |V (G2)−V (G1)| > 0,
(V (G1) − V (G2)) ∩ S = ∅, and G1 − V (G2) contains at least two vertices u1, u2 from R and there are
(u1w1;u2w2)- and (u1w2;u2w1)-linkages in G1, where {w1, w2} = V (G1 ∩ G2). A graph G is (R,S)-
connected if G is 2-connected and G has no sided (R,S)- and no sided (S,R)-separations.
LetG = (V,E) be a graph. IfX ⊆ V , we denote byNG(X) the set of vertices in V −X that are adjacent
to a vertex in X. If it is clear what graph we mean, we also write N(X) for NG(X). We call a family
A = {A1, . . . , Ak} of pairwise disjoint subsets of V separated if for 1 ≤ i 6= j ≤ k,N(Ai)∩Aj = ∅. IfA
is a separated family of subsets of V , we denote by p(G,A) the graph obtained from G by deleting Ai for
each i and adding new edges joining every pair of distinct vertices in N(Ai).
A nearly planar graph is a pair (G,A), where G = (V,E) is a graph and A = {A1, . . . , Ak} is a
separated family of subsets of V such that for each Ai, |N(Ai)| ≤ 3 and p(G,A) can be drawn in a closed
disc D with no pair of edges crossing and for each Ai with |N(Ai)| = 3, N(Ai) induces a facial triangle in
p(G,A). If, in addition, r1, . . . , rn are vertices in G such that ri 6∈ Aj for any Aj ∈ A and r1, . . . , rn occur
on the boundary of D in the specified order, then we say that (G,A, r1, . . . , rn) is nearly planar. If there is
no need to specify the family A, we also write (G, r1, . . . , rn) for (G,A, r1, . . . , rn).
Let t1, . . . , tn be a cyclic ordering and suppose R,S ⊆ {t1, . . . , tn} such that R ∪ S = {t1, . . . , tn}. We
say that R and S cross if R = S and |R| = 3, or there exist vertices u1, u2 ∈ R and vertices v1, v2 ∈ S
such that u1, v1, u2, v2 are distinct and occurring in this order in the cyclic ordering t1, . . . , tn.
In this paper, we prove the following theorem.
Theorem 1.1. Let G = (V,E) be a graph, let R,S ⊆ V and suppose G is (R,S)-connected. Then the
following are equivalent:
(1) L(R,S)− P (G;R,S) 6= ∅;
(2) there exists a cyclic ordering t1, . . . , tn of the vertices in R ∪ S such that R and S cross and
(G, t1, . . . , tn) is nearly planar; and
(3) there exists a cyclic ordering t1, . . . , tn of the vertices in R∪ S such that R and S cross and, for all
z ∈ L(R,S), link(z; t1, . . . , tn) = 0 if and only if z ∈ P (G;R,S).
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2. ELEMENTARY TENSORS
An elementary (R,S)-tensor is a tensor of the form c(u1u2; v1v2) with u1, u2 ∈ R and v1, v2 ∈ S and
u1, u2, v1, v2 distinct, or a tensor of the form c(u1, u2, u3) with u1, u2, u3 ∈ R ∩ S and u1, u2, u3 distinct.
In this section, we show that each element in L(R,S) can be written as a sum of elementary (R,S)-tensors.
The proof follows the proof of Theorem 7 in [2].
Lemma 2.1. Let R,S be finite sets. Then L(R,S) is generated by elementary (R,S)-tensors.
Proof. Order the elements in R as r1, . . . , rk such that we start with the elements that also belong to S.
Similary, we order the elements in S as s1, . . . , sm such that we start with the elements that also belong to
R. For every c =
∑
r∈R,s∈S c(r⊗s)r⊗s ∈ L(R,S), we define the height of c as the minimum of i+j over
c(ri ⊗ sj) 6= 0. Suppose for a contradiction that there exists a c ∈ L(R,S) that is not a sum of elementary
(R,S)-tensors. Choose such a c whose height is maximal. Then the height of c is not greater than k +m.
Let i and j with c(ri ⊗ sj) 6= 0 and i + j minimum. Let ri′ ∈ R be an element unequal to ri such that
c(ri′⊗sj) 6= 0, and let sj′ ∈ S be an element unequal to sj such that c(ri⊗s
′
j) 6= 0. Then ri 6= sj , ri 6= sj′,
and ri′ 6= sj .
Suppose that ri′ 6= sj′ . Then c
′ = c − c(ri ⊗ sj)c(riri′ ; sjsj′) ∈ L(R,S) is not a sum of elementary
(R,S)-tensors. As the height of c′ is larger than the height of c, we obtain a contradiction.
Therefore ri′ = sj′. Then, by choice of the ordering the elements r1, . . . , rk and s1, . . . , sm and by the
minimality of i + j, ri ∈ S and sj ∈ R. So each of ri, sj , ri′ = sj′ belongs to both R and S. Then
c′ = c− c(ri ⊗ sj)c(ri, sj , ri′) ∈ L(R,S) is not a sum of elementary (R,S)-tensors. As the height of c
′ is
larger than the height of c, we obtain a contradiction. 
3. SUMS OF LINKAGES
Let G = (V,E) be a graph and let u1, u2, v1, v2 be distinct vertices of G. In this section, we show that
the existence of certain linkages in G implies that c(u1u2; v1v2) ∈ P (G;R,S).
Lemma 3.1. LetG = (V,E) be a graph and let R,S ⊆ V . Let u1, u2, u ∈ R and v1, v2 ∈ S. IfG contains
a (u1u; v1v2)- and a (uu2; v2v1)-linkage, then c(u1u2; v1v2) ∈ P (G;R,S).
Proof. Since G has a (u1u; v1v2)-linkage, c(uu1; v2v1) ∈ P (G;R,S). Since G has a (uu2; v2v1)-linkage,
c(uu2; v1v2) ∈ P (G;R,S). Then c(u1u2; v1v2) = c(u1u; v1v2) + c(uu2; v1v2) ∈ P (G;R,S). 
Lemma 3.2. Let G = (V,E) be a graph and let R,S ⊆ V . Let u1, u2, u ∈ R and v1, v2, v ∈ S. If G
contains a (u1u; v1v2)-, a (uu2; vv1)-, and a (u2u; v2v)-linkage, then c(u1u2; v1v2) ∈ P (G;R,S).
Proof. Since G contains a (u1u; v1v2)-linkage, c(uu1; v2v1) ∈ P (G;R,S). Since G contains a (uu2; vv1)-
linkage, c(u2u; v1v) ∈ P (G;R,S). Since G contains a (u2u; v2v)-linkage, c(uu2; vv2) ∈ P (G;R,S).
Then c(u1u2; v1v2) = c(uu1; v2v1) + c(u2u; vv1) + c(uu2; vv2) ∈ P (G;R,S). 
Lemma 3.3. Let G = (V,E) be a graph and let R,S ⊆ V . Let u1, u2, u ∈ R and v1, v2, v
′, v′′ ∈ S. If
G contains a (u2u1; v
′v1)-, a (uu2; v
′v2)-, a (uu1; v
′v1)-, a (uu1; v
′′v2)-, and a (uu1; v
′′v1)-linkage, then
c(u1u2; v1v2) ∈ P (G;R,S).
Proof. SinceG contains a (u1u2; v
′v1)-linkage, c(u1u2; v1v
′) ∈ P (G;R,S). SinceG contains a (uu2; v
′v2)-
linkage, c(u2u; v2v
′) ∈ P (G;R,S). Since G contains a (uu1; v
′v1)-linkage, c(uu1; v1v
′) ∈ P (G;R,S).
Since G contains a (uu1; v
′′v2)-linkage, c(uu1; v2v
′′) ∈ P (G;R,S). Since G contains a (uu1; v
′′v1)-
linkage, c(u1u; v1v
′′) ∈ P (G;R,S). Then c(u1u2; v1v2) = c(u1u2; v1v
′) + c(u2u; v2v
′) + c(uu1; v1v
′) +
c(uu1; v2v
′′) + c(u1u; v1v
′′) ∈ P (G;R,S). 
Lemma 3.4. Let G = (V,E) be a graph and let R,S ⊆ V . Let u1, u2 ∈ R ∩ S, let v1, v2 ∈ S, and
let u ∈ R. If G contains a (u1u; v1u2)-, a (uu2;u1v1)-, a (uu1;u2v2)-, and a (uu2;u1v2)-linkage, then
c(u1u2; v1v2) ∈ P (G;R,S).
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Proof. SinceG contains a (u1u; v1u2)-linkage, c(uu1; vu2) ∈ P (G;R,S). SinceG contains a (uu2;u1v1)-
linkage, c(uu2; v1u1) ∈ P (G;R,S). Since G contains a (uu1;u2v2)-linkage, c(uu1; v2u2) ∈ P (G;R,S).
Since G contains a (uu2;u1v2)-linkage, c(uu2; v2u1) ∈ P (G;R,S). Then c(u1u2; v1v2) = c(u1u; vu2) +
c(uu2; v1u1)− c(uu1; v2u2) + c(uu2; v2u1) ∈ P (G;R,S). 
4. LINKAGES IN NEARLY PLANAR GRAPHS
In this section, we prove the following theorem.
Theorem 4.1. Let G be a 2-connected graph and let R,S ⊆ V (G). If L(R,S) − P (G;R,S) 6= ∅,
then either G has a sided (R,S)-separation or a side (S,R)-separation, or there exists a cyclic ordering
w1, . . . , wn of the vertices in R ∪ S such that (G,w1, . . . , wn) is nearly planar and R and S cross.
If P is a path in a graph G = (V,E) connecting u and v, we also write that P is a u → v path in G. If
S ⊆ V and P is a path in G connecting u and a vertex in S, we also write that P is a u→ S path in G.
Let (G,A) be a nearly planar graph. We call an A ∈ A minimal if there is no collection H of pair-
wise disjoint subsets of A such that H 6= {A} and (G[A ∪ N(A)],H, a1, . . . , am) is nearly planar, where
{a1, . . . , am} = N(A). If every element of A is minimal, we say that A is minimal.
Lemma 4.2. Let (G,A; r1, . . . , rn) be a nearly planar graph. Let A ∈ A with |N(A)| = 3 and A minimal,
let {u1, u2, u3} = N(A), and let u ∈ A. Then G[A ∪N(A)] contains a (u1u2;u3u)-, a (u1u3;u2u)-, and
a (u1u;u2u3)-linkage.
Lemma 4.3. Let (G,A) be a nearly planar graph, where A is minimal. Let H = p(G,A) and let
u1, u2, v1, v2 be vertices of H . If H contains a (u1u2; v1v2)-linkage, then G contains a (u1u2; v1v2)-
linkage.
Proof. Let (P,Q) be a (u1u2; v1v2)-linkage in H . Replace each edge e of P and Q whose ends ue and ve
belong to N(A) for some A ∈ A by a ue → ve path T in G[A ∪ N(A)]. Let P
′ and Q′ be the resulting
paths. Then (P ′, Q′) is a (u1u2; v1v2)-linkage in G. 
Lemma 4.4. Let (G,A) be a nearly planar graph, whereA is minimal. LetH = p(G,A). Let u1, u2, v1, v2
be vertices of G, with u1, u2, v1 ∈ V (H) and v2 6∈ V (H). Let P be a u1 → u2 path in H , and let A ∈ A
with v2 ∈ A. Let r ∈ N(A) − V (P ) and suppose Q is a v1 → r path disjoint from P . Then G has a
(u1u2; v1v2)-linkage.
Proof. Suppose e is an edge of P whose ends ue and ve belongs toN(A). SinceA is minimal, A is minimal,
and so G[A ∪ N(A)] contains a (ueve;ur)-linkage (T1, T2). Replace the edge e in P by T1. Replace any
other edge f of P whose ends sf and tf belong to N(A
′) for some A′ ∈ A with A′ 6= A by a sf → tf
path T in G[A′ ∪ N(A′)]. Let P ′ be the resulting path. Replace each edge f of Q whose ends sf and tf
belong to N(A) for some A ∈ A by a sf → tf path T in G[A ∪N(A)]. Let Q
′ be the resulting path. Then
(P ′, Q′ ∪ T2) is a (u1u2; v1v2)-linkage in G. 
Let C be an oriented cycle of a graph G. If u, v ∈ V (C), we denote by C[u, v] the path in C when
traversing C from u to v in forward direction. By C(u, v) we denote C[u, v]− {u, v}.
Lemma 4.5. Let (G,A) be a nearly planar graph, where G is 2-connected and A is minimal, and let
R,S ⊆ V (G). Let H = p(G,A) and let C be an oriented cycle of H . Suppose that u1, u2, v1, v2 are
distinct vertices with u1, u2 ∈ R and v1, v2 ∈ S such that u1, v1, u2, v2 occurs in this order on C . Let B be
a component of G − V (C) that has a neighbor in C(v1, v2) and a neighbor in C(v2, v1). If B contains a
vertex of R, then c(u1u2; v1v2) ∈ P (G;R,S).
Proof. Let u ∈ R belong to B. Suppose first that u 6∈ A for all A ∈ A. Let P ′1 be a u1 → u path in
H−V (C[v1, v2]), and let P
′
2 be a u→ u2 path inH−V (C[v2, v1]). Then (P
′
1, C[v1, v2]) and (P
′
2, C[v2, v1])
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are (u1u, v1v2)- and (uu2; v2v1)-linkages inH , respectively. By Lemma 4.3,G contains a (u1u, v1v2)- and
a (uu2; v2v1)-linkage. By Lemma 3.1, c(u1u2; v1v2) ∈ P (G;R,S).
Suppose next that u ∈ A for some A ∈ A. Since B has a neighbor in C[v2, v1] and a neighbor in
C[v1, v2], N(A)− V (C[v2, v1]) 6= ∅ and N(A)− V (C[v1, v2]) 6= ∅. Let r ∈ N(A)− V (C[v2, v1]). Since
B has a neighbor in C[v2, v1] and a neighbor in C[v1, v2], there exists an r → u2 disjoint from C[v2, v1].
Hence H contains a (v1v2, ru2)-linkage. By Lemma 4.4, G contains a (v1v2, uu2)-linkage in G. In the
same way, G contains a (v1v2, uu1)-linkage. By Lemma 3.1, c(u1u2; v1v2) ∈ P (G;R,S). 
Lemma 4.6. Let (G,A, t1, . . . , tn) be a nearly planar graph, where G is 2-connected and A is minimal,
and let R,S ⊆ V (G) such that {t1, . . . , tn} ⊆ R ∪ S. Suppose u1, u2, v1, v2 are distinct vertices with
u1, u2 ∈ R and v1, v2 ∈ S such that u1, v1, u2, v2 occur in this order in the cyclic ordering t1, . . . , tn. Let
(H, t1, . . . , tn) = p(G,A, t1, . . . , tn) and let C be the cycle bounding the infinite face of a plane drawing
of H with the vertices t1, . . . , tn on C . Let B be a component of G − V (C) such that N(B) ⊆ C[v2, v1],
with at least one neighbor of B in C(v2, v1). Then at least one of the following holds:
(1) c(u1u2; v1v2) ∈ P (G;R,S),
(2) G has a sided (R,S)-separation or a sided (S,R)-separation,
(3) there exists a cyclic ordering w1, . . . , wn+1 with {t1, . . . , tn} ⊂ {w1, . . . , wn+1} ⊆ R∪S such that
t1, . . . , tn occur in this ordering in w1, . . . , wn+1 and (G,w1, . . . , wn+1) is nearly planar, or
(4) no vertex of B belongs to R ∪ S.
Proof. For each component K of G−V (C) such that N(K) ⊆ C[v2, v1] and at least one neighbor belongs
to C(v2, v1), let ri(K), i = 1, 2, be the neighbor of K in C[v2, v1] that is closer to vi. Choose a component
B of G − V (C) such that the length C[r2(B), r1(B)] is minimum. For i = 1, 2, let ri = ri(B). We may
assume that a vertex u ∈ R∪S belongs toB. LetA′ be the the family of all setsA ∈ A such thatA ⊆ V (B)
and let B′ = p(B,A′).
Suppose first that C(r2, r1) does not contain a vertex of R ∪ S. For i = 1, 2, let zi be the vertex of
{t1, . . . , tn} in C[r1, r2] closer to ri. Then C(z1, z2) has no vertices of {t1, . . . , tn}. Let the cyclic ordering
w1, . . . , wn+1 be obtained from t1, . . . , tn by adding u between z1 and z2. Then (G,w1, . . . , wn+1) is nearly
planar, {t1, . . . , tn} ⊂ {w1, . . . , wn+1} ⊆ R ∪ S, and t1, . . . , tn occur in this ordering in w1, . . . , wn+1 .
We may therefore assume that C(r2, r1) contains at least one vertex of R ∪ S.
Suppose that u ∈ R and C(r2, r1)∩S 6= ∅, or that u ∈ S and C(r2, r1)∩R 6= ∅. By symmetry, we may
assume that the former holds; let v be a vertex in C(r2, r1) ∩ S.
Suppose first that u 6∈ A for every A ∈ A. Let P0 be a u → u1 path in H − V (C[v1, v2]) and let Q0 =
C[v1, v2]. Then (P0, Q0) is a (uu1; v1v2)-linkage in H . By Lemma 4.3, G contains a (uu1; v1v2)-linkage.
Let P be an r2 → u path in B
′ that is internally disjoint from C[r2, r1] and let P1 be the concatenation
of P and C[u2, r2]. Let Q1 = C[v1, v]. Then (P1, Q1) is a (uu2; v1v)-linkage in H . By Lemma 4.3, G
contains a (uu2; v1v)-linkage. In the same way, we define the (uu2; v2v)-linkage (P2, Q2). By Lemma 3.2,
c(u1u2; v1v2) ∈ P (G;R,S).
We may therefore assume that u ∈ A for some A ∈ A. Suppose that N(A) − V (C) = ∅. Then
N(A) ⊆ V (C[v2, v1]) and r1, r2 ∈ N(A). Since v ∈ C(r1, r1), |N(A)| = 3. Let r ∈ N(A) − {r1, r2}
and let P be a r → u1 path in C(v2, v1). Then (P,C[v1, v2]) is a (ru1; v1v2)-linkage inH . By Lemma 4.4,
there exists a (uu1; v1v2)-linkage inG. Since (C[r1, u2], C[v2, v]) is a (r1u2; vv2)-linkage inH ,G contains
a (uu2; v2v)-linkage, by Lemma 4.4. Since (C[u2, r2], C[v, v1]) is a (u2r2; vv1)-linkage in H , G contains
a (u2u; vv1)-linkage. By Lemma 3.2, c(u1u2; v1v2) ∈ P (G;R,S).
Suppose next that N(A) − V (C) 6= ∅. Let r ∈ N(A) − V (C). Let P be a r → r1 path in B
′
and let P0 be the concatenation of P and C[r1, u1]. Then (P0, C[v1, v2]) is a (ru1; v1v2)-linkage in H .
By Lemma 4.4, G contains a (uu1; v1v2)-linkage. Let P
′ be a r → r1 path in B
′ and let P1 be the
concatenation of P ′ and C[r1, u2]. Then (P1, C[v2, v]) is a (ru2; vv2)-linkage in H . By Lemma 4.4, G
contains a (uu2; vv2)-linkage. Let P
′′ be a r → r2 path and let P2 be the concatenation of P
′′ and C[u2, r2].
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Then (P2, C[v, v1]) is a (ru2; vv1)-linkage in H . By Lemma 4.4, G contains a (uu2; vv1)-linkage. By
Lemma 3.2, c(u1u2; v1v2) ∈ P (G;R,S).
Suppose next that B and C(r2, r1) contain no vertex of R, but that C(r2, r1) contains a vertex of S, or
that B and C(r2, r1) contain no vertex of S, but that C(r2, r1) contains a vertex of R. We may assume
that B and C(r2, r1) contain no vertex of R, but that C(r2, r1) contains a vertex v ∈ S. Since B contains
a vertex R ∪ S, B contains a vertex u ∈ S. Let V1 be the set of vertices w in G such that there exists a
w → {u, v} path that is internally disjoint from {r1, r2}. Let V2 = V (G)−(V1−{r1, r2}). LetG1 = G[V1]
and let G2 = G[V2]. Then (G1, G2) is a 2-separation. It remains to show that G1 contains a (r1u, r2v)- and
a (r2u; r1v)-linkage.
Suppose u 6∈ A for all A ∈ A. Since C[r2, r1] ∪ B
′ contains a (ur1; vr2)-linkage, G1 contains a
(ur1; vr2)-linkage. In the same way, G1 contains a (ur2; vr1)-linkage. Suppose next that u ∈ A for some
A ∈ A. IfN(A)−V (C) 6= ∅, let r ∈ N(A)−V (C). Since C[r2, r1]∪B
′ contains a (rr1; vr2)-linkage, G1
contains a (ur1; vr2)-linkage, by Lemma 4.4. In the same way, G1 contains a (ur2; vr1)-linkage. Suppose
next that N(A)−V (C) = ∅. Let r1, r2 ∈ N(A). Let r3 ∈ N(A)−{r1, r2}. By Lemma 4.2,G[A∪N(A)]
contains a (ur2; r3r1)-linkage and a (ur1; r3r2)-linkage. Hence G1 contains a (ur2; vr1)- and a (ur1; vr2)-
linkage. 
Lemma 4.7. Let (G,A) be a nearly planar graph, whereG is 2-connected, and let R,S ⊆ V (G). LetH =
p(G,A) and let C be an oriented cycle of H . Suppose u1, v1, u2, v2 are distinct vertices with u1, u2 ∈ R
and v1, v2 ∈ S such that u1, v1, u2, v2 occurs in this order on C . Let B be a component of G− V (C) such
that N(B) = {v1, v2}. If B contains a vertex of R and both C(v2, v1) and C(v1, v2) contain a vertex of S,
then c(u1u2; v1v2) ∈ P (G;R,S).
Proof. Let u ∈ V (B) ∩R, and let v′, v′′ ∈ S be vertices in C(v2, v1) and C(v1, v2), respectively.
We first assume that u1 6∈ S or u2 6∈ S. By symmetry, we may assume that u1 6∈ S. By symmetry,
we may assume that v′ is on C(u1, v1). Let P1 = C[u2, u1] and let Q1 = C[v
′, v1]. Hence G contains a
(u2u1; v
′v1)-linkage. Let S2 be a u→ v1 path in B \ {v2}, and let P2 be the concatenation of C[v1, u2] and
S2. Let Q2 = C[v2, v
′]. Hence G contains a (uu2; v
′v2)-linkage. Let S3 be a u → v2 path in B \ {v1},
and let P3 be the concatenation of C[v2, u1] and S3. Let Q3 = C[v
′, v1]. Hence G contains a (uu1; v
′v1)-
linkage. Let S4 be a u → v1 path in B \ {v2}, and let P4 be the concatenation of S4 and C[u1, v1]. Let
Q4 = C[v
′′, v2]. Hence G contains a (uu1; v
′′v2)-linkage. Let S5 be a u → v2 path in B \ {v1}, and let P5
be the concatenation of S5 and C[u1, v2]. Let Q5 = C[v1, v
′′]. Hence G contains a (uu1; v
′′v1)-linkage. By
Lemma 3.3, c(u1u2; v1v2) ∈ P (G;R,S).
Next we assume that u1, u2 ∈ S. Let P1 be a u1 → u path in C[u1, v2] ∪ (B \ {v1}) and let Q1 =
C[v1, u2]. Hence G contains a (u1u; v1u2)-linkage. Let P2 be a u2 → u path in C[u2, v2] ∪ (B \ {v1})
and let Q2 = C[u1, v1]. Hence G contains a (uu2;u1v1)-linkage. Let P3 be a u1 → u path in C[u1, v1] ∪
(B \ {v2}) and let Q3 = C[u2, v2]. Hence G contains a (uu1;u2v2)-linkage. Let P4 be a u2 → u path in
C[v1, u2] ∪ (B \ {v2}) and let Q4 = C[v2, u1]. Hence G contains a (uu2;u1v2)-linkage. By Lemma 3.4,
c(u1u2; v1v2) ∈ P (G;R,S). 
Lemma 4.8. Let (G,A) be a nearly planar graph, where G is 2-connected, and let R,S ⊆ V (G). Let
H = p(G,A) and let C be an oriented cycle bounding the infinite face of a plane drawing of H . Suppose
u1, v1, u2, v2 are distinct vertices with u1, u2 ∈ R and v1, v2 ∈ S such that u1, v1, u2, v2 occurs in this
order on C . Let B be a component of G − V (C) such that N(B) = {v1, v2}. Then at least one of the
following holds:
(i) c(u1u2; v1v2) ∈ P (G;R,S),
(ii) G has a sided (R,S)-separation or a sided (S,R)-separation, or
(iii) no vertex of B belongs to R ∪ S.
Proof. Suppose first that B contains a vertex of S. Then, by Lemma 4.5, c(u1u2; v1v2) ∈ P (G;R,S).
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Suppose next that B contains a vertex of R. If both C(v1, v2) and C(v2, v1) contain a vertex of S, then,
by Lemma 4.7, c(u1u2; v1v2) ∈ P (G;R,S). Suppose C(v1, v2) or C(v2, v1) contains no vertex of S; say
C(v2, v1) contains no vertex of S. LetG1 be the subgraph ofG consisting of all vertices and edges reachable
by a path from {u1} ∪ V (B) that has no vertex in {v1, v2}, and let G2 := G[(V (G) \ V (G1)) ∪ {v1, v2}].
Since G1 contains a (uv1;u1v2)- and a (uv2;u1v1)-linkage, (G1, G2) is a sided (R,S)-separation of G.
The case where C(v1, v2) contains no vertex of S is similar. 
Lemma 4.9. Let (G,A, t1, . . . , tn) be a nearly planar graph, where G is 2-connected and A is minimal,
and let R,S ⊆ V (G) such that {t1, . . . , tn} ⊆ R ∪ S. Suppose that t1, . . . , tn contains distinct vertices
u1, v1, u2, v2 in this order, where u1, u2 ∈ R and v1, v2 ∈ S. Let (H, t1, . . . , tn) = p(G,A, t1, . . . , tn) and
let C be the cycle bounding the infinite face of a plane drawing ofH with t1, . . . , tn on C . If {t1, . . . , tn} ⊂
R ∪ S, then at least one of the following holds:
(i) c(u1u2; v1v2) ∈ P (G;R,S),
(ii) there exists a sided (R,S)-separation or a side (S,R)-separation, or
(iii) there exists a cyclic ordering w1, . . . , wn+1 with {t1, . . . , tn} ⊂ {w1, . . . , wn+1} ⊆ R ∪ S such that
t1, . . . , tn occur in this ordering in w1, . . . , wn+1 and (G,w1, . . . , wn+1) is nearly planar.
Proof. Suppose {t1, . . . , tn} ⊂ R ∪ S. If no component B of G − V (C) contains a vertex of R ∪ S, then
R∪S ⊆ V (C). We may assume that a component B of G−V (C) contains a vertex u of R; the case where
a component B of G − V (C) contains a vertex v in S is similar. If a neighbor of B belongs to C(v1, v2)
and a neighbor of B belongs to C(v2, v1), then, by Lemma 4.5, c(u1u2; v1v2) ∈ P (G;R,S).
We may therefore assume that N(B) ⊆ C[v2, v1]. Suppose N(B) = {v1, v2}. By Lemma 4.8,
c(u1u2; v1v2) ∈ P (G;R,S) or G has a sided (R,S)-separation or a sided (S,R)-separation.
We may therefore assume that a neighbor of B belongs to C(v2, v1). By Lemma 4.6, c(u1u2; v1v2) ∈
P (G;R,S), G has a sided (R,S)-separation or a sided (S,R)-separation, or there exists a cyclic ordering
w1, . . . , wn+1 with {t1, . . . , tn} ⊂ {w1, . . . , wn+1} ⊆ R ∪ S such that (G,w1, . . . , wn+1) is nearly planar
and t1, . . . , tn occur in this ordering in w1, . . . , wn+1. 
Lemma 4.10. Let G be a 2-connected graph and let R,S ⊆ V , where R ∪ S has at least four vertices.
Let u1, u2, u3 ∈ R ∩ S be distinct vertices. Suppose c(u1, u2, u3) 6∈ P (G;R,S). Then there exist dis-
tinct vertices u4, u5 ∈ R and distinct vertices v1, v2 ∈ S such that c(u4u5; v1v2) 6∈ P (G;R,S) and
c(u1, u2, u3) + c(u4u5; v1v2) ∈ P (G;R,S).
Proof. Since R ∪ S has at least four vertices, there exists a vertex v ∈ R ∪ S distinct from u1, u2, u3.
By symmetry, we may assume that v ∈ R. Since G is 2-connected, there exist two vertex-disjoint paths
P1, Q1 from {v, u1} to {u2, u3} and two vertex-disjoint paths P2, Q2 from {v, u2} to {u1, u3}. Let v and
z2 ∈ {u2, u3} be the ends of P1, and let z1 and z3 be the ends of Q1. Let v and z1 be the ends of P2, and let
z2 and z3 be the ends of Q2. Then {z1, z2, z3} = {u1, u2, u3}, and
c(vz2; z1z3) + c(vz1; z3z2) = c(z1, z2, z3) + c(vz3; z1z2).
Since either c(z1, z2, z3) = c(u1, u2, u3) or c(z1, z2, z3) = −c(u1, u2, u3), c(z1, z2, z3) 6∈ P (G;R,S).
Since c(vz2; z1z3), c(vz1; z3z2) ∈ P (G;R,S), we obtain that c(vz3; z1z2) 6∈ P (G;R,S). 
In the proof of the Theorem 4.1, we use the following theorem; see [1].
Theorem 4.11. Let G = (V,E) be a graph and let s1, s2, t1, t2 be vertices of G. Then G contains no
(s1t1; s2t2)-linkage if and only if (G; s1, s2, t1, t2) is nearly planar.
Proof of Theorem 4.1. Since L(R,S) − P (G;R,S) 6= ∅, there exist vertices u1, u2 ∈ R and vertices
v1, v2 ∈ S such that c(u1u2; v1v2) ∈ L(R,S) − P (G;R,S), or there exists vertices u1, u2, u3 ∈ R ∩ S
such that c(u1, u2, u3) ∈ L(R,S)− P (G;R,S), by Lemma 2.1.
If c(u1, u2, u3) ∈ L(R,S)−P (G;R,S) and |R∪S| = 3, then (G;u1, u2, u3) is nearly planar andR and
S cross. If c(u1, u2, u3) and |R ∪ S| > 3, then there exist vertices u4, u5 ∈ R and vertices v1, v2 ∈ S such
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that c(u4u5; v1v2) ∈ L(R,S) − P (G;R,S), by Lemma 4.10. Hence we may assume that c(u1u2; v1v2) 6∈
P (G;R,S). By Theorem 4.11, (G;u1, v1, u2, v2) is nearly planar. By Lemma 4.9, either G has a sided
(R,S)-separation or a side (S,R)-separation, or there exists a cyclic ordering w1, . . . , wn of the vertices in
R ∪ S such that u1, v1, u2, v2 occur in this order in w1, . . . , wn and (G,w1, . . . , wn) is nearly planar. Also
R and S cross. 
5. PROOF OF THEOREM 1.1
Lemma 5.1. Let (G,A, r1, . . . , rn) be a 2-connected nearly planar graph. If u1, u2, v1, v2 are distinct
vertices occurring in this order in r1, . . . , rn, then there exists a (u1u2; v1v2)-linkage in G.
Lemma 5.2. Let (G,A, t1, . . . , tn) be a 2-connected nearly planar graph, and let R,S ⊆ {t1, . . . , tn}.
Suppose u1, v1, u2, v2 ∈ R ∩ S. If u1, v1, u2, v2 are distinct vertices occurring in this order in t1, . . . , tn,
then c(u1u2; v1v2) + c(v1v2;u1u2) ∈ P (C;R,S).
Proof. Since (G,A, t1, . . . , tn) is 2-connected, G contains a (u1v1;u2v2)-linkage, a (v1u2; v2u1)-linkage,
a (u2v2;u1v1)-linkage, and a (v2u1; v1u2)-linkage Hence c(v1u1; v2u2) ∈ P (G;R,S), c(u2v1;u1v2) ∈
P (G;R,S), c(v2u2; v1u1) ∈ P (G;R,S), and c(u1v2;u2v1) ∈ P (G;R,S). Then
c(u1u2; v1v2) + c(v1v2;u1u2) = c(v1u2; v2u2)− c(u2v1;u1v2) + c(v2u2; v1u1)− c(u1v2;u2v1),
and hence c(u1u2; v1v2) + c(v1v2;u1u2) ∈ P (C;R,S). 
Lemma 5.3. Let (G,A, t1, . . . , tn) be a 2-connected nearly planar graph, and let R,S ⊆ {t1, . . . , tn}.
Suppose that u1, u2, u1, u2 ∈ R and v1, v2, v1, v2 ∈ S. If u1, v1, u2, v2 are distinct vertices, occurring in
this order in t1, . . . , tn, and u1, v1, u2, v2 are distinct vertices, occurring in this order in t1, . . . , tn, then
c(u1u2; v1v2)− c(u1u2; v1v2) ∈ P (G;R,S).
Proof. Suppose for a contradiction that the statement of the lemma is false. Choose the sequences u1, v1, u2, v2
and u1, v1, u2, v2 such that c(u1u2; v1v2)− c(u1u2; v1v2) 6∈ P (G;R,S).
If {u1, u2} = {v1, v2} and {v1, v2} = {u1, u2}, then, by Lemma 5.2, c(u1u2; v1v2) − c(u1u2; v1v2) ∈
P (G;R,S). We may therefore assume that {u1, u2} 6= {v1, v2} or {v1, v2} 6= {u1, u2}. By symmetry,
we may assume that u1 6∈ {v1, v2}. Furthermore, by symmetry we may also assume that u1 is a vertex in
between v2 and v1 in the cyclic ordering t1, . . . , tn. Since (G,A, t1, . . . , tn) is 2-connected, G contains a
(u1u1; v1v2)-linkage. Hence
c(u1u1; v1v2) ∈ P (G;R,S),
and therefore
c(u1u2; v1v2)− c(u1u2; v1v2)− c(u1u1; v1v2) 6∈ P (G;R,S).
Since
c(u1u2; v1v2)− c(u1u2; v1v2) = c(u1u2; v1v2)− c(u1u2; v1v2)− c(u1u1; v1v2),
we obtain
c(u1u2; v1v2)− c(u1u2; v1v2) 6∈ P (G;R,S).
We may therefore assume that u1 = u1. Since u1, v1, u2, v2 and u1, v1, u2, v2 occur in the same ordering in
t1, . . . , tn, either v1 is between u1 and u2 in the cyclic ordering t1, . . . , tn or v2 is between u2 and u1 in the
cyclic ordering t1, . . . , tn. We may assume that v1 is between u1 and u2 in the cyclic ordering t1, . . . , tn.
Since (G,A, t1, . . . , tn) is 2-connected, G contains a (u1u2; v1v1)-linkage. Hence
c(u1u2; v1v1) ∈ P (G;R,S),
and therefore
c(u1u2; v1v2)− c(u1u2; v1v2)− c(u1u2; v1v1) 6∈ P (G;R,S).
Since
c(u1u2; v1v2)− c(u1u2; v1v2) = c(u1u2; v1v2)− c(u1u2; v1v2)− c(u1u2; v1v1),
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we obtain
c(u1u2; v1v2)− c(u1u2; v1v2) 6∈ P (G;R,S).
We may therefore assume that v1 = v1. In the same manner, u2 = u2 and v2 = v2. This is a contradiction.

Proof of Theorem 1.1. (1) =⇒ (2) Suppose L(R,S) − P (G;R,S) 6= ∅. Since G is (R,S)-connected,
there exists a cyclic ordering t1, . . . , tn of the vertices of R∪S such that (G, t1, . . . , tn) is nearly planar and
R and S cross, by Theorem 4.1.
(2) =⇒ (3) Suppose (G, t1, . . . , tn) is nearly planar and R and S cross. Suppose first that R = S
and |R| = 3. Then P (G;R,S) = {0} and L(R,S) is generated by c(u1, u2, u3), where u1, u2, u3 are
the vertices in R. Since link(c(u1, u2, u3); t1, . . . , tn) ∈ {−2, 2}, we see that in this case, for all z ∈
L(R,S), link(z; t1, . . . , tn) = 0 if and only if z ∈ P (G;R,S). Suppose next that |R ∪ S| > 3. Let
c ∈ L(R,S) with link(c; t1, . . . , tn) = 0. By Lemma 2.1, c =
∑m
i=1 ci, where each ci is an elementary
(R,S)-tensor. Observe that link(c; t1, . . . , tn) =
∑m
i=1 link(ci; t1, . . . , tn) and, for each elementary (R,S)-
tensor d, link(d; t1, . . . , tn) ∈ {−2, 0, 2}. If link(cj ; t1, . . . , tn) 6= 0 for some j ∈ {1, . . . ,m}, then there
exists an ck such that link(ck; t1, . . . , tn) = − link(cj ; t1, . . . , tn). Then link(cj − ck; t1, . . . , tn) = 0. By
Lemmas 5.3 and 4.10, cj − ck ∈ P (G;R,S). Hence c ∈ P (G;R,S).
Conversely, if c ∈ P (G;R,S), then c =
∑
i ci, where each ci is of the form c(u1u2; v1v2) with
u1, u2, v1, v2 distinct, and u1, u2 ∈ R and v1, v2 ∈ S, such that there exists an (u1u2; v1v2)-linkage in G.
Since link(c(u1u2; v1v2); t1, . . . , tn) = 0 if there exists an (u1u2; v1v2)-linkage in G, link(c; t1, . . . , tn) =
0.
(3) =⇒ (1) Suppose that there exists a cyclic ordering t1, . . . , tn of the vertices in R ∪ S such that R
and S cross and, for all z ∈ L(R,S), link(z; t1, . . . , tn) = 0 if and only if z ∈ P (G;R,S). Since R and S
cross, either R = S and |R| = 3, or there exist vertices u1, u2 ∈ R and v1, v2 ∈ S such that u1, v1, u2, v2
are distinct and occur in this order in the cyclic ordering t1, . . . , tn. If R = S and |R| = 3, let u1, u2, u3 be
the vertices of R. Then c(u1, u2, u3) 6∈ P (G;R,S). Suppose next that there exist vertices u1, u2 ∈ R and
v1, v2 ∈ S such that u1, v1, u2, v2 are distinct, occurring in this order in the cyclic ordering t1, . . . , tn. Since
link(c(u1u2; v1v2); t1, . . . , tn) 6= 0, c(u1u2; v1v2) 6∈ P (G;R,S). 
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