We investigate a one-parametric class of merit functions for the secondorder cone complementarity problem (SOCCP) which is closely related to the popular Fischer-Burmeister (FB) merit function and natural residual merit function. In fact, it will reduce to the FB merit function if the involved parameter τ equals 2, whereas as τ tends to zero, its limit will become a multiple of the natural residual merit function. In this paper, we show that this class of merit functions enjoys several favorable properties as the FB merit function holds, for example, the smoothness. These properties play an important role in the reformulation method of an unconstrained minimization or a nonsmooth system of equations for the SOCCP. Numerical results are reported for some convex second-order cone programs (SOCPs) by solving the unconstrained minimization reformulation of the KKT optimality conditions, which indicate that the FB merit function is not the best. For the sparse linear SOCPs, the merit function corresponding to τ = 2.5 or 3 works better than the FB merit function, whereas for the dense convex SOCPs, the merit function with τ = 0.1, 0.5 or 1.0 seems to have better numerical performance.
Introduction
We consider the conic complementarity problem of finding a vector ζ ∈ R n such that
where ·, · is the Euclidean inner product, F : R n → R n and G : R n → R n are the mappings assumed to be continuously differentiable throughout this paper, and K is the Cartesian product of second-order cones (SOCs). In other words,
where N, n 1 , . . . , n N ≥ 1, n 1 + · · · + n N = n, and
with · denoting the Euclidean norm and K 1 denoting the set of nonnegative reals R + . We will refer to (1)- (2) as the second-order cone complementarity problem (SOCCP). An important special case of the SOCCP corresponds to G(ζ ) = ζ for all ζ ∈ R n . Then (1) reduces to
which is a natural extension of the nonlinear complementarity problem (NCP) [7, 8] with K = R n + , the nonnegative orthant cone of R n . Another important special case corresponds to the KKT optimality conditions of the convex second-order cone program (CSOCP):
where g : R n → R is a convex twice continuously differentiable function, A ∈ R m×n has full row rank and b ∈ R m . From [4] , we know that the KKT conditions of (4), which are sufficient but not necessary for optimality, can be reformulated as (1) with
wherex ∈ R n is any point such that Ax = b. When g is linear, the CSOCP reduces to the linear SOCP which arises in numerous applications in engineering design, finance, robust optimization, and includes as special cases convex quadratically constrained quadratic programs and linear programs; see [1, 13] and references therein.
There have been various methods proposed for solving SOCPs and SOCCPs. They include the interior-point methods [2, 3, 15, 16, 19] , the non-interior smoothing Newton methods [6, 9] , and the smoothing-regularization method [11] . Recently, there was an alternative method [4] based on reformulating the SOCCP as an unconstrained minimization problem. In that approach, it aims to find a function ψ : R n × R n → R + satisfying ψ(x, y) = 0 ⇐⇒ x ∈ K, y ∈ K, x, y = 0, (6) so that the SOCCP can be reformulated as an unconstrained minimization problem min ζ ∈R n
f (ζ ) := ψ(F (ζ ), G(ζ )).
We call such ψ a merit function associated with the cone K. A popular choice of ψ is the Fischer-Burmeister (FB) merit function
where φ FB : R n × R n → R n is the vector-valued FB function defined by
with x 2 = x • x denoting the Jordan product between x and itself, x 1/2 being a vector such that (x 1/2 ) 2 = x, and x + y meaning the usual componentwise addition of vectors. The function ψ FB was studied in [4] and particularly shown to be continuously differentiable (smooth). Another popular choice of ψ is the natural residual merit function
where φ NR : R n × R n → R n is the vector-valued natural residual function given by φ NR (x, y) := x − (x − y) + with (·) + meaning the projection in the Euclidean norm onto K. The function φ NR was studied in [9, 11] which is involved in smoothing methods for the SOCCP. Compared with the FB merit function ψ FB , the function ψ NR has a drawback, i.e., its non-differentiability.
In this paper, we will investigate the following one-parametric class of functions
where τ is a fixed parameter from (0, 4) and φ τ : R n × R n → R n is defined by
Specifically, we prove that ψ τ is a merit function associated with K which is continuously differentiable everywhere with computable gradient formulas (see Propositions 3.1-3.3), and hence the SOCCP can be reformulated as an unconstrained smooth minimization
Also, we show that every stationary point of f τ solves the SOCCP under the condition that ∇F and −∇G are column monotone (see Proposition 4.1). Observe that φ τ reduces to φ FB when τ = 2, whereas its limit as τ → 0 becomes a multiple of φ NR .
Thus, this class of merit functions has a close relation to two of the most important merit functions so that a closer look and study for it is worthwhile. In addition, this study is motivated by the work [12] where φ τ was used to develop a nonsmooth Newton method for the NCP. This paper is mainly concerned with the merit function approach based on the unconstrained minimization problem (11) . Numerical results are also reported for some convex SOCPs, which indicate that ψ τ can be an alternative for ψ FB if a suitable τ is selected.
Throughout this paper, R n denotes the space of n-dimensional real column vectors, and R n 1 × · · · × R n m is identified with R n 1 +···+n m . Thus, (x 1 , . . . , x m ) ∈ R n 1 × · · · × R n m is viewed as a column vector in R n 1 +···+n m . The notation I denotes an identity matrix of suitable dimension, and int(K n ) denotes the interior of K n . For any differentiable mapping F : R n → R m , ∇F (x) ∈ R n×m denotes the transposed Jacobian of F at x. For a symmetric matrix A, we write A O (respectively, A O) to mean A is positive semidefinite (respectively, positive definite). For nonnegative α and β, we write α = O(β) to mean α ≤ Cβ, with C > 0 independent of α and β. Without loss of generality, in the rest of this paper we assume that K = K n (n > 1). All analysis can be carried over to the general case where K has the structure as (2) . In addition, we always assume that τ satisfies 0 < τ < 4.
Preliminaries
It is known that K n (n > 1) is a closed convex self-dual cone with nonempty interior
For any x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ R × R n−1 , the Jordan product of x and y is defined by
The Jordan product, unlike scalar or matrix multiplication, is not associative, which is a main source on complication in the analysis of SOCCP. The identity element under this product is e :
We call this y the inverse of x and denote it by x −1 . For each
It is easily verified that
We next recall from [9] that each x = (x 1 , x 2 ) ∈ R × R n−1 admits a spectral factorization, associated with K n , of the form
where λ 1 (x), λ 2 (x) and u (1) x , u (2) x are the spectral values and the associated spectral vectors of x given by
if x 2 = 0, and otherwisex 2 being any vector in R n−1 such that x 2 = 1. If x 2 = 0, the factorization is unique. The spectral factorization of x has various interesting properties; see [9] . We list three properties that will be used later.
Smoothness of the function ψ τ
In this section we will show that ψ τ defined by (9) is a smooth merit function. First, by Properties 2.1(a) and (b), φ τ and ψ τ are well-defined since for any x, y ∈ R n , we can verify that
The following proposition shows that ψ τ is indeed a merit function associated with K n .
Proposition 3.1 Let ψ τ and φ τ be given as in (9) and (10), respectively. Then,
Proof The first equivalence is clear by the definition of ψ τ . We consider the second one. "⇐". Since x ∈ K, y ∈ K and x, y = 0, we have x • y = 0. Substituting it into the expression of φ τ (x, y) then yields that φ τ (x, y) = (
φ FB (x, y) = 0. From Proposition 2.1 of [9] , it then follows that x ∈ K n , y ∈ K n and x, y = 0.
In what follows, we focus on the proof of the smoothness of ψ τ . We first introduce some notation that will be used in the sequel. For any
Then, w ∈ K n and z ∈ K n . Moreover, by the definition of Jordan product,
Let λ 1 (w) and λ 2 (w) be the spectral values of w. By Property 2.1(b), we have that 
Lemma 3.1 For any
If, in addition, (x, y) = (0, 0), then w 2 = 0, and furthermore, (15) and [4, Lemma 3.2] yields
, y
From these equalities, we readily get the results in (19) . By Lemma 3.1, when w / ∈ int(K n ), the spectral values of w are calculated as follows:
If (x, y) = (0, 0) also holds, then using (18), (20) and (22) yields that
This specific expression will be employed in the proof of the following main result.
Proposition 3.2 The function ψ τ given by (9) is differentiable at every
and ξ (1) , ξ (2) be the spectral vectors. Then,
In addition, from the definition of spectral value, it follows that
Now combining the last two equations, we have
This together with ∇ x ψ τ (x, y) = ∇ x φ τ (x, y)φ τ (x, y) proves the first formula of (24). For the symmetry of x and y in ψ τ , the second formula also holds.
Case (3):
where the second equality uses the fact that z 2 = z 2 , e for any z ∈ R n . Since
Then we can compute that
Since λ 2 (w) > 0 and w 2 (x, y) = 0, the first term on the right-hand side of (26) is differentiable at (x , y ) = (x, y). Now, we claim that the second term is o( x − x + y − y ), i.e., it is differentiable at (x, y) with zero gradient. To see this, notice that w 2 (x, y) = 0, and hence
Thus, the firstorder Taylor's expansion of μ 1 at (x, y) yields
Also, since w 2 (x, y) = 0, by the product and quotient rules for differentiation, the function
is differentiable at (x , y ) = (x, y), and it has value 0 at (x , y ) = (x, y) due to
Hence, the function in (27) is O( x − x + y − y ) in magnitude, which together with μ 1 = O( x − x + y − y ) shows that the second term on the right-hand side of (26) is
Thus, we have shown that ψ τ is differentiable at (x, y). Moreover, we see that 2∇ψ τ (x, y) is the sum of the gradient of x 2 + y 2 + (τ − 2) x , y + x + y 2 and the gradient of the first term on the right-hand side of (26), evaluated at (x , y ) = (x, y). The gradient of x 2 + y 2 + (τ − 2) x , y + x + y 2 with respect to x , evaluated at (x , y ) = (x, y), is 2x + (τ − 2)y + 2(x + y). The derivative of the first term on the right-hand side of (26) with respect to x 1 , evaluated at (x , y ) = (x, y), works out to be
where the equality follows from Lemma 3.1. Similarly, the gradient of the first term on the right of (26) with respect to x 2 , evaluated at (x , y ) = (x, y), works out to be
Then, combining the last two gradient expressions yields that
Using the fact that x 1 y 2 = y 1 x 2 and noting that φ τ can be simplified as the one in (23) under this case, we readily rewrite the above expression for ∇ x ψ τ (x, y) in the form of (25). By symmetry, ∇ y ψ τ (x, y) also holds as the form of (25). Proposition 3.2 shows that ψ τ is differentiable with a computable gradient. To establish the continuity of the gradient of ψ τ or the smoothness of ψ τ , we need the following two crucial technical lemmas whose proofs are provided in the Appendix.
Lemma 3.2 For any
for i = 1, 2. Furthermore, these relations also hold when interchanging x and y.
Lemma 3.3 For all
where C > 0 is a constant independent of x, y and τ , and · F denotes the Frobenius norm.
Proposition 3.3
The function ψ τ defined by (9) is smooth everywhere on R n × R n .
Proof By Proposition 3.2 and the symmetry of x and y in ∇ψ τ , it suffices to show that ∇ x ψ τ is continuous at every
the conclusion has been shown in Proposition 3.2. We next consider the other two cases.
are bounded with bound independent of x, y and τ , using the continuity of φ τ (x, y) immediately yields the desired result.
In subcase (2a), ∇ x ψ τ (x, y) is given by (25). Noting that the right-hand side of (25) is continuous at (a, b) , the desired result follows.
Next, we prove that ∇ x ψ τ (x, y) → ∇ x ψ τ (a, b) in subcase (2b). From (24), we have that
On the other hand, since (a, b) = (0, 0) and
and moreover from (20) it follows that
Using the equalities in (31), it is not hard to verify that
This together with the expression of ∇ x ψ τ (a, b) given by (25) yields
Comparing (29) with (32), we see that if we wish to prove
which is also equivalent to proving the following three relations
By the symmetry of x and y in (34) and (35), we only prove (34) and (36). Let
Then showing (34) and (36) reduces to proving the following relations hold as (x, y) → (a, b):
To verify (38), we take (x, y) sufficiently near to (a, b). By (30), we may assume that (14) and (37), we can calculate that
Notice that, as (x, y) → (a, b), from equations (17) and (30)-(31) it follows that
In addition, by the proof of Lemma 3.1, we also have
and b
Thus, from the last two equations and the expression of z given by (18), we have
On the other hand, for the second term in the right-hand side of (40), we can compute that
Since 
In addition, by the expression of z, we can compute that
By (42), the first term on the right-hand side of (47) tends to y) → (a, b) , while the second term is bounded since
by Lemma 3.2. Combining with (45), (46) and (41) yields the second relation in (38). Hence, (34) holds. Now, we focus on the proof of (40). Let u = x − y and v = y + τ −2 2 x. From (14) and (37),
2 due to Lemma 3.1. This together with (42) implies that
We next prove that the second term in the right-hand side of (48) tends to 0. By computing,
When (x, y) → (a, b), we have
In addition, by Lemma 3.2,
This means that
are uniformly bounded. Notice that
are also uniformly bounded. Therefore,
Combining with (50), we prove the first relation in (40). It remains to show the second relation in (40). Note that ξ 2 is given by (49). When (x, y) → (a, b), from (42) and (21),
From (42), the first term on the right-hand side of (53) converges to
when (x, y) → (a, b), while the second term is bounded since
Combining with (51), (52) and (49), we obtain the second relation in (40) which implies (36) holds. Thus, the proof is completed.
Unconstrained stationary points
In this section we consider the monotone SOCCP and show that every stationary point of unconstrained minimization (11) is a solution of the SOCCP. First, we prove the following important properties of ∇ψ τ , which will reduce to the results of [4, Lemma 4.2] when τ = 2.
Lemma 4.1 For any
Furthermore, the equality in (55) holds if and only if φ τ (x, y) = 0.
Proof When (x, y) = (0, 0), ∇ x ψ τ (x, y) = ∇ y ψ τ (x, y) = 0 by Proposition 3.2, and the conclusion is clear. We next consider the other two cases.
where, for simplicity, φ τ (x, y) is written as φ τ . This proves (54). Notice that
Let S be the symmetric part of (L y+
where
O by Proposition 3.4 of [9] . Consequently,
where the equality is due to
This implies (55). If the inequality in (55) holds with equality, then the above relation yields
. By (25), we can compute
where the last equality uses (23). This proves (54). Equation (55) holds since
where the inequality is due to
If (55) holds with equality, then either φ τ (x, y) = 0 or
In the second case, we have y 1 = 0 and x 1 ≥ 0, so that Lemma 3.1 yields y 2 = 0 and
In the third case, we have x 1 = 0 and y 1 ≥ 0, so that Lemma 3.1 yields x 2 = 0 and y 1 = y 2 . Thus, in the two cases, we have x, y = 0, x ∈ K n , y ∈ K n . Consequently, φ τ (x, y) = 0 by Proposition 3.1. Conversely, if φ τ = 0, then from (24) it follows that ∇ x ψ τ (x, y), ∇ y ψ τ (x, y) = 0. The proof is thus completed.
Next, we are in a position to establish another main result of this paper, that is, each stationary point of f τ solves the SOCCP under the condition that ∇F (ζ ) and −∇G(ζ ) are column monotone for any ζ ∈ R n .
Proposition 4.1 Let f τ be given by (11) . If F and G satisfies the condition (57), then for every
Proof By Lemma 4.1, using the same arguments as those of [4, Proposition 3] except that ψ FB and f FB are replaced by ψ τ and f τ yields the desired result, and we omit it.
From [7, p. 1014] or [14, p. 222] , A, B ∈ R n×n are column monotone if
By this, it is not hard to verify that, if ∇G(ζ ) is invertible, the condition (57) is equivalent to requiring that ∇G(ζ ) −1 ∇F (ζ ) O for any ζ ∈ R n . This implies that, for the SOCCP (3), the condition (57) is actually equivalent to F being monotone.
Numerical experiments
In this section, we use the merit function approach based on the unconstrained minimization (11) to solve convex SOCPs in the form of (4), and compare the numerical performance of the method corresponding to different τ ∈ (0, 4). Throughout the experiments, we adopted the Cholesky factorization of AA T to evaluate F, G in (5), which was completed via the Matlab routine chol. For the vectorx satisfying Ax = b, we computed it as a solution of min x Ax − b using Matlab's least square solver. All experiments were done at a PC of Pentium 4 with 2.8 GHz CPU and 512 MB memory, and the computer codes were all written in Matlab 6.5. In the experiments, we adopted the L-BFGS method, a limited-memory quasi-Newton method, with 5 limited-memory vector-updates to solve the minimization problem (11) . For the scaling matrix H 0 = γ I in the L-BFGS, we adopted γ = p T q/q T q as recommended by [17, p. 226] , where p := ζ − ζ old and q := ∇f τ (ζ ) − ∇f τ (ζ old ). To ensure convergence, we reverted to the steepest descent direction −∇f τ (ζ ) whenever the current direction d failed to satisfy q T d ≤ 10 −5 q · d . In addition, we used the nonmonotone line search as described in [10] to seek a suitable steplength, i.e., we computed the smallest nonnegative integer l such that
where d k denotes the direction in the k-th iteration generated by L-BFGS, ρ and σ are given parameters in the interval (0, 1), and W k is given by
and where, for a given nonnegative integerm and s, we set
Throughout the experiments, we chose the following parameters for the algorithm: ρ = 0.5, σ = 1.0e − 4,m = 5 and s = 5.
The starting point was set to be ζ init = 0, and the algorithm was stopped whenever the number of function evaluations for f τ is over 10000 or max{f
The first group of test instances is the linear SOCP from the DIMACS library [18] , in which A is sparse and g(x) = c T x. Numerical results are summarized in Table 1 , where the first row lists the name of the problem and the dimension (m, n) of A, NF denotes the number of function evaluations for solving each test problem, Gap means the absolute complementarity gap, i.e., the value of the function | F (ζ ), G(ζ ) | at the final iteration, and Cpu records the CPU time in second to reach termination condition for each test problem. For these test problems, we see from Table 1 that the merit function method has better numerical performance when τ ∈ [1.5, 3], whereas as τ → 0 or τ → 4, its numerical performance becomes worse, which is particularly remarkable for the more difficult problem "nb". Also, the method with τ = 1.5, 2.5 or 3 works better than with τ = 2.
The second group of test instances is the convex SOCP with dense A. To generate such test problems randomly, we consider the more realistic problem of minimizing a sum of the k largest Euclidean norms with a convex regularization term: min u≥0 k i=1 s [i] + h(u), where s [1] , . . . , s [r] In our tests, we set h(u) := Table 2 , in which the first row lists several groups of different (l, r, k), and the second row gives the dimension (m, n) of A.
For the dense test problems, we see from Table 2 that the merit function method with τ ∈ [0.1, 2.5] has better numerical performance, and as τ → 4 or τ → 0, its numerical performance also becomes much worse. Combining with the above experiment results, we may draw a conclusion that the function ψ τ with τ = 2 is not the best, and if the parameter τ is appropriately chosen, ψ τ can be an alternative for the FB merit function. For example, for the sparse linear SOCPs, the parameter τ = 2.5 or 3.0 is more satisfactory, whereas for the dense convex SOCPs, τ = 0.1, 0.5 or 1.0 seems to be more favorable.
Conclusions
We have considered a one-parametric class of merit functions for the SOCCP. We showed that ψ τ is continuously differentiable everywhere and shares the same favorable properties as the FB merit function ψ FB which was recently studied in [4] . Although the proof techniques used in this paper may look similar to those used in [4] , the algebraic analysis is indeed much harder and subtle since a generalization is considered. In addition, numerical results are reported for the merit function approach based on ψ τ by solving the sparse and dense convex SOCPs, which indicate that ψ τ can be an alternative for ψ FB when the parameter τ is appropriately chosen, as well as provides some helpful advices on the choice of τ . Thus, it is worthwhile to study other algorithms based on the class of functions. Another direction is to study the convergence properties which are seldom analyzed for the SOCCP. We will leave them as future research topics.
By the symmetry of x and y, the above results also hold when interchanging x and y.
Proof of Lemma 3.3 By the symmetry of x and y, it suffices to prove the first inequality in (28). Let x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ R × R n−1 with (x − y) 2 + τ (x • y) ∈ int(K n ). We will proceed the proof by the following two cases: (1) w 2 = 0 and (2) w 2 = 0.
Case ( 
