We consider a lattice gas in a periodic d-dimensional lattice of width γ −1 , γ > 0, interacting via a Kac's type interaction, with range 1 γ and strength γ d , and under the influence of a random one body potential given by independent, bounded, random variables with translational invariant distribution. The system evolves through a conservative dynamics, i.e. particles jump to nearest neighbor empty sites, with rates satisfying detailed balance with respect to the equilibrium measures. In [M. Mourragui, E. Orlandi, E. Saada, Macroscopic evolution of particles systems with random field Kac interactions, Nonlinearity 16 (2003) 2123-2147] it has been shown that rescaling space as γ −1 and time as γ −2 , in the limit γ → 0, for dimensions d 3, the macroscopic density profile ρ satisfies, a.s. with respect to the random field, a non-linear integral partial differential equation, having the diffusion matrix determined by the statistical properties of the external random field. Here we show an almost sure (with respect to the random field) large deviations principle for the empirical measures of such a process. The rate function, which depends on the statistical properties of the external random field, is lower semicontinuous and has compact level sets. © 2007 Elsevier Masson SAS. All rights reserved.
Introduction
Models where a stochastic contribution is added to the energy of the system naturally arise in condensed matter physics where the presence of the impurities causes the microscopic structure to vary from point to point. An extensive literature has been dedicated to study the equilibrium statistical properties of (spin) systems with external random field. The central question heatedly discussed in the 1980's in the physics community was whether the Random Field Ising model would show spontaneous magnetization at low temperature and weak disorder in dimension 3, or not. The problem was solved by Bricmont and Kupianen, [4] , who proved the existence of phase transition in d 3 for small magnitude of the random field, and Aizenman and Wehr, [1] , who proved that there is no phase transition in d = 2 for all temperatures. A more physical oriented review about Random Field Ising model is [22] . The Kac's potentials are two body interactions with range 1 γ and strength γ d , where γ > 0 is a dimensionless parameter which represents the ratio between microscopic and macroscopic lengths. When γ → 0, i.e. very long range compared with the interparticle spacing, the strength of the interaction becomes very weak, but in such a way that the total interaction between one particle and all the others is kept finite. They were introduced in [12] , and then generalized in [18] , to present a rigorous derivation of the van der Waals theory of a gas-liquid phase transition. In the last decade many authors studied the equilibrium statistical properties of systems with Kac potential for γ small but finite and the time evolution of the macroscopic density profile in particle systems interacting via long range Kac potential either in the case of conservative dynamics [17, 9, 10, 20] , or in the case of non-conservative dynamics [7] . For a review of various results concerning these models, see [11, 23, 3] . Random Field Kac models, in d = 1 and for γ small and fixed, have been recently studied in [5, 6] . The particle model studied in [21] and here is a dynamic version of lattice gases interacting via a two-body Kac interaction and subject to external random field given by independent bounded random variables with translational invariant distribution. The formal Hamiltonian we consider is given by where β is a positive parameter and η(x) ∈ {0, 1}, η(x) = 1 if there is a particle in x and η(x) = 0 means that the site is empty. The {α(x), x ∈ Z d } represents the external random field on the sites x. Given the Hamiltonian (1.1) there is a standard way, see for example [28, 16] , to construct a dynamic which conserves the number of particles and for which the invariant measures are given by the one parameter family of Gibbs measures associated to (1.1). More precise statements will be given in Section 2. The relevant features of the systems associated to (1.1) are the absence of translation invariance, for a given disorder configuration, and the non-validity of the so called gradient condition.
To establish the hydrodynamic limit one needs to show some version of Fick's law, namely to replace the microscopic current (i.e. the difference between the rate at which a particle jumps from site x to site y and the rate at which a particle jumps from site y to site x, x and y being nearest neighbors) by the gradient of the density field multiplied by the diffusion coefficient. Roughly speaking, the gradient condition says that the microscopic current is already the gradient of a function of the density field. Performing a diffusive scaling limit, in [21] , for almost all disorder, a law of large numbers when d 3 was established for the density field, starting from a sequence of measures associated to some initial density profile ρ 0 , 0 ρ 0 1. The equation obtained for the density field is the following non-local, non-linear partial differential equation
where the energy functional G(ρ) is a suitable non-linear integral functional, see (2.27 ) and 1 2 σ (ρ) is the mobility, see (2.22) , 1 or conductivity, of the system with only short range interaction, i.e. corresponding to β ≡ 0 in (1.1). 1 In the physical literature one writes the mobility as σ 1 (ρ) = 1 2 σ (ρ). We assumed this convection in [21] . So the σ (ρ) in [21] does correspond to 1 2 of the quantity denoted here with the same symbol.
Faggionato and Martinelli, [8] , proved for the process associated to (1.1) with β = 0, in the diffusive scaling limit the almost sure existence of the hydrodynamical limit. The result in [21] is obtained applying "a perturbation argument" based on their result. Since the original particle model cannot have more than one particle at a lattice site, σ (0) = σ (1) = 0, the solution ρ of (1.2) is bounded between 0 and 1. The control on the regularity of the mobility σ (·) is harder, so far only continuity has been proven, see [8] , even though from physical arguments one expects more regularity, see [13] , page 179. In the following we will assume, when needed, more regularity for σ (ρ). The main interest in studying models with Kac's type of interaction and local interaction, relies on the fact that one can derive the macroscopic equation for the conserved quantity even if the full system undergoes to phase transition, provide the local interaction which in the case at handle is given by the one body random interaction (i.e obtaining setting β = 0 in (1.1)), does not undergo to a phase transition. In this regime the equilibrium statistical properties of the full Hamiltonian do not matter. For more details on this issue we refer to [10] . We are interested in proving large deviations principles for the empirical random density of the process just described. For γ > 0 and for a realization of the random field let Q noneq γ be the process corresponding to the randomly evolving empirical density starting from some initial non-equilibrium state. The law of the large number derived in [21] tell us that for any reasonable nice set A of measure valued trajectories not containing ρ(t, r)dr, where ρ(t, ·) is the solution of the non-linear macroscopic equation (1.2) , almost surely with respect to the disorder, Q noneq γ
[A] → 0 as γ → 0. In this paper we can say how fast:
where I T is a suitable non-negative functional depending on the all process up to the time T and on the statistical properties of the random field. The ∼ denotes logarithmic equivalence as γ → 0. As it is well known, the rate functional I T (·) is determined by two distinct types of large deviations of the same order. The first one corresponds to large deviations from the initial state and it is quite simple to obtain. The second one derives from the stochastic character of the evolution. Suppose A = {π γ (·, dr) m(·, r) dr, t ∈ [0, T ]} where π γ (·, dr) is the local density, denotes closeness in some norm and m is a profile different from the solution ρ of the non-linear macroscopic equation (1.2) . We need to modify Q noneq γ so that the event A becomes typical. One possible choice is to drive the lattice gas by weak, slowly varying, space-time dependent external forces in such a way that the path measure t ∈ [0, T ] → m(t, ·) becomes typical. This is the standard choice in the case of gradient systems. For non-gradient systems the force must be configuration dependent (see [28] , page 248) to take in account that for these systems the response in the current to an external force field is partially delayed. Since we have an external random field, it might be random depending as well. A priori is not clear trough which mechanism the event under consideration should be made typical. Following Donsker and Varadhan to prove the upper bound for (1.3), we construct a family of mean 1 positive Q noneq γ -martingales that can be expressed as function of the empirical measures. The relevant positive martingales are obtained as small Markovian perturbations of the original process, i.e adding to the original process a slowly varying, space-time dependent external forces depending on the configuration and on the randomness. The scheme of our proof goes along the same pattern of [25] , where large deviations for a non-gradient version of Ginzburg-Landau model were proved and [26] where large deviations for the symmetric simple exclusion process in dimensions d 3 have been shown.
The proof of the lower bound relies on proving a law of large numbers for the empirical measures evolving according to a process obtained adding, as explained before, a weak driving force into the original system which depends on local configuration and on the randomness. The choice done is suggested by the variational formula for the diffusion matrix obtained in [8] . The random part can be felt only at microscopic level and it does not change the macroscopic limit. It is needed to reconstruct in the lower bound the microscopic part needed in the variational form of the mobility. Then one shows that upper bound and lower bound coincide. The final step is to prove that for an open set of paths A the inf μ(·,·)∈A I T ({μ}) does not change if the infimum is taken only over a convenient subset of A. One difficulty in showing upper and lower bound is that the rate functional, see (2.32), might not be convex as function of μ, so lower semicontinuity and extension of the lower bound are far from trivial. Results in all dimensions for a process associated to the Hamiltonian (1.1) with β = 0, were announced by Quastel in [24] . In [2] an exclusion process interacting with ferromagnetic, (i.e J 0), Kac potential was studied and as an intermediate result, large deviations for the empirical measures of the process were shown. The proof relies strongly on the large deviations result for the symmetric simple exclusion process, see [15] .
Outline. In Section 2 we state notations, model and results. In Section 3 we prove the lower semicontinuity of the rate function and the compactness of its level sets. Since the methods to establish the upper and lower bounds are fairly close to the ones providing law of large numbers we start recalling in Section 4 the steps to prove the law of large numbers for a system where space-time dependent external forces depending on the configuration and on the randomness have been added. This is in the same line of the law of large numbers proven in [21] even though the interaction we consider here is slightly more general, for the reasons explained before. In Section 5 we prove the upper bound. Then in Section 6 we show the lower bound, carrying out in Section 7 its extension. We recall some properties of non-gradient systems, needed along the way, in Section 8.
The model and the main results

The model
We consider the d-dimensional lattice Z d with sites x = (x 1 , . . . , x d ) and canonical basis E = {e 1 , . . . , e d }. We denote by Λ the d-dimensional torus of diameter 1. Let γ ∈ (0, 1) be the scaling parameter so that γ −1 ∈ N. We denote by Λ γ ≡ Z d /γ −1 Z d the discrete torus of diameter γ −1 and by |Λ γ | its cardinality. Same convention will be used to denote the cardinality of any finite non-empty subset of
On Ω D we define a product, translation invariant probability measure P. We denote by E the expectation with respect to P, and by
induces in a natural way a disorder configuration α γ on Λ γ , by identifying a cube centered at the origin of side γ −1 (γ −1 odd and integer) with the torus Λ γ . By a slight abuse of notation whenever in the following we refer to a disorder configuration either on Λ γ or on Z d we denote it by α. We denote by S γ ≡ {0, +1} Λ γ and S ≡ {0, +1} Z d the configuration spaces, both equipped with the product topology. We denote by η a configuration, either in S γ or in S. Given α ∈ Ω D and β a positive parameter, we consider the Hamiltonian (1.1) restricted to the torus Λ γ , and write it as the sum of two terms
where H α 0 is the local, one body, random interaction,
and H K γ is the long range Kac interaction,
3)
The pair interaction J γ (x − y), the so-called Kac potential, is such that
with J (r) = J (−r) (symmetry). We denote by μ β,α,λ γ the grand canonical random Gibbs measure on S γ associated to the Hamiltonian (2.1) with chemical potential
where Z β,α,λ γ is the normalization factor, so that μ β,α,λ γ is a probability measure on S γ . When β = 0, μ 0,α,λ γ becomes the random Bernoulli product measure
If λ = 0, we simply write μ α γ . We denote by μ α,λ (η) and when λ = 0, μ α the measure (2.5) on the infinite product space S. Moreover, for a probability measure μ and a bounded function f , both defined on S or S γ , we denote by E μ (f ) the expectation of f with respect to μ. As it is well known, the chemical potential λ is canonically conjugate to the density ρ in the sense that the average density with respect to μ β,α,λ γ is equal to ρ. So as in [8] one can define the random empirical chemical potential and the annealed chemical potential λ 0 (ρ). To our aim it is enough to consider λ 0 (ρ). For ρ ∈ [0, 1], the function λ 0 (ρ) is defined as the unique λ so that
The disordered Kawasaki dynamics is the Markov process on S γ defined through its infinitesimal generator L γ , acting on functions f :
where e is a generic element of E. We omit to write in the notation the explicit dependence on the randomness α, unless there is an ambiguity. For
where η x,y is the configuration obtained from η by interchanging the values at x and y:
The rate C γ is given by
Here Φ ∈ C 2 (R, (0, ∞)) satisfies Φ(0) = 1 and the detailed balance condition
Notice that C γ (x, y; η) has the following properties:
(a) detailed balance condition, see (2.10), (b) positivity and boundedness: there exists a > 0 such that 12) where for z in Z d , τ z denotes the space shift by z units on
We could alternatively have fixed the number of particles, and got a density ρ ∈ [0,
with Z β,α γ,ρ the corresponding normalization factor. To prove the results stated next we need an ancillary process, the Markov process having generator L 0 γ constructed from the Hamiltonian H α 0 , i.e. with β = 0, see (2.2),
where f is a function on S γ , and
The rate C 0 (x, y; η) satisfies properties (2.10), (2.11) and (2.12). The process with generator L 0 γ is the one considered in [8] , its invariant measures are, for λ ∈ R, the random product measures μ α,λ γ defined in (2.5), or alternatively, for ρ ∈ [0, 1], the canonical measures obtained setting β = 0 in (2.14),
The macroscopic equation
One of the first result of [8] concerns the existence and regularity of the diffusion coefficient D(ρ) which corresponds to the usual Green-Kubo matrix, see [28] , Proposition 2.2, page 180. In our set up D(ρ) is the diffusion coefficient of the integral parabolic equation. To define it, let 2 G ≡ g: S × Ω D → R; local and bounded , (2.18) and 19) where λ 0 (ρ) is defined in (2.6), χ(ρ) is the static compressibility given by and there exists a constant C > 1, depending on dimensions and bound on the random field, such that
where 1 is the d × d identity matrix. One expects the matrix D(·) to be extended continuously to the closed interval [0, 1] and actually to be a smooth function of ρ, [13] . The diffusion matrix D(ρ) in a solid, in a regime of linear response, is linked to the mobility 1 2 σ (ρ), see [28] , via the Einstein relation
The χ(ρ) is a smooth function of ρ in [0, 1] and it can be easily proven from (2.20) that 
Further we denote by (J v) the convolution of J with a function v. We recall the theorem proved in [21] .
Theorem. [21] 27) g 0 is the (strictly convex) free energy density
By thermodynamic relations, one has that for ρ
In order to keep the notation light, we will write the evolution equation in strong form, even when it has to be interpreted in the weak sense. The weak form is obtained by integrating against a function G ∈ C 
The main result
In the present article we are concerned with the large deviations from the scaling limit described above. To state our result we still need more definitions.
For two functions f and g from Λ to R, denote by f, g the usual inner product in L 2 (Λ). Let q(·) on Λ be a function taking values on symmetric positive semidefinite d × d matrices. For each integrable function f : Λ → R with mean zero define 30) where the supremum is over C ∞ functions from Λ to R. When q(r) ≡ 1 for r ∈ Λ, where 1 stands for the d × d identity matrix, we drop the subscript q in (2.30) and denote
and
where σ (ρ) = 2χ(ρ)D(ρ), see (2.22) . A more explicit representation of the functional (2.32) is obtained in Section 3, Lemma 3.1. One consequence of this lemma is that every path t → μ(t) with finite rate function is continuous in the weak topology,
We are now ready to define the large deviations rate function. For each
where I init (ρ(0, ·)) is the large deviation rate for the initial profile ρ(0, ·) which depends on the choice of the initial measure. If we were to start with a Bernoulli product measure ν
with ρ 0 (γ x) as the probability of a site x ∈ Λ γ being occupied then
where
For other suitable initial conditions one considers the corresponding rate function for the initial profile. In the following we assume for simplicity to start with a Bernoulli product measure, then I init is the one given in (2.34). The main result of this paper is that (Q ν ρ 0 γ ) γ >0 satisfies the large deviation principle with rate function I. 4 and the initial measure is the Bernoulli product measure ν
where I is defined in (2.33). The rate function I(μ(·, ·)) is lower semicontinuous and has compact level sets.
is needed to complete the proof of lower bound, i.e its extension. If D(·) is taken Lipschitz continuous for ρ ∈ (0, 1) then (2.36) holds for paths in D 0 , see Section 6. We will show (2.35) in Section 5, (2.36) in Section 6 and 7, the properties of the rate function in Section 3. When β = 0, Theorem 2.1 states the large deviation principle for the empirical measures of the unperturbed process, i.e the one considered in [8] . The corresponding rate function is the one obtained setting β = 0 in (2.32).
Notation warning.
Through the text J , β, Φ, and A (the bound on α(x)) will be kept fixed. We therefore avoid to write explicitly the dependence on these quantities. Further, to have lighter notation we omit to write the explicit dependence on the random field α. This should not cause any confusion but the reader should keep it in mind. The notation O u (n) should be understood in the standard sense of O(n), but uniformly with respect to the disorder α, configurations η, and history of the process. Finally we denote by C a constant that might depend on J, β, dimension and A which may change from one occurrence to the next.
Properties of the rate function
In this section we prove a representation result for I dyn , see Lemma 3.1, its lower semicontinuity, see Theorem 3.4 and the compactness of its level sets. This last property is a consequence of the estimates proven in Theorem 3.3. Note
Then, see (2.30)
where the sup is over
2) arguing as in [15] , one obtains an explicit representation formula for
Denote by N (ρ) the kernel of this inner product and by H 1 (ρ) the Hilbert space obtained by completing
and ρ satisfies in the weak sense the equation
The proof is similar to the one done in [15] , see also [14] . One shows first that
Finally from (3.2) one deduces (3.4) and (3.5).
There are two parts in the definition of the rate function I, the static part, I init , corresponding to large deviations from the initial measure and the dynamic part, I dyn , due to the stochastic character of the evolution. The static part is clearly convex and lower semicontinuous. To prove the lower semicontinuity of the dynamic part we need the following result, stated in Lemma 4.2 of [26] , which we recall:
The proof of this lemma use some relative compactness arguments in
We refer for its proof to [26] , Lemma 4.2. Further we show the following estimates. 
Proof. When I dyn (ρ) = ∞, the two inequalities are trivially verified. Suppose then that I dyn (ρ) < ∞. This implies that I 0 (ρ) < ∞, see (2.31), and that
is the bounded, strictly convex free energy density of the system with only short range interaction,
is bounded, adding and subtracting the same quantity, taking in account (3.1), we have that
Hence, since (3.2) and, by assumption, I 0 (ρ) is finite, one concludes that
Since D(·) is a symmetric matrix, positive defined, and we have xy
for any a > 0 we obtain
Choosing a = 2β and inserting this last inequality in (3.10), we obtain
On the other hand, we have
for some positive constant C 1 . Denoting C 1 = 8C 1 we easily obtain from (3.11) the inequality (3.7). The (3.8) is obtained from (3.7). Namely, from the definition of I dyn , see (2.32), we have
Taking in account that
we have
Then the inequality (3.12) becomes
.
Applying to I 0 (ρ) the estimate (3.7) we obtain (3.8). 2
for almost all t ∈ [0, T ]. We need to show that lim inf
We can always suppose that I dyn (π n (·, ·)) is bounded uniformly on n. This implies
Further, since (3.7), there exists a constant C > 0 so that
C for any n;
and from (3.8) (3.17) and (3.18) hold, then from Lemma 3.2 we deduce that ρ n converges strongly to ρ in
2), to prove the lower semicontinuity of I dyn (ρ), it is enough to show that for any function 20) whered i,j stands for the integral of D i,j : 
Macroscopic limit for system with weak random driving forces
For ∈ N, denote by η (x) the average density of η in a cube of width 2
For a function G on Λ and e ∈ E denote by ∂ γ e G the discrete derivative in the direction e and by ∇ γ G the discrete gradient
, have support in a cube of side centered at the origin and that they are smooth functions with respect to the first variable η (0). To short notation we do not write explicitly the dependence of v k on the local empirical density η (0). Let
Define at time t, 0 t T , the following generator of a time inhomogeneous Markov process on S γ 
Remark. One can write Eq. (4.6) as
where G is the functional defined in (2.27). Note that the macroscopic limit does not depend on the choice of the local functions v.
Theorem 4.1 is slight more general of the result stated in [21] due to the term with the local functions v in (4.3). Namely the system with only the weak driving force coming from x∈Λ γ V (t, γ x)η(x) could be treated as the term coming from Kac's interaction in [21] . Here we must show that the perturbation coming from adding local random functions is not felt at macroscopic level. Looking at the second term in (4.3) since the presence of γ one could think that this part of the perturbation is of higher order and therefore it would simple disappear in the macroscopic limit. But from (4.13) one sees that the weak driving force coming from the second term in (4.3) is of the same order of the weak driving force coming from the first term in (4.3). To take this in account and since the methods to obtain the law of large numbers are close to the methods to obtain estimates for upper and lower bounds of large deviations we outline the proof of Theorem 4.1. Tightness of (Q V ,v μ γ ) γ 0 and energy estimates can be obtained in the same way as in [21] , see Proposition 3.1 and Proposition 3.3 there. We will prove only the identification of the support of the Q V ,v as weak solution of (4.6).
Some basic lemmas
In this section we prove some results needed either to identify the limit equation (4.6), either to prove large deviation principle. It is well known that one of the main steps in the derivation of a large deviation principle for the empirical density is a superexponential estimate which allows the replacement of local functions by functionals of the empirical density in the large deviations regime. We recall in Lemma 4.3 the superexponential estimate for the process generated by γ −2 L γ proven in [21] and, as consequence of this, we show in Lemma 4.4 that the superexponential estimate holds also for the process generated by γ 9) and the current of the DLG process, i.e the one generated by L 0 γ , by
Proof. We have
Taylor expanding the function e u − 1 gives
and then (4.11) follows. Taylor expanding Φ since ∇ x,x+e H γ is a perturbation of ∇ x,x+e H α 0 gives
(4.15)
Inserting (4.15) and (4.13) in (4.14) gives (4.12). 2
For any cylinder bounded function g :
and for any fixed b > 0 set
We recall the superexponential estimate for the L γ process, see Lemma 3.9 of [21] , that we use in the following form 
. From Lemma 4.3 it is enough to show that there exists > 1 such that
C for some constant C. The Radon-Nikodym derivative, see [14] (Appendix 1, Section 7, Proposition 7.3.), is given by 
Observe that, from the expression of
This concludes the proof of the lemma. 2
Identification of the limit
The identification of the limit is done following the same steps as in [21] . 25) where D(·) and χ(·) are defined in (2.19) and (2.20). Next theorem is the main step in the proof of Theorem 4.1.
By standard summation by parts, Theorem 4.5 allows to conclude the proof of Theorem 4.1. Details can be found in section 7.1. of [14] and [21] .
Proof of Theorem 4.5. By standard stochastic calculus it can be proven that for any g = (g 1 , . . . , g d 27) for all real smooth, bounded functions (g 1,N , . . . , g d,N ) ) N 1 is a convenient chosen sequence of local functions. Let V ρ (·, ·), 0 ρ 1, be the quantity defined in Section 8, see (A.3) and below of it. Since from [8] , Theorem 7.22,
we take (g N ) so that for any integer N 1 lim sup
Next, for 0 s T and η ∈ S γ split
where 
Since the functions R Recalling (4.16), denote
and for 0 s T , u ∈ Λ and (η, α)
The We obtain that
(∂ e j V )(s, γ y)∇ y,y+e m Γ v j (η)
we write (4.42) as
Next, we exploit that g k,N and v j are local and bounded functions. For sake of simplicity, we suppose that g k,N has support in the cube centered at the origin of side and denote for u ∈ Λ, (η, α)
By using Lemma 4.3 we obtain that, for any fixed N 1, for any δ > 0 and t 
Proof. We start proving (4.46). From (4.36), reversibility (2.10) and (A.7) we obtain for ρ ∈ [0, 1]
where (·, ·) ρ,0 is defined in (A.6) and Γ v m in (4.9). From (4.41) we obtain again by reversibility that
Since (4.43) and (4.9)
On the other hand, from (A.7), (A.8) and reversibility, the same computations done for (4.38) and (4.47) yield, for
Taking in account property (P) defined in Appendix A, after the formula (A.4), applying (A.8) we obtain by Remark 7.20 in [8] , that
By Schwartz inequality, the right-hand side of the last equality is bounded by lim sup
which is bounded, see 
We conclude the proof applying, as for (4.50), Schwartz inequality, Theorem 7.33 of [8] and letting N ↑ ∞. 2
Upper bound
Recall from Section 2 that for ρ 0 : Λ → (0, 1), the measure ν 
Λ)).
For a > 0, denote by ι a the approximation of the identity defined by 
The proof of the upper bound for the compact sets follows from the next three lemmas.
The proof is given in Subsection 5.1.
Lemma 5.2. For all
The proof of this lemma is similar to the one given in Lemma 2.2. of [25] . We will outline the proof at the end of Subsection 5.2.
Lemma 5.3. If
The Lemma 5.3 is proved in Subsection 5.2. From these lemmas and the lower semicontinuity of the functional
we obtain by standard arguments (see [25] and [14] ) the upper bound for the compact sets. To extend the upper bound to an arbitrary closed set, it is enough to prove the exponential tightness (cf. [14] ): there exists a sequence of compact sets
This property is proved in Subsection 5.2.
Proof of Lemma 5.1
We first introduce the exponential martingales from which the functionals 
The function g k depends only on the particles in a box of size centered at the origin. To keep notation light we denote it shortly by g k (η, α) and we denote by g the vector g = (g 1 , . .
. , g d ).
Define
where, recall, for u, v ∈ R d , (u · v) stands for the canonical product scalar of u and v in R d . For any α ∈ Ω D and a probability measure μ γ in S γ , consider the P μ γ martingales with respect to the natural filtration associated with .24), and the quadratic variation of M G,g is given by
By simple computation the expectation of M G,g t vanishes as γ → 0. We are now ready to define the family of the mean one exponential martingale (Z G,g t ) t 0 for all G and g,
A summation by parts permits to rewrite the martingale
where J x,x+e i is the current defined in (4.22) . On the other hand, a summation by parts and Taylor expansion permit to rewrite the quadratic part 
(5.10)
Since η
, these two quantities are functions of the empirical density. Since γ −d M G,g t is bounded by some constant M, independent on γ and t, using Hölder inequality, we have for
where Z ((g 1,N , . . . , g d,N ) 
for any ∈ R. for some constant C = C(β, J, Φ, A). We may thus rewrite
The superexponential replacement lemma for the L γ process, see Lemma 4.3, implies that P a.s
whereg is defined in (4.16) and A 3 a suitable positive constant. Then by Schwartz inequality it is enough to prove that there exists a positive constant A 2 such that, P a.s. for ∈ R lim sup
We now compute W g N k,j . Using a change of variables, detailed balance condition (2.10) and properties (A.6), (A.7), we have for all density 0 < ρ < 1
Therefore, in order to conclude the proof it is enough to show that for 1 k, j d,
Property (P) of the (ψ e ) e∈E given in Appendix A and (A.8) permit to rewrite the quantity − 19) so that the expression in (5.18) is equal to
On the other hand, Schwartz inequality and Remark 7.20 in [8] allow us to introduce the terms
n (ρ) in the right-hand side of the last quantity when n ↑ ∞ uniformly in 0 < ρ < 1. To complete the proof it remains to apply Schwartz inequality and to recall that (g N ) satisfies (4.31). For more details, see the end of the proof of Lemma 4.8 where similar arguments are used. 2
Exponential tightness and proof of Lemmas 5.2 and 5.3
Standard arguments (cf. Section 10.4 of [14] ) permit us to construct a sequence of compacts satisfying (5.3) from the following lemma.
Lemma 5.5. For each δ > 0 and smooth function
The proof of Lemma 5.5 goes along the same lines of the proof of exponential tightness for non-gradient systems given in [14] and [30] . It relies on the following Lemma, of which we postpone the proof. γ . Using the fact that there is at most one particle per site, it is easy to prove that there exists some positive constant C such that for all η ∈ S γ and t 0, f γ t (η) exp(Cγ −d ) and we have
Therefore, in order to prove the lemma, it is enough to show that
On the other hand, from Lemma 5.6 and
it is easy to see that the limit (5.23) is equivalent to
that for any δ > 0 and α ∈ Ω D . Next observe that
is the martingale in (5.7) with g = 0. Then by exponential Chebyshev inequality, we have lim sup 
with some constant
t is bounded by a 2 C 1 t. Finally, we just have to apply the maximal martingale inequality and (5.27) to get
Proof of Lemma 5.6. We follow some arguments used in Section 7.6 of [14] . For ε > 0 small enough let
, by exponential Chebyshev inequality
Therefore to conclude the proof of the lemma, it is enough to show that T , β) . The proof of this lemma is essentially the same as the one of Corollary 7.6.3 in [14] . The proof of [14] uses the Garcia-Rodemich-Rumsey inequality and it relies on the following lemma.
Lemma 5.7. There exist two positive constants C 1 and C 2 such that for each 0 s < t T , where (S γ t ) is the semigroup associated to the generator γ −2 L γ . Then the left-hand side of (5.29) can be rewritten as
Using the fact that there is at most one particle per site, it is easy to prove that there exists some positive constant C such that for all η ∈ S γ , f γ s (η) exp(Cγ −d ). Since e |x| e x + e −x it is enough to estimate
By Lemma 3.6. of [21] (with M = 
where the supremum is carried over all probability densities f with respect to μ α,λ 0 (ρ) γ
. We now split the current as
where J 0 x,x+e is defined in (4.10). From (4.15), see also Lemma 3.4 in [21] , one easily obtains that
where the function Φ is defined in (2.10). Then inserting (5.34) in (5.30), we obtain from (5.32)
where C 2 is a constant. Next we use the integration by parts formula for the current J 0
By the elementary inequality 2uv Au 2 + A −1 v 2 , we obtain for fixed x ∈ Λ γ
for all A > 0, for some finite constant C 3 . To conclude the proof of the lemma it remains to take the sum over x ∈ Λ γ , e ∈ E and to choose A small enough. 2 
Proof of Lemma 5.2. Let
Let M be a positive constant and suppose that
To prove the lemma, we only need to show that, there exist k 0 ∈ N and 0 < c 0 < 1, such that for all k k 0 and 0 < c c 0 , 
It is therefore enough to prove the lemma with the functional 
This last limit can be proved by using the same arguments to obtain the energy estimate (cf. [14, 26, 29] ). 2
Lower bound
In this section we establish the large deviations lower bound. The strategy of the proof of the lower bound consists of two steps. We first prove that for each μ ∈ D 0 and each 
and by W v (ρ) the associate matrix. Define the (non-random) rate functional 
Proof. The strategy to show (6.5) is the same as in Lemma 7.5.4. of [14] . The contribution to (6.5) at time t = 0 is easy to compute since ν
is a Bernoulli product measure with m(γ x) as the probability of the site x being occupied. We obtain
Applying similar arguments as in Section 4 one obtains
For μ ∈ D 0 with associate profile ρ(·, ·), denote 
We have from (5.17) and (5.19) 
By Schwartz inequality the right-hand side of (6.11) is bounded by lim sup 
Proof. We have that
where the supremum is taken over
Inserting this last identity in (6.13) we obtain the result. 2
Extension of the lower bound
To complete the proof of the lower bound it remains to show that for any
We define the class of profiles E.
Definition of E. We denote by
) the class of evolving profiles ρ(·, ·) that are weak solutions of 
Remark that E 0 ⊂ D 0 , see the beginning of Section 6 for the definition of D 0 . We have the following result.
Theorem 7.1. The E 0 is properly dense in E. That is, for any profile ρ ∈ E there exists a sequence (ρ ) ⊂ E 0 , so that
and 
Let Φ h (·) be the heat kernel on Λ with periodic boundary conditions at time 1/h 2 , which we use as mollifier. Define
Since the properties of the heat kernel ρ h (t,
In the formula (7.7) we first take ρ, then we extend it and consider for any s ∈ [0, 1] the family of translated. We apply to each of them the smoothing in space Φ h , then we convolve with the convolution in time Ψ 0 . We denote the result of these operations shortly by ρ (t, r), for (t, r) ∈ [0, T ] × Λ, and → 0 stands for h ↑ ∞ and 0 → 0. . Namely considering t as a parameter we can solve for each fixed t ∈ (0, T ) and for each
The (7.8) is an uniformly elliptic equation in Λ, having σ (ρ (t, ·)) strictly positive and since by assumption [19] . We define by continuity V (t, ·) in 0 and T . Note that
The proof of (7.10) is handled in the same way as Lemma 6.8 of [26] . The finiteness of I dyn (ρ(·, ·)) implies in particular that, see (3.8) and [27] , there exists a vector P (t, ·) so that ∂ t ρ = ∇ · P and Similarly we obtain that
Then since (7.11) and by assumption I 0 (ρ) is finite, each single term of (7.12) is finite on its own. Therefore to obtain (7.10) it is sufficient to show that (7.11) implies the uniform integrability of Then taking in account (7.17)-(7.19) and (2.23) we obtain pointwise that
The last term is uniformly integrable, which implies the uniformly integrability of (P · σ (ρ ) −1 P ). 2 ρ(t, r) ) dt dr. (7.22) Denote
X (t, r) ≡ ∇ρ (t, r) · D(ρ (t, r)) χ(ρ (t, r)) ∇ρ (t, r)
X(t, r) ≡ ∇ρ(t, r) · D(ρ(t, r)) χ(ρ(t, r)) ∇ρ(t, r) .
As in the previous theorem, to show (7.21) it will be enough to prove that lim →0 X = X in measure (Lebesgue) in [0, T ] × Λ, and that X is uniformly integrable in [0, T ] × Λ. These two properties imply (7.21) . One can show, as in the previous theorem, that
X (t, r) C |∇ρ (t, r)| 2 ρ (t, r)(1 − ρ (t, r)) C |∇ρ| 2 ρ(1 − ρ) (t, r) C ∇ρ · D(ρ) χ(ρ) ∇ρ (t, r).
Then X is uniformly integrable. 2
Appendix A. Non-gradient tools
We recall some tools used in the non-gradient methods. We refer mainly to [8] , see also [14] , Section VII. Given α ∈ Ω D , denote by L 0 the pregenerator of the DLG process in infinite volume (cf. where f is a local function on S. We refer to [16] for the construction of the process in the infinite volume setting, and we recall that for every λ ∈ R, L 0 can be extended to a self-adjoint operator on L 2 (μ α,λ ). where L 0 is obtained from L 0 by restricting jumps to Λ 0, , the cube centered at the origin of side and λ 0 (ρ) is the annealed chemical potential corresponding to the particle density ρ, see (2.6). In the extreme densities cases ρ = 0 or ρ = 1, i.e. when the measure is concentrated on configurations η = 0 or η = 1 in Λ 0, , for any ∈ Z, set V ρ (h, g) = 0.
It has been shown in [8] (P) For d 3 and for any e ∈ E, ((ψ e n,n )/n) n 0 is a Cauchy sequence in the space G endowed with the semi-inner product V ρ , and its limit points (ψ e ) e∈E form a basis of the subspace (L 0 G) ⊥ .
An important step to prove this, see [8] 
