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Chapter 1
Introduction
1.1 Action and perception
“Why is the earth round? Why isn’t it square or any other shape?” (Sagan et al., 1980).
This may seem like a ridiculous question, but as Carl Sagan argued, these are exactly
the type of questions we should be encouraging children, and each other, to ask. Why is
the world one way and not another? Basic questions such as these spur us to examine
our assumptions about the natural world, leading to new discoveries.
A similar basic question one might ask about humans (and many other animals) is why
do we have senses. What is the need for vision, touch, or audition? Trees get along fine
without eyes, ears, or noses, why should we need them? The answer seems to be that
there is a fundamental difference between forms of life that have highly developed sen-
sory organs and those that do not: Action. In order to move about in our environment in
ways that benefit us as organisms, it is crucial to be able to gather information about that
environment. Take the sea squirt; in its larval form, the sea squirt has a simple brain-like
ganglion with which it can receive sensory information from its environment. However,
once it attaches itself to a rock and ends the mobile period of its life cycle, this brain
is mostly digested, suggesting that it is no longer needed once the organism becomes
stationary (Llinás, 2001). Thus, the need to extract information from the environment
appears to be predicated on the need to move through and act in that environment.
Rather than passively putting us in position to receive sensory information, interactions
between action and sensation have been argued to constitute our perception of the
world. In the context of vision, von Helmholtz argued that “when we perceive before
us the objects distributed in space, this perception is the acknowledgement of a law-
like connection between our movements and the therewith occurring sensations” (von
Helmholtz, 1977, p. 138). In vision, sensorimotor experience refers to the experience
of a shifting visual display that changes predictably as a result of self-generated actions,
such as eye and body movements. For example, if we look at a car and it increases in size,
this could be because we are walking towards it and the sensory image of the car comes
to take up more of our visual field. Alernatively, if we are not moving, we perceive that
1
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either the car is growing (not very likely) or that it is coming closer (more likely). Under
this interpretation, perception is not a sensory but a sensorimotoric phenomenon, and
sensorimotor experience refers to repeated exposure to these action-contingent changes
in sensation.
One excellent example of a “lawlike connection” is the perception of “roughness”. How
can we know if something is rough? Roughness is a pattern of sensation created by
physical contact as well as motion across a surface (O’Regan and Noë, 2001). Even
when we are not actively touching an object, our accumulated knowledge about which
visual properties co-occur with certain actions, i.e., our knowledge of sensorimotor con-
tingencies, may enable us to discern tactile attributes of an object, such as roughness,
smoothness, or sponginess, just by looking at it. In this way, sensorimotor experiences
can be argued to actively shape our perceptions of the world.
Moving around in the world squishing various objects is not the only way to generate
sensorimotor contingencies. For example, in addition to being perceivers of sound, we
are also producers of sound. There exist lawlike connections between our actions and
the auditory sensations that these actions produce. We clap our hands together hard
and a much louder sound is produced than when we clap softly. This auditory feed-
back from our own actions, i.e., auditory sensorimotor experience, may alter how we
perceive sounds generated by others (e.g., Paulus et al., 2012). With regard to speech
in particular, our perception of speech may be shaped by repeatedly experiencing, dur-
ing speech production, the sensorimotor contingencies between motoric movements of
speech articulators (e.g., lips, tongue, larynx) and the sensory outcomes of these move-
ments. This thesis examines to what extent sensorimotor experience acquired during
speech production may influence speech perception.
1.1.1 Sensorimotor control theory and speech production
Sensory feedback is extremely important for speech production. Delay auditory feedback
by a tenth of a second or so and the task of producing fluent speech becomes extremely
difficult (Chase et al., 1959; Yates, 1963). The ability to monitor our speech during
production enables us to rapidly detect and correct errors (Levelt, 1989). Observations
about the patterning of speech errors and the speed of corrections led psycholinguistics
to suggest two routes for error detection, one internal and one external (Levelt, 1983;
Nozari et al., 2011). Just as the transmission of sound moves at a specific speed through
a medium, the transmission of auditory information from our outer ear to the auditory
cortex takes time. The speed with which speakers are able to correct speech errors, even
within the breadth of a single segment, challenges the notion that we correct errors
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by passively monitoring the sensory outcomes of our articulations. In order to account
for the swiftness with which speech is repaired, it is crucial to find a neurobiological
mechanism that can address the delay between initiation and feedback.
Yet this question of how wemonitor and control our movements is not isolated to speech.
In the production of any action, physical constraints on the speed of neural signal trans-
mission create a delay between the implementation of a motor program and the process-
ing of its sensory consequences (Kawato, 1999). Hickok (2012a) likens this situation to
trying to drive a car while only looking through the rear-view mirror; one can only see
where the car is on the road and roughly which direction it is pointed in, but not where
it is going. Ostensibly, the only way to drive under such conditions is very slowly and
constantly checking for changes in the mirror. Yet the speed with which we coordinate
our physical movements in order to produce language, whether signed or spoken, sug-
gests that production involves mechanisms that allows us to look forward in addition to
looking backward.
Models of motor control suggest that the solution to this problem lies in the ability of
the production system to predict the sensory consequences of a given motor program
utilizing internal forward models (Davidson and Wolpert, 2005; Jordan and Rumelhart,
1992; Wolpert, 1997). Consider a very simple situation, such as lifting one’s hand off of
a table. As described over a century ago by William James (James, 1890), action first
involves the activation (or “ideation” in James’ terms) of a sensory target, which then
generates a corresponding motor program with the goal of bringing about the desired
sensory state. Activation of the motor program generates a forward model of what the
physical state of the hand will be after the motor program has been implemented. At
the same time, a second corollary forward model (also called an ‘efference copy’) is
activated to predict the sensory consequences of the activated motor program, i.e., what
the hand will look like when it is raised (Holst and Mittelstaedt, 1950; Sperry, 1950).
The position of the hand is described as its “state”. Thus, these ‘state feedback control’
(SFC) models solve the delay problem by comparing the actual sensory feedback to the
predicted feedback. This enables us to rapidly compare the sensory feedback of the
hand raising motion to our expectations and correct for deviations from its predicted
trajectory (Wolpert and Ghahramani, 2000).
SFC models also provide an account for why delayed auditory feedback can so severely
disrupt speech. A delay into the auditory signal creates a discrepancy in the timing of
the comparison between efference copy and sensory feedback. SFC models for speech
(Houde and Nagarajan, 2011) have been successful in accounting for the suppression
of the auditory cortex during speech production (Heinks-Maldonado et al., 2005) as
resulting from a match between the efference copy and the perceived signal. Evidence
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indicates that this efference copy contains information not only about when an utterance
will occur, but how it will sound as well. Experiments with frequency altered feedback
have found that participants alter their articulations to compensate for frequency shifted
feedback (Houde and Jordan, 1998, 2002; Purcell and Munhall, 2006), and that unex-
pected shifts in auditory feedback lead to enhanced cortical responses (Chang et al.,
2013). More recently, a ‘hierarchical state feedback control’ model (Hickok, 2012a) has
been developed that integrates psycholinguistic models of message formulation (e.g.,
Dell, 1986; Levelt, 1989; Levelt et al., 1999; Levelt, 1983) with state feedback control
models of speech production. This model highlights the importance of sensorimotor pro-
cesses and hierarchical feedback in order to provide a comprehensive account of speech
production.
1.1.2 Sensorimotor experience in speech perception
While there is no doubt as to the importance of sensorimotor experience for the develop-
ment and maintenance of speech production abilities, it is unclear to what extent such
experience may shape speech perception. Early psycholinguistic research noted that
children’s perceptual or comprehension abilities often outpace their production abili-
ties. In one classic example of this phenomenon, a child points to a fish and says “my
[fis]”; when the adult responds by asking “is this your [fis]?”, the child shakes their head,
but when asked “is this your fish?” the child nods and responds “yes, my [fis]” (Brown
and Berko, 1960). This example demonstrates that children are able to perceive pho-
netic contrasts that they are not yet able to produce and that their substitutions during
production do not seem to affect their perception.
Despite this dissociation observed in language acquisition, recent experimental evidence
suggests that the production and perception of speech may be tightly linked. For exam-
ple, a recent study demonstrated that blocking the position of the tongue using a pacifier
impedes infants’ ability to discriminate non-native phonetic contrasts (Bruderer et al.,
2015). Similarly, in adults, stretching a listener’s facial muscles during presentation of
a speech sound alters behavioral categorization (Ito et al., 2009) and neural responses
(Ito et al., 2016) to that sound. In a demonstration of a functional role for sensorimotor
experience, Adank et al. (2010) demonstrated that imitating a novel accent increases
the intelligibility of sentences spoken in that accent, while passive listening or simple
repetition does not. These studies support theoretical stances, such as ideomotor theo-
ries, that posit tight links between action and perception (for a more detailed discussion
of ideomotor theory, see Ch. 5).
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This thesis considers two ways in which sensorimotor experience may affect speech
perception. The first is an online mechanism that actively generates predictions dur-
ing speech perception (Brown and Kuperberg, 2015; Pickering and Garrod, 2007), in
the same manner that efference copies predict sensory information during production
(Hickok, 2012a; Houde and Nagarajan, 2011). The second is an offline mechanism by
which sensorimotor experience reshapes sensory representations or sensory-to-phonetic
mappings utilized during speech perception (Schwartz et al., 2012).
1.1.2.1 Sensorimotor predictions shape speech perception
Under difficult listening conditions, foreknowledge about the content of an upcom-
ing spoken word can increase its perceived intelligibility (Sohoglu et al., 2014). This
demonstrates that speech perception may be influenced by sensory expectations (Brown
and Kuperberg, 2015; Davis and Johnsrude, 2007). In the context of speech produc-
tion, top-down information is posited to form a forward model about upcoming sen-
sory information. Similar forward models about expected sensory sensations have also
been proposed to be active in general perceptual processes (Grush, 2004; Wilson and
Knoblich, 2005) and speech perception in particular (e.g. Pickering and Garrod, 2007,
2013; Rauschecker and Scott, 2009).
Pickering and Garrod (2007) argue that listeners covertly imitate or simulate the speaker
utilizing their own production systems. Covert simulation utilizes the language produc-
tion system to generate forward models of the content of upcoming speech at multiple
linguistic levels (Pickering and Garrod, 2013). Two notable pieces of evidence lend
support to the claim that the production system is specifically implicated in speech em-
ulation. First, infants ability to make early eye-movements to semantically predictable
objects on a visual display has been found to correlate with their production abilities, not
their comprehension abilities (Mani and Huettig, 2012). Second, visual and audiovisual
word recognition has been found to be more accurate when participants are presented
with recordings of themselves rather than recordings of other participants (Tye-Murray
et al., 2013, 2015). Similar effects in action perception (Knoblich and Flach, 2001;
Knoblich et al., 2002) have been put forward as evidence that participants utilize their
own ego-centric sensorimotor experience when predicting others actions (Wilson and
Knoblich, 2005). When a perceived stimulus is more similar to how the viewer or lis-
tener would produce that same stimulus, the match between prediction and sensation
is greater and recognition is facilitated.
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1.1.2.2 Sensorimotor experience maps acoustic information to linguistic repre-
sentations
While the previous section examined how sensorimotor processes active during speech
production may also influence speech perception via efference copy, this section ex-
amines to what extent repeated sensorimotor experience may shape representations of
speech sound categories. In the (H)SFC (Hickok, 2012a; Houde and Nagarajan, 2011)
model, producing speech first requires an inverse mapping from the desired sensory out-
comes to a corresponding motor program. This requires learning the mapping between
a distal environmental outcome and a proximal action (Jordan and Rumelhart, 1992).
As vocal motor learners, human infants acquire speech sound templates as a result of
exposure to their native language (Doupe and Kuhl, 1999). At approximately seven
months of age, “canonical babbling” begins, during which random sound production
leads infants to learn the sensory-motor transform between an acoustic signal and a cor-
responding motor program (Guenther and Vladusich, 2012). This active sensorimotor
exploration appears to be crucial in order to develop the ability to speak. Songbirds who
have had sufficient tutoring experience to acquire a mature sound template neverthe-
less fail to produce natural song when deafened during this sensorimotor learning phase
(Konishi, 1965), and similar effects have also been observed in pre-pubescently deafened
human children (Plant and Hammarberg, 1983). Thus, becoming a speech producer
critically relies on learning sound-to-motor mappings through sensorimotor experience.
While plasticity decreases with ageing, exposure to altered feedback can disrupt sensori-
motor mappings in both adult birds (Brainard and Doupe, 2000; Leonardo and Konishi,
1999) as well as adult humans (Houde and Jordan, 1998, 2002), suggesting that sen-
sorimotor feedback continues to be used in adulthood to maintain production abilities
(Lane and Webster, 1991; Niziolek et al., 2013; Sitek et al., 2013).
These data imply two possible ways in which sensorimotor experience may affect repre-
sentations utilized in perception. First, if speech perception involves accessing articulation-
based representations to decode speech sounds, as has been proposed by the motor the-
ory of speech perception (Galantucci et al., 2006; Liberman et al., 1967) and analysis-
by-synthesis (Poeppel et al., 2008; Stevens and Halle, 1967), then altering the map-
ping from sound category to articulation to acoustics may also work inversely to change
the mapping from acoustics to sound category. Alternatively, repeated action-sensation
chains (such as in the case of babbling) generated by sensorimotor experience may
lead to coding of representations in terms of their sensory outcomes (Greenwald, 1970;
Hommel et al., 2001), or generation of higher order ‘common’ representations in which
there is no distinction between the two modalities (Prinz, 1990). The DIVA model of
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speech sound acquisition suggests that common representations may form a “speech-
sound map”, located in left ventral premotor cortex and left inferior frontal cortex,
containing cells that respond both to the production and perception of certain speech
sounds (Guenther and Vladusich, 2012; Tourville and Guenther, 2011). Sensorimotor
experience may thus alter motoric or shared representations possibly involved in speech
perception.
Second, perceptual learning experiments (Samuel and Kraljic, 2009) have shown that
speech sound categories can be retuned on the basis of subsequent feedback (e.g., indi-
cating whether a response was “correct”; Lametti et al., 2014a), lexical context (Eisner
and McQueen, 2005; Norris et al., 2003), and visual information (Bertelson et al., 2003).
Even if perception does not make reference to articulatory representations, sensorimotor
experience may act as a sort of ‘supervised learning’ to retune speech sound categories
(Jordan and Rumelhart, 1992). If a speaker’s productions consistently vary (e.g., in
response to altered feedback; Houde and Jordan, 2002), rather than continuously per-
ceiving the productions as errors, the distribution of the category may shift such that
these productions are now “on-target” (Kleinschmidt and Jaeger, 2015a). Thus, senso-
rimotor experience may retune speech categories later utilized in perception (Lametti
et al., 2014b; Shiller et al., 2009).
1.1.3 Methodology
Sensorimotor experience may affect perception A) via efference copies generated from
motor areas about the sensory consequences of predicted speech, or B) by retuning sound
representations or mappings between acoustic and articulatory representations. Teasing
apart exactly which of these processes may be occurring is likely to be as difficult as
distinguishing between prediction and integration, and is beyond the scope of this the-
sis. Indeed, recent accounts of analysis by synthesis (Poeppel et al., 2008) suggest that
articulatory representations are implemented via efference copies, thus implicating both
mechanisms at once.
This thesis utilized two primary methodologies in order to examine the role of sensori-
motor experience in speech perception. First, I utilized altered auditory feedback (AAF)
in order to alter participants’ motor-to-acoustic mappings during production and then
examined how this may have altered their behavior in subsequent phonetic categoriza-
tion tasks. The frequency alteration devices utilized in Chapters 2 and 3 were devel-
oped by John Houde (Houde and Jordan, 1998, 2002) and Shanqing Cai (Cai et al.,
2008; Tourville et al., 2013) respectively, and both operate under the same functional
principles. A participant is fitted with headphones and a microphone. Input from the
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microphone is transmitted to a computer sound card for spectral analysis and formant
tracking. The digital signal can then be resynthesized in a manner allowing for manip-
ulation of different acoustic parameter, such as formant frequency. The manipulated
signal is then fed back to the participant’s headphones, with an overall delay of approxi-
mately 6-12ms. This allowed us to introduce a discrepancy between expected and actual
sensory feedback. In response to such alterations, participants have been found to ex-
hibit compensatory responses opposite the direction of the shift in feedback (Houde and
Jordan, 2002; MacDonald et al., 2011). If these shifts are introduced gradually over a
number of trials, speakers often fail to notice any discrepancy in their production. Af-
ter a certain point, participants’ compensatory articulations tend to stabilize, at which
point participants are said to have “adapted” to the new sensorimotor mapping. This is
thought to be a true remapping, as it is found to persist when feedback is masked by
noise (Villacorta et al., 2007). When the feedback alteration is removed, articulation
slowly returns to normal (though after-effects may persist; Purcell and Munhall, 2006).
Recent experiments that have examined the effects of adaptation on perception have
found shifts in the phonetic categorization of fricatives (Shiller et al., 2009) as well as
vowels (Lametti et al., 2014b). This method is therefore eminently suitable for studying
how sensorimotor experience may affect phonetic categorization.
The second methodology utilized in this thesis is open-response word recognition, specif-
ically examining recognition of self-produced stimuli (Chapters 4 and 5) and stimuli
produced by a range of talkers (Chapter 5). An open-response format was chosen to
maximize the ecological validity of the recognition task (Clopper et al., 2006). Word
recognition was specifically chosen in contrast to phonetic categorization because ev-
idence suggests that these two “speech perception” tasks involve different neural pro-
cesses (Hickok and Poeppel, 2000). For example, utilizing the same stimuli and response
options for two tasks, Krieger-Redwood et al. (2013) found that transcranial magnetic
stimulation of premotor cortex decreased reaction times during a phonetic categoriza-
tion task but not during a semantic categorization task. Blumstein (1994) found that
participants with aphasia exhibited relatively intact word recognition, yet were greatly
impaired in syllable identification. Similarly, Stasenko et al. (2015) recently reported a
case study in which a stroke patient exhibited a normal categorical perception boundary
when the task involved discriminating whether two words differed acoustically, yet was
not able to phonetically label the same stimuli in an identification task. These disso-
ciations have led to dual-stream models of speech perception and production (Hickok
and Poeppel, 2004, 2007), with a ventral stream dedicated to lexical processing and
a dorsal stream subserving sensorimotor integration. While there is debate as to the
relative involvement of each stream during speech perception (Poeppel and Monahan,
2008; Rauschecker and Scott, 2009) as well as the importance of sub-lexical processes to
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everyday word recognition (Hickok, 2014), these findings clearly indicate that phonetic
categorization differs from other linguistic tasks. Therefore, in order to generalize any
experimental findings to the role of sensorimotor experience in everyday interactions,
it was crucial to utilize a task that is more likely to tap into processes associated with
lexical access.
1.1.4 Thesis Outline
Chapters 2 and 3 examined the role of sensorimotor experience in phonetic catego-
rization, utilizing altered auditory feedback. Chapters 4 and 5 examined the role of
sensorimotor experience in word recognition.
Chapter 2 investigated to what extent altering the mapping between articulation and
acoustics during production alters subsequent speech perception. In this regard, senso-
rimotor experience informs the listener as to how a continuous acoustic value maps onto
a discrete phonetic category (i.e., categorical perception). While previous experiments
suggest that this process does in fact occur (Lametti et al., 2014b; Shiller et al., 2009),
in each of these experiments the speech sound produced during the motor adaptation
task was the same sound presented during the phonetic categorization task. Thus, this
does not rule out the possibility that changes in perception were driven by auditory
perceptual learning (Samuel and Kraljic, 2009) or response bias rather than altered
sensorimotor mappings. To rule out this possibility, I examined sensorimotor adaptation
effects on perceptual compensation for coarticulation (e.g., Mann and Repp, 1980; Repp
and Mann, 1978; Whalen, 1981, inter alia). Due to coarticulatory effects on production,
the acoustic realization of a phone is often dependent on its phonetic environment, such
as the centroid frequency of a fricative being dependent on the quality of a following
vowel (Kunisaki and Fujisaki, 1977). Perceivers appear to be aware of these effects, and
will categorize an ambiguous fricative differently depending on its vowel context. I cap-
italized on this phenomenon by testing whether the perception of a fricative is affected
by sensorimotor adaptation of a following vowel. If sensorimotor adaptation causes
a certain acoustic value to be mapped onto a different place of articulation, then this
ought to result in changes to perceptual compensation for coarticulation effects follow-
ing adaptation.
Chapter 3 examined neural correlates of production-perception interactions in the pho-
netic categorization of vowels. During phonetic categorization, vowels of differing
height (i.e., with differing degrees of jaw closure) elicit distinct electrophysiological
responses (Obleser et al., 2003b; Shestakova et al., 2004). Bidelman et al. (2013) found
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that phonetic categorization of speech sounds correlated with variation in the P2 com-
ponent of the auditory event-related response (ERP). This same component has recently
been found to be sensitive to sensorimotor adaptation (Ito et al., 2016). I investigated
how sensorimotor adaptation may alter cortical ERPs during phonetic categorization. In
addition, I examined correlations between changes in production, phonetic categoriza-
tion, and cortical responses to determine to what extent changes in phonetic categoriza-
tion can be characterized as a remapping between acoustics and articulation, and how
this remapping may alter neural responses during perception.
Chapter 4 investigated to what extent sensorimotor experience may be involved in word
identification. Motor facilitation during phonetic categorization has been found to be
modulated by the perceived similarity between the sound presented as a stimulus and
the same sound produced by the listener (Bartoli et al., 2015). In non-speech experi-
ments, participants have been found to exhibit ‘self-advantages’ when performing per-
ceptual tasks contrasting self-produced stimuli and stimuli produced by other partici-
pants (Knoblich and Flach, 2001; Knoblich et al., 2002). Similarly, self-advantages in
word identification have been found for visual (Tye-Murray et al., 2013) and audiovisual
(Tye-Murray et al., 2015) speech stimuli. This may be evidence that representations uti-
lized during perception are constituted by one’s own sensorimotor experience (Hommel
et al., 2001; Prinz, 1990), or that emulatory processes recruit one’s own motor exper-
tise during perception (Wilson and Knoblich, 2005). In this study, I tested participants’
recognition of degraded words produced either by themselves or by one average speaker
drawn from the participant sample. This average speaker constituted a fair standard
against which to test self-advantages in word recognition. I predicted that if percep-
tual representations are more reflective of a participant’s sensorimotor experience, then
word identification should be facilitated for self-produced stimuli.
Chapter 5 built upon the results of Chapter 4 by comparing the influence of sensory expe-
rience and sensorimotor experience in determining talker-listener intelligibility. Spoken
language consists of individual exemplars of phonetic categories (e.g., vowels, syllables)
that comprise statistical distributions over acoustic dimensions such as pitch, formant
frequency, duration, etc... These categories thus have a rich internal structure that lis-
teners are sensitive to (Clayards et al., 2008). If representations utilized for speech are
reflective of sensory input across a wide range of talkers, then we may expect word iden-
tification to be easier when a talker produces speech that more closely approximates the
prototypical values of the target categories. Alternatively, if representations are more
reflective of one’s own sensorimotor experience, then we would expect word identifi-
cation to be easier when the talker and the listener produce statistically similar speech
sounds. I contrasted these alternative hypotheses by presenting participants with sen-
tences produced by seven talkers (one of which was the participant themself), and asked
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participants to identify two key words in each sentence. This enabled us to both quan-
tify the intelligibility of each talker to each listener as well as measure self-advantages
in word recognition. Phonetic analysis of the recordings then enabled us to test to what
extent prototypicality (as a correlate of sensory experience) or similarity (as a correlate
of sensorimotor experience) could predict talker intelligibility.
Chapter 6 summarizes and discusses the results of the four experimental chapters. For
Chapters 2 and 3, in which participants performed phonetic categorization tasks, I dis-
cuss how phonetic categorization may reflect a mapping between acoustics and articu-
lation in light of probabilistic models of sound categorization. For Chapters 4 and 5, I
discuss the relative weighting of sensory and sensorimotor experience, how this may be
shaped by an individual’s history of sensory input, and how the involvement of senso-
rimotor experience may rely on the presence of different acoustic cues. The results of
all chapters are then examined with respect to recent neurobiological models of speech
perception and production. Finally, I consider the limitations of the thesis and outline
possible avenues for future research.

Chapter 2
Sensorimotoric Adaptation Affects
Perceptual Compensation for
Coarticulation
A given speech sound will be realized differently depending on the context in which it
is produced. Listeners have been found to compensate perceptually for these coarticu-
latory effects, yet it is unclear to what extent this effect depends on actual production
experience. In this study, we investigate whether changes in motor-to-sound mappings
induced by adaptation to altered auditory feedback can affect perceptual compensation
for coarticulation. Specifically, we tested whether altering how the vowel [i] is pro-
duced can affect the categorization of a stimulus continuum between an alveolar and
a palatal fricative whose interpretation is dependent on vocalic context. We found that
participants could be sorted into three groups based on whether they tended to oppose
the direction of the shifted auditory feedback, to follow it, or a mixture of the two, and
that these articulatory responses, not the shifted feedback the participants heard, cor-
related with changes in perception. These results indicate that sensorimotor adaptation
to altered feedback can affect the perception of unaltered yet coarticulatorily-dependent
speech sounds, suggesting a modulatory role of sensorimotor experience on speech per-
ception.
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2.1 Introduction
The drive to find parity between production and perception reflects the fact that hu-
mans are both producers and perceivers of speech (Casserly and Pisoni, 2010). One of
the central questions in speech perception is whether and to what extent our percep-
tion of an acoustic speech signal maps onto the physical mechanisms utilized in order
to produce that sound (Liberman and Mattingly, 1989). While some theories claim that
the representations accessed during speech perception can be described succinctly in
terms of acoustics (e.g. Blumstein and Stevens, 1981), others posit that speech percep-
tion involves accessing representations more directly related to the articulatory gestures
that generated the speech (e.g. Fowler, 1986; Liberman and Mattingly, 1985; Poeppel
and Monahan, 2011). This study sought to contribute to this debate by asking whether
altering speakers articulation-to-sound mapping for the production of a vowel has con-
sequences for their perception of coarticulated consonants whose interpretation is de-
pendent on vowel context.
While many phoneticians and psycholinguists describe the representations utilized for
perception in articulatory terms, researchers in the field of speech motor control have,
somewhat paradoxically, as Hickok et al. (2011) have noted, more consistently char-
acterized speech production not as implementing rigid articulatory programs but as
attempting to hit an acoustic or somatosensory target (Houde and Nagarajan, 2011).
In order to accurately produce the intended target, the speaker must map between an
articulatory program and its expected sensory outcomes. However, such models suggest
that the articulatory sequences themselves are flexible and can be changed in order to
generate a particular acoustic pattern. The stability of an articulatory motor program
therefore rests only on its ability to consistently generate intended sensory targets. Fur-
thermore, if speech perception involves mapping from acoustics to articulation, altering
this mapping in a production task should alter speech perception as well.
Substantial evidence for a sensory-centric view of speech production stems from exper-
iments utilizing Altered Auditory Feedback (AAF) devices (Houde and Jordan, 1998,
2002) that enable researchers to independently manipulate spectral and temporal prop-
erties of a speaker’s voice in real time. In response to repeated and consistent perturba-
tions of auditory feedback, speakers alter their productions to more closely approximate
their intended sensory outcomes, and this adaptation effect persists even when altered
feedback is replaced by masking noise or removed (Purcell and Munhall, 2006). Sen-
sory targets need not necessarily be acoustic, but may also be somatosensory, as similar
experiments using altered somatosensory feedback suggest (Lametti et al., 2012).
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In addition to investigating speech motor control, this technique has also probed the
relationships between production and perception. For example, participants who show
more acute discrimination of first formant differences are also found to compensate
more in response to perturbations of that formant (Villacorta et al., 2007). Conversely,
other experiments suggest that adaptation to AAF may also alter the way speech is
perceived, possibly due to a ‘restructuring’ of the motor-to-acoustic mappings.
In a study by Shiller et al. (2009), for example, participants were asked to produce [s]-
initial CV or CVC words under conditions of altered (AF) or unaltered (UF) auditory
feedback. Prior to and following speech training, both groups completed a phoneme
identification task consisting of stimuli along a continuum between “a said” and “a
shed”. Compared to the pre-test, the AF group reported more instances of [s], while
the UF group reported fewer instances of [s]. This suggests that the changes in the
representations accessed during phoneme categorization had been altered by the partic-
ipants’ experience during the production task. This claim was further supported by the
results of a passive listening group which listened to an average participant from the AF
group, but showed no difference between pre- and post-exposure phoneme categoriza-
tion.
Adaptation to AAF can also affect subsequent vowel perception. Lametti et al. (2014b)
performed two experiments in which participants were tested on categorization of vowel
stimuli between “head” [E] and “had” [æ] (Exp. 1) or “head” and “hid” [I] (Exp. 2).
The purpose of the experiment was to determine which of these influences, auditory or
articulatory, would lead to a change in the categorization of the test stimuli. Participants
were separated into two groups, differing in the direction of the feedback perturbation.
All participants were tasked with producing the word “head,” containing the vowel [E].
In one group, the frequency shifted the vowel in the direction of [ae], in which case
the participants would have to articulate a more [I]-like vowel in order to compensate
for the shift; the direction of the perturbation was reversed in the other group. In both
experiments, it was found that only the group that articulated into the phonetic test
continuum region (as a result of adaptation) showed significant changes in vowel cate-
gorization. In Exp. 1, only participants who had compensated for the shifted feedback
by articulating a more [I]-like vowel during the production of the word “head” demon-
strated a change in the perception of a continuum between [E] and [I], while in Exp. 2,
it was found that only participants who articulated a more [æ]-like vowel demonstrated
a shift in perception. The authors conclude from this that the shift in perception follows
the direction of the articulation rather than the acoustic input. As in Shiller et al. (2009),
the possibility that this effect was due to simple auditory exposure to shifted feedback
was ruled out by inclusion of a passive listening control group.
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These two studies (Lametti et al., 2014b; Shiller et al., 2009) suggest that altering motor-
to-auditory mappings can alter the perception of speech sounds. In both studies, the
authors suggest that their findings lend support to the idea that production and percep-
tion are closely linked, and that the motor system plays an active role during perception.
However, in both of these studies, the speech segment utilized in the adaptation phase
was the target segment in the perception phase. Therefore, it is unclear to what ex-
tent such production-induced shifts are simply a result of a bias induced by the altered
feedback procedure or represent true perceptual changes induced by auditory-motor
remapping.
By using altered auditory feedback to study perceptual compensation for coarticula-
tion – where the segment that is adapted in production can be dissociated from the
segment that is tested in perception – it becomes possible to test whether perceptual
changes are more than response bias. It has long been observed that the articulation of
a speech sound is, as a rule, extremely influenced by its surrounding context, and the
same acoustic signal can be widely interpreted based on the context in which it is pro-
duced (Liberman et al., 1952). It is the rule, rather than the exception, that segments
blend into one another without clear moments of delineation.
Nirgendwo ist im Inlaut etwass von Abglitt und Anglitt zu finden, sondern eine
wonderbare Koartikulation... “There is nowhere in its content something
of an on-glide or off-glide to be found, only a wonderful coarticulation...”
(Menzerath and de Lacerda, 1933, p. 52).
An example of the coarticulated nature of speech can be found in vowel-consonant
coarticulation; in English, a vowel preceding a nasalized consonant will also tend to be
nasalized (Bell-Berti and Krakow, 1991). Both behavioral (Fowler and Brown, 2000)
and neuroimaging experiments (Flagg et al., 2006) reveal that English listeners are sen-
sitive to this nasalization as an indicator of an upcoming nasal consonant. The ability
of listeners to recognize segments as the same under such varying conditions, and to
utilize such cues, was a primary factor leading to the characterization of representa-
tions involved in speech perception as ultimately articulatory in nature (Liberman and
Mattingly, 1985).
One particular phenomenon that has been repeatedly investigated with regard to the
interactions between coarticulation and perception is known as “compensation for coar-
ticulation” (CFC). In addition to being sensitive to acoustic cues for coarticulated seg-
ments, listeners have been found to “undo” common coarticulatory effects in a manner
that alters their perception of a given segment in a particular context. For example,
in the study by Fowler and Brown (2000) on the perception of vowel-nasal consonant
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sequences, listeners were found to perceive a nasalized vowel as less nasal if it was fol-
lowed by a nasal consonant compared to when it was followed by an oral consonant.
Perceivers perceptually “compensated” for the coarticulatory effects of the nasal conso-
nant on the preceding vowel by attributing acoustic information from one segment to
the following segment. Subsequent research has identified a range of contexts in which
CFC effects occur (e.g. Elman and McClelland, 1988; Fowler, 2006; Lotto and Kluender,
1998; Mann and Soli, 1991; Mann and Repp, 1980; Mitterer and Blomert, 2003; Repp
and Mann, 1981), including synthesized, natural, and even non-speech contexts.
Purely perceptual experiments have attempted to disentangle articulatory and acoustic
accounts for CFC by demonstrating that non-linguistic stimuli may also affect speech
categorization (Holt, 2005) or by utilizing stimuli that make different predictions based
on articulatory or acoustic information (Viswanathan et al., 2010). In this experiment,
however, we attempt to more directly probe the interactions between production and
perception by altering the relationship between articulation and acoustics for a par-
ticular speech sound and then examining whether this remapping may affect the CFC
response. If adaptation to AAF involves sensorimotor remapping, then generalization
of the remapping to the unadapted speech sound would suggest that the perception
of continuous speech involves active utilization of articulatory knowledge to classify
speech sounds. Furthermore, testing CFC responses on unadapted segments rules out
the possibility that any observed effects can be attributed to response bias.
2.2 Experiment 1
A clear CFC effect that has been demonstrated in the literature is the effect of vowel
quality on the categorization of a preceding fricative (Kunisaki and Fujisaki, 1977; Mann
and Repp, 1980; Whalen, 1981). For example, when producing the word “sheep”, the
tongue position for [i] is already being prepared during the articulation of the word
initial fricative. This has the effect of raising or lowering the centroid frequencies of the
coarticulated fricative dependent on the quality of the following vowel. The centroid
frequency of a fricative will tend to be higher before [i] and lower before [u]. There-
fore, in fricative vowel sequences, a certain portion of the “lowness/highness” of the
centroid frequency of the preceding fricative can be attributed to the speaker’s prepa-
ration to articulate the following vowel (in the same manner that nasality on a vowel
can be attributed to a following nasal consonant). Early research by Kunisaki and Fu-
jisaki (1977) found different perceptual responses to fricative stimuli along a continuum
between [s] and [S] dependent on the quality of the following vowel. These responses
were in opposition to the articulatory effects; listeners were more likely to categorize an
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ambiguous fricative between [s] and [S] as [s] in the context [-u], and [S] in the context
[-i]. This suggests that listeners perceptually compensate for the effects of coarticulation
on the acoustic realization of the intended phones.
In the first experiment, we investigate whether changes in the articulation of the vowel
[i] due to exposure to AAF may lead to a change in the perception of an unshifted yet
contextually dependent fricative continuum between “see” and “she”. In two sessions,
we asked participants to categorize fricative-vowel stimuli after short periods of produc-
tion training under conditions of altered (AF) and unaltered (UF) auditory feedback.
This within-subjects design enables us to compare the same participants under condi-
tions of unaltered and altered feedback. In AF sessions, participants’ auditory feedback
in response to their productions of words containing [i] was shifted to more closely
approximate their average productions of the vowel [u].
While for certain participants this shift involved some change to the first formant, corre-
sponding to vowel height, the majority of the shifted feedback was confined to altering
the second formant, which corresponds to vowel frontness/backness. According to the
results of Kunisaki and Fujisaki (1977), as the context-vowel becomes more [u]-like, the
proportion of stimuli perceived as [S] should decrease.
To oppose this shift, participants would need to hyper-articulate their productions of the
vowel [i], in articulatory terms increasing vowel “fronting” and in acoustic terms increas-
ing the frequency of the second formant. However, it has been found that adaptation
to AAF is not total; participants’ compensatory articulations only reduced the shift in
auditory feedback by approximately 20% (Katseff et al., 2012; MacDonald et al., 2011).
Therefore, while participants may oppose the shift induced by AAF, they are still being
exposed to stimuli that are shifted compared to an average production. If participants
perceptually compensate on the basis of the acoustics they hear during the AF produc-
tion session, then participants should subsequently report fewer “she” responses in the
perception test. Yet in terms of the articulation of the vowel, motoric adaptation leads
the vowel to become more [i]-like, in which case we would expect an increase in the
amount of stimuli subsequently perceived as “she”. As in Viswanathan et al. (2010), the
acoustic and articulatory accounts make opposite predictions as to the direction of the
perceptual change.
However, this does not rule out the possibility that participants may fail to produce
opposing articulatory responses upon exposure to altered feedback. A meta-analysis
conducted by MacDonald et al. (2011) of seven AAF experiments (116 participants)
found a range of inter-speaker variability in vocal responses to the auditory feedback.
In all data analyzed, the target word to be produced was “head”, and the shift consisted
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of an increase in F1 by 200Hz and a decrease in F2 by 250Hz. Measuring the differ-
ence between the last 15 utterances of the baseline phase and the last 15 utterances of
the full shift phase, the authors found that 14 of the 116 talkers exhibited a following
response in F2, with an additional 4 exhibiting a following response in both F1 and F2
(15% of participants). If all the participants in the present study exhibited such follow-
ing responses, the acoustic and the articulatory accounts would predict the same result,
namely, a decrease in the amount of “she” responses. However, if some participants
exhibit following responses and some exhibit opposing responses, an articulatory ac-
count would predict a difference between participants exhibiting an opposing response
to the AAF compared to participants exhibiting a following response, while the acoustic
account predicts that both groups would report more stimuli as “she”.
2.2.1 Participants
24 North American native speakers of English (14 = female). Average age at time of
testing was 27.42 years (min = 21, max = 36), and all were residents of the Northern
California Bay Area at time of testing.
2.2.2 Ethics Declaration
Ethical approval for this study was obtained from the Institutional Review Board of the
University of California, San Francisco (Exp. 1), as well as the Ethics Committee of the
Social Sciences Faculty of Radboud University (Exp. 2). Written consent was obtained
from each participant on the first day of the study. Participants were informed that their
participation was voluntary and that they were free to withdraw from the study at any
time without any negative repercussions and without needing to specify any reason for
withdrawal. All participants were reimbursed for their participation.
2.2.3 Design
The experiment comprised two sessions, an unaltered feedback (UF) and an altered
feedback (AF) session. All participants completed both sessions. The UF session al-
ways preceded the AF session, to prevent any possible carryover effects from the altered
feedback. Each session was separated by a minimum of two weeks.
Within each session, participants performed two tasks, a speaking task and an identifi-
cation task, separated into blocks. In the speaking task, participants read aloud simple
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FIGURE 2.1: Overview of Experiment Design. Each session consisted of alternating
Identification Blocks (IB), and a Speaking Blocks (SB). Grey and red bars indicate au-
ditory feedback in the unaltered (UF) and altered (AF) sessions, respectively. In the
AF session, auditory feedback was shifted 20% of the participant’s acoustic distance to-
wards the participant’s average [u] values, with ramp-up, hold, and ramp-down phases.
Grey circles (UF session) and red triangles (AF session) denote grand average standard-
ized F2 by trial.
CVC words. In the perception task, participants listened to synthesized stimuli ranging
along a continuum between clear “see” and clear “she”, and reported via button press
which word they thought they had heard. Both sessions consisted of seven Identification
Blocks (IB) and six Speaking Blocks (SB), presented in alternation (Fig. 2.1). A session
began with an IB, followed by a SB, and continued in this manner until all seven IBs and
SBs had been completed. All participants completed both sessions.
2.2.4 Speaking Task
2.2.4.1 Equipment and AAF signal processing
For both sessions, participants were seated in front of a laptop, and fitted with Bey-
erdynamic DT 770 PRO noise-isolating headphones. Speech was recorded utilizing
a Micromic.C 520 VOCAL head-mounted microphone. Microphone input was routed
through an RDL HR-mP2 Dual Microphone Preamplifier to an M-Audio Delta 1010 ex-
ternal sound card.
In order to determine the most accurate audio processing settings to apply altered feed-
back, each participant was first recorded producing the words “heed”, “who’d”, and
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“had”, corresponding to the point vowels [i], [E], and [æ], respectively. Spectral mea-
surements using varying levels of LPC coefficients and frequency cutoff levels were then
generated, and the number of coefficients and the frequency cutoff level giving the best
formant tracking were selected by visual inspection of the results. Following calibration,
participants were recorded producing the same words three times each. The averages
of the first and second resonant frequencies for the point vowels [i] and [u] were then
utilized as the basis for the frequency shifted feedback (see Procedure).
The input signal from the microphone was analyzed by a frequency alteration device
(FAD) as described by Katseff et al. (2012), based on the method of sinusoidal synthesis
(Quatieri and McAulay, 1986). The input signal was recorded with a 32-bit sampling
depth at a rate of 11025Hz, generating a frame size of 3ms. This frame was then ported
into a 400 sample, 36ms buffer for spectral analysis. The acoustic envelope was con-
verted into a narrow-band magnitude frequency spectrum in order to obtain the spectral
envelope from the signal. This spectral envelope was utilized to estimate, and mod-
ify, the fundamental and resonant frequencies present in the recorded input. The new
narrow band magnitude frequency spectrum was then used as the basis for sinusoidal
synthesis, in which each harmonic of the spectrum is represented as a sinusoid. The
acoustic signal was then generated by sinusoidal addition. In order to maintain continu-
ity between frames, the preceding 3ms frame was also used as input to the estimation
of the current 3ms frame, totaling a 6ms analysis window. Additional processing delays
between microphone and headphones led to an overall delay of approximately 12ms,
regardless of whether or not feedback had been altered.
2.2.4.2 Speaking Task Stimuli
Stimuli for the speaking task consisted of 13 monosyllabic English words in orthographic
form (‘peep’, ‘beep’, ‘deep’, ‘keep’, ‘peat’, ‘beet’, ‘bead’, ‘deed’, ‘keyed’, ‘peak’, ‘beak’,
‘teak’, ‘geek’). Words were presented in white 30-point font against a black background.
All words began with a voiced or voiceless stop consonant, followed by the vowel [i],
and ended with a voiced or voiceless stop consonant. Crucially, no words contained a
fricative consonant.
2.2.4.3 Procedure
In a Speaking Block (SB), participants were instructed to read aloud the words presented
on screen. The thirteen stimulus words were presented in random order. Each word was
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presented twice, with all words being presented at least once before repetition began,
totaling 26 presentations per block.
In the UF session, there was no altered feedback except for the downsampling of the
signal and the processing delay of 12ms. In the AF session, there was no altered feed-
back in the first (baseline) SB. Starting in the second SB (“on-ramp”), the participants’
auditory feedback was shifted towards their average [u] production. In their first ex-
periment, Purcell & Munhall (2006) applied a fixed-frequency shift of ±200Hz to each
participant’s F1, which they argue may have led to differing compensatory responses
given the vocal tract parameters of the individual participants. Therefore, following
Niziolek and Guenther (2013), we defined custom frequency shifts for each participant,
based on per-participant differences in average F1 and F2 for the vowels [i] and [u]. For
each participant, maximum feedback was 20% of the distance in F1-F2 space from [i]
to [u]. Feedback alteration began at 0% perturbation at trial 1 of SB 2, and reached a
maximum of 20% perturbation of both F1 and F2 by trial 26 (“on-ramp”). This averaged
-263.29Hz for F2, and 6.67Hz for F1, indicating that the primary dimension of the shift
was along F2. Perturbation remained at 20% over blocks three and four. In block five
(“off-ramp”), perturbation decreased from 20% at trial 1 to 0% at trial 26. Feedback
was unaltered in block six.
2.2.4.4 Acoustic Analysis
Semi-automated formant measurements were conducted with the same DSP-processing
software utilized for the feedback alteration, and Matlab (Mathworks, 2012). An al-
gorithm measuring the periodicity of the acoustic signal was first utilized to identify
the start and end time of the vowel segment of each recording. Formant tracking re-
sults were visually inspected to determine that measurements were taken from vowel
midpoint or the closest suitable point.
While the altered feedback was defined in terms of change in F1 and F2, the primary
direction of change occurred along the F2 dimension. We therefore excluded F1 mea-
surements from analysis. The acoustic measurements for F2 were converted from Hertz
to Mel, a logarithmic frequency scale that more closely approximates human hearing,
using the formula 2595 ⇤ (log(1 + (F2_Hz/700))).
In order to compare production responses across participants, Mel frequency measure-
ments of F2 were standardized according to the following procedure: For each partici-
pant, the first SB of each experimental session was designated as the “baseline” block for
that session. The Mel value of each trial was subtracted from the average Mel value of
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the baseline, and then standardized by dividing by the standard deviation of the baseline
block.
F2standardized = (F2 mean(F2baseline))/sd(F2)baseline (2.1)
Therefore, these standardized values represented changes from baseline production val-
ues in each session with respect to baseline formant variability. All statistical tests were
performed utilizing these standardized measurements.
For comparison with other studies, we also calculated an alternative compensation index
according to the following formula:
F2compensation = 1  (F2  F2baseline)  shiftF2
shiftF2
(2.2)
Where for a given trial, compensation was defined as the percentage return towards
baseline from the shifted formant value. Subtracting the resulting proportion from 1
separates responses opposing the direction of the shift (positive values) from those fol-
lowing it (negative values).
2.2.5 Identification Task
2.2.5.1 Stimuli
Stimuli for the identification task were created according to the following procedure: a
female native speaker of North American English producing the sentence “say the word
‘see”’ three times. After selecting the most natural sounding version, the word “see”
was extracted. The duration values for each phone segment and the prosodic contour
of the word was extracted utilizing Praat (Boersma and Weenink, 2013) and converted
into a text-based format readable by Mbrola (Dutoit et al., 1996), a text-based diphone
synthesizer. This method enabled the creation of two endpoint stimuli with identical
phone durations and prosodic contours. Sample-by-sample interpolation (McQueen,
1991) was then utilized to create a 100-step continuum between unambiguous “see”
and unambiguous “she”.
2.2.5.2 Pre-test
Before the first session, participants completed a pre-test, utilizing the same materials
as the test phase, in order to determine the stimulus-step at which participants switched
from reported hearing “see” to “she”, by means of an adaptive staircase procedure. In the
odd-numbered trials, a random “filler” endpoint stimulus (0 or 100) was presented, as
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during pilot testing it was found that presentation of consecutive ambiguous stimuli led
to shifts in the categorical perception boundary. These filler trials did not count towards
the staircase procedure results. Even numbered trials first began with presentation of
the endpoint stimuli (0 or 100, corresponding to unambiguous “see” and unambiguous
“she”). Initial step-size was set at 100; after trial four, step size decreased by half after
each reversal until either 12 reversals had occurred or step-size remained at one for
three consecutive trials.
2.2.5.3 Procedure
In an Identification Block (IB), participants were instructed to listen to an auditorily
presented stimulus and indicate via keyboard whether the stimulus sounded more like
“see” (button 1) or “she” (button 2). Participants were instructed to wait until the
sound file had finished before responding, and to respond with whichever hand felt most
comfortable. As it was essential to the experiment that participants listen to both the
fricative and the following vowel in order to assess the CFC effect, responses made prior
to the end of stimulus presentation were not accepted. In such cases participants were
verbally reminded to wait until stimulus presentation had finished before responding.
While this eliminated the possibility of comparing reaction times, this method ensured
that participants listened to both the fricative and the vowel before responding.
Presented stimuli consisted of ±1, 3, 5, 7, 9, 11, 13, 15, 17 steps above and below each par-
ticipant’s pre-test boundary as well as the endpoint stimuli (step 0 and step 100), for
a total of 20 stimuli. Stimulus presentation was pseudo-randomized into sets of four,
consisting of one stimulus less than 10 steps above pre-test boundary, one stimulus less
than 10 steps below, one stimulus greater than 10 steps above, and one stimulus greater
than 10 steps below. In an IB, each stimulus was presented twice for a total of 40 pre-
sentations per IB, with all stimuli presented once before repetition. Responses in the
Identification Task were coded as 0 (for “see”) and 1 (for “she”).
2.2.6 Data exclusions
Due to software failure, two participants were unable to complete IBs five and six and
SB six of the UF session. When possible, all remaining data from these participants were
included in the analyses.
Out of 7436 total trials, 297 trials (4% of total data) were excluded prior to acoustic
analysis due to either recording error (e.g. wrong word spoken or spoken outside of
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FIGURE 2.2: Average standardized F2 and proportion ‘she’ responses by type of
participant. Solid lines refer to the UF session, dashed lines refer to the AF ses-
sion. Panels A-C represent average standardized F2 for opposers(A), followers (B),
and mixed (C) participants. Panels D-F represent group-averages of baseline-centered
proportions of ‘she’ responses for opposers(C), followers (D), and mixed (F). Panels G-I
represent group-averages of uncentered proportions of ‘she’ responses for opposers (G),
followers (H), and mixed (I).
recording window) or failure of the formant tracker to locate a stable point for formant
measurement. In the remaining trials, each participant’s formant measurements were
visually inspected for formant tracking errors. Five trials were removed in which for-
mant values for F1 were exceedingly large (greater than 5 standard deviations from
centered mean of all participants). We then excluded trials in which F2 was greater
than 3 standard deviations from the mean of all participants of that gender (15 trials).
Finally, values for F1 and F2 were centered and scaled on a by-participant basis, and
based on visual inspection of the data, a conservative value of ±4sd was set as the cutoff
at which extreme values would more likely have arisen due to tracker error. In total, 41
trials were excluded from analysis in this manner, comprising 0.5% of the data.
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2.2.7 Results
2.2.7.1 Production Results
Inspection of individual results in the AF session revealed that, while many participants
appeared to oppose the AAF, a number of participants exhibited a decrease in F2 com-
pared to baseline. This suggests that in contrast to an opposing response, certain par-
ticipants responded to the altered feedback by producing a “following” response in the
same direction as the shifted feedback (MacDonald et al., 2011).
We therefore conducted a simple post-hoc division of participants into three groups
based on whether standardized F2 averaged over the third and fourth blocks of the AF
session, during which the altered auditory feedback was held constant at its maximum
value, was greater than baseline for both blocks, less than baseline for both blocks, or
above baseline in one block but below baseline in another. Standardized F2 was above
baseline for 11 participants (mean of blocks 3 and 4 = 0.917, sd = 1.353) and below
baseline for 7 participants (mean of blocks 3 and 4 =  0.508, sd = 1.128), and mixed
for 6 participants (mean of blocks 3 and 4 =  0.003, sd = 0.867). We classified these
participants as “opposers”, “followers”, and “mixed”, respectively. Average standardized
F2 for the three groups in the UF and AF sessions are displayed in Fig. 2.2 (panels A-C).
Standardized F2 values were analyzed with linear mixed effects regression in R (R Devel-
opment Core Team, 2013) using the lme4 package (Bates et al., 2014). This technique
is robust to missing data, and allowed us to include data from the two participants who
failed to complete the last few blocks of the UF session. Due to the standardization pro-
cedure, block 1 contained essentially no variance and therefore was excluded from the
analyses. Model fitting began with a maximal model containing fixed effects for “Type”
(opposer, follower, mixed), session (AF or UF), and block (1 - 6; as categorical vari-
ables), as well as all two-way and three-way interaction terms. We utilized a maximum
random effects structure (Barr et al., 2013) including a random intercept for participant
as well as random slopes for block and session. Significance of predictors was assessed
by conducting likelihood ratio tests between nested models with and without the candi-
date fixed effect term. Removal of the 3-way interaction term for type, block and session
was found to significantly decrease model fit ( 2(8) = 63.116, p < 0.001). To simplify
model interpretation, we subsetted the data and fit separate models for the AF and UF
sessions.
For each by-session model, we began with a maximal random effect structure includ-
ing random intercepts for participant and a random slope for block, and a maximal
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fixed effect structure including main effects for type and block as well as the inter-
action term. Removal of this interaction term significantly reduced model fit in the
AF session ( 2(8) = 19.377, p < 0.013). Model estimates (with p-values obtained by
Satterthwaite approximation) are reported in contrast to block 2 of the AF session
for the opposer group. For this group, standardized F2 was found to increase sig-
nificantly in blocks 3 (Est. = 0.610, SE = 0.158, p < 0.001) and blocks 4 (Est. =
1.038, SE = 0.324, p = 0.005). In block 2, the opposers differ significantly from fol-
lowers (Est. =  0.516, SE = 0.236, p < 0.05) but not from the mixed group. This
difference between opposers and followers from block 2 onwards exhibits a significant
decrease in block 3 (Est. =  0.761, SE = 0.253, p < 0.007) and a marginally significant
decrease in block 4 (Est. =  1.083, SE = 0.520, p = 0.05). The difference between
opposers and mixed becomes significant in block 3 and remains significant until block 6
(all ps < 0.05).
In contrast, in the UF session, removing the interaction term ( 2(8) = 5.004, p = 0.75),
the main effects of type ( 2(2) = 2.596, p = 0.27), and the main effect of block ( 2(4) =
2.756, p = 0.6) all failed to significantly impact model fit. These combined results indi-
cate that the opposer, follower, and mixed groups do not reliably differ in standardized
F2 when feedback is unaltered, but produce differing response patterns when exposed
to altered auditory feedback.
As has been found in previous experiments, adaptation was not sufficient to completely
counteract the altered feedback (Houde and Jordan, 1998; Katseff et al., 2012; Purcell
and Munhall, 2006). In contrast to the average F2 compensation of 23.2% reported for
perturbations of [E] (MacDonald et al., 2011), in this experiment opposers altered their
productions by an average of only 5.6% in the third and fourth blocks of the AF session
(min = 0.5%, max = 18.1%). Followers were found to alter their F2 by only -2.9% in
the below-baseline group (min = -5.8%, max = -0.3%).
2.2.7.2 Identification Results
Our key question concerned whether participants’ perceptual responses differed with
respect to conditions of altered and unaltered production feedback. However, the pro-
duction results indicate that participants’ vocal motor behavior in response to AAF dif-
fered, justifying their division into three separate groups. Figure 2.2 (D-F) displays
the baseline-centered proportion of “she” responses in each block and session for the
opposers, followers, and mixed groups, with uncentered proportions are displayed in
panels G-I.
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These graphs indicate that, despite the staircase procedure, the proportion of “she”
responses in the first block appears to have shifted between the UF and AF sessions
for participants in the follower and mixed groups (mean difference AF-UF: opposers =
0.000, followers = 0.093,mixed = 0.117). Rather than averaging responses in each
block over stimuli, binary coded identification responses were analyzed using mixed-
effects logistic regression (Breslow and Clayton, 1993; Jaeger, 2008).
The graphs in Figure 2.2 (D-F) suggest that with regards to overall proportion of re-
sponses, participants in all three groups tended to perceive more stimuli as “she” in the
AF session compared to the UF session. However, because this increase was present from
the first block in the follower and mixed groups, this overall increase in “she” responses
cannot be attributed to the AAF. To assess the effect of altered auditory feedback on
identification, we conducted separate regression analyses examining the effects of block
and session within each group. As with the production data, model fitting proceeded by
comparison of backwards-fitted nested models.
For opposers, the initial model contained a random effect structure containing random
intercepts for participant and item, as well as random slopes for block and session over
participant and session over stimulus. Removing the interaction between session and
block significantly decreased model fit ( 2(6) = 29.372, p < 0.001). Parameter esti-
mates (treatment coded with the baseline block (block 0) of the UF session as refer-
ence) indicate that in the UF session, the proportion of “she” responses was signifi-
cantly less than baseline in the sixth block (Est. =  1.11, Z =  3.37, p < 0.001. The
estimates of the interaction indicate that in the AF session participants tended to per-
ceive more stimuli as “she” in the second (Est. = 0.717, Z = 2.204, p < 0.028), fourth
(Est. = 0.856, Z = 2.641, p < 0.009), fifth (Est. = 0.845, Z = 2.564, p < 0.011), and
sixth blocks (Est. = 1.097, Z = 3.322, p < 0.001) compared to the corresponding blocks
in the UF session (with respect to their change from baseline; Fig. 2.2D).
The model for the follower group included fixed effects of block, session, and the in-
teraction term, as well as random intercepts for participant and stimulus with random
slopes for session. Removing the interaction between session and block also significantly
decreased model fit ( 2(6) = 15.941, p < 0.02). Inspection of model estimates indicates
that in the UF session, the probability of perceiving stimuli as “she” in block 4 was sig-
nificantly lower than in the baseline block (Est. =  0.6838, Z =  2.132, p < 0.04). In
contrast to the opposers, model estimates indicated that participants were already more
likely to report stimuli as being “she” in the baseline of the AF session than in the base-
line of the UF session (Est. = 1.2496, Z = 2.747, p < 0.007). This increased tendency
to report stimuli as “she” decreased significantly in the second (Est. =  1.2236, Z =
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 2.717, p < 0.007) and third (Est. =  1.1650, Z =  2.587, p < 0.01) blocks of the AF
session.
For the mixed group, a model containing the same fixed effect structure was fit with
random intercepts for subject and stimulus with random slopes for session and block
over participant and session over stimulus. As in the production results, removal of the
interaction and main effects did not significantly impact model fit (all ps > 0.05).
2.2.7.3 Interactions between Production and Identification
As in other experiments (Lametti et al., 2014b; Shiller et al., 2009), no within-session
significant correlations were found between production (standardized F2) and percep-
tion (centered response). The results from the production and the perception models
seem to suggest that the effect of the altered feedback on perception only emerges when
considering the differences in production and identification across the two sessions. The
within-subjects design enabled a comparison of each participant’s behavior under condi-
tions of both altered and unaltered feedback. We computed differences scores for both
the production and the identification data: For the production results, we utilized the
standardized F2 scores; for the identification results, we baseline-centered each partici-
pant’s results to the average of block 0 of each session. This allowed us to compare both
the identification and the production results with respect to changes from baseline in a
given session. Each participant’s average standardized F2 for production and average
baseline-centered proportion of “she” responses for identification in the AF session were
subtracted from the corresponding results in the UF session. These difference scores
were found to have a positive correlation (Fig. 2.3; r(22) = 0.44, p < 0.031), indicating
that a higher standardized F2 value in the AF session compared to the UF session (cor-
responding to a more fronted [i] vowel) correlates with an increased likelihood of “she”
responses in the AF session compared to the UF session. The fact that this correlation
is found with regard to by-session and by-participant baseline-centered proportions of
“she” removes the possibility that this pattern is simply due to an overall difference in
the number of “she” responses in one session compared to another. For blocks three and
four, the two blocks corresponding to maximum perturbation in the AF session, differ-
ences scores were found to correlate only for the fourth block (r(22) = 0.47, p = 0.016),
and not for the third (r(22) = 0.32, p = 0.13). This concords with what is seen in the
group results, in which a sharp drop is seen in the proportion of “she” responses in the
opposer group (Fig. 2.2D), even though standardized F2 is above baseline in this block
(Fig. 2.2A).
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FIGURE 2.3: Correlation of difference scores. X-axis denotes, for each participant, the
average standardized F2 in the UF session subtracted from average standardized F2 in
the AF session. Y-axis denotes average baseline-centered proportion of ‘she’ responses
in the UF session subtracted from those in the AF sesssion.
Inspection of individual by-trial results revealed that some participants exhibited a strong
opposing or following response in the initial half of a block, but then returned to baseline
in the second half (or vice versa). If vocal behavior in the second half of an SB differed
from vocal behavior in the first, this may have “cancelled out” the effect of adaptation on
previous trials. If this is the case, then we surmised that stronger correlations between
the difference scores may be found if standardized F2 measurements were limited to the
second half of each SB (trial > 13). Limiting production data to the last half of the block
was found to slightly increase the correlation coefficient (r(22) = 0.47, p < 0.019). In
addition, we found that the previously non-significant correlation in block three became
marginally significant if we limited our measurements to the last 10 trials of the block
(r(22) = 0.41, p = 0.05). These within-block changes in F2 may explain the sudden drop
in identification scores in the third IB despite an increase in average standardized F2 in
the corresponding SB.
2.2.8 Discussion
The combined results from the Speaking and Identification tasks suggest that a change
in produced F2 correlated with a change in the proportion of stimuli perceived as “she”.
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Even though participants in the oppose group counteracted only 5.6% of the shifted
feedback, they nevertheless exhibited an increase in the proportion of stimuli reported as
“she”. The direction of the correlation accords with results from similar CFC experiments
in which a more fronted vowel is associated with more [S] responses (Kunisaki and
Fujisaki, 1977; Mann and Repp, 1980). This provides evidence against a purely acoustic
account of the results, because each participant (both opposers and followers) heard
themselves producing the vowel [i] with a much lower F2 than normal. Instead, the shift
in perception correlated with changes in the motoric behavior, supporting an articulatory
basis for the perceptual shift. In line with the results of Lametti et al. (2014b), changes
in perception were variable and depended on the direction of the articulatory change,
rather than universally according with the direction of the shifted auditory feedback.
The relatively large amount of following responses found in this experiment compared
to others may possibly be due to the articulatory location of the target vowel ([i]).
Acoustically, this vowel occupies an endpoint in terms of both F1 and F2, while artic-
ulatorily, the degree of lingual contact is greater for [i] than for non-closed vowels,
such as [E], which may increase the importance of somatosensory feedback relative to
acoustic feedback (Mitsuya et al., 2015). As in the meta-analysis conducted by MacDon-
ald et al. (2011), we found no significant correlation between a participant’s average
standardized F2 in the maximum shift blocks and standard deviation for F2 in base-
line blocks in either mean centered F2 (r(22) = 0.031, p = 0.88) or standardized F2
(r(22) =  0.036, p = 0.8654).
2.3 Experiment 2
The results of Experiment 1 suggest that sensorimotoric adaptation in response to al-
tered auditory feedback can affect the perception of an unadapted, yet contextually
dependent, fricative continuum. Furthermore, the direction of the observed effects sug-
gests that the change in perceptual function corresponds to the motoric changes rather
than the auditory feedback. Previous experiments have found that passive exposure to
the recorded speech of a participant compensating in response to AAF fails to change
perceptual function, regardless of whether the recorded speech is made by an average
compensating speaker (Shiller et al., 2009) or consists of a random selection of stim-
uli take from several compensating speakers (Lametti et al., 2014b). However, these
experiments differed from the present study in that they did not examine how passive
listening to such stimuli may affect CFC. Therefore in order to determine whether passive
listening may also affect phonetic categorization in CFC, we recruited an additional 20
participants to perform a passive listening version of the same task, in which there was
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no speech motor activity involved. If we observe no perceptual changes similar to those
observed in Experiment 1, this likely indicates that sensorimotor remapping requires
experiencing error between an intended sensory target and the articulatory movement
enacted to produce that target (Houde and Nagarajan, 2011).
Based on the behavioral division of participants into opposers and followers in Experi-
ment 1, we decided to directly test whether two different types of auditory stimuli may
elicit differential perceptual changes. Half the participants were exposed to the record-
ings of one male participant from Experiment 1, who exhibited an average increase in
standardized F2 in response to hearing his own shifted feedback. The recordings con-
sisted of this participant’s unshifted input to the AAF device. If the passive listeners in
this “unaltered” group perform like the opposers in Exp. 1, we would expect an increase
in the number of “she” responses.
The remaining participants were exposed to the shifted auditory feedback that this par-
ticipant heard during the first experiment (in which the [i] vowel was altered to sound
more like [u]). According to an auditory account (Kunisaki and Fujisaki, 1977; Mann
and Repp, 1980), the passive listeners in this “altered” group should, if they exhibit a
change in perception, report fewer stimuli as “she” compared to baseline.
2.3.1 Participants
Twenty-two North American native speakers of English (all residing in the Netherlands
at the time of testing) took part in Experiment 2. Of these participants, two were
excluded due to errors in the pre-test boundary finding procedure, in which they re-
sponded “see” to almost all stimuli during the test phase. This left twenty participants
(M=9, average age = 27.55). Three of the twenty received eight euros for completing
the task, while the remainder declined payment.
2.3.2 Materials
Materials for the Identification Task were identical to those used in Experiment 1. Ma-
terials for the Passive Listening Task consisted of either the recorded input (32-bit,
11050Hz sampling rate) from one male speaker from Experiment 1 during the AF ses-
sion (unaltered-group), or the altered auditory feedback which this speaker heard dur-
ing the experiment (altered-group). As in Shiller et al. (2009), this speaker was selected
from amongst the above-baseline participants (the opposers) for exhibiting an average
but not extreme increase in standardized F2 in response to the AAF.
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2.3.3 Procedure
Participants were seated in a sound-proof booth in front of a computer monitor. The
Identification Boundary Pre-Test and Identification Task were identical to that reported
in Experiment 1, except that the experimental software used to deliver the stimuli was
Presentation instead of Matlab. In contrast to the previous experiment, the Speaking
Task was replaced with a Passive Listening Task (PLT), in which participants were in-
structed to silently read the words that appeared on the screen and listen to the voice as
it read each word aloud.
2.3.4 Results and Discussion
As in Experiment 1, the average proportion of [S] responses were centered to each
participant’s average in the baseline block (block 0). Group averages were calculated
from centered averages. Average proportion of “she” responses in the input group was
0.017 (sd = 0.085), while average proportion of “she” responses in the output group
was -0.002 (sd = 0.104). As in Experiment 1, results were analyzed using mixed-
effects logistic regression. Models with random slopes for block failed to converge,
therefore the model contained random intercepts for participant and centered stimulus.
Backwards-fitting began with a maximal fixed effects structure including main effects
for block and group (input/output) as well as the interaction term. Model comparison
revealed no significant interactions, and neither the effect of group (AIC = 2945.5,
BIC = 2972, LogLik =  1468.8,  2(1) = 0.55, p = 0.46) nor block (AIC = 2945.9,
BIC = 3005.6, LogLik =  1464, 2(6) = 10.15, p = 0.11) was found to improve the
null model.
While this accords with previous results (Shiller et al., 2009), the lack of any change
in the perceptual boundary may seem rather counterintuitive given research demon-
strating that exposure to ambiguous auditory stimuli in the context of biasing lexical
information can drive perceptual retuning (Samuel and Kraljic, 2009). In such experi-
ments, participants are exposed to an ambiguous sound that falls between two phonemic
categories, such as [f] and [s], in a lexical context that leads the listener to categorize
the ambiguous sound as belonging to one of the two categories (Norris et al., 2003).
This lexical bias has been found to have a strong effect on how an ambiguous phone
is perceived. The resulting effect is that if the lexical context biases listeners to catego-
rize the ambiguous sound as [f], they are subsequently more likely to classify stimuli
along an [f]-[s] continuum as [f], while the inverse is found if participants are led to
categorize the ambiguous sound as [s]. Further experiments with this paradigm have
found that this effect can generalize to unexposed words (McQueen et al., 2006) and
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FIGURE 2.4: Passive listening results. Filled circles and solid lines indicate average
‘she’ responses for participants exposed to the unshifted recordings of a model partici-
pant from Exp. 1. This model participant exhibited an increase in standardized F2 in
response to the altered feedback that was typical of the opposer group. Empty circles
and dashed lines denote participants exposed to the shifted feedback that the model
participant heard during the AF session.
can remain stable for as long as 12 hours (Eisner and McQueen, 2006), comparable to
the durable effects seen in sensorimotor adaptation (Nourouzpour et al., 2015; Ostry
et al., 2010). The apparent contradiction between the lexically-guided retuning results
and the results of Exp. 2 may be due to the specificity of the adaptation; Kraljic and
Samuel (2005) found that perceptually guided lexical retuning for fricatives along an
[s] - [S] continuum generalized from a female training voice to a male test voice, but
not in the opposite direction. The authors attribute this asymmetry to the fact that the
female training stimuli were close to the frequency of the male test items, while the
male training stimuli were far from the female test stimuli, suggesting that generaliza-
tion may depend on acoustic similarity. This provides a reasonable explanation for the
fact that we see no effects in Exp. 2, as the silent listening task utilized a male voice
while the identification stimuli were based on a female voice.
2.4 General Discussion
The results of the first experiment indicate that participants changed their vocal behav-
ior, as reflected in acoustic measurements of their baseline standardized second formant
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(F2), in response to the altered auditory feedback. Our results differ from previous
experiments in that, while 11 participants adapted to the feedback by opposing it (i.e.,
their standardized F2 increased), a relatively large number (13 of 24 participants) failed
to oppose the shifted feedback. Instead, in 7 of these participants, standardized F2 was
found to decrease relative to baseline, following the direction of the shifted feedback.
Critically, the 11 opposing participants differed from the 7 following participants with
regard to their behavior in the identification task. The opposing group reported more
instances of “she” in the altered feedback blocks while the following group exhibited a
decrease in the amount of stimuli identified as “she”. Differences in the speaking task be-
tween altered and unaltered feedback sessions were found to correlate with correspond-
ing differences in the identification task, suggesting that responses in the identification
blocks were influenced by vocal behavior in the immediately preceding speaking blocks.
This suggests that the perceptual processes involved in compensation for coarticulation
can be modulated by the observers own sensorimotor experience.
While exposure to nonlinguistic acoustic stimuli is known to affect CFC (Holt, 2005),
the pattern of results observed in this experiment conflict with a purely auditory ex-
planation. In both groups (opposers and followers), the effect of the altered feedback
was to decrease the F2 that participants heard by a substantial amount. As adapta-
tion in articulation only counteracted a small portion of the shift, all participants heard
themselves producing the vowel [i] with a lower than average F2. We predicted that if
perception is influenced by articulatory behavior rather than acoustic feedback (Lametti
et al., 2014b), then the proportion of stimuli perceived as “she” should increase if par-
ticipants adapted to the altered auditory feedback by increasing the amount to which
the intended vowel is fronted (and vice versa). However, if the CFC effect is instead
modulated by auditory experience, we predicted that in both cases we should expect to
observe a decrease in the proportion of “she” responses due to the decrease in heard
F2. The articulatory account appears to have been borne out in the results, as exhibited
by the different shifts in identification responses between participants who opposed vs.
followed the direction of the altered auditory feedback.
Furthermore, shifts in perception were found to correlate with motoric adaptation, not
auditory exposure, as found by Nasir and Ostry (2009) and Mattar et al. (2011), and no
consistent changes in perceptual function were found in two groups of passive listeners
(Exp. 2). However, it should be noted that the correlation between articulatory and
perceptual responses was only found when taking into account differences in behavior
between unaltered and altered sessions. Similar studies have failed to find correlations
between adaptation and perceptual change (Lametti et al., 2014b), leading some to posit
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that motoric and sensory adaptation proceed somewhat independently (Nourouzpour
et al., 2015).
The pattern of results observed in Experiment 1 seem to accord with gesture-based ac-
counts of compensation for coarticulation (Viswanathan et al., 2009, 2010). As has been
suggested in previous research on adaptation to altered feedback in production (Jones
and Munhall, 2005), we propose that adaptation results in a remapping between an
articulatory/somatosensory representation of a phonetic target and its acoustic conse-
quences. The results of the experiment suggest that during the identification task, the
listener’s remapping between the articulation or phonetic category onto the acoustics
of the context vowel results in a different phonetic categorization of the same fricative
centroid.
Prior to exposure to altered auditory feedback, participants have a relatively stable map-
ping between a certain vocal tract state and a certain sensory target, such as a vowel
(Niziolek and Guenther, 2013). When attempting to produce the specific vowel, the
participant initiates a motor sequence and compares their expectations of the intended
sound to auditory feedback (Houde and Nagarajan, 2011), which may lead to swift
articulatory adjustments if the vowel is off-target (Niziolek et al., 2013). During the
identification task, the participant is exposed to repeated ambiguous and unambiguous
stimuli produced by the same voice and must map the incoming speech sounds onto
abstract phonetic categories in order to respond. This may involve comparing the ex-
posure voice to representations stored in memory, and adjusting to the idiosyncrasies of
the exposure voice (Liu and Holt, 2015).
Acoustic-to-phonetic category mapping proceeds normally during the unaltered feed-
back session, producing a certain proportion of “she” responses in response to changes
in the frequency of the fricative while the context remains relatively constant (though
repeated presentation or production of a sound may also alter perception; Eimas and
Corbit, 1973; Shiller et al., 2009). Introducing the altered feedback during the produc-
tion task alters the relationship between a given articulatory trajectory and its acoustic
outcome, and adaptation reflects a stabilization of this shifted mapping (Purcell and
Munhall, 2006). The change in the proportion of “she” responses indicates that shifting
this mapping alters perception as well, suggesting that the listeners actively use knowl-
edge of acoustic-to-motor mappings to classify contextually dependent speech sounds.
This experiment contributes to the growing body of research demonstrating that sensory
adaptation in speech can influence motoric learning (Bradlow et al., 1997; Lametti et al.,
2014a), and that motoric adaptation can affect perception of other speakers (Lametti
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et al., 2014b; Shiller et al., 2009). What is most interesting is the pattern of general-
ization, that articulatory remapping during vowel production affects CFC processes in-
volved during consonant perception. Perceptual retuning is notoriously specific (Kraljic
and Samuel, 2005; Reinisch et al., 2014). This is somewhat true as well for adapta-
tion to altered feedback. Thus far, generalization of articulatory adaptations has only
been examined in with regard to generalization in production changes; such studies
have found that changes in articulation are not limited to the adapted segment, but
can also generalize to other tone categories (Jones and Munhall, 2005), or other vow-
els (Cai et al., 2010). Our results demonstrate that perceptual changes can also occur
even if the adapted sound is only contextually related to the target sound, as in the case
of CFC. Testing the effects of adaptation on perceptual compensation for coarticulation
eliminated the possibility that the adaptation-induced reported here and in previous
experiments (Lametti et al., 2014b; Shiller et al., 2009) can be attributed to response
biases. Finally, the experiment capitalized on the fact that when participants oppose a
shift in auditory feedback, the opposing response is not complete (Katseff et al., 2012).
Thus, participants with differing articulatory responses heard very similar auditory feed-
back, enabling adjudication between articulatory and acoustic accounts for the observed
effects.
While perception may not depend on production, it is clear from this study and others
that sensorimotor processes can and do affect perception. Such a view accords with
models of speech perception that suggest that the motor system, rather than playing
a crucial role in the online decoding of speech sounds, plays a more modulatory but
still important role in sensorimotor integration during speech perception (Hickok et al.,
2011). Accurately identifying rapidly coarticulated segments is a common problem lis-
teners must face in decoding a continuous speech signal. Listeners have a wealth of
production experience available to them, and our results, as well as others, suggest that
this experience is deployed online to assist in decoding speech (Poeppel et al., 2008).
Sensorimotor integration processes may serve to increase the intelligibility of accented
speakers (Adank et al., 2010, 2013) or support phonetic alignment between interlocu-
tors (Pardo, 2006). Exploring modulatory relationships such as these may help to rec-
oncile disparate bodies of research that focus on production and perception in isolation.

Chapter 3
Mapping the Speech Code: Cortical
responses linking the perception
and production of vowels.
The acoustic realization of speech is constrained by the physical mechanisms by which
it is produced. Yet for speech perception, the degree to which listeners utilize expe-
rience derived from speech production has long been debated. In the present study,
we examined how sensorimotor adaptation during production may affect perception,
and how this relationship may be reflected in early vs. late electrophysiological re-
sponses. Participants first performed a baseline speech production task, followed by a
vowel categorization task during which EEG responses were recorded. In a subsequent
speech production task, half the participants received shifted auditory feedback, leading
most to alter their articulations. This was followed by a second, post-training vowel
categorization task. We compared changes in vowel production to both behavioral and
electrophysiological changes in vowel perception. No differences in phonetic categoriza-
tion were observed between groups receiving altered or unaltered feedback. However,
exploratory analyses revealed correlations between vocal motor behavior and phonetic
categorization. EEG analyses revealed differences between groups, as well as correla-
tions between vocal motor behavior and cortical responses in both early and late time
windows. These results suggest that participants’ recent production behavior influenced
subsequent vowel perception. We suggest that the change in perception can be best
characterized as a mapping of acoustics onto articulation.
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3.1 Introduction
Learning to produce speech requires mapping acoustics onto articulation (Guenther,
1994; Kuhl, 2004). Sensory-to-motor mappings may be continuously updated dur-
ing adulthood based on input from the environment (e.g., Sancier and Fowler, 1997)
and sensorimotor experience (Brainard and Doupe, 2000; Tschida and Mooney, 2012).
While the role of sensorimotor experience for maintaining production abilities is un-
controversial, the role of sensorimotor experience during speech perception has been
highly contested (Hickok, 2009; Hickok et al., 2009; Wilson, 2009). More recently,
the focus has shifted from investigating whether production systems are involved in
perception to ‘unpacking’ how production systems and production experience influence
perception (e.g. Skipper et al., 2017; Stasenko et al., 2013). While sensory-to-motor
mappings appear to be critical for developing speech production abilities, it is unclear
to what perception may involve mapping acoustics onto articulation. Evidence suggests
that more accurate speech perception correlates with more distinct articulation (Perkell
et al., 2004a,b), pointing towards a close link between perception and production abili-
ties. Yet it is not clear how changes in one system (e.g., perception) lead to changes in
the other (e.g., production). In the present study, we examined cortical and behavioral
responses during a vowel categorization task prior to and following sensorimotor train-
ing in order to investigate how sensorimotor experience affects the neural processing of
speech sounds.
Phonetic categories that can differ by a single acoustic value, such as voice-onset-time,
are divided by a perceptual boundary (Liberman et al., 1957), marking the point at
which sound acoustics stop corresponding to one category and begin to correspond to
the other. The location of this perceptual boundary along a continuum between two
sound categories can be shifted as a result of experience, a phenomenon known as pho-
netic recalibration (Samuel and Kraljic, 2009). For example, by inserting an ambiguous
fricative sound between [f] and [s] into a context in which hearing the sound as [s]
would create a real word and [f] would not (e.g., pass vs. paff), listeners can be biased
to perceive the sound as [s]. After repeated exposure to these biasing contexts, listeners
are more likely to categorize the ambiguous sound as [s] in subsequent phonetic cate-
gorization tasks, a process known as ‘phonetic recalibration’ (Norris et al., 2003). Thus,
experience that biases how acoustic values are a categorized can lead to shifts in the
perceptual boundary between two phonetic categories.
Recent experiments have found that sensorimotor adaptation can also lead to shifts in
the perceptual boundary between two phonetic categories (Lametti et al., 2014b; Shiller
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et al., 2009). Frequency alteration devices (e.g., Houde and Jordan, 1998, 2002) en-
able an experimenter to introduce a mismatch between a speaker’s articulation and the
acoustics of the resulting sound. A speaker may attempt to compensate for the shift by
articulating in the opposite direction, though the degree of compensation is usually not
sufficient to completely counteract the frequency shift (Katseff et al., 2012; MacDonald
et al., 2011). After continued exposure to shifted feedback, the compensatory response
may stabilize such that when producing a target sound, the speaker continues to uti-
lize a newly learned articulation even when the altered feedback is masked or removed
(Purcell and Munhall, 2006). At this point of stabilization, the speaker is considered to
have ‘adapted’ to the new sensorimotor mapping. Shiller et al. (2009) found that when
participants’ [s] productions were shifted down (towards values for [S]), participants
compensated by increasing the frequency of the fricative. Compared to baseline, this
change in production behavior led participants to categorize more stimuli as [s] follow-
ing training. In contrast, control participants who received unaltered feedback tended
to categorize less stimuli as [s] after training.
In a related study, Lametti et al. (2014b) found that changes in vowel articulation due to
sensorimotor adaptation led to specific changes in phonetic categorization. Participants
were first tested on their perception of a phonetic continuum between ‘head’ and ‘hid’
(Exp. 1) or ‘head’ and ‘had’ (Exp. 2). Then, during production training, participants
produced the word ‘head’, while F1 was either increased (to sound more like ‘had’) or
decreased (to sound more like ‘hid’). Following sensorimotor adaptation, participants
who articulated into the test region (e.g., producing ‘head’ more like ‘hid’, then tested on
a head-to-hid continuum) were found to show a decrease in the proportion of stimuli la-
beled as ‘head’. No changes in categorization were found for the opposite shift or control
participants. While neither study found significant correlations between the magnitude
of adaptation and the magnitude of change in perceptual function, such studies demon-
strate that sensorimotor adaptation can lead to changes in phonetic categorization.
However, it is unknown whether the effects observed in these experiments stem from
changes to early stages of speech sound processing, e.g., acoustic encoding or feature
extraction, or later stages involving perceptual decision making (Mostert et al., 2015).
This distinction is crucial in order to relate these effects to speech perception under typ-
ical listening conditions, as changes to late stage processes may only affect performance
on specific laboratory tasks (Hickok and Poeppel, 2000, 2007). Furthermore, examining
how a listener’s sensorimotor experiences alter the processing of sounds may elucidate
the role of sensorimotor integration in speech perception (Hickok et al., 2011).
We consider two primary time-windows at which sensorimotor experience may affect
speech sound processing. The first is an early window around 100ms after stimulus
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onset, corresponding to the N1/M1 electrophysiological components. The N1/M1 has
been described as an ‘exogenous’ response (Picton, 2013), reflecting the acoustic prop-
erties of the stimulus. Accordingly, repeated presentation of a speech stimulus leads
to suppression of this component, while actively imagining the same stimulus prior to
presentation does not (Tian and Poeppel, 2013).
The identity of a perceived vowel can be predicted based on early tonotopic activity
in primary auditory cortex (Chang et al., 2010) that encodes the acoustic features rel-
evant for distinguishing vowels from each other. Many vowels can be described as a
combination of the first two resonating frequencies, or formants, of the vocal tract (F1
and F2). The values of these formants correspond to the height of the jaw and tongue
body (F1) and the anteriority/posteriority of the tongue body (F2) (Fant, 1960). Vowels
varying along these two dimensions elicit distinct cortical responses as early as 100ms
after stimulus onset (Obleser et al., 2003a,b, 2004; Shestakova et al., 2004). Based on
these data, early auditory activity around 100ms may reflect acoustic feature extraction
(Tavabi et al., 2007) or pre-lexical abstraction (Obleser and Eisner, 2009).
While long term changes in the amplitude of the N1/M1 auditory component have been
found after musical training (Pantev et al., 1998), the amplitude of activity in this time-
region can also be modulated by attention (Poeppel et al., 1997). Hickok et al. (2011)
have speculated that forward predictions based on prior sensorimotor experience direct
attention to relevant acoustic features of an expected sound, possibly modulating the
gain and response selectivity of neurons tuned to those features. If sensorimotor ex-
perience can affect how features are extracted or encoded, e.g., by altering the degree
of vowel ‘height’ encoded by a particular F1 value or the degree of vowel ‘frontness’
encoded by F2, then this ought to be reflected by changes in N1 amplitude.
The second time window we consider is centered around 200ms (P2/M2) and has been
associated with perceptual decision making (Mostert et al., 2015) as well as phonolog-
ical processing (Tian and Poeppel, 2013). While it may be possible to decode vowel
identity from distributed activity in early processing stages (Chang et al., 2010), in a
phonetic categorization task this neuronal activity must ultimately be linked to a lin-
guistic representation in order to produce a behavioral response (Poeppel et al., 2008).
Phonetic categorization involves mapping a stimulus exemplar drawn from a continuous
acoustic distribution onto a discrete category. Results from such experiments give rise to
a sigmoidal response curve, marking the boundary between the two phonetic categories
(as, for example, in the present experiment; see Fig. 3.2). Due the transform from
a continuous acoustic space to a binary response space, behavior in sensory decision
tasks may not directly reflect sensory encoding but subsequent decision processes acting
upon sensory representations (Mostert et al., 2015). Accordingly, behavioral responses
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in a phonetic categorization task have been found to correlate with variations in the
amplitude of the event-related P2 component (but not the earlier N1; Bidelman et al.,
2013).
Auditory training with speech stimuli, in which participants respond to training stimuli
with non-vocal responses (e.g., button presses), has been found to modulate P2 ampli-
tude. The effects of auditory training on cortical responses has been investigated exten-
sively with regard to the perceptual learning of voice-onset-time (VOT) contrasts (Trem-
blay et al., 1997, 2001). This series of auditory training and auditory exposure studies
revealed that P2 amplitude increases in response to repeated exposure to a training con-
tinuum, regardless of change in perceptual performance (Alain et al., 2010; Sheehan
et al., 2005; Tremblay et al., 2010, 2009). Researchers have consequently suggested
that increases in P2 amplitude are general biomarkers of auditory learning, possibly
representing a first-stage process involving auditory object familiarization and represen-
tation (Tremblay et al., 2014). However, the authors specifically ascribe this increased
P2 amplitude to the context of learning a novel (i.e., unknown, non-native) phonetic
contrast representing a distinct auditory object (Ross et al., 2013). Therefore it is un-
clear from these studies whether changes to existing phonetic contrasts also involves
modulation of this component.
Electrophysiological experiments on native speech categories suggest that phonetic re-
calibration results in changes to later perceptual decision components. Utilizing a mis-
match negativity paradigm, van Linden et al. (2007) exposed participants to an ambigu-
ous consonant midway between [t] and [p]. This ambiguous stimulus was utilized as
the standard, and compared with a deviant which was an unambiguous [t]. By altering
the lexical context in which this ambiguous stimulus was embedded, listeners were bi-
ased to hear the standard as either a [p] or a [t], which in previous experiments elicited
a shift in the phonetic categorization boundary of a stimulus continuum between [p]
and [t] (van Linden and Vroomen, 2007). A significant mismatch negativity was elicited
when the standard was heard as [p] but not when it has been heard as [t], suggesting
that biasing the listeners to categorize the ambiguous stimulus as a member of another
phonetic category resulted in greater perceptual distance between standard and deviant.
Furthermore, the peak MMN response was found at 215ms after segment onset, approxi-
mately the same time-region implicated in auditory perceptual learning (Tremblay et al.,
2014). If the processes involved in phonetic recalibration are similar for both sensory
(Samuel and Kraljic, 2009) and sensorimotor (Lametti et al., 2014b) training, then we
may also expect sensorimotor training to elicit changes in cortical amplitude in this late
time window.
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Ito et al. (2016) examined the effects of sensorimotor adaptation on auditory poten-
tials recorded in response to a single unambiguous [E] vowel, which was presented
before and after speech motor training. This motor training involved shifting auditory
feedback during production of the word “head” such that the participants heard them-
selves producing a vowel more like the one in “hid” (by decreasing F1). In order to
counteract this shift in feedback, participants would therefore have to produce a vowel
more like that in “had” (by increasing F1). Participants were divided into three groups
of equal size based on whether they had produced consistent compensatory motor be-
havior opposing the feedback shift (adapted), had failed to compensate for the shifted
feedback (non-adapted), or had instead received unaltered feedback (control). Only in
the adapted group did the authors find a significant change in the amplitude of the P2
component. In contrast to the increases in P2 amplitude found in perceptual learning
studies (Tremblay et al., 2010, 2014), adapters exhibited a decrease in P2 amplitude over
right frontal electrodes. While the interpretation of the decreased P2 amplitude was not
entirely clear, the timing of the effect was in line with previous research on phonetic
recalibration and perceptual learning (Tremblay et al., 2014; van Linden et al., 2007).
To summarize, previous research has found that sensorimotor adaptation to altered au-
ditory feedback during speech production alters phonetic categorization (Lametti et al.,
2014b). The latency of sensorimotor adaptation effects on cortical responses (Ito et al.,
2016) suggests that sensorimotor adaptation modulates activity in processing stages
associated with phonetic categorization (Bidelman et al., 2013) rather than acoustic
encoding (Obleser and Eisner, 2009).
The present study sought to build upon these results in order to further explore how
speech perception may reflect sensorimotor experience. We compared behavioral and
cortical responses during a phonetic categorization task prior to and following sensori-
motor training of speech production. Dutch participants were recorded producing the
Dutch word “pet” (“cap”) containing the front mid-vowel [E], and then performed a
phonetic categorization task during which EEG was recorded. For the categorization
task, we parametrically varied values of F1 to create a five-step continuum between [E]
and [I]. In the subsequent speech training session, half the participants were exposed to
altered auditory feedback (the AF group) while the other half received unaltered feed-
back (the UF group). For the AF group, the value of F1 was increased, which caused
participants to hear themselves producing a vowel more like [æ]. Compensating for this
shifted feedback required articulating into a motor space that would normally produce
a sound between [E] and [I], which in previous experiments had been found to lead
to phonetic recalibration (Lametti et al., 2014b). This training session was followed by
another phonetic categorization task (Fig. 3.1). The design enabled us to examine how
changes in phonetic recalibration were related to changes in speech motor behavior,
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and how changes in speech motor behavior and phonetic categorization were reflected
in electrophysiological responses.
In (Lametti et al., 2014b), articulating [E] as a more [I]-like vowel led to increases in the
proportion of stimuli categorized as [I]. We therefore expected that adapters (AF group)
would categorize more stimuli as [I] after sensorimotor adaptation, while controls (UF
group) would not. However, while we observed significant adaptation in response to
the altered feedback, we found no significant differences between groups in changes in
phonetic categorization after sensorimotor training.
We therefore conducted systematic exploratory analyses to examine to what extent indi-
vidual differences in the production of the training vowel ([E]) corresponded to behav-
ior in the phonetic categorization tasks and electrophysiological data (cf. Bradlow et al.,
1996). Though no significant correlations between perceptual and motoric behavior
were found in Lametti et al. (2014b), based on their group level results we expected
that decreases in F1 (articulating an [E] as a more [I]-like vowel) should correlate with
an increase in the proportion of stimuli categorized as [I], though possibly only for par-
ticipants who received altered auditory feedback.
Regarding the electrophysiological data, if auditory-motor remappings lead to changes
in vowel encoding, then this should modulate the amplitude of the early N1 compo-
nent. If, auditory-motor remappings cause changes in perceptual decision making, then
this ought to modulate the later P2. With respect to the direction of this modulation,
prior evidence leads to conflicting predictions. While exposure to a phonetic continuum
leads to increases in P2 amplitude (e.g., Tremblay et al., 2014), sensorimotor adapta-
tion has been found to lead to decreases in P2 amplitude (Ito et al., 2016). However,
the fact that the sensorimotor adaptation used only a single test vowel, rather than a
continuum, may have led to this discrepancy in the results. If exposure to a phonetic
continnum leads to increases in P2 amplitude, while sensorimotor adaptation leads to
decreases in P2 amplitude, we may expect these effects to cancel out for adapters (or go
in opposite directions for specific stimuli), while controls should only exhibit increases
in P2 amplitude.
Rather than basing our expectations about changes to neural components based on the
type of feedback participants receive, alternatively, we can generate predictions about
the direction of neural component change based on what would be expected from a
sensory-to-motor mapping. Bidelman et al. (2013) found that an ambiguous vowel be-
tween [a] and [u] was classified as [u] (closed jaw position/low F1), P2 amplitude was
greater than when the same vowel was perceived as [a] (open jaw position/high F1). If
the vowel [E] in “pet” comes to be associated with a more closed or open jaw position
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due to changes in production (regardless of feedback), then a sensory-to-motor mapping
account would predict that P2 amplitude should increase or decrease correspondingly.
Specifically, if adapters produce [E] with a more closed jaw position, we expect to ob-
serve increases in the amplitude of the P2 component in the subsequent perceptual task.
3.2 Material and Methods
3.2.1 Participants
A total of 48 native Dutch speakers took part in the study. All reported normal hear-
ing and vision. Previous experiments had found that some participants do not exhibit
changes in articulatory behavior in response to altered auditory feedback (MacDonald
et al., 2011). Twenty-eight participants were assigned to the altered feedback condition.
Of these, twenty produced significant articulatory responses opposing the direction of
the shifted feedback (see Results: speech adaptation; average age = 21.3, range =
18   28, four men). We then recruited an additional twenty participants to serve as a
control group (unaltered feedback; average age = 22, range = 19  30, five men).
Ethical approval for this study was obtained from the Ethics Committee of the Social Sci-
ences Faculty of Radboud University. Participants were informed that their participation
was voluntary and that they were free to withdraw from the study at any time with-
out any negative repercussions and without needing to specify a reason for withdrawal.
Written consent was obtained from each participant and all were reimbursed for their
participation.
3.2.2 Procedure
After cap fitting, participants were led to a recording booth for the production baseline.
Participants were then led back to the EEG recording booth for the perception pre-test.
They then returned to the recording booth for production training, and then once again
returned to the EEG booth and performed the listening post-test (which was identical in
design to the pre-test). In order to ensure that listening effects in the post-training phase
were based solely on the feedback received during training and not from vicarious inter-
session speech, all participants were instructed to not communicate verbally (unless
absolutely needed) between the training phase and the listening post-test, while the
researcher also refrained from any verbal communication as well.
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3.2.3 Speaking - baseline and training
Production tasks took place in a sound-attenuated booth. Speech recording and auditory
feedback transmission was carried out using Audapter (Cai et al., 2008; Tourville et al.,
2013), a feedback manipulation program implemented in Matlab (Mathworks, 2012).
Participants were seated in a chair approximately 5 to 10cm away from a pop-filter
shielded microphone (Sennheiser ME 64), and fitted with sound isolating headphones
(Sennheiser 280). The volume of the headphones was calibrated individually such that
participants reported only being able to hear their voice through the headphones, mask-
ing their actual productions. Yet we also ensured that the level of the volume caused no
physical discomfort. If participants began to whisper or speak too softly, an automated
warning message appeared on screen asking them to increase their speaking volume.
Broadband noise (60dB) was added to the auditory feedback signal in order to further
mask bone-conducted sound (Békésy, 1949).
Speech tokens were elicited by visual presentation of the orthographic form of the target
word. In the baseline phase, participants first produced four instances of the words “pit”
(pit) and “pet” (cap/hat; containing the vowels [I] and [E], respectively) in random
order. They then produced 50 repetitions of word “pet”. Averaged F1 measurements in
these 50 trials constituted each participant’s production baseline.
In the training phase, participants repeated the Dutch word “pet” (“cap”) 100 times. For
participants in the control group, there were no modifications to the spectral parameters
of the participants’ utterances (Unaltered Feedback; UF). However, the auditory signal
was transmitted through the same speech modulation software in order to generate the
same delay and masking noise experienced by the altered feedback group. For the al-
tered feedback (AF) group, we implemented a slightly modified version of the paradigm
utilized in Lametti et al. (2014b). For this group, the frequency of the first formant
was shifted upwards by 25%. With this increase in F1, if a participant produced the
word “pet” ([pEt]) with normal articulation, at the maximum value of the feedback shift
the participant would hear themselves producing something like the English word “pat”
([pæt]). The intensity of the feedback shift increased linearly from between trials 1
through 30 and was held constant for the remainder of the training session.
3.2.4 Listening - EEG data acquisition and preprocessing
EEG data acquisition took place during the two listening tasks following the produc-
tion baseline and training sessions. Participants were seated comfortably in front of a
computer screen and a button-box. Auditory stimuli were emitted from two speakers
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flanking the computer screen. Stimulus delivery and response monitoring was con-
trolled using Presentation (Version 0.70, www.neurobs.com). Each trial began with a
blank screen. Auditory stimulus presentation began after a random waiting interval
between 400 and 600ms (in increments of 20ms; Bidelman et al., 2013). Participants
attempted to respond as quickly as possible by pressing one of two buttons correspond-
ing to two phonetic categories: “korte e” (“short e”, [E]) and “korte i” (“short i”, [I]). All
participants responded using the index and middle fingers of their dominant hand.
Auditory stimuli comprised a five-step Klatt-synthesized vowel continuum between clear
[E] and clear [I]. Pitch and formant values were based on average values for a female
speaker of Dutch (Schuerman et al., 2015). Stimuli were presented 100 times each.
Sessions thus consisted of a total of 500 trials, with self-paced rest periods after every
100 trials (five blocks). Presentation was randomized such that an equal number of
presentations of each stimulus (20) occurred in each block, and every possible two-way
combination of stimuli (e.g., step 1 – step 1, step 1 – step 2...) occurred an equal number
of times.
Continuous electroencephalograms (EEGs) were recorded using a 32 electrode Acti-Cap
system, with reference electrodes placed on both mastoids. Two additional electrodes
were placed above and below the left eye to measure blinks and eye-movements. A
common ground electrode was placed along the midline (AFz), with reference electrode
on the left mastoid. EEG data was later re-referenced to paired electrodes on both left
and right mastoids.
EEGs were sampled at 20 kHz and online filtered between 0.05 and 3500 Hz. Artifact
rejection and averaging was conducted in Matlab (Mathworks, 2012) using the Fieldtrip
toolbox (Oostenveld et al., 2011). Event-related potentials (ERPs) were baselined with
respect to  100ms prior to stimulus onset and windowed from  100ms pre-stimulus
onset to 600ms post-stimulus onset. Prior to artifact rejection, a band-stop filter with
a 50Hz center frequency and 1Hz bandwidth was applied to eliminate machine noise.
Semi-automated artifact rejection was employed, in which likely artifacts were marked.
All trials containing artifacts were removed after visual inspection. This resulted in a
total of 4227 rejected trials (22.1% of data; average 52.2 trials per participant). For
each participant, independent component analysis was used to identify and remove eye-
blink and heartbeat related components. Prior to averaging, the remaining ERPs were
low-pass filtered at 30Hz to isolate cortical responses.
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3.2.5 Acoustic analysis
Recordings from the production task were analyzed with Praat (Boersma and Weenink,
2016). The vocalic section of each recording was automatically located, and vowel
measurements taken from the midpoint. The values of the first and second resonant
frequencies of the vocal tract (formants; F1 and F2) were calculated using 10ms over-
lapping windows, and tracked using 12 LPC coefficients. Formant values exceeding five
standard deviations above or below each participants average F1 value were excluded as
these values were likely the result of tracking errors. Formant values in Hertz were con-
verted to Mels, a logarithmic frequency scale based on the properties of human hearing,
using the formula 2595 ⇤ (log(1 + (F2_Hz/700))).
In order to compare participants having differing vocal tracts with respect to changes
in production, formant values were standardized relative to each participant’s average
values during the baseline speaking task, according to the following equation (where F
refers to F1 or F2):
Fstandardized = (F  mean(Fbaseline))/sd(F )baseline (3.1)
3.2.6 Event related potential analysis
Event-related potentials were analyzed using nonparametric cluster-based permutation
analysis (Maris and Oostenveld, 2007), which is well suited to exploratory comparisons
between two groups. This method utilizes an algorithm based on the assumption that
ERP effects are clustered over both space and time in order to address the family-wise
error rate arising from multiple comparisons. For each sample, the candidate contrasts
are compared at each channel and each time point using t-tests. Next, all samples
with t-values larger than a specified threshold are selected, while all samples failing to
meet this threshold are discarded. Selected samples are then clustered on the basis of
temporal and spatial distance, and t-values are summed over these clusters. In order
to generate the null distribution against which this test statistic is compared, trials from
the two conditions are randomly partitioned into two subsets and summed t-values are
calculated from these randomly generated clusters. In this experiment, the number
of permutations per contrast was set at 10000. The test statistics of these randomly
generated partitions are compared to the test statistic of the experimentally observed
data, and the proportion of partitions greater than the observed partition constitutes
the significance level of the cluster (i.e., its p-value). In the current experiment, within-
and between-group contrasts were tested using a two-tailed alpha level of 0.025. Tests
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FIGURE 3.1: Experimental design and production data. In the two speak-
ing task (baseline and training), participants repeatedly produced the Dutch
word “pet” (cap), which contains the front-mid vowel [E]. Phonetic catego-
rization tasks took place immediately after the end of the baseline (trial 50)
and training sessions (trial 150). For both groups, feedback was unaltered
during the baseline session (left panel). For the altered feedback group, the
value of F1 in the auditory feedback increased linearly between trials 51 and
70 to a maximum of 25% greater than each trial’s original value (inset, top
right). Thus, participants heard themselves producing a more [I]-like vowel,
which led to compensatory decreases in F1 (yellow line). Feedback was un-
altered for controls (purple line).
for significant clusters in the interaction between session and group utilized an alpha of
0.05.
3.3 Results
All statistical analyses were implemented in R (R Development Core Team, 2013). ANOVAs
were implemented using the ez package (Lawrence, 2011). Bayesian ANOVAs were cal-
culated the package BayesFactor (Morey et al., 2015) and Bayesian correlations were
conducted using the package BayesMed (Nuijten et al., 2015). In cases where the distri-
bution of the data did not allow for parametric testing, the appropriate non-parametric
version was utilized.
3.3.1 Speech production training
For participants in the altered feedback group, adaptation was assessed utilizing one-
tailed independent sample t-tests between the baseline (50 trials) and the last 50 trials of
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the training phase (hold phase) for each individual. Out of 28 participants, 20 “adapters”
exhibited significant compensatory decreases in F1, opposing the shift in auditory feed-
back. The remaining eight participants were excluded from the subsequent analysis. We
first tested for potential phonetic differences between groups during the baseline and
training sessions. While the experimental manipulation targeted F1, speakers have been
found to alter their production of unshifted formants in response to altered auditory
feedback (MacDonald et al., 2011). Therefore, in addition to F1, we also analyzed F2.
An ANOVA on produced F1, with type as a between-subjects factor and session as a
within-subjects factor, revealed a significant main effect of session (F (38) = 5.676,
p = 0.022, ges = 0.011), as well as a significant interaction between session and type
(F (38) = 41.448, p < 0.001, ges = 0.077). Subsequent two-sample t-tests (with Levene
tests for equal variance) indicated that F1 differed significantly between groups in the
training session (t(38) = 3.618, p < 0.001, BF10 = 35.26), but not in the baseline ses-
sion (t(38) = 0.021, p = 0.98, BF10 = 0.31). Thus, groups did not differ on F1 during
baseline but did differ significantly during the training session.
For F2, only a significant interaction between session and type was found (F (38) =
8.523, p = 0.006). However, the effect size was extremely small (ges = 0.003), and post-
hoc tests indicated no significant differences in F2 between groups in either the baseline
(p = 0.85, BF10 = 0.31) or training sessions (p = 0.396, BF10 = 0.41).
In the hold phase of the training session, controls’ exhibited an average increase in F1 of
43.69mel relative to baseline, while adapters exhibited an average decrease of  94.54mel.
In order to assess changes in formant production between sessions, we standardized
formant values with respect to the mean and standard deviation of each participant’s
baseline. Figure 3.1 displays the average values for standardized F1. Two-sample t-
tests confirmed that average standardized F1 differed significantly between adapters
and controls (t(38) =  5.859, p < 0.001, BF10 = 13941.8). A Wilcox test indicated
that standardized F1 was significantly below baseline for participants in the AF group
(p < 0.001). At first, standardized F1 in the control group did not appear to differ
significantly from baseline. However, after removing one possible outlier (z =  2.93),
standardized F1 was found to be significantly greater than baseline in the control group
(t(18) = 3.680, p = 0.002). Thus, these groups exhibited divergent F1 productions
during the speech production tasks.
Standardized F2 differed significantly between adapters and controls as well (t(38) =
2.4567, p = 0.019, BF10 = 3.09). Standardized F2 differed significantly from baseline for
controls (t(18) =  2.28, p = 0.034) but not adapters (p = 0.17).
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FIGURE 3.2: Phonetic categorization. A. Results of phonetic categorization tasks be-
fore and after speech production training. After baseline (left panel) and training (right
panel) speaking sessions, participants categorized vocalic stimuli as either [E] or [I].
The proportion of [I] responses is indicated on the y-axis, as a function of stimulus step
(x-axis). Yellow (adapters) and purple (controls) lines indicate the slope of a logistic
function fit to individual responses. Box plots indicate distribution of results across
participants. No significant differences were found between groups in either session.
B. Box plots of average change in the proportion of stimuli categorized as [I] by stim-
ulus. Most participants tended to categorize all stimulus steps more often as [I] in the
post-test session. Outliers indicated by filled circles.
In the control group, Subsequent two-tailed t-tests for each participant revealed that
nine participants exhibited statistically significant increases in F1 compared to baseline,
while two exhibited significance decreases. Similarly, eight controls and five adapters ex-
hibited significant decreases in standardized F2, while three controls and eight adapters
exhibited significant increases in standardized F2. Therefore, both within and across
groups, participants exhibited variable patterns of vocal motor behavior, not only for the
altered formant but in other formants as well.
3.3.2 Phonetic categorization
Prior to speech production training, control participants were found to have categorized
slightly fewer stimuli as [I] than adapters (3.2A, left panel). Following training, both
groups categorized more stimuli as [I] (Fig. 3.2A, right panel). The average propor-
tion of stimuli categorized as [I] was analyzed using repeated-measures ANOVA (with
Greenhouse-Geisser corrections), with group (adapters/controls) as a between-subjects
variable and stimulus (five levels), session (two levels), and block (five levels) as within-
subjects variables. Significant main effects were found for stimulus (F (4) = 883.29,
p < 0.001, ges = 0.898) and block (F (4) = 3.741, p = 0.01, ges = 0.007). The main
effect of block, with no interaction, indicated that for both groups, the proportion of [I]
responses tended to increase over both sessions (Table 3.1). A significant interaction
was also found between stimulus and session (F (4) = 3.379, p = 0.044, ges = 0.004),
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TABLE 3.1: Average proportion of [I] responses by block, ses-
sion, and group.
Session PRE POST
Block 1 2 3 4 5 1 2 3 4 5
Adapters 0.46 0.47 0.5 0.48 0.49 0.48 0.50 0.52 0.49 0.48
Controls 0.43 0.43 0.44 0.48 0.46 0.46 0.46 0.47 0.49 0.47
though as this effect did not pertain to our hypothesis it was excluded from further in-
vestigation. Unlike in Lametti et al. (2014b), there was no significant effect of group
and no interaction between group and session (all ps >= 0.116).
While between-group differences failed to reach significance, participants in both groups
exhibited a large amount of variation in behavioral responses (Fig. 3.2A–C). This vari-
ation between participants (in both groups) was the object of our exploratory analyses.
We specified several potential relationships of interest between vocal motor behavior
(quantified as F1 and F2) and phonetic categorization. These included: 1) Correlations
between average F1 and F2 values in the baseline production task and average propor-
tion of [I]-responses in the subsequent perception task; 2) Correlations between average
F1 and F2 values in the hold phase of the training session and average proportion of [I]-
responses in the subsequent perception task; 3) Correlations between standardized F1
and F2 (representing the change in formant values with respect to each participants
baseline) and the between session difference in average proportion of [I]-responses.
This totaled six correlations.
While none of these correlations was found to be significant after applying Holm–
Bonferroni corrections for multiple testing (Holm, 1979), Bayesian analyses suggested
some evidence of possible correlations between vocal motor behavior and perceptual re-
sponses. We therefore report the correlations with Bayes factors and the corresponding
non-significant p-values.
Due to the presence of significant correlations between F1 and F2 in both sessions, we
conducted partial correlations controlling for the value of the other formant. Correlation
tests between average [I]-responses reported in the pre-training session and average F2
produced during baseline suggested a potential relationship (Fig. 3.3A; r =  0.37,
p = 0.022, BF10 = 2.42). The correlation between average F2 in the training session
and the proportion of [I] responses post-training did not reach significance (r =  0.27,
p = 0.096, BF10 = 0.72). Our tests did not suggest, in either session, any relationship
between average proportion of [I] responses and F1.
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FIGURE 3.3: Correlation analyses between speech motor behavior and phonetic
identification. Adapters are shown in yellow, controls in purple. Dotted lines indicate
slope of regression line. Black lines and text represents correlation across groups, while
colored lines represent within-group correlations. A: Correlation between F2 (in mels;
averaged over all stimulus steps) for the word “pet” produced in the baseline session
and the proportion of stimuli categorized as [I] in the following phonetic categorization
task. B: Correlation between F2 in the speech training session and post-training pho-
netic categorization. C: Correlation between standardized F1 (representing change in
F1 in the speech training session compared to baseline) and the difference in phonetic
categorization before and after speech training.
A potential relationship was also found between standardized F1, indicating how F1
changed in the training session with respect to each participant’s baseline, and between-
session changes in the proportion of stimuli categorized as [I] (Fig. 3.3C; r = 0.34,
p = 0.034, BF10 = 1.17). The direction of the correlation indicates that participants
who produced vowels with a lower F1 during training (primarily adapters), tended to
categorize fewer stimuli as [I], while participants who produced vowels with a higher F1
tended to categorize more stimuli as [I]. These results run contrary to those of Lametti
et al. (2014b), in which similar adaptation was found to correspond to a group-level
increase in [I]-responses.
Follow-up within-group exploratory tests suggested no group-specific correlations. No
correlations with standardized F2 were found.
These analyses suggest that overall differences in phonetic categorization may have been
related to differences in vocal motor behavior, though unexpectedly, the primary locus of
these individual differences was found in variation in F2, not F1. Conversely, between-
session changes in phonetic categorization were potentially reflected in standardized F1
but not standardized F2. This may have been due to the greater amount of variation
in this formant’s value between sessions compared to standardized F2. In both cases,
these correlations suggest that the participants’ perception of the phonetic continuum
may have been influenced by their immediately preceding vocal motor behavior.
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3.3.3 Event related potentials
Having observed evidence of potential relationships between the production and cat-
egorization tasks, we examined whether similar relationships may be found between
behavior in the production tasks and electrophysiological responses. Auditory poten-
tials to each stimulus step, averaged over all participants in the pre-test session, are
shown in Figure 3.4C. In contrast to the results of Bidelman et al. (2013), stimulus steps
two and three elicited greater P2 amplitudes than stimulus one. This suggests that for
the [E] - [I] continuum utilized in this study (Fig. 3.4B), P2 amplitude may not directly
reflect distinctions in vowel height.
In the behavioral results, we found evidence suggesting that standardized F1 (repre-
senting the change in F1 between sessions) and changes in the proportion of stimuli
categorized as [I] may have been related (Fig 3.3C). We also found a potential corre-
lation between the F2 produced by the participants and phonetic categorization in the
baseline session (Fig 3.3A). These correlations suggest that the perceptual processing of
the vocalic stimuli may have been related to how the participants produced the target
vowel during baseline and training. If true, then this predicts that production variables
may be reflected in cortical responses recorded during vowel categorization.
We first examined whether standardized F1 was related to either average or stimulus-
specific cortical amplitude. In order to do so, it was necessary to identify specific elec-
trodes and time windows over which to average cortical activity. We began by conduct-
ing an omnibus ANOVA, testing for main effects of group or interactions between group
TABLE 3.2: Results of cluster-based permutation analyses on within-group,
between-session effects. All clusters were calculated from stimulus onset to 600ms
post-onset. Significant clusters indicated by their time windows (in brackets), with
corresponding p-values. Dashes indicate that no positive or negative clusters were
observed in the data.
Stimulus Controls Adapters
One [132 - 312] p = 0.022 [92 - 344] p = 0.004
[396 - 558] p = 0.042
Two [100 - 202] p = 0.03,
[230 - 336] p = 0.023
[360 - 586] p = 0.017
Three [046 - 336] p = 0.002 —
Four [110 - 402] p = 0.008 [146 - 358] p = 0.016
[476 - 600] p = 0.042
Five [212 - 380] p = 0.012 [090 - 338] p = 0.0041
[336 - 600] p = 0.006
[136 - 600] p = 0.044
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and session over specific electrodes. No significant effects of group or interactions with
group were found.
We therefore decided to investigate stimulus-specific differences in cortical responses
using cluster-based permutation analyses (Maris and Oostenveld, 2007). For between-
groups contrasts, we found no significant clusters in the pre-training or post-training
sessions for any stimulus step. This mirrors the results of the phonetic categorization
task, in which no group level differences were found prior to or following speech train-
ing. However, within both the adapter and control groups, significant differences were
found for between-session contrasts. The results of these within-group analyses are sum-
marized in Table 3.2. For adapters, cortical responses to the endpoint stimuli (one and
five) differed most between sessions, while for controls the greatest differences were
observed for the most ambiguous stimulus steps (two, three, and four).
In order to determine which electrodes and time-windows to average over in order
to compare ERP component amplitudes with behavioral measures, we tested for time-
points and electrodes over which between-session activity differed significantly between
adapters and controls. This was accomplished by first subtracting averages ERPs in the
post-training session from those in the pre-training session for each group and stimulus
step. We then performed cluster analyses, comparing these difference waves between
groups (3.4 D and E, top and middle panels). No significant clusters were found for
between-group differences for any stimulus step when utilizing a time-window from
zero to 600ms after stimulus onset. However, visual inspection of between-group differ-
ence waves for each stimulus step revealed three possible regions of interest in stimulus
steps one and three (Fig. 3.4 D and E, bottom panels, shaded areas), in which the differ-
ence in average amplitude exceeded one microvolt. Two of these regions corresponded
(approximately) to the N1 and P2 components, though at slightly later time-windows
than observed in the grand average ERPs (Fig. 3.4C). As the third region of interest did
not pertain to our hypotheses, we excluded it from analysis. Following Bidelman et al.
(2013), we selected 20ms time-windows centered around the peaks of these regions of
interest, and performed cluster-based permutation analyses averaging over these time
windows to test for significane. Significant interactions were indeed found for stimulus
one (“P2”, 200–220ms, p = 0.001) and stimulus three (“N1b”, 126–146, p = 0.01).
Having identified candidate electrodes and time windows in which adapters and controls
differed with regard to between-session variation in cortical amplitude, we then tested
whether changes in the amplitude of these two components (averaged over all samples
in the 20ms time window and all electrodes found to be active in the cluster) correlated
with changes in standardized F1 for these two stimuli. For these four comparisons (two
stimuli ⇤ two components), we utilized a Bonferroni-corrected p-value of 0.0125.
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FIGURE 3.4: Overview of EEG acquisition and results. A. Electrode layout for EEG
acquisition. B. Frequency-power spectrum of five stimulus steps ranging from [E] (step
one) to [I] (step five). C. Cortical responses to each stimulus step during the pre-
training phonetic categorization task, averaged over all participants. D. Results of
cluster-based permutation analyses for stimulus step one. Between-session difference
waves are shown for controls (purple line) and adapters (yellow line). Shaded region
indicates time-window of significant cluster. Black line (bottom-panel) represents the
subtraction of these two difference waves, revealing peak differences at approximately
210ms after stimulus onset. A topoplot indicates the electrodes found to be significant
when activity is averaged over a 20ms window (grey vertical bar; P2: 200-220ms).
E. Results of cluster-based permutation analyses for stimulus step three, for controls
and adapters, with topographical plots of significant interactions. The two regions of
interest (N1b: 126–146ms, N2: 280–300ms) are indicated by gray vertical bars.
For stimulus step one (clear [E]), we found significant correlations between changes
in P2 amplitude and standardized F1 (Fig. 3.5A: rho =  0.44, p = 0.005). Follow-up
testing revealed no significant within-group correlations. The direction of the correlation
indicated that participants who produced vowels with a lower F1 during the training
session tended to show increases in P2 amplitude following training, and vice versa.
This result runs counter to that found by Ito et al. (2016), in which greater compensatory
adaptation led to greater decreases in P2 amplitude. However, it is important to note that
the feedback shift in their study was opposite in direction to that utilized in this study.
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FIGURE 3.5: Correlation analyses between speech motor behavior and neural com-
ponent amplitude. Adapters are shown in yellow, controls in purple. A: Correlation
between standardized F1 (representing change in F1 in the speech training session com-
pared to baseline) and the difference in P2 amplitude during perception of the trained
vowel (step one). B: Correlation between standardized F1 (representing change in F1
in the speech training session compared to baseline) and the difference in N1b (126–
146ms) amplitude during perception of the most ambiguous vowel (step three). C:
Correlation between average F1 in the speech training task and P2 amplitude averaged
over all stimuli in the post-training identification session.
For stimulus step three (most ambiguous step), changes in “N1b” amplitude were also
found to correlate with standardized F1 (Fig. 3.5D: rho = 0.45, p = 0.004). These cor-
relations were not significant within either group alone. As most of the between-session
changes in perception were localized to this stimulus step (Fig. 3.2C), this might indi-
cate that changes in amplitude of this earlier component drove changes in perception.
Having found some evidence that overall proportion of [I] responses in the baseline ses-
sion may have been related to produced F2 (Fig. 3.3A), we explored whether F1 and
F2 values in the baseline and training session were related to cortical amplitude aver-
aged over all stimulus steps. Utilizing the same electrodes identified by the cluster-based
permutation analyses (for early and later components, respectively), we averaged over
20ms time-windows corresponding to peak of the grand average N1 (104–124ms) and
P2 (188–208ms) components. Our exploratory tests examined relationships between
average component amplitude (N1, P2) and formant production (F1, F2) in both ses-
sions (pre, post), totaling eight comparisons. Partial correlations were utilized to control
for the correlated nature of the formants, and Holm-Bonferroni corrections were applied
to control for multiple comparisons.
No significant relationships were found, in either session, between average N1 ampli-
tude and formant production. A potential correlation was found between average pro-
duced F1 in the training session and average P2 amplitude in the post-training catego-
rization task. The correlation approached significance (Fig. 3.5C; rho = 0.41, p = 0.01),
and became significant after three multivariate outliers were removed (r = 0.47, p =
0.004, BF10 = 12.2).
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To summarize the results of the neurobehavioral analyses, we found no evidence of
within-session, between-group differences in cortical amplitude. However, by-stimulus
cluster-analyses suggests that, for specific stimuli, between-session changes in cortical
responses varied between adapters and controls. Targeted analyses revealed that for
stimulus one, the clear [E] stimulus that was also the training vowel, standardized F1
correlated with changes in P2 amplitude. Yet for stimulus three, the most ambigu-
ous stimulus, changes in standardized F1 were found to correlate with N1b amplitude
(slightly later than the grand averaged N1 component). These correlations were not
significant within-groups, suggesting that they related to overall changes in produced
F1 rather than exposure to altered auditory feedback. The latency of this component
suggested that these individual differences in component amplitude reflect changes in
acoustic feature processing (Chang et al., 2010; Obleser et al., 2004).
While the behavioral data suggested a possible relationship in between F2 and identifi-
cation responses, neither N1 or P2 amplitude was found to correlate with produced F2
in either session. The only possible relationship was found between average F2 in the
training task and average P2 amplitude in the post-training session.
3.4 Discussion
This study investigated to what extent phonetic categorization reflects one’s sensorimo-
tor experience. Primarily, we examined whether perceptual shifts associated with speech
production training reflect changes in earlier cortical response components associated
with acoustic feature extraction (Chang et al., 2010; Obleser and Eisner, 2009; Tavabi
et al., 2007), or later processes associated with phonetic categorization (Bidelman et al.,
2013) and perceptual learning (Tremblay et al., 2014). We tested whether altering how
a vowel is produced modulates perceptual and electrophysiological responses during
phonetic categorization. While between-group differences in phonetic categorization
failed to reach significance, we found some evidence evidence linking behavior in the
production tasks to behavior in the phonetic categorization tasks. In addition to these
relationships between production and perception, we also found neurobehavioral corre-
lations between phonetic variables and the amplitude of both early and late ERP com-
ponents.
Primarly, we found that between-session changes in production correlated with changes
in both early (126–146ms) and late (200–220ms) auditory components, though only
for specific stimulus steps. We also found a possible relationship between average F1
production in the training session and P2 amplitude in the subsequent identification
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task. Thus, the results of the exploratory analyses suggest that that sensorimotor expe-
rience may affect early vowel decoding processes (Obleser and Eisner, 2009) as well as
later perceptual decision processes (Bidelman et al., 2013; Mostert et al., 2015). The
observed pattern of results can be best characterized as a remapping of the relationship
between acoustics and articulation by sensorimotor experience. Before arguing for this
interpretation, we first consider possible reasons why our group-level results differed
from those found previously.
Unlike in Lametti et al. (2014b), our results did not reveal any significant between-group
differences in phonetic categorization. Specifically, adapters did not differ significantly
from controls with respect to changes in phonetic categorization following speech pro-
duction training. Furthermore, though the correlation analyses suggested a possible
relationship between changes in F1 and changes in phonetic categorization, the direc-
tion of the correlation conflicts with that found in Lametti et al. (2014b). However,
given that our correlations did not reach significance after applying Holm-Bonferroni
corrections, and that they only held when both adapters and controls were included, it
is difficult to draw conclusions about the the differences between these two studies.
The results of our correlational analyses suggested that, within each session, F2 was a
stronger predictor of overall phonetic categorization than F1 (Fig. 3.3). This may have
been due to the fact that the experiment involved Dutch rather than English speaking
participants. In addition to a distinction between [E] and [I], Dutch also has a rounded
vowel [Y], distinguished from [I] by primarily F2 and F3 (Adank et al., 2004). The
presence of this phonological contrast may have increased Dutch participant’s attention
to the value of F2 compared to English participants. It is possible that this attention to
F2 may have counteracted any group-level differences induced by changes in F1.
Another confound may have come from the design. Lametti et al. (2014b) utilized a ten-
step phonetic continuum, whereas the present study utilized a five-step continuum based
on Bidelman et al. (2013). While standardized F1 was found to correlate with changes in
phonetic categorization, correlations between this formant and changes in the amplitude
of the P2 component were only found for stimulus step one. As a continuum endpoint,
this stimulus exhibited almost no differences in behavioral responses before and after
training. It may be that clearer between-group differences would have emerged had we
utilized a ten-step continuum, increasing the number of stimuli closer to [E].
Finally, both sensorimotor adaptation (Rochet-Capellan and Ostry, 2011; Rochet-Capellan
et al., 2012) and phonetic recalibration (Eisner and McQueen, 2005; Reinisch et al.,
2014) have been found to be extremely specific. Given that we used a full word (“pet”)
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during the speaking task, yet presented participants with isolated vowels (as in Bidel-
man et al., 2013), the lack of group-level effects may be due to differences between the
training and test stimuli. It is possible that the effects would have been stronger had we
used a “pet-pit” continuum for the perceptual task, or modulated the acoustics of the
stimuli to match the gender of the participant.
Returning to the results of the exploratory analyses, changes in the amplitude of the N1b
and P2 components during phonetic categorization directly followed speech production
training, suggesting a causal relationship between sensorimotor experience and percep-
tual changes. For the N1b component, this relationship only held for stimulus step three
(the most ambiguous stimulus), while for the P2 component, this relationship only held
for stimulus step one (clear [E]). While the correlations suggested that this was indeed
driven by behavior in the preceding speech production task, it is important to consider
whether the results might also be explained by other factors.
One possibility is that the effects reflect exposure to the categorization stimuli. In pre-
vious auditory training experiments, simple exposure to a phonetic continuum has been
found to elicit increases in P2 amplitude (Tremblay et al., 2010, 2014), which has been
associated with the formation of a new phonetic contrast. However, the current study
utilized an existing phonetic contrast, and furthermore, found diverging results for par-
ticipants based on their behavior during the speech production task. When listening to
the same [E]-vowel after speech production training, P2 amplitude increased for partic-
ipants who had produced this vowel with a lower F1 during training, yet decreased for
participants who had produced this vowel with a higher F1. Therefore, it is unlikely that
the observed effects can be simply attributed to exposure to the phonetic continuum.
Another possibility is that the effects reflect selective adaptation and/or phonetic re-
calibration in response to the categorization stimuli. Adapters received altered auditory
feedback, leading to a mismatch between production and perception as well as a change
in auditory feedback, while controls received unaltered feedback. Therefore, it could be
argued that changes in amplitude observed in the control participants may reflect se-
lective adaptation, having repeated the same vowel multiple times, while changes in
amplitude observed in adapters may reflect phonetic recalibration of the trained vowel
(Kleinschmidt and Jaeger, 2015a; Shiller et al., 2009; van Linden et al., 2007). Re-
peated presentation of the same stimulus (or stimulus type) elicits ERP components
with diminished amplitude compared to a novel stimulus (Belin and Zatorre, 2003;
Tian and Poeppel, 2010, 2013). While this has previously been ascribed to “fatiguing”
of feature detectors (Eimas and Corbit, 1973; Samuel, 1986), recent modeling suggests
that speech sound categories may be likened to probability density functions, which are
updated on the basis of the distribution of input exemplars (Kleinschmidt and Jaeger,
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2015b). Therefore, in controls, repeated production of unaltered [E] may have sharp-
ened feature representation for this vowel, leading to less activity when these features
are matched (stimulus one) and increased activity for more ambiguous stimulus steps
(e.g., step three, Fig. 3.4D). Conversely, in adapters, the error between expected and
heard feedback may have led to a shift in the center of this distribution, leading to in-
creased error during perception. If this were true, then we would expect to observe
increases in the amplitude of all components as a consequence of adaptation to altered
feedback, and a decrease in the amplitude of these components as a consequence of
unaltered feedback. Accordingly, most adapters exhibit increases in P2 amplitude in re-
sponse to stimulus one. However, most adapters exhibited decreases in N1b amplitude
in response to stimulus three, while many controls exhibited increases in the amplitude
of this component (Fig. 3.5D). Furthermore, in a similar experiment, Ito et al. (2016)
found decreases in P2 amplitude after adaptation to altered feedback. The opposing
effects observed in these results cannot be accounted for by selective adaptation and
phonetic recalibration alone.
We therefore propose that changes in component amplitude in both groups reflected
changes in the mapping between acoustic values and articulatory features (Poeppel
et al., 2008; Tourville et al., 2013). For example, the amplitude of the P2 component
has been found to be greater when an ambiguous stimulus is categorized as a low vowel
[a] than when this same acoustic stimulus is categorized as a high vowel [u] (Bidelman
et al., 2013). As stated in the introduction, if the vowel [E] in “pet” comes to be associ-
ated with a more closed or open jaw position due to changes in production (regardless
of feedback), then a sensory-to-motor mapping account would predict that P2 amplitude
should increase or decrease correspondingly.
In Ito et al. (2016), the value of F1 was decreased for participants in the altered feedback
condition, leading adapters to produce the target [E]-vowel with a greater F1 frequency
compared to baseline (i.e., as a more [æ]-like vowel, in which the jaw is lower). Greater
adaptation responses corresponded to greater decreases in the amplitude of the P2 com-
ponent when listening to the trained vowel. In the present experiment, the experimental
manipulation consisted of an increase in the value of F1, leading adapters to produce a
more [I]-like vowel. Greater adaptation responses were found to correspond to greater
increases in P2 amplitude. These correlations suggest that the direction of change in the
amplitude of the P2 component during perception of the trained vowel corresponded to
those expected when perceiving a vowel with a specific height (Bidelman et al., 2013;
Shestakova et al., 2004).
Based on the results of Bidelman et al. (2013), we can re-characterize the observed
changes in P2 amplitude in these experiments. Articulating [E] as a higher, more [I]-like
3. Mapping the Speech Code 63
vowel during production (as in the present experiment) caused a previously presented
auditory stimulus to be perceived as if it were a lower vowel. Articulating [E] as a
lower, more [æ-like] vowel (Ito et al., 2016) led the same vowel to be perceived as if it
were a more closed vowel. One might object that this is a result not of the articulatory
behavior, but of the auditory feedback participants experienced during training. That is,
rather than having a sensorimotoric cause, the results could simply reflect exposure to
auditory feedback during production.
But a purely sensory explanation is unable to account for the modulation of the N1b
and P2 components observed in adapters. Speakers have been found, in response to
similar feedback shifts, to only partially compensate for shifts in auditory feedback (Kat-
seff et al., 2012). In the present study, adaptation opposing the direction of the shifted
feedback compensated on average for 38% shift in auditory feedback. This means that
despite producing a vowel with a lower F1, participants nevertheless heard themselves
producing a vowel with a higher F1 value than normal. Thus, a purely sensory account
would predict the opposite direction of correlation compared to that observed. That
being said, the variation observed in amplitude of these components was not completely
accounted for by the changes in production. Speakers have been found to differ with
regard to their dependence on somatosensory compared to auditory feedback in a pro-
duction task (Lametti et al., 2012). It may be the case that individual differences in
sensory preference may have modulated the observed correlation.
Throughout this paper, we have consistently referred to our perceptual task as phonetic
categorization rather than speech perception. This deliberate choice reflects the fact
that effects observed in phonetic categorization tasks do not necessarily coincide with
those observed in other, possibly more natural speech contexts (Hickok et al., 2009;
Hickok and Poeppel, 2000, 2004; Krieger-Redwood et al., 2013). Therefore, in order
to generalize our results beyond phonetic categorization, it is important to consider
how this task may resemble natural speech perception. The current experiment em-
ployed a two-alternative forced choice task, leading to a categorical response profile
with a rather sharp identification boundary (Bidelman et al., 2013; Chang et al., 2010;
Goldstone and Hendrickson, 2010; Liberman et al., 1957). The experimental design
therefore led participants to focus on acoustic cues relevant for distinguishing the tar-
get contrast. However, the ‘categoricalness’ of categorical perception may diminish or
even disappear when more response options are available (Gerrits and Schouten, 2004;
Lotto, 2000; Schouten et al., 2003). This suggests that mapping acoustics onto artic-
ulatory representations based on one’s own sensorimotor experience may not apply to
situations where the range of possible categories to which an acoustic signal can be as-
signed is more open, as in natural speech. In such cases, it may be better to rely on
lexical information to reinterpret acoustics (e.g., Ganong, 1980; Norris et al., 2003). Yet
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when context constrains the range of possible sound categories, simulation of candidate
phonetic categories may aid perception (Poeppel et al., 2008; Tian and Poeppel, 2013).
We have argued that the cortical and perceptual effects observed in this study reflect a
mapping of acoustics onto articulation in order to classify a speech sound, and that these
mappings may be updated by recent sensorimotor experience. Therefore, in addition
to supporting and maintaining speech production abilities (Lane and Webster, 1991;
Niziolek et al., 2013), our results suggest that sensorimotor experience may play a role
in certain perceptual contexts as well. As has been noted, “the task of perceiving speech
sounds is complex and the ease with which humans acquire, produce and perceive these
sounds is remarkable” (Carbonell and Lotto, 2014). It is equally remarkable that humans
are able to swiftly and flexibly take advantage of diverse cues and resources in order to
deal with the perceptual task at hand (Brown and Kuperberg, 2015; Erb et al., 2013).
Listeners have been argued to draw on their knowledge about how speech is produced in
order to help decode speech under difficult listening conditions (Nuttall et al., 2016) and
as a tool to predict how upcoming speech will sound (Brunellière et al., 2009; Tian and
Poeppel, 2010, 2013). What this exploratory study has suggested is that this knowledge
is not static, but is updated and modulated by our ongoing sensorimotor experiences.


Chapter 4
Do we perceive others better than
ourselves? A perceptual benefit for
noise-vocoded speech produced by
an average speaker
In different tasks involving action perception, performance has been found to be facili-
tated when the presented stimuli were produced by the participants themselves rather
than by another participant. These results suggest that the same mental representations
are accessed during both production and perception. However, with regard to spoken
word perception, evidence also suggests that listeners’ representations for speech reflect
the input from their surrounding linguistic community, rather than their own idiosyn-
cratic productions. Furthermore, speech perception is heavily influenced by indexical
cues that may lead listeners to frame their interpretations of incoming speech signals
with regard to speaker identity. In order to determine whether word recognition evinces
similar self-advantages as found in action perception, it was necessary to eliminate in-
dexical cues from the speech signal. We therefore asked participants to identify noise-
vocoded versions of Dutch words that were based on either their own recordings or
those of a statistically average speaker. The majority of participants were more accurate
for the average speaker than for themselves, even after taking into account differences
in intelligibility. These results suggest that the speech representations accessed during
perception of noise-vocoded speech are more reflective of the input of the speech com-
munity, and hence that speech perception is not necessarily based on representations of
one’s own speech.
This chapter is adapted from:
Schuerman, W. L., Meyer, A., & McQueen, J. M. (2015). Do We Perceive Others Better
than Ourselves? A Perceptual Benefit for Noise-Vocoded Speech Produced by an Average
Speaker. PLoS ONE, 10(7), e0129731.
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4.1 Introduction
Speech production does not operate in a vacuum, free from the influences of
its perceptual counterpart; the two processes are coupled and closely linked.
(Casserly and Pisoni, 2010)
To someone unfamiliar with the field of speech research, it may seem odd that such a
statement needs to be expressed explicitly considering how natural the link between the
production and perception of speech appears to be. Given the many dissociations found
between speech production and perception, however, it may seem quite reasonable to
treat production and perception as separate objects of study. For example, lesions to
particular areas of the brain appear to solely hinder production abilities while leaving
perceptual abilities intact (and vice-versa (Scott et al., 2013)), and it has been well-
documented that children are able to perceive certain sounds that they are not yet able
to produce (Brown and Berko, 1960). Theories have indeed been developed for either
production alone (Dell, 1986) or perception alone (McClelland and Elman, 1986). But
at the opposite extreme, others propose that speech perception crucially relies on pro-
duction mechanisms (Pickering and Garrod, 2007), in concordance with certain theories
of action perception (Prinz, 1990). In this study, we test listeners’ perception of a type of
spectrally manipulated speech, noise-vocoded speech, in which indexical cues have been
largely eliminated. Testing perception of such speech allows us to investigate whether
listeners are better at perceiving their own speech or the speech of another person in
the absence of primary phonetic cues to speaker identity, and how this may enrich our
understanding of the coupling between production and perception mechanisms.
Models of speech perception that argue that the production system plays a critical role,
such as the motor theory of speech perception (Liberman et al., 1967) and analysis
by synthesis (Halle and Stevens, 1959), have existed for some time and have under-
gone many revisions and changes (Galantucci et al., 2006). Such theories have recently
experienced a resurgence in interest due in great part to the growing body of neuro-
biological evidence demonstrating that speech motor areas (ostensibly only supposed
to be activated during production) may become activated not only during production
but also during perception (Poeppel and Monahan, 2011). Much of this neurobiological
evidence has been gathered from experiments involving transcranial magnetic stimula-
tion (TMS), in which targeted magnetic pulses are used to stimulate or inhibit activity
in select areas of the brain (Devlin and Watkins, 2007). By pairing TMS pulses with
electromyography, which measures the activation of muscles via electrodes placed on
the surface of the skin, it becomes possible to measure the degree of motor activation
during the production or perception of an action. For example, muscle activation in lip
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regions involved in articulation has been found to be greater when listening to speech
vs. non-speech (though only in response to left-hemisphere stimulation) (Watkins et al.,
2003). More recent studies suggest that motor involvement may not always be neces-
sary in order to perceive speech, but instead that motor areas may be recruited only
during the perception of noisy, ambiguous, or non-native speech (Scott et al., 2009).
However, as proponents of motor involvement in speech perception have argued, pris-
tine speech such as that found in laboratory conditions may be more likely to be the
exception rather than the norm (Bartoli et al., 2015).
While neurobiological evidence suggests that motor areas may become activated during
speech perception, it remains unclear what the functional role of this activation may be.
One possibility is that this activation indicates parity between the mental representations
accessed during production and perception. According to this view, perceiving an action
requires accessing the same mental representations utilized when producing that action.
This is in effect an argument for the common coding theory of perception, which argues
that “percept codes and act codes are formed in the same format and are stored or
maintained in a common representational medium” (Prinz, 1990, p. 171). One of the
predictions of this theory is that perception is facilitated according to the degree to which
the incoming sensory input matches the internal “action” representation; the more the
action that we are perceiving matches with how we ourselves would produce it, the
more easily the corresponding representation is activated.
Evidence in support of common coding has been provided by studies that have found
perceptual facilitation for self-generated actions. For example, in a study by Knoblich
et al. (2002), participants were asked to write either the number “2”, or the first stroke in
the number “2” without the horizontal line (a hook), utilizing a stylus and tablet. When
later presented with recordings of only the hook stroke and asked to predict whether a
horizontal stroke would follow (i.e. whether this was an instance of drawing the number
“2” or simply drawing the hook part), participants were found to perform above chance
accuracy when the stimulus was drawn from their own productions but only at chance
when it had been produced by another participant. Similar perceptual advantages for
self-generated stimuli have also been found for predicting where a thrown dart will
land (Knoblich and Flach, 2001). The authors argue that these results support a com-
mon coding account for action representations; our perception of some event, and the
subsequent predictions that follow, are facilitated according to the degree of similarity
between the actions that we observe and our own production of those actions.
Few studies have been undertaken to determine to what extent these effects may hold
true in the realm of speech perception. If representations for speech sounds are shared
for both production and perception, this predicts that speech perception ought to be
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facilitated for self-generated speech as well. A recent experiment on the perception of
lip-read speech suggests that this may indeed be the case (Tye-Murray et al., 2013). Two
groups of ten participants were videotaped reading approximately 360 sentences aloud.
These same participants were later tested on a subset of the 360 sentences, with an
equal number of video clips drawn from every participant in the group (including each
participant’s own recordings). Accuracy was scored as the percentage of words cor-
rectly identified. Fifteen of the 20 participants correctly identified a higher percentage
of words when lip-reading themselves than when lip-reading other participants. This is
rather startling, as speakers do not usually observe their own articulations and receive
only auditory, tactile and proprioceptive feedback online. The results suggest that lis-
teners do in fact utilize their production experience during perception, yet it is unclear
to what extent this is restricted to the task of lip-reading. If auditory speech perception
were also a form of action perception, this would predict that similar self-advantages
ought to be found in auditory word recognition as well.
However, when comparing action perception to speech perception, it is crucial to rec-
ognize that speech perception is known to be influenced by indexical cues to speaker
identity. For example, the perception of synthesized fricatives on a continuum between
"sod" and "shod" can be influenced by the perceived gender of the speaker (Strand and
Johnson, 1996). In a subsequent experiment, in which listeners were presented with
audio stimuli that had been generated from the recordings of a speaker whose voice
was judged to be non-prototypical for their gender were paired with video of either
a male or female speaker, it was found that the visual cue to speaker gender further
modulated the perceived fricative boundary. This demonstrates that auditory cues to
gender and audio-visual integration of perceived gender can influence the perception
of speech sounds. Later experiments replicated this audio-visual gender integration ef-
fect for vowel stimuli and further found that with audio-only presentation, the phoneme
boundary could be modulated simply by instructing the listener to imagine the speaker
as either male or female (Johnson et al., 1999). Shifts in phoneme categorization have
also been found when participants associate a speaker with a specific social group (e.g.
nationality) on the basis of an accompanying label (Niedzielski, 1999). These stud-
ies demonstrate that speech perception can be influenced by the perceived identity of
the speaker as indexed by both linguistic and extra-linguistic cues. It is therefore not
unreasonable to assume that recognizing stimuli as self-produced may also influence
perceptual processing. This means that any benefit in recognizing one’s own speech
could be the result not only of overlap in representations, as predicted by the common
coding account, but also because the listener’s own speech was recognized as such.
If, in contrast, representations accessed for perception are fundamentally distinct from
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those accessed for production, those representations may be more reflective of the sta-
tistical properties of the speech in a given linguistic community. It is evident from exper-
iments on cross-linguistic speech perception that perceptual identification of a speech
sound depends on the sound’s distribution in the perceiver’s own language. For exam-
ple, when tested on synthesized speech samples along a continuum between /l/ and
/r/, American English speakers show categorical discrimination effects which reflect
the bimodal distribution of these speech sounds in American English, whereas inexperi-
enced Japanese speakers do not show a categorical discrimination effect (MacKain et al.,
1981). Experienced Japanese listeners, however, who have been exposed to tokens of
/l/ and /r/, and thus a bimodal distribution of sounds, perform similarly to the native
English speakers. Studies differ with regard to whether perceptual effects are coupled
to production ability; Bradlow et al. (1999) found that Japanese speakers given intense
perceptual training on the English /l/ ⇠ /r/ distinction improved both their perception
and production of the contrast, even up to three months following training. This sug-
gests that perceptual skills may be tightly coupled to production skills. In contrast, Shel-
don and Strange (1982) found that participants were often better at producing a given
phoneme (as judged by native English speakers) than they were at perceiving the same
phoneme produced by themselves or other Japanese learners. At first glance, this would
seem to suggest dissociation between production and perception. However, this study
also found that four of the five Japanese participants made fewer errors when identi-
fying /l/ and /r/ recordings produced by themselves compared to stimuli produced by
other Japanese speakers or native English speakers. Further research by Borden et al.
(1983) on Korean speakers suggests that individuals may differ with respect to whether
perception is more accurate than production or vice-versa, though this may be related
to length of time spent in an English-speaking environment (Sheldon, 1985). These
cross-linguistic perception studies thus provide conflicting evidence with regard to the
common coding of speech representations.
At a broad level of granularity, speakers’ productions will almost necessarily reflect the
statistical properties of their native language. It is therefore difficult to determine from
cross-linguistic experiments whether decoding incoming speech in one’s native language
utilizes representations that are more reflective of the listener’s own production idiosyn-
crasies or of the statistical properties of the speech community, as such fine-grained
differences will most likely reside at the sub-phonemic level. In order to investigate
which of these two alternatives may be the case, it is necessary to examine within a
single language whether listeners show enhanced recognition when listening to them-
selves or to a “typical” speaker whose productions more closely approximate the average
of their linguistic community.
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4.2 Experiment 1
In this study, we investigated whether spoken word recognition is facilitated more when
words have been generated by the participants themselves or more when they were
generated by a statistically average speaker. Experience listening to a single talker leads
to an increase in intelligibility for subsequent stimuli from the same talker (Bradlow
and Bent, 2008), even when this signal is extremely altered. For example, Remez et al.
(2011) examined the recognition of isolated sine-wave sentences. Accuracy was found
to be greater when the test sentences and exposure sentences were produced by the
same talker in the same modality rather than by different talkers. This suggests that
even when the speech signal is distorted, listeners are still sensitive to talker-specific
phonetic regularities and that exposure to these regularities can facilitate recognition of
novel words produced by the same talker.
Due to the extensive experience speakers have with their own productions, we might
expect speakers to be very sensitive to their own phonetic idiosyncrasies. This seems
likely given that speakers have been shown to correct online for subtle (sub-phonemic)
deviations from their intended speech targets (Niziolek et al., 2013). Listening to one’s
own voice via a recording is, however, a very different experience from monitoring one’s
productions. When listening to recordings of our own voices, we received a signal only
via air-conduction. This contributes to the experience of hearing our voices as ‘higher’ on
a recording compared to howwe hear ourselves during speech production. During active
speech production, a speaker hears their own voice via both air- and bone-conduction,
resulting in a different psychoacoustic experience compared to when a speaker listens
to recordings of their own voice (Békésy, 1949). Thus, the spectral properties of self-
produced speech are shifted when heard on a recording compared to what is heard
during production.
However, certain phonetic properties, such as the length of a given stop burst or changes
in amplitude, remain invariant between listening to one’s own voice while speaking
and listening to recordings of one’s own voice. We therefore decided to utilize “noise-
vocoded speech” (NVS) to examine the perception of self-produced speech. NVS pre-
serves temporal and amplitude cues while eliminating fine-grained spectral detail (Shan-
non et al., 1995). This includes many of the primary cues, such as formant dispersion
and pitch, that people use to distinguish voices from one another (López et al., 2013).
Many recent studies utilize NVS to manipulate the intelligibility of linguistic stimuli sys-
tematically. These studies have found that, even with relatively high levels of degrada-
tion, participants are quickly able to adapt to the spectral manipulation and accurately
recognize the original utterance (Davis et al., 2005; Hannemann et al., 2007; Sohoglu
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et al., 2012). Importantly, several studies have found that talker-identification in NVS is
greatly impaired (Büchner et al., 2009; Turner et al., 2004; Vongphoe and Zeng, 2005;
Zhang et al., 2010). This rather extreme manipulation therefore provides another ben-
efit, in that it eliminates many linguistic cues to speaker identity that influence speech
perception (Johnson et al., 1999; Strand and Johnson, 1996). It thus allowed us to
ask whether there was a self-advantage in speech perception independent of listeners’
ability to recognize the speech as their own.
In Experiment 1, we examined listener accuracy for identifying single NVS words that
had been produced either by the participants themselves or by a statistically average
speaker. The experiment consisted of two sessions. First, in the recording session, native
Dutch participants produced 120 Dutch words. After comparing the phonetic properties
of the recordings, we selected from amongst the participants one speaker who differed
least from all other participants in the sample. This model speaker acted as a proxy
for a statistically average speaker of the linguistic community. The recordings were
then converted into NVS stimuli. After a one-week interval, the same participants were
presented with these NVS stimuli and asked to identify the original words. Participants
were unaware that half of the stimuli were based on their own recordings and that the
other half were based on the recordings of the selected average speaker.
If identical representations for spoken words are utilized for both production and per-
ception, as common coding posits, then we would expect to find greater accuracy for
self-produced NVS stimuli. Furthermore, if listeners’ access to these representations
does not depend on the speaker’s identity, we would expect to find advantages for self-
produced stimuli regardless of perceived speaker identity. However, if representations
are more representative of the overall input of the linguistic community, then we predict
that participants would be more accurate at identifying words generated by a speaker
whose productions more closely align with this average.
4.2.1 Materials and Methods
4.2.1.1 Participants
Twenty-eight female native speakers of Dutch between the ages of 19 and 26 (µ =
21.63), all with healthy vision and hearing, participated in the experiment. In order
to minimize large between-speaker differences, only female participants were invited to
participate. All 28 participated in the production task. One participant was selected to
be the “average” model speaker, leaving 27 participants for the identification task, which
was performed approximately one week after the production task.
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4.2.1.2 Ethics Declaration
Ethical approval for this study was obtained from the Ethics Committee of the Social
Sciences Faculty of Radboud University. Written consent was obtained from each par-
ticipant on the first day of the study. Participants were informed that their participation
was voluntary and that they were free to withdraw from the study at any time without
any negative repercussions and without needing to specify any reason for withdrawal.
All were reimbursed for their participation.
4.2.1.3 Stimuli
The stimulus set of 120 Dutch words was based on English materials developed for
speech-in-noise recognition experiments by Bradlow and Pisoni (1999). 35 phonemic
segments were represented in this set of words, though with different frequencies (e.g.,
/z/ appears in 10 words, while /b/ appears in only 6 words). Words in the stimulus set
were divided into two groups according to frequency, phonological neighborhood den-
sity, and the average frequency of their phonological neighbors. Phonological neighbors
were defined as words that differed from the target word by the deletion, addition, or
substitution of a single phoneme. “Easy” words were those that had high frequency (µ
= 226.53 per million), few phonological neighbors (µ = 9.2), and low neighborhood
frequency (average frequency of all phonological neighbors; µ = 46.49 per million).
“Hard” words, on the other hand, had relatively low frequency (µ = 16.71), larger
phonological neighborhoods (µ = 20.85), and higher neighborhood frequency (µ =
470.98 per million). Thus, Easy words were likely to stand out as there were no or rel-
atively few similar sounding words, while Hard words were more likely to be confused
with more frequent, similar sounding words. Pilot tests confirmed that participants cor-
rectly recognized noise-vocoded versions of the Easy words more often than Hard words,
validating the use of these parameters to distinguish the two conditions. All words uti-
lized in this experiment were classified as 100% familiar according to a 559-participant
age-of-acquisition study (Ghyselinck et al., 2000).
4.2.1.4 Production Task
During the recording session, participants were comfortably seated in a sound-attenuated
booth. A pop-filter shielded microphone was placed approximately 10 cm away from
each participant’s mouth. Participants were presented visually with the 120 stimulus
words on a computer screen and asked to read them out loud in a “normal manner”
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within a specific recording window that was signaled visually. A black screen was pre-
sented for 500 ms, after which the target word appeared on the screen above a white
box. After 250 ms a red circle appeared within the white box to mark the beginning of
the recording and signal the participant to read the word out loud. Recording continued
for 1750 ms, after which the red circle disappeared. At the end of each such trial, the
participant was given the option to repeat the trial (e.g. if the participant had coughed
during the recording) or to continue on to the next trial. The order of stimulus presen-
tation was fully randomized for each participant. All productions were recorded using
Presentation software (Version 0.70, www.neurobs.com).
4.2.1.5 Model Speaker Selection
Each recorded sound file was segmented and analyzed utilizing Praat (Boersma and
Weenink, 2013). Measurements taken from the participant recordings consisted of av-
erage word duration per speaker, average segment duration per speaker, duration of
each word (120 variables), segment duration by word (e.g. /z/ in ‘zuil’; 426 variables),
and average segment amplitude (averaged across words; 35 variables). In addition,
segments were also analyzed with respect to the NVS manipulation, which divided the
sound file into six frequency bands. Therefore we included measurements of average
amplitude by segment by frequency band (e.g., the average amplitude of each frequency
band for all words in which the given segment appears; 210 variables) and standard
deviation by segment by frequency band (210 variables). In order to find the most “av-
erage” speaker, participants were compared according to the aforementioned variables.
Due to the fact that many of these variables were highly correlated, standard principal
component analysis was used to reduce the number of dimensions for comparison from
1003 to 27. Euclidean distances between participants were calculated based on these
27 components, and the participant with the smallest average distance from all other
participants was chosen as the average speaker.
4.2.1.6 Stimulus Preparation
The intensity of each of the total 3360 sound files (120 words * 28 participants) was nor-
malized by root-mean-squared amplitude. The normalized sound files were then trans-
formed into 6-band noise-vocoded speech (Shannon et al., 1995). These six spectral
frequency bands corresponded to equally spaced distances along the basilar membrane
(Greenwood, 1990). Pre-experiment pilots determined that this level of degradation
avoided ceiling and floor performance in the identification task.
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4.2.1.7 Identification Task: Design
For each participant, each of the 120 target words was assigned to only one of two
“Talker” conditions, a “Self” condition or an “Average Speaker” condition. The number
of words from the Easy and Hard word lists was balanced across these Talker condi-
tions (30 each). This ensured that each Talker condition included a range of words
with equivalent and variable difficulty. Repetition of words across Talker conditions was
avoided due to the possible confounding effect of acclimatization to the noise-vocoding
manipulation. Order of stimulus presentation was randomized within the two Talker
blocks. Order of block presentation was counterbalanced across participants.
4.2.1.8 Identification Task: Procedure
In the identification phase, participants attempted to identify noise-vocoded versions of
the recorded words. A trial began with visual presentation of a fixation cross located
in the center of a computer screen. The auditory stimulus was presented after 250
ms of silence. Following stimulus presentation, participants attempted to identify the
target word by typing in their response via the computer keyboard. Once the participant
confirmed their response by pressing the Enter key, the next trial began.
A 10-word practice session preceded the experimental blocks in order to familiarize
participants with the noise-vocoded stimuli and the task. Feedback was given after
each practice item, indicating whether or not the participant had correctly guessed the
word. None of the words in the practice session appeared in the experimental blocks.
Participants received no feedback during test blocks.
4.2.2 Results
Participants responded using standard Dutch orthography; given that Dutch orthogra-
phy may represent the same sound in multiple ways (e.g., word final [t] can be spelled
as either “t” or “d”), target words and participant responses were transcribed into a
standardized broad phonemic script. Correspondence between target and response was
measured utilizing these phonemic transcriptions rather than the raw orthographic in-
put. The average percentages of correct responses (defined as 100% match between
target and response transcription) by Talker and Word Difficulty are displayed in Fig.
1. While individuals varied with respect to their accuracy, responses were much more
accurate for Easy words (µ = 0.57, SE = 0.012) than Hard words (µ = 0.37, SE =
0.012) and moderately more accurate for words in the Average Speaker condition (µ =
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FIGURE 4.1: Accuracy and Levenshtein Distance results. Average proportion of
correct answers (Accuracy) and Levenshtein Distance for each word list, according
to Talker, with standard error bars. For Levenshtein Distance, higher scores indicate
greater inaccuracy.
0.49, SE = 0.012) than in the Self condition (µ = 0.45, SE = 0.012). For Easy words,
participants were more accurate in the Average Speaker condition (µ = 0.62, SE =
0.017) than in the Self condition (µ = 0.53, SE = 0.017). For Hard words, accuracy
was slightly greater in the Self condition (µ = 0.37, SE = 0.017) than in the Average
Speaker condition (µ = 0.36, SE = 0.017).
Scoring responses in a binary format as either correct or false depending on a 100%
match between target and response transcription fails to capture the detail contained
within the transcribed responses. If the target word was “vacht” (fur) and a partici-
pant reported to have heard “macht” (power), then the participant did in fact accurately
identify a substantial portion of the target word. For this reason, Levenshtein Distances
(Levenshtein, 1966) were computed between the target and response transcriptions.
Levenshtein Distance is a metric that measures the number of edits (substitutions, ad-
ditions, deletions) required to transform one string of characters into another. This
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method has been utilized, for example, to measure the linguistic distance between di-
alects of a given language (Beijering et al., 2008). According to this metric, a perfectly
correct response is scored as 0 (no edits), while larger scores indicate greater inaccuracy.
Average Levenshtein Distance measurements corresponded to the binary scored accu-
racy measurements; participants showed greater inaccuracy (higher average Leven-
shtein Distance) for Hard words ((µ = 1.50, SE = 0.03) than for Easy words (µ =
1.26, SE = 0.04), as well as greater inaccuracy for words in the Self condition (µ =
1.47, SE = 0.04) than words produced by the Average Speaker (µ = 1.30, SE = 0.04).
As Fig. 1 shows, for Easy words, average Levenshtein Distance was greater in the Self
condition (µ = 1.38, SE = 0.06) than in the Average Speaker condition (µ = 1.16, SE
= 0.06); for Hard words, average Levenshtein Distance was also greater in the Self con-
dition (µ = 1.55, SE = 0.05) than in the Average Speaker condition (µ = 1.46, SE =
0.05). An examination of each individual’s scores reveals that while some participants
showed no difference in inaccuracy between Talker conditions and certain participants
were more accurate for Self-produced stimuli, most participants were more accurate for
the Average Speaker’s sound files than their own (Fig. 2).
Due to the high number of zero scores (100% accurate responses) present in the data, we
utilized a hurdle model to analyze the Levenshtein distance findings. A hurdle model
is a combination of two models; it combines a binomial regression model to analyze
zero vs. non-zero responses, as well as a zero-truncated Poisson model to analyze all
responses greater than zero (i.e. those with at least one error). Given that the words
varied between Talker conditions and were produced by different speakers, we decided
to analyze the results using mixed-effects regression. All analyses were conducted in R
using the glmmADMB package (Fournier et al., 2012).
All statistical models included the maximal random effects structure justified by the
experimental design (Barr et al., 2013). This consisted of random intercepts for Item
and Participant, random slopes for Talker (Self/Average Speaker) by Word, as well as
random slopes for Talker, Word Difficulty, and the interaction between Word Difficulty
and Talker by Participant.
We report the predictors entered into the binomial (Binom) and truncated Poisson
(TruncPoiss) model at each step. The maximal fixed-effect structure was determined
by likelihood comparison. Model comparison began with null models containing only
the random effect structure. Next, we added a fixed effect of Word Difficulty type, which
was found to substantially improve the fit of both models (Binom: AIC = 3767.66, BIC =
3816.33, LogLik = -1875.8,  2 = 19.18, p < 0.001; TruncPoiss: AIC = 5223.34, BIC =
5266.88, LogLik = -2603.7,  2 = 14.34, p < 0.001). Addition of a fixed effect of Talker
4. Perceptual Benefit for Average Speaker 79
FIGURE 4.2: Average Levenshtein Distance for stimuli produced by the participant
(Self) and by the Average Speaker. Higher scores indicate greater inaccuracy.
also significantly improved both models (Binom: AIC = 3764.62, BIC = 3819.37, LogLik
= -1873.3,  2 = 5.04, p < 0.05; TruncPoiss: AIC = 5221.02, BIC = 5270.01, LogLik
= -2601.5,  2 = 4.32, p < 0.05). Inclusion of an interaction term between Talker and
Word Difficulty did not significantly improve either model.
Parameters for the fixed effects are reported in Table 1 for the final versions of the bi-
nomial and truncated Poisson model, both with reference categories of “Easy” (Word
Difficulty) and “Average Speaker” (Talker). For the binomial model, the fixed effect of
Word Difficulty reveals that when comparing zero (correct) and non-zero (incorrect)
responses, the likelihood of a non-zero response was significantly greater for more dif-
ficult words. However, for the truncated Poisson model, the negative slope indicates
that Levenshtein Distance decreased in the Hard condition, possibly because of the large
number of trials in this condition in which there was only one error between target and
response transcription.
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TABLE 4.1: Results of the binomial and truncated poisson mixed-effects regression
analyses.
Binomial
Fixed Effects: Estimate Std. Error Z-value Pr(> |z|)
(Intercept) -0.530 0.194 -2.73 0.0063**
Word Difficulty (Hard) 1.15 0.253 4.55 <5.3e-06***
Talker (Self) 0.264 0.114 2.32 0.0203*
Truncated Poisson
Fixed Effects: Estimate Std. Error Z-value Pr(> |z|)
(Intercept) 0.874 0.066 13.24 <2e-16***
Word Difficulty (Hard) -0.312 0.080 -3.79 0.0001***
Talker (Self) 0.075 0.036 2.08 0.0379*
Fixed effects reported in reference to Talker (Average Speaker) and Word Difficulty
(Easy).
4.2.3 Discussion
The results suggest that participants were more accurate at identifying noise-vocoded
words produced by an average speaker than by themselves. Differences between Talker
conditions were greater for Easy words than Hard words. This is somewhat surprising
because factors that would improve intelligibility would be expected to have a stronger
effect when stimuli are more difficult to decode. For example, in a study on speech
recognition in noise, Bradlow and Pisoni (1999) found greater differences between easy
and hard words at a fast speech rate than at a slow speech rate. In the same study,
however, the authors also compared speakers’ perception of easy and hard words in
single and multi-talker conditions; they found that the differences in accuracy between
easy and hard words was greater in the single-talker condition than in the multi-talker
condition. The authors argue that the increase in accuracy in the single talker condition
stems from listeners’ “ability to take advantage of consistent surface information about
a particular talker’s voice" [p. 11]. These results mirror our own; we find greater
differences between Easy and Hard words in the Average Speaker condition compared
to the Self condition. This may suggest that the typicality of the speaker (i.e. how closely
the speaker’s productions align to the statistical average of the community) may impart
an advantage similar to that provided by repeated exposure to a single talker’s voice.
Due to the fact that each participant listened to a different set of sound files (Self vs. Av-
erage Speaker), differences in intelligibility across talkers may have led to the observed
pattern of results. For example, with respect to the observed individual variation (Fig.
2), it may have been the case that the participants who showed greater accuracy for
their own sound files than for those produced by the Average Speaker had simply enun-
ciated more clearly during the recording session; conversely, those participants who
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were more accurate in the Average Speaker condition than in the Self condition may
have enunciated less clearly or their recordings had been rendered more unintelligible
by the noise-vocoding procedure. If so, we would expect to find no effect of Talker after
having accounted for the general intelligibility of each speaker.
In order to assess this possibility, we conducted a control experiment to determine the
average intelligibility of each speaker. Noise-vocoded stimuli from each talker in the
main experiment were presented to new participants, who performed the same open-
response identification task. The percentage of correctly identified words constituted
a given talker’s “intelligibility score.” We predicted that intelligibility scores from this
control experiment would correlate with a participant’s average accuracy in the Self-
condition in Experiment 1. The main purpose of Experiment 2, however, was to establish
whether the advantage for the Average Speaker’s words in Experiment 1 would remain
after talker intelligibility was taken into account.
4.3 Experiment 2: Determining Speaker Intelligibility
4.3.1 Materials and Methods
4.3.1.1 Participants
Sixteen female native speakers of Dutch, between the ages of 19 and 28 (µ = 22.63),
all with reported healthy vision and hearing, took part in this control experiment. To
maximize similarity to Experiment 1, only female participants were invited. None of
them had participated in Experiment 1. All were paid for taking part in the experiment.
4.3.1.2 Stimuli & Design
A set of 112 noise-vocoded words were selected from the original set of experimen-
tal materials. In order to account for the variability in word difficulty, these 112 words
were divided into four groups based on average by-word accuracy in Experiment 1 (high
accuracy, mid-high accuracy, mid-low accuracy, and low accuracy). Each control partic-
ipant was presented with four stimuli from each talker (one from each word difficulty
group), randomly selected from the recordings obtained from the 28 talkers from Exper-
iment 1. This resulted in a total of 64 words per talker (16 per word difficulty group),
and ensured that any word level variations in intelligibility would not affect aggregated
intelligibility scores. Stimuli were presented in two blocks, with each block repeated
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twice (ABAB). Order of presentation was pseudo-randomized such that no Talker was
repeated twice in a row.
4.3.1.3 Procedure
The identification task was the same as in Experiment 1.
4.3.2 Results
In order to determine whether the participants differed greatly with respect to how in-
telligible they perceived each talker to be (defined by average Levenshtein Distance),
t-tests were performed on the cumulative distribution of results after each new partic-
ipant was added in order to determine whether this distribution changed significantly.
For example, the average scores for participants one through three were compared to the
scores for participants one through four. After four control participants, the t-statistic (df
= 52.592) was less than 1, suggesting that already after only a few control participants,
incorporating results obtained from a new control participant did not significantly alter
the distribution of results. Comparing the distribution of all 16 participants to the dis-
tribution of the 15 previous participants resulted in a t-statistic of -0.33 (df = 54). The
negligible difference between these two distributions allowed us to assume that with
16 participants we had achieved a reasonably reliable measure of the intelligibility of
each participant that was unlikely to change by adding additional control participants.
Testing was therefore terminated at this point. Average talker intelligibility given all 16
participants’ data (as measured by Levenshtein Distance) was 1.6 (sd = 0.35), with a
minimum (most intelligible) of 0.78 and a maximum (least intelligible) of 2.16.
Accuracy in Experiment 1 in the Self-Condition is plotted against Intelligibility in Fig. 3.
As expected, one-tailed t-tests confirmed a significant correlation between accuracy for
self-produced stimuli and the intelligibility ratings obtained in Experiment 2 (Pearson’s
r = 0.66, t(25) = 4.388). The positive correlation reveals that if the control participants
found a given talker’s speech to be more intelligible, then that talker was more likely to
have recognized their own speech more accurately in Experiment 1.
The main purpose of obtaining intelligibility scores for each participant was to deter-
mine whether the effect of Talker found in Experiment 1 could be solely explained by
differences in participant intelligibility. Therefore the data from Experiment 1 was re-
analyzed with intelligibility scores included in the model. A fixed effect of Intelligibility
was found to significantly improve the null binomial and null truncated Poisson mod-
els (Binom: AIC = 3777.66, BIC = 3826.33, LogLik = -1880.8,  2 = 9.18, p < 0.01;
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FIGURE 4.3: Intelligibility ratings. Intelligibility ratings by Levenshtein Distance for
each speaker (Experiment 2) plotted against that speaker’s inaccuracy for Self-produced
stimuli (Experiment 1), with regression line
TruncPoiss: AIC = 5232.72, BIC = 5276.26, LogLik = -2608.4,  2 = 4.96, p < 0.05).
Crucially, after adding fixed effects of Word Difficulty and Intelligibility, the fixed effect
of Talker still significantly improved the fit of both models (Binom: AIC = 3756.58, BIC
= 3817.4, LogLik = 1868.3,  2 = 6.00, p < 0.05;TruncPoiss: AIC = 5218.42, BIC =
5272.85, LogLik = -2599.2,  2 = 4.08, p < 0.05). The slope of the fixed effect for
Talker remained relatively unchanged in both models (Table 2; Binom:   = 0.267, Z =
2.54, p < 0.05;TruncPoiss:   = 0.07, Z = 2.02, p < 0.05) . No significant interaction be-
tween Talker and Word Difficulty was found. This analysis reveals that greater accuracy
for identifying words produced by the model speaker compared to the participant’s own
productions, as observed in Experiment 1, cannot be accounted for simply by differences
in intelligibility between each participant’s noise-vocoded words and those of the model
speaker.
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TABLE 4.2: Results of the binomial and truncated poisson mixed-effects regression
analyses.
Binomial
Fixed Effects: Estimate Std. Error Z-value Pr(> |z|)
(Intercept) -1.722 0.396 -4.35 <1.42e-05**
Intelligibility 0.734 0.213 3.45 0.00057***
Word Difficulty (Hard) 1.156 0.254 4.56 <5.2e-06***
Talker (Self) 0.267 0.105 2.54 0.011*
Truncated Poisson
Fixed Effects: Estimate Std. Error Z-value Pr(> |z|)
(Intercept) 0.579 0.148 3.93 <8.64e-05***
Intelligibility 0.181 0.080 2.25 0.02*
Word Difficulty (Hard) -0.310 0.080 -3.87 0.00011***
Talker (Self) 0.073 0.036 2.02 0.04*
Intelligibility ratings are based on Levenshtein Distance, therefore greater values
indicate that the speaker is less intelligible.
4.4 General Discussion
In this study, we investigated whether the speech representations accessed during per-
ception of noise-vocoded speech are more reflective of an individual’s own productions
or of the statistical average of the individual’s speech community. Common coding the-
ory (Prinz, 1990) predicts that perception should be more accurate when the listener is
presented with self-generated stimuli, as has been found in experiments on the percep-
tion of self vs. other-generated actions (Knoblich and Flach, 2001; Knoblich et al., 2002;
Tye-Murray et al., 2013). If, in contrast, speech representations accessed during per-
ception of noise-vocoded speech are distinct from those used in production and reflect
exposure to a range of speakers, listeners should be more accurate at identifying stim-
uli generated by a speaker whose productions more closely approximate the statistical
average of their community. We therefore tested participants on the recognition of noise-
vocoded words that had either been produced by themselves in an earlier recording ses-
sion or by a “statistically average” speaker chosen from the participant population. The
pattern of results suggests that most speakers were more accurate at identifying words
produced by the statistically average speaker than their own recordings. The results of
the control experiment suggest that this advantage for the statistically average speaker
was still significant even after taking into account intelligibility differences between the
participants’ noise-vocoded words.
Given that self-advantages have been found in the visual modality, especially for lip-
reading (Tye-Murray et al., 2013), why is it that we do not observe these effects in
auditory word recognition? Noise-vocoding was utilized as a means of systematically
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degrading the stimuli while preserving temporal and intensity-related idiosyncrasies. It
may have been the case that this manipulation eliminated crucial phonetic cues that
listeners make use of when both monitoring their own speech and when listening to
others. However, this seems unlikely, since the noise-vocoding manipulation preserved
talker-specific differences in temporal parameters that listeners are known to be sensitive
to, such as voice-onset time (Allen and Miller, 2004). Furthermore, if listeners were not
sensitive to variations in these parameters, we would expect to find no difference in
accuracy between the Talker conditions independent of general intelligibility.
In experiments on action perception using visual stimuli, participants were often aware
of the identity of the producer (Knoblich and Flach, 2001; Tye-Murray et al., 2013).
Therefore, it may be the case that self-advantages are dependent on the perceiver con-
sciously recognizing the speech as self-produced. In addition to degrading the stimuli
in order to increase the difficulty of word recognition, noise-vocoding was used in our
study as a means of preventing possible influences on perception arising from perceived
speaker identity (Johnson et al., 1999; Niedzielski, 1999; Strand and Johnson, 1996);
noise-vocoding eliminates phonetic cues often used to identify speakers (López et al.,
2013). This appears to have been effective, because during debriefing only two partic-
ipants guessed that they had at some time heard their own voices. When asked what
led them to this realization, both participants reported that they had remembered pro-
nouncing a certain word with precisely the same duration during the recording session.
Neither of these participants, however, recognized that the study had presented one
talker per block, and the majority of the participants did not notice that voices differed
between blocks. In the experiments conducted by Knoblich et al. (2002), in which par-
ticipants attempted to predict aspects of handwriting strokes produced by themselves
and other participants, advantages for self-produced stimuli were found without explicit
cues to author identity. Knoblich and Flach (2001) argue that self-advantages should
not depend on the perceiver’s awareness of whether the stimuli were self-produced.
Furthermore, they argue that when information about the source of an observed action
is sparse, imagined actions are more easily integrated, causing self-other differences
to emerge even more swiftly than when identity cues are present. Fundamentally, the
common coding theory (Prinz, 1990) predicts that self-advantages should not depend
on awareness of the identity of the producer. If participants automatically compare in-
coming speech to their own production representations, we would expect to find an
advantage for self-produced speech regardless of whether the listener is able to identify
the voice. Our results suggest, in contrast, that in the absence of cues to speaker identity,
listeners decode incoming productions with reference to the statistical average of their
community.
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The use of NVS stimuli was also likely to have eliminated any phonetic cues that lis-
teners unconsciously use to frame incoming speech with respect to speaker identity.
Therefore it remains possible that, were such cues present in the stimuli, listeners would
have performed differently. For example, Remez et al. (2011) found that when listeners
were given exposure to sine-wave sentences, they performed better when later attempt-
ing to identify single sine-wave words produced by the same talker. However, partici-
pants who were given exposure to clear versions of the same sentences produced by the
same speaker did not show any benefit of exposure; both speaker-specific and modality-
specific experience were necessary in order to facilitate word recognition. Nevertheless,
as mentioned above, common-coding suggests that the same representations are ac-
cessed during both production and perception regardless of the identity of the perceived
speaker. Therefore, while it remains possible that listeners may be more accurate at
recognizing self-produced speech when they are aware that stimuli are self-produced,
the current results challenge the common-coding prediction that self-produced speech
will necessarily be recognized more accurately than the speech of others.
It is also important to consider why we do find advantages for the speech produced
by the model speaker. For example, it may be the case that listeners assumed that the
noise-vocoded speech was produced by an average talker, and this framing lead to facil-
itation in perception for the stimuli produced by the model speaker. This interpretation
would be consistent with "talker normalization" (Nearey, 1989; Nusbaum and Magnu-
son, 1997), a theory which argues that listeners utilize information about the talker,
and frame incoming speech with regard to the perceived identity of the talker, in order
to overcome the considerable amount of uncertainty in speech and variability between
speakers (Heald and Nusbaum, 2014). With regards to our experiment, assigning the
identity of “average speaker" to the NVS stimuli would facilitate perception when the
durational and amplitude properties of the stimuli fell closer to the statistical average
of the community. However, given how abnormal NVS sounds (the stimuli were often
described by our participants as sounding as if they were produced by a “demon" rather
than by a normal person), it seems implausible that listeners identified the producer of
this speech as an average speaker of their community.
We suggest instead that listeners may have either assumed that the NVS was not self-
produced given how strange it sounded compared to the listeners’ own speech (or any
other normal speaker) and thus must have been produced by some “other”, or failed
to make any explicit assumptions (positive or negative) about the source of the NVS.
Importantly, no matter what assumptions the listeners did or did not make, they appear
to have adopted a “default” perceptual strategy, leading to facilitation in the identifi-
cation of speech produced by the average speaker. This strategy may depend on the
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lack of indexical information in NVS. For example, listeners have been found to gener-
ate more fine-grained expectations about the phonological qualities of upcoming words
when these words are embedded in carrier sentences pronounced with the listener’s own
regional accent (Brunelliere and Soto-Faraco, 2013). However, when presented with a
carrier sentence in a non-native regional accent, listeners do not make such fine-grained
predictions. This demonstrates that listeners are able to draw upon more fine-grained
linguistic representations to facilitate speech perception, but may only do so in the pres-
ence of indexical information cueing them to access such representations. In the context
of visual action perception, the “default strategy” may involve accessing representations
that more closely align with the participant’s own production experience (Knoblich et al.,
2002), leading to advantages for self-produced stimuli. Yet our results suggest that dur-
ing speech perception, in the absence of vocal cues to identity, a video showing the
participant’s own face (Tye-Murray et al., 2013), or other indexical cues, the listener
adopts a decoding strategy that relies on more general representations, and specifically
not representations aligning to the listener’s own productions.
This view complements talker normalization theory by suggesting that unless given ev-
idence otherwise, the most efficient strategy during speech perception is to access rep-
resentations that are more likely to match the input, that is, statistically average rep-
resentations. However, given that linguistic and extra-linguistic cues to identity are
almost always present to some extent during normal speech perception, it is important
to consider how this may affect the interpretation of our findings. With regard to the
implications for clear speech, it may be the case that when faced with unfamiliar speech,
e.g. speech in an non-native language produced by an unfamiliar speaker, listeners ac-
cess statistically average representations from their own linguistic community. Yet when
additional information is available, indexical cues may “fine-tune” underlying represen-
tations (Brunelliere and Soto-Faraco, 2013), or cue the listener to utilize alternative
processing strategies.
We hypothesized that if listeners utilize a “common-code” for both production and per-
ception (Prinz, 1990), they should be more accurate at recognizing words based on
their own recordings rather than those based on a speaker whose productions are more
representative of the statistical average of the participant population, and that such ef-
fects should be found even in the absence of cues to the identity of the talker. While
some participants were more accurate for self-produced stimuli than stimuli produced
by the average speaker, the results of this study show an overall advantage for the stim-
uli produced by the average speaker, suggesting that spoken word recognition does not
necessarily rely on common representations for production and perception. One of the
advantages of a common-coding approach is that it eliminates the need to posit separate
representations for speech sounds or word forms for both production and perception.
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Yet in so doing, it complicates the question of how people perceive actions that differ
from their own. As Hickok remarks, “. . . we are fully capable of understanding actions
we have never produced. . . it would be surprising, maladaptive even, if all observed
actions resulted in the activation of the same motor program in the observer” (2009).
If comprehension critically relied on accessing the very same representations utilized
in production, then we would expect that people who deviate greatly from the norm
in their production would also suffer perceptually, yet this does not appear to be true
(Scott et al., 2013). While self-advantages may be found for certain actions during
visual perception, when faced with the task of recognizing words that vary across a
number of speakers, the listener develops representations that extracts relevant infor-
mation from different speakers and thus facilitates perception when faced with a novel
speaker (Lively et al., 1993).
4.5 Conclusion
This study examined one facet of the debate on the nature of representations of speech,
namely whether incoming speech is decoded with reference to representations that are
more reflective of the overall speech community or more reflective of the listener’s own
productions. Our results suggest that, in the absence of indexical cues leading the lis-
tener to frame incoming noise-vocoded speech with respect to the identity of the speaker,
the representations accessed during speech perception more closely align to the statisti-
cal average of the linguistic community rather than the speaker’s own productions. This
may suggest that indexical cues lead to fine-tuning of these underlying representations,
but future research is needed to determine how and to what extent these results gener-
alize to speech perception when such cues are present. The current results nevertheless
already indicate that, contrary to a strict common-coding account, speech perception is
not necessarily based on representations of one’s own speech.
In interpreting our results, we emphasize the demands placed upon a listener to de-
code incoming speech; given a population in which different talkers may vary greatly
with respect to the pronunciation of the same words or speech sounds, it is likely to
be more efficient to attempt to decode incoming speech utilizing representations that
closely approximate the statistical distribution of the community rather than one’s own
productions, which may deviate substantially from the average. While it is crucial to
integrate research on speech production and perception, such research should take into
account the differing demands on a speaker compared to a listener and how this may
be reflected in the nature of the representations utilized for both types of language pro-
cessing.
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4.7 Appendix: Word Lists
S1 Table: Word lists organized by Word Difficulty. Word is given in Dutch orthog-
raphy. The second column contains a modified CPSAMPA transcription, which
was utilized to calculate Levenshtein Distances. In the original CPSAMPA tran-
scriptions, certain consonant sounds were designated by combinations of charac-
ters. In the modified versions, each consonant is designated by a single charac-
ter. The third column refers to the lexical frequency of the word (as measured
by Subtlex per-million). PTAN refers to the Number of phonological neighbors.
PTAF refers to the average frequency of a word’s phonological neighborhood.
All information obtained from the Northwestern University DutchPOND database
(http://clearpond.northwestern.edu/dutchpond.html).
Easy Word List
Word Transcription Translation Freq_per_million PTAN PTAF
hotel h.oU.t.E.l hotel 88.7274 1 6.6546
onzin O.n.z.I.n nonsense 111.2295 1 0.8918
tafel t.2.f.5.l table 83.3992 3 2.4545
mens m.E.n.s man 144.6623 7 26.9384
schat s.x.a.t treasure 264.0328 17 39.9018
zelf z.E.l.f itself 437.4629 3 138.892
eind Ei.n.t end 83.1705 7 2.95
thuis t.9y.s home 399.4793 11 86.9666
agent 2.G.E.n.t agent 186.5792 1 4.1162
gezin G.5.z.I.n family 79.8547 5 139.389
wapen 0.2.p.5.n weapon 140.5918 11 78.8069
aarde 2.r.d.5 earth 100.0699 6 45.8692
geld G.E.l.t money 793.6076 11 17.6021
maand m.2.n.t month 93.644 15 60.2554
mama m.2.m.2 mama 206.4514 1 1.6236
plan p.l.a.n plan 143.336 6 8.6364
schip s.x.I.p ship 115.2771 10 3.8464
stem s.t.E.m voice 86.5321 9 43.139
papa p.2.p.2 papa 223.2822 2 6.6317
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spel s.p.E.l game 95.1076 10 88.3661
stop s.t.O.p stop 301.9706 16 24.0842
auto Vu.t.oU car 457.9983 2 91.8946
kamer k.2.m.5.r room 275.238 7 14.9654
broer b.r.u.r brother 245.6241 4 30.6373
kaart k.2.r.t map 79.6718 20 17.4368
mond m.O.n.t mouth 165.9295 20 50.5346
fout f.Vu.t error 165.2663 18 53.4728
idee i.d.eI idea 482.9929 0
wagen 0.2.G.5.n car 77.8195 16 76.739
dame d.2.m.5 lady 82.7361 3 56.6667
foto f.oU.t.oU photo 119.1646 2 0.5374
plek p.l.E.k place 177.4092 7 4.4625
soort s.O3.r.t kind 222.0244 14 43.2252
begin b.5.G.I.n beginning 193.1194 6 41.2994
geval G.5.v.a.l case 137.2074 5 28.562
geest G.eI.s.t spirit 94.9704 9 69.3914
paard p.2.r.t horse 83.6279 18 42.2472
prijs p.r.Ei.s price 86.6007 4 25.0403
vraag v.r.2.x question 436.6854 9 122.2365
twee t.0.eI two 1007.5139 5 13.0393
grond G.r.O.n.t ground 110.2461 5 40.3527
hulp h.Y.l.p help 239.7699 8 41.4652
spijt s.p.Ei.t regret 665.776 17 3.6642
stap s.t.a.p step 126.5281 17 53.3777
trek t.r.E.k pull 125.7277 10 13.2062
rest r.E.s.t rest 175.0309 18 43.2178
rust r.Y.s.t rest 75.3955 14 18.6341
gang G.a.N corridor 110.795 13 144.9526
derde d.E.r.d.5 third 76.4931 1 24.6287
leger l.eI.G.5.r army 107.9822 8 9.9561
reden r.eI.d.5.n reason 163.6656 16 34.2018
kerk k.E.r.k church 79.4888 7 102.1117
stel s.t.E.l set 214.9354 17 64.7202
zorg z.O.r.x care 218.8229 2 28.8935
zaak z.2.k case 239.3354 15 95.6107
regel r.eI.G.5.l rule 77.3164 6 21.3396
kost k.O.s.t costs 80.4035 17 98.6239
nacht n.a.x.t night 204.439 13 148.8489
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werk 0.E.r.k work 680.2285 8 123.5495
kijk k.Ei.k look 1049.7738 18 21.5365
Hard Word List
Word PhoWord Translation Freq_per_million PTAN PTAF
vaas v.2.s vase 4.5736 26 242.7665
vaat v.2.t vascular 1.4178 23 215.003
been b.eI.n leg 53.6252 18 566.7174
dier d.i.r animal 28.1046 25 657.8655
haan h.2.n cock 4.2763 18 647.2289
koor k.oU.r choir 6.8832 18 490.7083
thee t.eI tea 58.7934 19 742.9118
peer p.I.r pear 1.9895 21 216.9064
poen p.u.n moolah 11.7084 15 273.5062
haai h.2.j shark 9.4444 15 234.9067
teen t.eI.n toe 7.3863 20 305.4511
nier n.i.r kidney 3.9104 19 1461.1456
maan m.2.n moon 42.0998 21 1048.6892
hoed h.u.t hat 35.9483 31 1278.9684
hiel h.i.l heel 0.8461 17 373.9251
boor b.oU.r drill 3.4531 24 384.2521
tong t.O.N tongue 31.9007 16 188.3643
wijn 0.Ei.n wine 60.4399 25 563.5474
touw t.Vu rope 26.2523 27 618.4513
cent s.E.n.t cent 36.9317 17 195.3484
halt h.a.l.t stop 17.4939 23 168.271
veer v.I.r spring 3.4302 19 239.2102
teer t.I.r tar 3.3387 20 227.802
zaal z.2.l room 15.413 19 153.8191
hout h.Vu.t wood 23.5768 22 1313.7525
maat m.2.t size 69.1754 38 666.6011
doel d.u.l goal 77.4536 18 333.4038
kier k.i.r crack 0.9833 20 245.8985
vouw v.Vu fold 1.7151 24 375.8025
maart m.2.r.t March 8.3925 22 437.2696
moer m.u.r nut 9.2158 17 742.6229
zaag z.2.x saw 3.5445 15 175.9578
goud G.Vu.t gold 61.9949 22 338.0655
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mouw m.Vu sleeve 4.1848 29 678.966
tent t.E.n.t tent 40.9335 20 171.8877
wand 0.a.n.t wall 3.293 28 463.0227
mand m.a.n.t basket 4.2992 25 173.9772
moes m.u.s puree 2.4011 17 284.0879
haas h.2.s hare 2.1725 33 317.3344
wang 0.a.N cheek 7.8894 16 765.4
zool z.oU.l sole 0.9147 15 434.8941
bijl b.Ei.l ax 9.2615 17 175.955
gier G.i.r vulture 1.0062 16 305.911
meel m.eI.l flour 1.6922 17 233.6884
vacht v.a.x.t coat 3.3158 19 157.3781
moed m.u.t courage 41.0479 23 522.0363
noot n.oU.t note 3.8189 18 1224.6128
woud 0.Vu.t forest 5.191 28 603.7991
lach l.a.x laugh 46.7191 20 173.158
zuil z.9y.l column 0.5488 15 158.6194
zeil z.Ei.l sail 6.9061 19 650.8264
boon b.oU.n bean 1.4178 19 341.0687
heil h.Ei.l salvation 5.717 20 520.0961
pauw p.Vu peacock 0.9605 25 334.1814
dauw d.Vu dew 0.9833 28 1482.717
graad G.r.2.t degree 4.0248 15 234.649
laan l.2.n avenue 1.2349 17 528.5336
maag m.2.x stomach 23.5539 17 610.9388
doos d.oU.s box 38.2809 23 188.8352
mijl m.Ei.l mile 15.3215 18 397.2535


Chapter 5
Contrasting ideomotor and general
auditory accounts of speech
intelligibility
Despite exhibiting wide variation in their vocal speech patterns, healthy listeners are
often assumed to differ little with regard to their perceptual abilities (e.g., they will
tend to agree on how intelligible they rate a given talker). This separation between
production and perception is challenged by an ideomotor account that, in contrast to a
general auditory account, argues for an influence of production experience on speech
perception. We propose that these two standpoints can be operationalized with respect
to two phonetic distance metrics: talker-listener similarity and talker prototypicality. In
this study, we performed acoustic analyses on simple sentences recorded by native Dutch
speakers. These same participants were then presented with degraded versions of the
recorded sentences. Recognition accuracy for the degraded speech constituted a mea-
sure of intelligibility. We found that variation in talker intelligibility could be predicted
by both talker prototypicality and talker-listener similarity. However, similarity effects
were found to be much weaker than prototypicality effects and only held under cer-
tain conditions. These results may reflect the operation of both ideomotor and general
auditory mechanisms that work in parallel to guide speech perception.
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5.1 Introduction
Language exists in the unique usage of individual speakers. We refer to an individual’s
idiosyncratic style of producing speech as their “idiolect” (from idio, “personal”, and leg-
ein “to speak”). Even within a small linguistic community, variation within and between
speakers will endow speech with rich statistical variation. What may be true, yet is less
readily apparent, is that in addition to their idiolect, each individual may also possess
their own unique way of perceiving speech as well, their “idio-acusis” (from akouein,
“to hear”). The need to coin such an unwieldy term reveals a tacit assumption that,
while individuals within a linguistic community may differ in terms of their produced
speech patterns, the representations utilized during speech perception are by and large
the same. If a talker is considered to be very intelligible, we take that to mean that
the talker is intelligible to most or all listeners, not only to specific individuals. Yet this
assumption is untested.
If variation in experience affects the way we listen, both talker and listener variability
will likely affect talker-listener intelligibility. This study utilizes acoustic analysis in ad-
dition to perceptual assessments in order to assess how the relationship between the
production and the perception of speech might determine speech intelligibility. Specif-
ically, we test two possible metrics that have been proposed to modulate talker-listener
intelligibility: Similarity and prototypicality.
These two metrics stem from competing theories about the mechanisms and represen-
tations involved in perception; ideomotor accounts suggest that perceived events are
mapped onto our own action experience, while general perceptual theories emphasize
the statistical variation in the sensory input. We argue that these distinct standpoints
can be operationalized, respectively, as the similarity of the talker’s speech patterns to
the listener’s own speech patterns and as the prototypicality of the talker’s speech pat-
terns with respect to the speech community as a whole. These two theories can thus be
translated into functional predictions about what properties will cause a given talker to
be more or less intelligible to a particular listener.
Ideomotor theories of perception propose that an action, such as a hand movement, is
coded in terms of its perceptual effects (James, 1890; Lotze, 1852; Shin et al., 2010).
This refers not only to an action’s immediate, “resident” effects coded in terms of visual
and kinesthetic feedback but also to remote, action-contingent sensory events such as
a change in ambient light caused by flicking a light switch (Hommel et al., 2001), a
musical note produced by tapping a piano key. If an action is coded by reference to
its sensory effects, it follows that at certain cognitive level there is no distinction be-
tween representations for production and representations for perception, that “action
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and perception-related processes draw on identical cognitive codes...” (Schütz-Bosbach
and Prinz, 2007, p. 351). Through repeated experience, an action and its sensory con-
sequences become bound together such that the motoric program may be activated via
perception or ideation of the sensory goal (Greenwald, 1970).
Action perception has been argued to involve direct matching (Iacoboni et al., 1999)
or simulation (Jeannerod, 2001; Knoblich and Flach, 2001) of observed actions to cor-
responding motor programs within the perceiver. Similarly, there is evidence that the
perception of speech may involve automatic simulation or mapping of the incoming
speech signal onto one’s own motor repertoire. Because these processes draw on the ob-
server’s own motor repertoire, perception is argued to be facilitated when the observed
event resembles the observer’s own sensorimotor experience, such as when one is view-
ing recordings of self-produced actions (Knoblich et al., 2002; Wilson and Knoblich,
2005). With regard to speech, participants have been found to be more accurate at
lip-reading silent videos when watching videos of themselves as opposed to other par-
ticipants (Tye-Murray et al., 2013). Recognition advantages for self-produced stimuli
has also been found in audiovisual speech recognition under difficult listening condi-
tions (Tye-Murray et al., 2015). These findings make a plausible case for a perceiver’s
sensorimotor experience guiding or strongly modulation perception, which in turn sug-
gests that talker-listener intelligibility ought to be modulated by similarity of a given
talker’s speech patterns to those of the listener.
While ideomotor theory suggests a special role of production experience in shaping
perception of conspecific actions, a general auditory theory posits no such differences.
Rather, a listener maps the continuous acoustic speech signal onto abstract cognitive
categories (Diehl et al., 2004; Holt et al., 2010), such as phonemes, syllables or lexical
items, using the same mechanisms that categorize other environmental sounds, such as
slamming doors (Fowler and Rosenblum, 1990). Furthermore, an ideomotor account
of speech perception emphasizes the listener’s experience as a speech producer, while a
general auditory account emphasizes the listener’s experience as perceiver of a range of
idiosyncratic talkers.
Although speech categories have often been described phonologically as discrete cate-
gories composed of binary features (Chomsky and Halle, 1968; Jakobson et al., 1963),
the acoustic input varies along continuous dimensions: “One can conceptualize a seg-
ment of the speech signal as a point in this space representing values across multiple
acoustic dimensions” (Holt et al., 2010, p. 1218). Listeners have been found to be
sensitive to variation along these continuous dimensions, which may possibly suggest
that speech categories represent probability distributions (Clayards et al., 2008). For
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example, when asked to judge the ‘goodness’ of phonetic exemplars (Massaro and Co-
hen, 1983) or when a phonetic categorization task is not a simple two-alternative forced
choice, listeners demonstrate graded sensitivity to within-category variation (Gerrits and
Schouten, 2004; Schouten et al., 2003). This suggests that representations for speech
may bear greater resemblance to probability distributions (Clayards et al., 2008) than
binary configurations.
Exposure to statistical variation in acoustic patterns has a profound effect on how audi-
tory categories are shaped and how future speech sounds are categorized. For example,
the well-documented ability of infants to discriminate non-native contrasts (Werker and
Tees, 1984) is slowly weakened as infants are exposed more and more to the statistical
regularities of their native language (Kuhl, 2004). If exposure leads to speech categories
being mentally represented as a statistical distribution in a multidimensional space, the
centroid of this space may act as a prototype of the category. Such prototypes may warp
the perception of the speech signal (Feldman et al., 2009; Kuhl, 1991; Samuel, 1982),
while individual exemplars can also be ranked according to their distance from this
prototype (Grieser and Kuhl, 1989; Kuhl, 1989; Rosch, 1973; Rosch and Lloyd, 1978).
If speech prototypes are created by averaging input across a range of talkers, and speech
perception makes reference to these prototypes, a talker who consistently produces
acoustic exemplars that fall closer to the statistical average of the linguistic community
(i.e., a prototypical talker) may be more intelligible than a less prototypical talker. In
contrast with the self-advantages found for visual and audiovisual speech (Tye-Murray
et al., 2013, 2015), single, noise-vocoded words produced by a statistically average
speaker have been found to be more intelligible than words that were self-produced
(Ch. 4). While it is unclear to what extent the perception of noise-vocoded speech is
generalizable to non-degraded speech, this experiment suggests that talker prototypical-
ity may be a more important component of intelligibility than talker-listener similarity. It
is not the similarity of the talker to the listener that determines intelligibility, but rather
the prototypicality of the talker with respect to the greater linguistic community.
Thus, ideomotor theory suggest that intelligibility is enhanced when the speech patterns
of the talker and listener are similar to each other, while general auditory theories sug-
gest that a more prototypical talker will be more intelligible regardless of their similarity
to the listener. These predictions can be operationalized in terms of distance metrics. A
talker can be represented as a set of values across a number of phonetic dimensions, and
similarity between two talkers calculated as the distance from one talker to the other in
this multidimensional space. Prototypicality can be calculated as the average distance
from one talker to all other talkers in a sample.
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In this experiment, we utilize phonetic analysis to obtain prototypicality and similar-
ity measurements and then investigate to what extent these two metrics predict speech
intelligibility. We recorded participants producing simple sentences containing two se-
mantically unrelated key words (e.g., “the crown is above the fish”). In three subsequent
sessions, we presented the same participants with acoustically degraded versions of the
recorded sentences to obtain intelligibility measurements. Thus, participants listened
to their own speech as well as the speech of other participants. We then utilized the
distance metrics as independent variables to predict participant accuracy for different
talkers and thus evaluate similarity and prototypicality as predictors of talker intelligi-
bility.
In order to accurately measure the influence of these two distance metrics, it is important
to control for additional factors known to influence speech perception. Stimuli were
manipulated to create three listening conditions: Noise-vocoded speech (NVS; Shannon
et al., 1995), speech in noise (SPIN), and speech in noise which had been filtered to
approximate how people perceive themselves during self-monitoring (FiltSPIN; Vurma,
2014). These manipulations modulate the spectral properties of the signal to enable
control over fine-grained spectral cues to talker identity, as well as control for spectral
differences between recorded speech and actively produced speech.
With regard to bottom-up cues to speaker identity, previous experience listening to a
specific talker is known to increase the intelligibility of novel speech produced by that
talker (Dahan et al., 2008; Nygaard et al., 1994; Remez et al., 2011). Phonetic cues to
identity may lead listeners to recognize a specific talker, leading to increased intelligibil-
ity. While listeners are sensitive to talker-specific variation in durational cues (Allen and
Miller, 2004), conscious identification of a talker’s identity on the basis of the auditory
signal alone usually depends on fine-grained spectral cues (López et al., 2013). Utilizing
NVS enables us to make talker identification from the acoustic signal extremely unlikely.
Top-down cues to talker identity, such as a label (Niedzielski, 1999) or a picture indicat-
ing the talker’s race (Yi et al., 2013) may also influence how speech is perceived. To test
whether a top-down cue to talker identity may modulate intelligibility, half of the partic-
ipants were presented with a label identifying the talker prior to stimulus presentation.
These manipulations and our acoustic analyses enabled us to test under various index-
ical conditions whether talker-listener intelligibility was more accurately predicted by
similarity or by prototypicality. The experimental design also allows for comparison to
previous experiments that found advantages for self-produced visual (Tye-Murray et al.,
2013) and audiovisual (Tye-Murray et al., 2015) speech, due to the fact that participants
listened to themselves and other talkers.
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In addition to controlling for indexical cues that may modulate the perception of a
talker’s speech, it is also important to consider the difference between the sensory ex-
perience of producing speech and the sensory experience of listening to another talker.
During speech production, our voices are filtered by both air as well as bone conduc-
tion (Békésy, 1949; Puria and Rosowski, 2012), modulating the acoustic signal. The
cringe-inciting experience of listening to a recording of one’s own voice stems in part
from the discrepancy between the spectral properties of recorded speech compared to
how we habitually hear our active productions. This mismatch may confound the test-
ing of a similarity-based mechanism, for the common perception-action codes posited
by ideomotor theory may correspond not to the spectral properties of a recording but to
how speech sounds during self-monitoring. We take this into account by testing partic-
ipants’ recognition of unfiltered speech as well as speech that has been filtered in order
to approximate the bone-and-air-conducted signal (Vurma, 2014).
We hypothesized that if speech recognition involves active comparison to one’s own
motor repertoire, or simulation of incoming speech using one’s own production repre-
sentations, then it is likely that similarity will be the best predictor of talker-listener
intelligibility. However, if input from multiple talkers leads to the formation of abstract
prototypes to which the incoming signal is compared, prototypicality ought to be a better
predictor of intelligibility. It is important to note that, while contrastive, these predictors
are not mutually exclusive; it is possible that intelligibility can be modulated by proto-
typicality, similarity, both, or neither. Indeed, any relevant knowledge or mechanisms
that may enhance perception are likely to be deployed if possible (Poeppel et al., 2008).
5.2 Method
5.2.1 Participants
Forty-nine participants (21 men) were recruited from the Max Planck Institute for Psy-
cholinguistics participant database for this experiment. All gave written consent before
each session. Participants were paid for their time and informed that they were free to
withdraw from the study at any time with no negative repercussions. The study was
approved by the Ethics Committee of the Social Sciences Faculty of Radboud University.
Three participants (all female) dropped out of the study before moving on to the identifi-
cation sessions, leaving 46 participants for the NVS session. A further three participants
(two female, one male) failed to complete the SPIN and FiltSPIN session, leaving 43
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TABLE 5.1: Characteristics of lexical stimuli by Word Group. Standard deviations
are noted in parentheses. HFHP = High Frequency High Phonological Neighborhood
Density, LFHP = Low Frequency Low Phonological Neighborhood Density, LFHP =
Low Frequency High Phonological Neighborhood Density, LFLP = Low Frequency Low
Phonological Neighborhood Density. Length refers to the number of phonemes in the
spoken form of the word.
Group Ave. Freq max min Ave. PND max min
HFHP 345.24(888.05) 4025.84 12.65 22.71(7.37) 46 13
HFLP 38.21(46.58) 247.48 9.51 7.21(2.83) 12 2
LFHP 3.93(2.33) 8.48 0.55 21(5.12) 33 13
LFLP 3.63(2.24) 9.10 0.62 5.89(2.65) 11 1
Group Ave. Length max min
HFHP 3.21(0.41) 4 3
HFLP 3.89(0.56) 5 2
LFHP 3.11(0.41) 4 2
LFLP 4.07(0.72) 5 2
total participants for the FiltSPIN session. One male participant failed to complete the
final SPIN session, leaving 42 total participants for the SPIN session.
5.2.2 Design
The experiment consisted of one recording session and three identification sessions
(NVS, SPIN, and FiltSPIN). The study began with the recording session, followed by
a rest interval of approximately two weeks, followed by the NVS session. The third and
fourth sessions (either FiltSPIN or SPIN) began at least seven days after the NVS session.
As the SPIN and FiltSPIN manipulations were very similar, these two sessions were sep-
arated by a rest period of two weeks in order to reduce learning effects on identification
responses and the session order was counterbalanced across participants.
Participants were randomly assigned to small groups of seven same-gender talkers for
the identification sessions; each participant was presented with an equal number of
sentences, each containing two semantically unrelated target words, produced by each
talker in their group (including the listener themself). This represented a compromise
between having a single participant listen to a sufficient sample of stimuli from a single
talker, while also being exposed to a range of different talkers. The entire sequence
required approximately six weeks to complete.
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5.2.3 Lexical Stimuli
Previous research has demonstrated that under adverse listening conditions, listeners
correctly identify higher frequency words with few phonological neighbors more of-
ten than low frequency words with many phonological neighbors (Bradlow and Pisoni,
1999). This suggests that an adequate comparison across talkers would be biased by the
recognition difficulty of the lexical stimuli. In order to ensure that words of varying dif-
ficulty were equally allocated across talkers, we collected 112 Dutch words and sorted
them into four categories (Word Groups) based on lexical frequency and phonological
neighborhood density. We define a phonological neighbor as any existing word which
differs from a source word by the substitution of a single phoneme. Details of these
words groups are given in Table 1. To elicit the utterances, line drawings of the referent
objects were selected from a picture data base available at the Max Planck Institute for
Psycholinguistics.
Lexical stimuli were embedded in sentences. Each sentence contained two target words,
e.g., “kroon” and “vis”, and described the two objects as having a simple spatial config-
uration, as in “de kroon is boven/onder/naast de vis” (“the crown is above/under/next
to the fish”). Each content word was preceded by the definite determiner “de” (“the”).
5.2.4 Recording Procedure
Participants were seated in a sound-attenuated booth approximately 3 to 5 centimeters
away from a pop-filter shielded microphone (Sennheiser ME 64). They were first asked
to say several words, such as counting to 10, in order to habituate to the acoustics of
the recording booth. Following acclimation, the recording level was set individually
according to each participant’s speaking amplitude. Due to the fact that read speech
differs from spontaneous speech in terms of intonational, durational and spectral fea-
tures, and that listeners are sensitive to these differences (Howell and Kadi-Hanifi, 1991;
Laan, 1997), it seemed likely that read materials would be limited in their generalizabil-
ity to natural speech. However, the demands of the identification task required strict
control over the format of the sentences. Therefore sentences were elicited in a “semi-
spontaneous” format; while the exact form of the sentence was pre-specified on each
recording trial, at no time did participants simply read words off of a screen.
A trial began with a fixation cross. After 200ms, the fixation cross disappeared and the
orthographic form of the first target noun appeared on the screen for 500ms. This was
followed by a blank screen for 200ms, after which the second noun appeared for an-
other 500ms. After presentation of another blank screen for 200ms, two line drawings
5. Contrasting Ideomotor and General Auditory 103
depicting the target nouns appeared on screen arranged either horizontally or vertically.
The order of orthographic word presentation determined the spoken order of the sen-
tence. For example, if the display consisted of line drawings of a witch in the bottom
half of the screen and a ball on the top half of the screen, and the order of word pre-
sentation had been “witch – ball”, the participant would then say “the witch is under
the ball.” All drawings were taken from the Max Planck Institute for Psycholinguistics
picture database.
The recording session began with 10 practice trials using the same two content nouns,
“zebra” and “penguin”, with different spatial configurations (“above”, “below”, “next
to”) and different word orders (e.g., “the zebra is above the penguin”, “the penguin is
above the zebra”) in order to acclimatize participants to the task. Participants were in-
structed to try to speak as naturally as possible. Each of the 112 target nouns appeared in
both initial and final position, comprising 112 sentences. Three lists were generated and
participants read all three lists, comprising 336 total sentences. The order of lists and
sentences within lists was fully randomized for each participant. A researcher listened
to each production to ensure that participants correctly produced the target sentence,
that it was produced in a natural manner, and that each recording was free of coughs,
stutters, or long gaps which could compromise the intelligibility of the target words or
potentially be utilized by a listener as a cue to talker identity. Because the experiment
design required that all participants produced all stimuli, trials with such mistakes were
repeated until an acceptable version had been recorded. Recordings containing mis-
takes were discarded and not used for analysis. The entire recording procedure took
approximately one hour.
5.2.5 Stimulus Preparation and Manipulation of Spectral Indexical Infor-
mation
Within each group of seven same-gender talkers, all recordings were normalized to root-
mean-squared amplitude. Leading and following silence in each recording was stan-
dardized to 500ms. For each identification session, the recordings were manipulated
in order to modulate the fine-grained spectral information present in the signal. These
three manipulations were noise-vocoding (NVS), speech-in-noise, and speech-in-noise
that had been filtered to approximate how a person hears their own voice when they are
speaking (FiltSPIN). While all manipulations increase the difficulty of word recognition,
NVS eliminates almost all spectral cues to talker identity, while such cues are preserved
in SPIN and FiltSPIN.
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5.2.5.1 Noise-Vocoded Speech
Noise-vocoding is a method utilized to systematically degrade speech, often in order to
simulate the type of signal perceived via cochlear implant (Davis et al., 2005; Shannon
et al., 1995). First, the acoustic spectrogram (which specifies the amplitude of different
frequencies in the signal as a function of time) is separated into a number of frequency
bands. At each point in time, the average amplitude of all frequencies within a given
band is extracted and these values are then utilized to modulate the energy of broad-
spectrum noise in the corresponding frequency bands. Varying the number of bands
can systematically modulate the intelligibility of the original signal (e.g., Sohoglu et al.,
2014).
For this experiment, we separated the signal into six frequency bands corresponding to
equally spaced distances along the basilar membrane (Greenwood, 1990). Due to the
averaging process, fine-grained spectral cues to speaker identity are destroyed, leaving
only amplitude and duration cues. Anecdotal evidence from the current and previous
experiments (Ch. 4) suggests that most listeners are unable to distinguish between
talkers in noise-vocoded speech, except in the case of salient and memorable cues to
duration. In this condition, therefore, it is extremely unlikely that participants were
reliably able to identify the identity of a talker from the properties of the acoustic signal
(when no label was present).
5.2.5.2 Speech in Noise
Speech in noise (SPIN) is a standard technique in which a speech signal is embedded
in speech shaped noise at a specified signal-to-noise ratio (SNR). A decrease in the
amplitude of the signal relative to the embedded noise increases the difficulty of word
recognition. For this study, we utilized an SNR of  7 decibels, which in pilot testing was
found to be comparable in difficulty to 6-band NVS. However, unlike in the NVS session,
all fine-grained spectral cues to talker identity remain intact with this manipulation.
5.2.5.3 Filtered Speech in Noise
In addition to the SPIN session, we also presented participants with speech in noise
which had been filtered in order to simulate what is heard during self-monitoring (Filt-
SPIN). Under normal speaking conditions, the speech signal is altered by the effects of
bone-conduction (Békésy, 1949; Puria and Rosowski, 2012) as well as the stapedius re-
flex (Sesterhenn and Breuninger, 1978). In order to best approximate the speech signal
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heard during self-monitoring, we utilized a filter that takes both of these processes into
account (Vurma, 2014). This manipulation maintained the fine-grained spectral cues
important for talker identification, yet transformed the recordings into a format that
more closely approximates the experience one has when producing speech.
5.2.6 Identification Task
In each of the three identification sessions, participants listened to one type of the pre-
pared materials and performed a two-word identification task. Given that the structure
of the stimulus sentences was highly predictable, we asked participants to attempt to
recognize only the two target nouns.
Participants were seated in a sound-attenuated booth in front of a keyboard and a com-
puter screen. During each identification session, participants were presented with ma-
nipulated versions of the recordings and asked to identify the two target nouns in each
sentence by typing in their responses via keyboard. Each trial began with the appearance
of a fixation cross on the screen. Stimulus presentation began after 500 milliseconds.
Following stimulus presentation, the fixation cross disappeared and the words “Eerste
woord intypen. Druk op [ENTER] om te bevestigen” (“Type in the first word. Press [En-
ter] to confirm”) appeared at the bottom of the screen. After responses for both words
had been registered, the typing screen was replaced by a fixation cross and the following
trial began.
Every session began with 10 practice trials, consisting of manipulated versions of the
same sentences used during the practice phase of the recording session (recorded by a
female native speaker of Dutch). The predictability of the practice stimuli gave partici-
pants a short amount of time to habituate to the properties of the stimulus manipulation.
Following the practice phase, the test phase began. The stimuli were presented within
the same lists that were used during recording in order to separate repetitions of the
same word in the same position. The order of lists and order of stimuli within lists was
fully randomized for each participant.
As all 336 sentences had been recorded by all talkers, it was possible to randomly select
a talker for a given sentence on each trial. At least one sentence from all possible talkers
(seven per group) was presented before repetition, thus the same talker could only
appear a maximum of twice in a row. In order to balance the experimental conditions
across talkers, assignment of sentences to talkers was pseudo-randomized such that an
equal number of lexical items, both in initial and final position, were drawn from each of
the four groups. Thus, for a given session, one talker provided 48 sentences (96 target
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words), with 12 words from each word group in initial position and 12 words from each
word group in final position.
5.2.7 Manipulation of Top-Down Cues to Talker Identity
For twenty-four participants (10 men), a top-down cue to talker identity was provided
on each trial in place of the fixation cross. This cue consisted of a simple orthographic
label written in lowercase letters denoting the “name” of the talker, which stayed on
screen for 500ms. The label was removed prior to onset of the auditory stimulus. When
the sentence had been produced by the same participant performing the identification
task, the label was set to the second person singular pronoun “jij” (“you”). For the
other six talkers, each talker was randomly assigned a name at the beginning of each
session. Names were drawn from the six most popular male and female Dutch names
given to persons born between 1990 and 1994, as recorded by the Netwerk Naamkunde
project hosted by the Meertens Instituut (Netwerk Naamkunde, 2015). Specifically, fe-
male names were Laura, Maria, Anne, Lisa, Michelle, Iris, and Sanne; male names were
Kevin, Thomas, Jeroen, Johannes, Tim, and Dennis. One female participant had the
same name as one of the labels, though this was not thought to constitute a problem
as in everyday life many people share the same name and the use of the second person
pronoun adequately distinguished between talkers.
5.2.8 Phonetic Talker Comparison
For the purposes of quantifying each talker’s speech in terms of prototypicality and sim-
ilarity, we conducted an acoustic analysis of the recordings. Each participant produced
336 sentences, comprising 16464 total recordings. Each target noun was produced three
times in both sentence initial and sentence final position. Initially, we attempted to ex-
tract as many potentially relevant acoustic variables from the data as possible. With
regard to variation at the level of the entire utterance, for each recording we calcu-
lated sentence duration, average pitch/fundamental frequency (F0), range F0, average
amplitude, and range amplitude.
Acoustic information at the level of individual phonemes within words was also col-
lected. Measurements for all segments (vowels and consonants) included average dura-
tion, average F0, as well as amplitude measures in the form of mel-frequency cepstral
coefficients (MFCCs; Davis and Mermelstein, 1980). MFCCs use filters to quantify ampli-
tude within specific frequency bands in addition to the overall amplitude of the signal,
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and are widely employed in computer-based speech recognition. Additionally, for vo-
calic segments, we measured averages of the resonant frequencies of the vocal tract
(formants one to three). For any given segment produced by a specific talker, e.g., the
vowel /e/, this segment can be quantified as a point along multiple acoustic dimensions
(duration, amplitude, first formant frequency, etc...).
Due to the large number of sound files, automated forced alignment was utilized to iden-
tify segment boundaries. This introduced an additional level of complexity, given the fact
that automatic alignment is not 100% accurate (though, of course, human aligners may
also differ in their alignment judgments; see Goldman, 2011). This suggests that for
any single token of a target segment, automatic alignment may fail to mark the relevant
boundaries. However, the presence of such occasional errors does not preclude the pos-
sibility that reasonably accurate estimates of overall averages can be estimated based
on automatically obtained alignments. Given a sufficiently large number of instances
and adequate outlier detection, it is indeed possible to arrive at reasonable estimates
for different variables, e.g., the average duration of the vowel [i]. Furthermore, using
forced alignment does not rule out the possibility of reasonably estimating parameters
typically derived from segment centers, such as spectral measurements, even when the
actual segmental alignment is not 100% accurate. With adequate data cleaning and a
sufficiently large sample size, automatic alignment can be used to quantify average val-
ues for different talker-specific acoustic variables. Details of this procedure are given in
Appendix 1.
5.2.8.1 Phonetic Variable Selection
Having extracted reliable phonetic measurements from the recordings, the next step in-
volved calculating measurements of similarity and prototypicality. We take the variable
“F1” as an example. Each talker has an average value for F1 for a given segment, such as
[E]. If we center these scores by subtracting the mean value across all talkers (and stan-
dardize by dividing by the standard deviation), the resulting value quantifies for each
talker how different their individual value of F1 is for that segment from the average of
the community. A talker with a value closer to zero therefore has a more prototypical
F1 for that segment than a talker with a larger value. If we repeat this standardiza-
tion across all segments, we create an n-dimensional space. We can then calculate the
Manhattan distance, a distance metric similar to Euclidean distance but more applicable
to high-dimensional data, between all talkers in this space to create a measure of how
much each talker differs from each other talker over all segments.
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Talker-listener distance scores can be seen as a quantified measure of talker similarity
(smaller distances correspond to phonetically similar talkers). For each individual talker,
we can then take the average of these distances to other talkers. If a talker is very similar
to many other talkers, this average will be low, and the talker can be said to produce
more prototypical values for F1 than another talker whose average distance score is
very high. This procedure was carried out for all variables. Given that participants
only listened to same-gender talkers, distances were calculated for the male and female
participants separately.
This procedure provides us with a number of candidate predictor variables consisting of
average distance measurements between talkers for a given acoustic variable. Due to
the wide range of acoustic factors that speakers may differ on, many studies that mea-
sure talker similarity (e.g., Bartoli et al., 2015) or assess talker convergence (Babel and
Bulatov, 2011; Pardo, 2006) utilize listener similarity judgments rather than acoustic
measures or a combination of acoustic and perceptual judgments (Pardo, 2013; Pardo
et al., 2013). However, these methods are specifically designed to measure the overall
similarity of two talkers, rather than similarity with regard to acoustic variables that are
important for determining the intelligibility of a talker’s speech. Therefore, if we uti-
lize all variables in calculating prototypicality, we assume that all variables are equally
important in determining the prototypicality of the talker, e.g., that having an atypical
duration for the vowel [E] affects intelligibility to the same extent as having an atypical
pitch value for that same vowel. We were specifically interested in selecting acoustic
variables that modulate the intelligibility of speech in the three identification sessions.
We therefore utilized random forest analysis (Breiman, 2001) to determine the relative
importance of the candidate variables for explaining variance in the identification results
and then excluded non-important variables from analysis. That is, we attempt to pre-
dict variation in the identification task utilizing prototypicality and similarity measures
derived from specific acoustic variables in order to determine which acoustic variables
may be important for accounting for changes in intelligibility.
Random forests are useful for examining datasets in which there are a large number of
(correlated) predictors and a small number of observations, such as in the case of select-
ing relevant genes for the classification of microarray data (Cutler and Stevens, 2006;
Díaz-Uriarte and Alvarez de Andrés, 2006). The success of the predictors in accounting
for variance in the outcome variable, based on a “forest” of classification and regression
trees (CARTs), quantifies for each independent variable its ‘importance’ as a predictor.
The use of random forest models is becoming more prevalent in the analysis of linguis-
tic data (for an example of such an analysis and a clear, in-depth explanation of this
method, see Tagliamonte and Baayen, 2012). For example, random forests have been
recently used to examine the relative importance of psycholinguistic and turn-taking
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variables for explaining the duration of floor transfer offsets in telephone conversations
(Roberts et al., 2015).
All analyses were implemented using the open-source statistical software R (R Develop-
ment Core Team, 2013). Random forest models were fit separately for the data from
each identification session, using the cforest function from the package party (Strobl
et al., 2009). For each talker’s recordings, we calculated the average number (across
all experimental conditions) of accurate responses for the six other participants in the
talker’s group. Crucially, we excluded data in which the participant and the talker were
identical, i.e., when participants were listening to themselves. This comprised an intel-
ligibility measure for each talker that served as the outcome variable for the random
forest model.
A random forest model was run containing 1000 trees and 5 variables in each tree. Due
to the fact that the data contained a high number of correlated predictors (especially
for the computed predictors), we computed conditional variable importance and set the
threshold for retention as the absolute smallest value of variable importance (Strobl
et al., 2007). While multiple runs of the model with different starting seeds produced
highly correlated importance scores (all r > 0.95), there were less important variables
that only crossed this threshold on certain runs. To be conservative, we therefore ran
each random forest model three times with different starting seeds and included only
variables that passed the inclusion threshold on all iterations. For the NVS session, the
phonetic predictors that mattered most for intelligibility were average sentence dura-
tion, average segment amplitude in MFCCs 0, 2, and 8, as well as average segment
F1 frequency and average segment F1-F0 dispersion. For the SPIN session variables
included average sentence duration, MFCC 10, F2 and F2-F0 dispersion. Similarly, vari-
ables selected for FiltSPIN session were sentence duration, MFCC 3, MFCC 10, F1, F2,
and F2-F0 dispersion.
A similar method was utilized to obtain a measure of similarity between talkers. Instead
of measuring intelligibility as average accuracy across participants when listening to a
given talker, we took each participant’s average accuracy for each specific talker as our
metric of talker-listener intelligibility. However, instead of averaging over all distance
scores, we measured distance between individual talkers. In contrast to the random for-
est analysis for the prototypicality scores, cases in which participants were listening to
their own recordings (i.e., where the distance is equal to zero) were included during the
variable importance calculations. As with the variable selection for prototypicality, some
variables failed to reach the importance threshold over multiple runs with different start-
ing seeds. Again, we ran each model three times and excluded all variables that did not
pass the inclusion criterion in every run. For NVS, variables exceeding the threshold for
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inclusion were average sentence duration, average sentence F0, MFCCs 0,1,2,3,4,9,11,
F0, F1, F2, and F1-F0 dispersion. For the SPIN session, variables included average sen-
tence duration, average sentence amplitude, average segment duration, MFCCs 1, 5,
8, and 9, as well as F2, F3, and F2-F0 dispersion. For the FiltSPIN session, variables
included average sentence duration, average segment duration, MFCCs 2 and 3, as well
as average F2, F3, and F2-F0.
Having quantified talker-listener similarity and talker prototypicality for each of the can-
didate phonetic variables, the random forest models enabled us to determine which
specific variables appear to be important for explaining variance in talker intelligibil-
ity. While it is interesting to consider what specific variables are deemed important
by a model, determining which parameters are important for intelligibility under these
different degradation manipulations is not the focus of this experiment. Rather, we
utilized this method in order to determine whether participants whose speech is more
prototypical (with regard to phonetic variables important for intelligibility) are more
intelligible than other participants when producing the same lexical items. Therefore,
following variable selection, we recomputed distance scores, beginning with all individ-
ual measurements for the variables deemed important in the random forest analysis.
This procedure generated session-specific measures of talker prototypicality and talker
listener similarity based only on acoustic variables likely to be important for determining
talker intelligibility in the identification task.
5.3 Results
In order to compare the typed-in responses to the auditorily-presented target words, all
target words and participant responses were broadly transcribed into DISC, a computer
readable phonetic orthography. This eliminated the influence of orthographic variation
with no phonetic realization (e.g., in Dutch, word final “t” and “d” are both realized as
[t]). An identification response was marked as correct (1) if the response transcription
and the target transcription were identical, and incorrect (0)otherwise.
5.3.1 Experimental Factors
Accuracy was fairly consistent across sessions, averaging 54.5% in the NVS session and
55.3% in the SPIN session, with slightly lower accuracy in the FiltSPIN session (49.9%).
When the position of the word (First or Second) was taken into account, larger differ-
ences emerge between sessions. In the NVS session, accuracy was greater for the second
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FIGURE 5.1: Average and distribution of accuracy in NVS, FiltSPIN, and SPIN ses-
sions by Position and Talker Condition. Group averages indicated by the black dots
(with error bars) within the boxplots, while by-participant average accuracy in each
combination of conditions is depicted by the boxplots themselves. Dark gray fill refers
to stimuli averaged across the six other talkers presented to each participant, while
light gray fill refers to self-produced stimuli.
word (56%) than the first (53.1%). However, in both the SPIN and the FiltSPIN session,
accuracy was much greater for the first word (68.1% and 63.2%, respectively) than for
the second word (42.6% and 36.7%). Many participants reported that the word seemed
to “fall off” towards the end of the sentence, though the phonetic data indicates that the
amplitude of the second half of the sentence did not differ from the first (first half =
56.33 dB, second half = 56.62 dB). Given that the speech-shaped noise was calculated
based on the average amplitude of the file, it may be that slight variations in speaking
amplitude lead to slight deviations from the target signal-to-noise over the course of
the sentence. Accuracy appeared to be slightly greater when a label was present (NVS:
Label = 56.7%, No Label = 52.7%; SPIN: Label = 56.8%, No Label = 53.9%; FiltSPIN:
Label = 50.9%, No Label = 52.7%). Similarly, accuracy appeared to be slightly greater
when stimuli had been self-produced rather than produced by other participants (NVS:
Self = 56%, Other = 54.3%; SPIN: Self = 58.7%, Other = 54.8%; FiltSPIN: Self =
52.7%, Other = 49.5%). Accuracy for the different combinations of Talker Condition
and Position, for each session, are given in Figure 5.1.
Identification responses were analyzed using logistic mixed effect regression in R with
the lme4 package (Bates et al., 2015). In order to reduce model complexity, separate
models were fit for each session (NVS, SPIN, FiltSPIN). Fixed effects for all models in-
cluded three within-participant variables (Word Group, Position, Talker Condition), as
well as one between-participant variable (Label). Word Group consisted of four levels
(see Table 1). Label consisted of two levels (Label/NoLabel), as did Position (First/Sec-
ond). Talker Condition also consisted of two conditions: Self, when participants were
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listening to self-produced stimuli, and Other, collapsed over all cases in which partici-
pants were not listening to self-produced stimuli. Significance of a fixed effect term was
determined by maximum likelihood comparison of nested models with and without the
target term.
Simulations by Barr et al. (2013) indicate that models containing only random intercepts
suffer from inflated Type 1 error and the authors suggest utilizing a maximal random ef-
fects structure. Given the large number of categorical factors in this analysis, it would be
unfeasible to utilize a fully specified random effect structure containing random slopes
for all appropriate main effects and interactions. Therefore initial model fitting utilized
only random slopes for main effects, excluding interactions. In cases where an interac-
tion term was shown to be significant, we refit the model with an alternative random
effect structure containing random slopes for the target interaction term, and utilized
this model for assessing whether removing the interaction term indeed significantly af-
fected model fit. All final models included crossed random intercepts for Participant and
Word, as well as random slopes for Position, Talker Condition and Word Group over
Participant, and random slopes for Position, Label and Talker Condition over Word.
For the NVSmodel, only removal of the fixed effect for Position was found to significantly
decrease model fit ( 2(1) = 7.241, p < 0.008). Model estimates indicate a slightly higher
probability of an accurate response for words in second position (  = 0.14, SE = 0.053)
compared the first. This is reflected in the slightly greater proportion of accurate re-
sponses for words in the second position in the sentence (mean = 0.561) than for the
first word in the sentence (mean = 0.531).
For the SPIN model, removing the fixed effect of position also significantly decreased
model fit ( 2(1) = 120.45, p < 0.001). In contrast to the NVS session, accuracy was
lower for words in second position (mean = 0.425,  =  1.274, SE = 0.064) compared
to the first position (mean = 0.681). Removal of the fixed effect of Talker Condition
also significantly decreased model fit in the SPIN session ( 2(1) = 7.955, p < 0.005).
An accurate response was slightly more likely when a participant was listening to a
self-produced word (  = 0.22, SE = 0.076) than words produced by other talkers, as
reflected in the difference in the proportion of accurate responses for words in the Self
condition (mean = 0.587) compared to the Other condition (mean = 0.548).
For the FiltSPIN model, again the main effects of Position ( 2(1) = 118.14, p < 0.001)
and Talker Condition ( 2(1) = 0.024) were found to significantly influence model fit.
Under the simplified random effect structure, an initial interaction was found between
Position and Talker Condition, however this did not survive model comparison of nested
models that included a random slope for this interaction term. Accurate responses were
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less likely in second position (mean = 0.367,  =  1.274, SE = 0.065) than in the first
position (mean = 0.632), and more likely when words were self-produced (mean =
0.527,  = 0.174, SE = 0.075) than when produced by other talkers (mean = 0.494).
The results from the experimental factors suggest that accuracy is indeed slightly greater
for self-produced stimuli compared to stimuli produced by other talkers, though this ef-
fect is not found when fine-grained spectral cues are destroyed (NVS session). Contrary
to Chapter 4 , none of the models revealed any significant effects for Word Group. This
may be due to the fact that the current experiment involved listening to seven talkers
with a maximum of two consecutive repetitions of the same talker, rather than a blocked
structure with only two talkers. This design may have decreased the importance of lexi-
cal characteristics compared to phonetic variation in determining word recognition.
The lack of a significant effect of Label, or a significant interaction between Label and
Talker Condition, suggests that the modest self-advantage does not appear to depend on
conscious knowledge that one is listening to one’s own speech (as argued by Knoblich
et al., 2002). Having established the significant experimental variables in first stage
of model fitting, we then examined whether including additional measures of phonetic
prototypicality and phonetic similarity improved model fit.
5.3.1.1 Phonetic Prototypicality and Similarity
Similarity and prototypicality were operationalized as distance metrics, such that more
positive values indicated greater distance between a talker and a listener (in the case of
similarity) or greater average distance from one talker to all other same-gender talkers
(and thus greater distance from prototype). Prior to standardization, similarity dis-
tance scores for cases in which the talker is listening to their own stimuli are equal to
0. Prototypicality is calculated excluding cases in which listeners were presented with
self-produced stimuli. The distribution of similarity and prototypicality scores is given
in Figure 5.2. Inspection of variance inflation factors indicated no problems with multi-
collinearity between Prototypicality and Similarity.
In order to facilitate model convergence, the raw prototypicality and similarity values
were first centered and scaled. These numerical covariates, as well as the interaction
term between them, were entered into the models containing the significant experimen-
tal variables. Backwards-fitting and maximum likelihood comparison was utilized to
assess the significance of the similarity scores. Random effect structures were specified
for each model individually.
5. Contrasting Ideomotor and General Auditory 114
−5 −4 −3 −2 −1 0 1
−2
−1
0
1
2
3
     Noise−Vocoded Speech
Av
er
ag
e 
Di
sta
nc
e 
to
 A
ll T
alk
er
s (
Pr
ot
ot
yp
ica
lity
)
−4 −2 0 2
−2
−1
0
1
2
3
Talker to Listener Distance (Similarity)
Speech in Noise
−4 −2 0 2
−2
−1
0
1
2
3
Filtered Speech in Noise
FIGURE 5.2: Phonetic Prototypicality and Phonetic Similarity. Similarity (x-axis)
represents the distance between a talker and a listener based on the phonetic variables
obtained from the random forest analysis. The vertical band of data points on the left-
hand side of each graph represents cases in which the listener is identical to the talker
(distance = 0 prior to standardization). Prototypicality (y-axis) represents the average
distance from one talker to all other same-gender talkers. Greater values indicate that
a talker is less similar to the listener or less prototypical, respectively. All scores have
been standardized.
For the model for the NVS session, the random effect structure consisted of random inter-
cepts for Participant andWord, random slopes for Position, Similarity and Prototypicality
over Participant, and random slopes for Position and Similarity over Word (models with
a random slope for Prototypicality failed to converge). Removing the interaction term
between Similarity and Prototypicality as well as the main effect of Similarity failed to
significantly affect model fit. Removal of Prototypicality did significantly decrease model
fit ( 2(1) = 41.942, p < 0.001). Model estimates indicated a lower likelihood of a word
being correctly recognized if the talker was less prototypical (  =  0.17, SE = 0.02).
The SPIN random effect structure also consisted of random intercepts for Participant
and Word, random slopes for Position, Similarity and Prototypicality over Participant,
and random slopes for Position and Similarity over Word. Model fit was not affected
by removal of the three-way or two-way interaction terms. Removal of the main effects
of Position ( 2(1) = 118.09, p < 0.001), Prototypicality ( 2(1) = 56.79, p < 0.001)
and Similarity ( 2(1) = 6.6203, p < 0.0101) all significantly reduced model fit. Model
estimates for position indicate that an accurate response was less likely when a word
appeared in second position (  =  1.27, SE = 0.06). The probability of a word being
accurately recognized was lower not only when the talker was less prototypical (  =
 0.21, SE = 0.18), but also when the talker was phonetically less similar to the listener,
though the magnitude of the effect is much smaller compared to Prototypicality (  =
 0.05, SE = 0.019).
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FIGURE 5.3: Predicted probabilities of accurate responses in FiltSPIN model for
different combinations of Prototypicality (average distance from all other talk-
ers) and Similarity (talker-listener distance). Lines indicate average predicted val-
ues, while boxplots indicate distribution of predicted values accounting for the by-
participant random intercepts of the mixed-effects model. When a word is first position,
a talker who is both highly prototypical (low average distance) and highly similar to
the listener (low talker-listener distance) will be the most intelligible, but if the talker is
aprototypical, then there is little to no benefit from low talker-listener distance. When
a word is in second position, however, the effects of similarity are strongest when a
talker is aprototypical and weakest when a talker is highly prototypical.
For the FiltSPIN session, the random effect structure initially contained random inter-
cepts for Participant and Item, as well as random slopes for Position, Prototypicality
and Similarity over both Participant and Item. However, model comparison suggested
a significant three-way interaction between Position, Prototypicality and Similarity. In
order to determine whether this significant interaction was not simply due to the lack
of a random slope for this term (Barr et al., 2013), we refit the models including ran-
dom slopes for main effects as well as two- and three-way interaction terms over Par-
ticipant. Due to model fitting constraints, by-Word random slopes consisted of main
effects only. Model comparison confirmed the significance of the three way interaction
( 2(1) = 8.086, p < 0.005). Inspection of the model parameters suggests that, as in
the SPIN model, the probability of a word being recognized correctly decreased when
talkers were less prototypical (  =  0.17, SE = 0.045) or less similar to the listener
(  =  0.06, SE = 0.032). The estimates for the interaction between Prototypicality and
Similarity (  = 0.104, SE = 0.033) suggest that the effects of talker-listener similarity
are diminished when the talker is less prototypical. However, the estimates for the three-
way interaction with Position (  =  0.07, SE = 0.036) suggest that this reduction of the
effect of Similarity only holds when words are in first position, while in second position,
stronger effects of talker-listener similarity are found when a talker is less prototypical
(Fig. 5.3).
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Data were also analyzed excluding trials in which participants listened to self-produced
stimuli. Variable importance and distance measures were also recalculated excluding
such trials. Using these alternative methods, the three-way interaction for the SPIN
model approached significance ( 2(1) = 3.576, p = 0.06), and the three-way interaction
for FiltSPIN was only significant when including a by-Participant random slope for this
interaction. In contrast to the FiltSPIN interaction plotted in Figure 5.3, the predicted
interaction between Similarity and Prototypicality is reversed for words in second posi-
tion. That is, when excluding Self trials from all stages of analysis, the models predict
that when a word is in second position and a talker is aprototypical, that talker will be
more intelligible if they are less similar to the listener. Interestingly, model comparison
for the NVS session without Self trials also suggested a three-way interaction between
Position, Similarity, and Prototypicality. Estimates indicate suggest that the effects of
similarity (that intelligibility is worse when the listener and talker are dissimilar) are
reversed when a word is in first position and the talker is very prototypical (i.e., a talker
who is very dissimilar will be more intelligible). However, all random effect structures
including by-Participant random slopes for this three way interaction failed to converge,
which calls into question the validity of this interaction. Furthermore, using an alterna-
tive model fit with a simplified random-effect structure, parameter estimates for main
effects did not differ from those reported in the NVS model that included Self-trials. We
restrict our discussion to results obtained from models including Self-trials.
5.3.2 Discussion
We investigated to what extent the intelligibility of a talker’s speech would be better ac-
counted for by the phonetic prototypicality of that speech or by the phonetic similarity of
the talker’s speech to that of the listener. Specific experimental factors were introduced
in order to control for lexical variation in the stimuli as well as variation in indexical
cues to talker-identity. The design of the study also enabled us to investigate whether
participants exhibit an advantage for perceiving self-produced speech compared to the
speech of other participants.
In accordance with previous findings (Tye-Murray et al., 2013, 2015), we did find a
self-advantage for word recognition. However, this advantage was only found in the
SPIN and FiltSPIN session, in which fine-grained spectral cues to talker identity were
present. At first, this might lead one to conclude that such self-advantages depend
on conscious recognition of one’s own voice. Yet, if this were so, we would expect
to have found an advantage for self-produced speech in the NVS session when each
talker was accompanied by a label (thus ensuring that each participant knew who was
speaking). In contrast, we found no self-advantage in the NVS condition, regardless
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of whether or not self-produced speech was identified as such by the presence of a
label. Top-down knowledge about who is speaking was not sufficient to obtain such
self-advantages; increased intelligibility required the availability of fine-grained spectral
cues in the signal.
While having received less attention, “other-advantages” have also been found in ac-
tion perception. Zhu and Bingham (2014) contrasted common coding (Prinz, 1990)
accounts of action perception with information-based theories of the perception of kine-
matics (Runeson and Frykholm, 1983). Participants with varying levels of motor exper-
tise with regard to the perceived action watched point-light displays of actors throwing
a ball towards one of nine spatial locations. In contrast to a similar study that found
self-advantages for predicting where a thrown dart would land (Knoblich and Flach,
2001), Zhu and Bingham (2014) found that viewers were consistently worse at judging
self-generated stimuli (Exp. 1), and that motor expertise in a gender-specific reper-
toire (i.e., underhand or overhand throw for softball and baseball respectively) did not
modulate perception of same/other repertoire actions. In this regard, it may be that
converting video into a point-light display and noise-vocoding audio recordings can be
seen as congruent manipulations. Each eliminates fine-grained cues (kinematic cues on
one hand, spectral cues on the other), both obscuring the identity of the actor/talker
and greatly constricting the amount of information present in the signal. Analogously,
Knoblich et al. (2002) report that self-advantages for the recognition of hand-drawn
symbols are eliminated when kinematic idiosyncrasies are constrained by limiting the
drawing space.
The primary goal of this experiment was to determine whether and to what extent talker
intelligibility may be determined by talker-listener similarity or talker prototypicality.
Talker-listener similarity was found to be a significant predictor only in SPIN and Filt-
SPIN models, as may be expected given that the results also demonstrate a small advan-
tage for self-produced stimuli in these sessions. Prototypicality, however, was found to
be a significant predictor in all three models, and where present, the effects of talker-
listener similarity were consistently weaker than the effect of talker prototypicality. This
is consistent with previous research that found greater recognition accuracy for words
produced by a statistically average speaker as compared to those produced by the par-
ticipants themselves (Ch. 4)
Perhaps the most surprising result from this experiment is that prototypicality effects on
word recognition hold even when a person is listening to their own recorded speech.
This suggests that speech perception is strongly influenced by the stochastic history of
input from a range of talkers in our linguistic communities. While it would be diffi-
cult to determine from this experiment, our results may suggest that while some speech
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production processes involve comparison of an intended and a produced sound (Houde
and Nagarajan, 2011), self-monitoring may also involve mechanisms and representa-
tions utilized during the perception of others (Levelt, 1983; Lind et al., 2014). While
there does appear to be some role of talker-listener similarity at work it does not seem to
play as crucial a role as talker prototypicality, casting doubt on theories that similarity-
based mechanisms function as the basis of speech perception. Our results suggest that
speech perception operates under the same mechanisms as other perceptual processes
considered to be more “general” (Carbonell and Lotto, 2014; Holt and Lotto, 2008; Holt
et al., 2010), such as face (Cabeza et al., 1999) and voice perception (Latinus and Belin,
2011; Latinus et al., 2013).
The results suggest that prototypicality and similarity mechanisms may interact dur-
ing speech perception. Specifically, the significant three-way interaction found in the
FiltSPIN session indicates that these two variables can modulate each other. Model
estimates suggest that early in the sentence, before much input has been acquired, sim-
ilarity has its strongest effects when the speaker is more prototypical. This may point
to the existence of parallel emulatory processing during perception (Jeannerod, 2001;
Knoblich and Flach, 2001) that can only be instantiated when the incoming speech falls
close enough to the prototypical values of the relevant speech categories (Poeppel et al.,
2008). Late in the sentence, however, similarity has its strongest effects when the talker
is aprototypical, after the accumulation of talker-specific phonetic cues. This is consistent
with results that suggest that listeners construct a model of the talker in order to emulate
and predict how upcoming speech will sound (Brunelliere and Soto-Faraco, 2013). The
fact that this interaction was only found when the recorded stimuli had been filtered
to approximate how speech sounds during self-monitoring (Puria and Rosowski, 2012;
Vurma, 2014) may indicate that listeners store and access representations that are based
on their own sensorimotor experience as speech producers, consonant with ideomotor
theory (Greenwald, 1970; Hommel et al., 2001; James, 1890).
This experiment focused solely on perception of native, same gender talkers of similar
ages and linguistic backgrounds. When attempting to generalize these results to natural
speech, it is important to take into account social variation. It is unlikely that all incom-
ing speech sounds of a given category are compared to one single prototype. Listeners
extract information about a talker’s idiosyncratic speech style and can use this informa-
tion during perception (e.g., Magnuson and Nusbaum, 2007; Remez et al., 2011). At
the same time, experience with a range of talkers leads to better perception of novel
talkers (Bradlow and Bent, 2008), suggesting that abstraction is also at work. This sup-
ports models of speech encoding that take into account social encoding (Johnson, 2006;
Sumner et al., 2014) as well as norm-based processes.
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Our findings suggest that incoming speech is processed by reference to speech proto-
types that emerge from a multi-dimensional acoustic space. When a particular talker’s
speech patterns are closer to the prototypical values for the relevant acoustic cues, that
talker’s speech is more readily understood. The ability to converge on speech prototypes
may explain why so many individuals with widely varying listening experience can nev-
ertheless agree on how intelligible they find a given talker to be. The results further
suggest that intelligibility may be modulated by phonetic prototypicality as well as sim-
ilarity, possibly as separate mechanisms working in parallel, challenging a strict division
between more embodied and more abstract theories. Rather, seemingly disparate mech-
anisms and representations may complement each other and work in parallel in guiding
speech perception.
5.4 Appendix. Automatic Alignment Validation
Automatic forced alignment was implemented in Praat (Boersma and Weenink, 2016)
utilizing Praatalign (Lubbers and Torreira, 2016). A modified version of the Formant-
Pro toolkit was utilized for data smoothing prior to analysis (Xu, 2007). Inspection of
the automatically aligned sound files indicated that, indeed, automatic alignment per-
formed very well in most cases but still contained several clear errors. For this reason,
the first author performed a manual alignment on all recordings from a single talker
(Participant 9) and compared these values to those obtained automatically. This en-
abled us to quantify not only the accuracy of the automated alignment process overall,
but also the alignment accuracy for each individual segment. To be conservative, we
then only utilized those segments for which automatic alignment was found to be suffi-
ciently accurate, and excluded those segments for which values obtained automatically
and values obtained manually differed substantially.
First, we focused on differences in duration values by averaging across all instances of
a given segment for the manually and automatically obtained alignments. Average seg-
ment durations for manual alignment were then subtracted average segment durations
obtained via automatic forced alignment. The mean-absolute-difference between man-
ual and automatic averages was 27ms (max = 217ms,min = 1.4ms, sd = 37ms). This
appeared to depend on both segment quality and number of tokens. Comparison with
supervised alignment suggests that as the number of tokens increases, the difference
in averages obtained between automated and forced alignment techniques diminishes.
The average difference in duration of segments with more than 200 occurrences was
always less than 20ms: [t, d, n, r, l, s, @]. We set this as our threshold for inclusion
for all segments. Additionally, several segments with few occurrences were nevertheless
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aligned with excellent accuracy (< 10ms), and these were also included for analysis:
[EI, h, I, o, u, v]. Several segments showed extreme differences between automatic
and manual alignment (greater than 50ms difference), and were immediately excluded
from analysis: [j, G, N]. This left a number of segments, [a, b, f, w, x, Y, z], with less than
200 occurrences that differed by less than 20ms between manual and automatic align-
ment. To determine whether these segments indeed met our cutoff, we validated these
measurements using manually aligned measurements from another participant. We ran-
domly chose another participant (Participant 14) and selected 50 recordings for manual
alignment (also chosen at random). This data set contained three fewer segments than
the full data set, specifically, [Au, j, n]. Comparison with automatic alignment revealed
the same trend; alignment duration differences were found to be smaller when the num-
ber of tokens was greater (less than 20ms for tokens occurring more than 80 times in
the sample). Of the unclassified segments, all except [w] differed between manual and
automatic alignment by less than 20ms. The final set of segments included for duration
analysis included [b, t, d, n, l, r, f, v, s, z, x, h, @, EI, I, o, u, a, y], totaling 19 out of the
total 31 segments included in the corpus, spanning a range of manners and places of
articulation.
In addition to durational measures, we also calculated, for all segments, the averages of
the first 12 mel-frequency cepstral coefficients (MFCCs; Davis and Mermelstein, 1980)
plus the zeroth coefficient (which corresponds to a scaled measure of energy in deci-
bels). MFCCs measure the energy in the spectrum of a speech signal within triangular
filterbanks spaced equally along the mel-scale, a psychoacoustic scale for measuring
equal distances in the frequency domain which is linear below 1000 Hertz (Hz) and log-
arithmic above 1000 Hz (Stevens, 1937). MFCCs allow for quantification of the amount
of energy in specific frequencies that distinguish particular phones, such as the high
frequency energy found in the fricative sounds [s] and [S].
Again, manually aligned values were compared to those obtained from automatic align-
ment; over all segments and coefficients, automatic alignment differed from manual
alignment by an average of 0.65 standard deviations. Utilizing median instead of mean
values (in order to reduce the influence of outlier values) reduced this to 0.62 standard
deviations. As with duration, certain segments were found to be more amenable to au-
tomatic alignment than others, however, these were not the same segments as with the
duration measurements. For example, across all MFCCs, the difference between median
values for manual and automatic alignment of [n] was 1.87 standard deviations, but
only 0.72 standard deviations for [G]. We therefore elected to utilize median values for
segments, and set a cutoff of 0.5 standard deviations across all MFCCs. This comprised
23 segments: [p, b, d, f, v, s, z, x, h, a, A, E, e, EI, i, I, O, o, ø:, œy, u, Y].
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For vocalic segments, we measured fundamental frequency (F0) and the first three res-
onant frequencies (formants) of the vocal tract (F1, F2, F3). Across all segments and
formants, average absolute differences between manual and automatic alignment were
20.9 Hz. Again, this differed for specific segments; [Au] differed on average by 60.18
Hz, but [E] differed by only 7.53 Hz. Small differences in segment alignment are likely
to have influenced averaged results due to the inclusion of time points corresponding to
flanking segments. We therefore utilized a simple algorithm to constrain measurements
to their most likely values, proceeding from two assumptions: 1) That the majority of
data points in a given measurement window will have been generated by the target seg-
ment, and 2) that the rate of change between sequential measurements will be greater
at segment transitions than at segment midpoints. For each segment token (e.g., the
first “i” in “de laars is boven de biet”), we calculated for each formant the difference be-
tween sequential samples in order to obtain the rate of change. We then excluded data
points corresponding to greater or less than one standard deviation from the median of
this rate of change, and recalculated averages. Applying this algorithm reduced average
differences to 16.32 Hz. Further iterations failed to decrease differences between data
obtained from manual and automatic alignment. We then excluded vocalic segments for
which measurements between automatic and manual alignment differed by more than
±25Hz, leaving the following segments for analysis: [@, A, a, E, e, EI, i, O, o, ø:, œy, u, Y].
Finally, several additional variables were computed from the extracted formant mea-
surements. These included the dispersion between F0 (fundamental frequency) and
the first two resonant frequencies of the vocal tract (F1, F0), as F1-F0 dispersion has
been shown to be an important cue for vowel height (Fahey et al., 1996; Hoemeke and
Diehl, 1994; Traunmüller, 1981), while F2-F0 dispersion contributes to the perception
of closed vowels (Savariaux et al., 1999). Additionally, both measures have been found
to covary with F0 (Chládková et al., 2009).
In summary, for each talker we measured average sentence duration, F0, range F0,
amplitude, and range amplitude (five variables). Utilizing automatic alignment, we
also measured for each talker, for each vocalic and consonantal segment (for which
automatic alignment was sufficiently accurate), average duration, amplitude (MFCC 0),
and the average value of the first twelve MFCCs (14 variables per segment). In addition,
for vocalic segments we also measured F0, the first three resonant formants (F1, F2, and
F3), and F1-F0 dispersion (five variables per vocalic segment).

Chapter 6
General Discussion
With the advent of the spectrogram (Potter, 1946), phoneticians who attempted to
decipher the speech code swiftly realized that there is no one-to-one correspondence
between articulation and acoustics (Shankweiler and Fowler, 2015). For decades, re-
searchers have investigated how listeners solve the problems of segmentation, extracting
discrete units from a continuously varying signal, and invariance, recognizing distinct
acoustic signatures as a single unit. To solve the problems of segmentation and, in par-
ticular, invariance, researchers in speech perception have often characterized the targets
of speech perception in articulatory terms (Best, 1995; Fowler, 1986; Galantucci et al.,
2006; Liberman and Mattingly, 1985, 1989). Meanwhile, researchers in speech motor
control have consistently characterized the targets of speech production as primarily
acoustic (e.g., Houde and Nagarajan, 2011; Niziolek et al., 2013). Rather than attempt
to prove whether representations for speech are ultimately acoustic or articulatory in
nature, this thesis set out to examine a simpler question: Does the experience of pro-
ducing speech and hearing the consequences of our own productions, i.e., sensorimotor
experience, influence how we perceive the speech of ourselves and others?
In attempting to answer this question, the studies presented in this thesis often involved
novel experimental paradigms. Thus, many of the results would fall under the category
of exploratory rather than confirmatory research (Wagenmakers et al., 2012). That
being said, we observed patterns of results across all four experimental chapters that
clarified the role of sensorimotor experience in speech perception.
Chapter 1 provided a short overview of sensorimotor control theory for speech produc-
tion, and suggested several paths by which sensorimotor experience may affect per-
ception. In Chapters 2 and 3, we examined whether exposing participants to altered
auditory feedback, thus introducing a discrepancy between production and perception,
led to changes in the categorization of speech sounds. Our results suggested that when
acoustics and articulation diverged, behavior in subsequent perception tasks followed
the direction of articulation. In Chapters 4 and 5, we examined how long-term senso-
rimotor experience may influence the recognition of words produced by oneself as well
as by other speakers. In contrast to Chapters 2 and 3, our results suggested that sensory,
not sensorimotor experience, was a better predictor of word recognition.
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In the following sections, I first discuss the implications of Chapters 2 and 3 and Chapters
4 and 5 separately. I then discuss how these results can be reconciled within recent neu-
robiological models of speech production and perception (Hickok and Poeppel, 2004,
2007), and suggest candidate roles for sensorimotor experience in speech perception.
6.1 Mapping acoustics to articulation in phonetic categoriza-
tion
Chapter 2 investigated the role of sensorimotor experience in the perception of coartic-
ulated speech sounds. In two experimental sessions separated by at least two weeks,
native speakers of English performed interleaved production and perception tasks. In-
terleaving these tasks enabled us to examine whether the categorization of fricatives
coarticulated with a following vowel (Kunisaki and Fujisaki, 1977) was affected by re-
cent sensorimotor experience. In the first session, auditory feedback was unaltered.
In the second session, the auditory feedback that participants heard during production
of words containing the high front vowel [i] was shifted. By lowering the value of the
second resonant frequency of the vocal tract (F2), participants heard themselves produc-
ing a more [u]-like vowel than intended. Previous experiments (Lametti et al., 2014b;
Shiller et al., 2009) have found that most participants exhibited opposing articulatory
responses to such shifts in feedback. Such opposing responses counteract the shift in
acoustics. Accordingly, many of our participants also opposed the shift in auditory feed-
back by hyper-articulating the vowel [i], while a few failed to exhibit any changes in
articulatory behavior.
Interestingly, and not entirely unexpectedly (MacDonald et al., 2011), some participants
exhibited significant changes in production following the direction of the shifted feed-
back. That is, in response to hearing themselves producing [i] with a lower F2 than
normal, these participants articulated [i] with a lower F2 than normal. Contrastively,
participants that opposed the shifted feedback heard a vowel with a lower F2, yet artic-
ulated a vowel with a higher F2. By comparing participants with divergent behavioral
responses to the production task, we were able to directly test whether changes in the
categorization task reflected auditory exposure (i.e., what participants heard during the
production tasks) or articulatory behavior (i.e., what they produced).
Comparing across the two sessions, changes in the perceptual task were found to corre-
late with what participants articulated rather than what they heard. We interpreted these
results as evidence of a “remapping” between articulation and acoustics. Adaptation to
the altered feedback (whether opposing or following) altered the relationship between
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a given articulatory motor program and the resulting acoustic consequences. This newly
acquired mapping was then carried over into the perceptual task, resulting in a shift in
the perceptual boundary of the coarticulated fricative. What is particularly interesting
about this finding is the fact that the stimuli for the production task consisted of only
stop consonants and vowels. No fricatives were uttered during the production task, rul-
ing out the possibility that the change in perception could be attributed to response bias
or sensory exposure.
The results of Chapter 2 indicated that sensorimotor experience may update mappings
between articulation and acoustics during production and that these mappings are uti-
lized when categorizing speech sounds. Chapter 3 expanded upon these results by ex-
amining how sensorimotor mappings may be reflected in electrophysiological responses
to a phonetic continuum. In a purely perceptual experiment utilizing electroencephalog-
raphy (EEG), Bidelman et al. (2013) found that the perception of a phonetic continuum
varying along F1 between [u] and [a] (i.e., varying in the openness/closedness of the
jaw and tongue body) elicited distinct cortical responses depending on the F1 value of
the stimulus step. Specifically, the amplitude of the P2 component was found to corre-
spond to participants’ judgments of vowel identity, even for different classifications of
the same acoustic stimulus. Based on these results, we hypothesized that changes in P2
amplitude may reflect sensorimotor remapping, as observed in Chapter 2.
In the experiment described in Chapter 3, native speakers of Dutch repeatedly produced
the Dutch word ‘pet’ (English: “cap”), containing the vowel [E]. These participants then
classified stimuli along a five-step continuum between [E] and [I]. The same participants
then produced the word ‘pet’ again. However, in this second speaking task, auditory
feedback was shifted, causing participants to hear themselves producing a vowel more
like the English [æ] in “pat”. Twenty out of twenty-eight participants exhibited signifi-
cant opposing responses, articulating a vowel more like the [I] in “pit”. These “adapters”
then performed the same phonetic categorization task. We compared the results of the
twenty adapters to twenty control participants for whom feedback was unaltered.
In contrast to a similar experiment (Lametti et al., 2014b), we did not observe significant
differences in perceptual changes between the two groups. However, when we exam-
ined individual behavior profiles, we found evidence for interactions between changes
in articulation and changes in perception. Furthermore, we found that individual differ-
ences regarding produced F1 and F2 were reflected in cortical responses. By comparing
our electrophysiological results with those found in a previous sensorimotor adaptation
experiment (Ito et al., 2016), we were able to conclude that the observed changes in P2
amplitude reflected a remapping between articulation and acoustics.
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The experimental method employed in Chapters 2 and 3 enabled us to hold the percep-
tual stimulus constant but alter the relationship between articulation and acoustics. The
primary finding that emerged from these two chapters was that phonetic categorization
appeared to involve a transformation of acoustic information onto articulatory represen-
tations. In Chapter 2, when auditory feedback was manipulated such that acoustics and
articulation diverged, the subsequent changes in perception followed articulation rather
than acoustics (page 28, Fig. 2.3). Similarly, in Chapter 3, we found that changes in
perception correlated with changes in production (page 49, Fig. 3.3C). Furthermore, for
participants who received altered auditory feedback, fluctuations in the average ampli-
tude of the event related P2 component during perception correlated with articulatory
rather than acoustic measures (page 53, Fig. 3.5C). A purely auditory account (Diehl
et al., 2004; Lotto and Kluender, 1998) is unable to account for this pattern of observed
results.
Our results suggest that phonetic categorization involves a sensorimotor transform that
draws on the listener’s recent experiences during speech production. Altering the rela-
tionship between articulation and acoustics during production tasks led to subsequent
changes in behavioral and neural responses in perception tasks. The original motor the-
ory suggested that associations between articulation and acoustics are acquired during
development (Liberman et al., 1957). In this regard, it had much in common with tra-
ditional ideomotor theories (James, 1890) that posited that links between action and
perception are created by repeated experience of stimulus - action - feedback chains
(Greenwald, 1970). While later versions of the motor theory abandoned the ontoge-
netic relationship between articulation and acoustics in favor of a phylogenetic account
(Liberman et al., 1967), our findings suggest that speech sound perception may indeed
be mediated by ongoing sensorimotor experience.
6.1.1 Sensorimotor experience alters probabilistic sound categorization
One way to characterize the mediating influence of sensorimotor experience, while re-
maining neutral on the question of whether representations are “ultimately” motoric or
acoustic, is by recourse to probabilistic models of speech perception (Clayards et al.,
2008; Kleinschmidt and Jaeger, 2015b; Norris and McQueen, 2008). This approach
posits that speech perception is a problem of inference under uncertainty and has been
successful in modeling the effects of selective adaptation and phonetic recalibration
(Kleinschmidt and Jaeger, 2015a), the perceptual magnet effect (Feldman et al., 2009),
and compensation for coarticulation (Sonderegger and Yu, 2010). In phonetic catego-
rization, the task of the listener is to decide which category C some acoustic stimulus S
belongs to. Yet due to variability in speech motor control (Houde and Nagarajan, 2011),
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speakers do not always hit their intended speech target (Niziolek et al., 2013). Listeners
assume for this reason that S is normally distributed around a target pronunciation T,
which itself is distributed around a category mean (i.e., an articulatory motor program
given an acoustic target; Sonderegger and Yu, 2010). Thus characterized, the task of
phonetic categorization fits well within an articulation-based representational frame-
work (Halle and Stevens, 1962; Liberman and Mattingly, 1985; Poeppel et al., 2008),
as the goal of the task is to infer the speaker’s intended motor program from its actual
realization. Through sensorimotor adaptation, the likelihood that Si was generated by
Ti shifts, such that the intention to produce a speech sound category Ci requires imple-
menting a different articulatory gesture T 0i . By changing the values of pronunciation T,
sensorimotor experience thus changes the probability of category C having generated
the acoustic value S.
The finding that altered perceptual experience can shift a perceptual boundary is not
novel. Phonetic recalibration can be triggered by biasing lexical (Norris et al., 2003; van
Linden et al., 2007) or visual (Bertelson et al., 2003) information that leads listeners to
update their beliefs about the relationship between an acoustic stimulus and a phonetic
category (Kleinschmidt and Jaeger, 2015b). What is interesting about sensorimotor
adaptation, however, is the pattern of generalization. Phonetic recalibration is noto-
riously talker specific (Eisner and McQueen, 2005; Kraljic and Samuel, 2007, though
see Kraljic and Samuel 2006), and does not occur when variation in pronunciation can
be attributed to an incidental source (e.g., a pen in the speaker’s mouth; Kraljic et al.,
2008). In Chapters 2 and 3, we found evidence suggesting that participants generalized
from their own sensorimotor experience to the perception of the speech of others. This
suggested that while sensory adaptation may rely on perceptual similarity between the
adapted sound and the test sound, sensorimotor adaptation targets a different level of
probabilistic inference. However, the results of Chapter 3 showed clear effects for the un-
ambiguous training vowel and the most ambiguous stimulus step, but not the remaining
stimulus steps, suggesting some degree of specificity to sensorimotor adaptation effects
as well.
To summarize, the results of Chapters 2 and 3 suggest that phonetic categorization can
be biased by recent sensorimotor experience and that perceptual changes stemming from
sensorimotor experience can be characterized probabilistically in terms of an updating
of beliefs. Furthermore, the results demonstrate that we generalize our own sensori-
motor experience to the perception of others. However, as stated in Chapter 1, tasks
involving explicit phoneme identity judgments appear to recruit different processing re-
sources than other speech perception tasks (Hickok and Poeppel, 2000, 2004, 2007;
Stasenko et al., 2015). Therefore, in Chapters 4 and 5, we examined the possible role
of sensorimotor experience using word recognition tasks.
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6.2 Sensory vs. sensorimotor experience in word recognition
In Chapters 4 and 5, we examined to what extent sensorimotor experience may play
a role in the identification of degraded words. In order to do so, we operationalized
sensorimotor experience in terms of the acoustic similarity between talker and listener.
If listeners map incoming speech onto representations formed by their own sensorimo-
tor experience, then perception should be facilitated to the degree that the perceived
word matches how listeners would produce that same word themselves. Furthermore,
similarity should reach its maximal value for self-produced stimuli, as listening to one’s
own recordings would constitute the greatest possible match to one’s own production
experience (Tye-Murray et al., 2013, 2015).
Chapter 4 tested the intelligibility of words produced by an average speaker compared to
self-produced words. In this experiment, we recorded twenty-eight female participants
producing single Dutch nouns. These words varied in production frequency (i.e., how
often a word occurs in conversation or print) and phonological neighborhood density
(i.e., how many words exist in Dutch that differ from this word by a single segment).
We then presented these participants with six-band, noise-vocoded versions of these
words (Shannon et al., 1995). This manipulation eliminated fine-grained spectral cues
to talker identity (López et al., 2013) while preserving individual variation in durational
cues, as well as differences in the average amplitude of the six frequency bands.
After all recordings had been collected, we conducted a phonetic analysis of the record-
ings in order to identify a “statistically average” speaker. Participants then listened to
random stimuli drawn from their own recordings as well as the recordings of the av-
erage speaker and attempted to identify the degraded words. The intelligibility of the
average speaker thus served as a baseline against which we could measure facilitation
for self-produced speech. However, in contrast to our predictions, participants were
more accurate at identifying words produced by this average speaker compared to their
own recordings.
In a follow-up experiment, we recruited a new set of participants who performed the
same word identification task. However, each participant was presented with a subset
of words from all twenty-eight speakers who participated in the first experiment. By
averaging accuracy for each talker across listeners, we obtained general intelligibility
scores for the participants in Experiment 1. Two interesting results were found: First, we
found that if a talker had a lower general intelligibility score, this talker was also more
likely to have been less accurate at identifying words when listening to self-produced
stimuli. This suggested that listening to recordings of one’s own speech is much like
listening to another talker. Second, we found that the “average-speaker” advantage
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remained significant even when taking into account differences in general intelligibility.
The results of the second experiment thus confirmed that the increased accuracy for
the average speaker compared to one’s own voice could be attributed to the statistical
averageness of the speaker and was not due to simply having accidentally selected the
most intelligible speaker of the sample.
The results of Chapter 4 suggested that a talker is more intelligible when their speech
patterns align more closely to the statistical average of their linguistic community. Yet it
is difficult to generalize from noise-vocoded speech to natural conversation. In natural
conversation, speakers do have access to fine-grained spectral cues and often know who
it is that they are talking to. For this reason, we set out to perform a more comprehensive
investigation of the role of statistical averageness compared to similarity, and in so doing,
compare the effects of sensory vs. sensorimotor experience on speech perception.
Chapter 5 constituted a systematic investigation of the effects of talker prototypicality
compared to talker-listener similarity. As in the previous study, we operationalized sen-
sorimotor experience in terms of acoustic similarity of a talker’s speech patterns to those
of the listener. Talker prototypicality was operationalized as the average similarity of
one talker’s speech patterns to all other same-gender talkers in the sample. Instead of
listening to isolated words, participants attempted to identify two target words in a sim-
ple sentential context. In addition to listening to their own recorded stimuli, participants
were presented with stimuli from six other randomly selected talkers. Furthermore, for
half of the participants, each experimental trial was accompanied by a label indicating
the identity of the talker, ensuring that these participants could track different talkers
and were aware of when they were listening to their own recordings.
When presented with noise-vocoded stimuli, we found that listeners were no better at
recognizing self-produced words than words produced by other talkers. Furthermore,
we found that the prototypicality of a talker, but not talker-listener similarity, was a
significant predictor of whether or not a word would be accurately recognized. No ef-
fect of an accompanying label telling the participants whether they were listening to
themselves or another person was found. Thus, when fine-grained spectral cues were
removed by noise-vocoding, listeners showed no advantages for self-produced speech or
speech that was similar to their own sensorimotor experience (as in Chapter 4). How-
ever, listeners did show advantages for prototypical speech, indicating that the effects of
statistical averageness survived spectral degradation.
When presented with words embedded in speech-shaped noise, which in contrast to
noise-vocoded words retained fine-grained spectral information, listeners did indeed
show an advantage for recognition of self-produced words compared to the average of
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six random talkers. Accordingly, talker-listener similarity was found to be a significant
predictor of accuracy. However, the magnitude of the effect of prototypicality was much
larger than the effect of similarity. Again, there was no effect of an accompanying label.
Taken together, these results suggested that sensorimotor experience facilitated word
recognition, yet this effect was much weaker than the effect of prototypicality.
The role of sensorimotor experience in speech perception was further clarified by a
third manipulation, in which listeners were presented with stimuli embedded in speech-
shaped noise that had first been filtered to approximate the effects of bone-and-air con-
duction (Békésy, 1949). These caused the stimuli to sound more like how we hear
ourselves “in our heads” when we speak (Vurma, 2014). As found with the unfiltered
stimuli, listeners were more accurate for self-produced speech compared to the aver-
age accuracy for the speech of six other talkers. Additionally, models containing pro-
totypicality and similarity as predictors revealed a three-way interaction between how
prototypical a talker’s speech was, how similar the talker was to the listener, and the
position of the target word in the sentence. When the target word appeared early in
the sentence, similarity had a strong effect when the talker was prototypical but almost
no effect when the talker was aprototypical. This effect was reversed when the target
word appeared late in the sentence; similarity had a small effect when the talker was
prototypical and a stronger effect when the talker was aprototypical (page 106, Fig.
5.3). Even so, prototypicality was a much stronger predictor of accuracy than similarity,
pointing to the primacy of sensory over sensorimotor experience in word recognition.
6.2.1 Word recognition draws on representations abstracted over multiple
talkers
Chapter 5 is related to other studies that have examined the role of acoustic variables
in determining speech intelligibility (e.g., Bradlow et al., 1996; Hazan and Markham,
2004; Hirsh et al., 1954). However, rather than examining individual acoustic variables
such as average pitch or vowel dispersion (Bradlow et al., 1996), we extracted statis-
tical information across multiple acoustic dimensions (Holt et al., 2010). Our results
demonstrated that the prototypicality of a talker’s speech with respect to the speech
community at large was a stronger predictor of intelligibility than the similarity of that
talker’s speech to their own speech. This effect of prototypicality holds even when we
are listening to recordings of ourselves. If our own speech patterns are further from the
statistical average of the linguistic community, we are also more likely to find our own
speech less intelligible (even when we know that we are listening to ourselves).
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Evidence from second language acquisition suggests that the relative contribution of
sensory compared to sensorimotor experience may depend on the amount of experience
one has had listening to a range of talkers in a specific language (e.g., Baese-Berk et al.,
2013; Bradlow and Bent, 2008; Lively et al., 1993). When learning the English /l/ vs.
/r/ distinction, Japanese learners tend to make fewer misidentifications of self-produced
words than words produced by native speakers of English (Sheldon and Strange, 1982).
While the sample size of this study was limited (six participants), a similar pattern of
results was also found in a small group of Korean participants (Borden et al., 1983). The
findings of Chapters 4 and 5 suggest that the self-perception advantage found for second-
language learners may reflect the fact that not enough sensory input has accumulated
in order to generate native-like auditory prototypes.
The results of Chapters 4 and 5 suggest that sensory input from a wide variety of talk-
ers leads listeners to converge on perceptions of what constitutes prototypical speech
in their community. Such convergence is quite surprising given that, over our lives, we
regularly interact only with a small subset of the population (Hill and Dunbar, 2003).
Furthermore, of that small subset, those who we interact with face-to-face for extended
periods of time comprise an even smaller subset of that input (Lev-Ari, 2015). Accord-
ingly, researchers have cautioned their readers to limit interpretations of intelligibility
measurements to the specific “crew” of talkers and listeners tested (Bradlow et al., 1996;
Hirsh et al., 1954). This is excellent practice, as it does not proceed from the assumption
that listeners’ perceptions are necessarily similar, and in research and clinical settings it
remains extremely important to consider possible influences of the speaker, listener,
and task (McHenry, 2011; Miller, 2013). That being said, listeners have been found
to exhibit high inter-rater agreement when judging accentedness, fluency (Pinget et al.,
2014) as well as intelligibility (Doyle, 1987; Hazan and Markham, 2004). Based on our
results, such high agreement in ratings may be reflective of a general auditory process
(Holt et al., 2010) that encodes information in terms of prototypes (Kuhl, 1991; Rosch,
1973).
6.3 Dual—streams for phonetic categorization and word recog-
nition
Chapters 2 and 3 suggest that sensorimotor experience modulates the categorization of
speech sounds, while Chapters 4 and 5 suggest that sensory input is more important
for word recognition than sensorimotor experience. As mentioned earlier, these results
appear to be in conflict, yet only if one assumes that the two perceptual tasks employed,
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phoneme identification and word recognition, are both implemented by the same pro-
cessing system. However, as has been argued in Chapter 1, ample evidence suggests that
tasks that differentially emphasize lexical or sub-lexical units may recruit different neu-
ral processing resources (Hickok and Poeppel, 2000). Dissociations in speech tasks as
well as evidence from clinical populations has led to the development of “dual-stream”
models of speech perception (Hickok, 2012a; Hickok and Poeppel, 2004, 2007; Norris
et al., 2000; Rauschecker and Scott, 2009).
Like their counterpart in vision science (Goodale and Milner, 1992), dual-stream models
suggest that there are two broad pathways utilized for perceptual processing. In speech
perception, the ventral pathway is proposed to map acoustic input onto conceptual-
semantic representations, while the dorsal pathway is responsible for sound localization
(Rauschecker, 1998) and sensory-motor integration (Hickok, 2012b; Hickok and Poep-
pel, 2004). For this reason, these two streams have been broadly described as the “what”
and “where/how” pathways (Belin and Zatorre, 2000). Accordingly, neuroimaging of
overt repetition of pseudowords (vs. real words) and attentive listening to meaningful
speech (vs. meaningless speech) reveals fiber tracts corresponding to the dorsal and
ventral streams (Saur et al., 2008). The implication is that lexical processing predom-
inantly activates the ventral stream to enable speech identification, while sensorimotor
integration activates the dorsal stream to map acoustic information onto articulatory
representations, enabling speech production (Doupe and Kuhl, 1999; Guenther, 2006;
Tourville and Guenther, 2011).
Within this framework, it is likely that the effects observed in Chapters 2 and 3 predom-
inantly reflect activity in dorsal stream processes, while the effects observed in Chapters
4 and 5 predominantly engaged the ventral stream. The results of Chapters 4 and 5
suggest that sensorimotor experience is not as important as sensory experience in word
recognition. This accords with accounts that have proposed a ‘modulatory’ role for sen-
sorimotor systems in speech perception (Hickok, 2012b; Hickok et al., 2011) and have
emphasized the role of the ventral stream in phoneme and word recognition (DeWitt
and Rauschecker, 2012; Scott et al., 2000). As evidence, researchers often point to clin-
ical studies suggesting that auditory word recognition is spared when there is damage
to speech production systems, as in the case of Broca’s aphasia (Moineau et al., 2005).
Furthermore, evidence suggests that performance in phoneme identification tasks dis-
sociates from performance in “ordinary” speech recognition tasks (Carbonell and Lotto,
2014; Hickok, 2009; Hickok and Poeppel, 2000).
Though not as strong as prototypicality, talker-listener similarity was found to play a
role in predicting word intelligibility. This may suggest that conscious speech perception
involves integrating the output of the dorsal stream, which maps incoming speech onto
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sensorimotor experience, and the ventral stream, which maps incoming speech onto
sensory representations. If these parallel streams operate in isolation, then the ultimate
percept may involve an integration of the outputs of the two streams, similar to multi-
modal integration (Erickson et al., 2014; Marques et al., 2014; McGurk and MacDonald,
1976).
Alternatively, the results of Chapter 5 suggest that the implementation of sensorimotor
processes may in some way depend on the prototypicality of the input. In Chapter 1,
we suggested that sensorimotor experiences may reflect emulatory processing (Grush,
2004; Pickering and Garrod, 2007; Tian and Poeppel, 2013). However, in order for an
emulatory process to be instantiated, the listener needs to already have an idea of what
to emulate. Accordingly, Poeppel et al. (2008) suggest that listeners construct a fast
auditory sketch of incoming input based on salient acoustic features (Stevens, 2002). It
may be that prototypical speech that best matches an acoustic representation instantiates
a sensory-to-motor transform of the input, which can enhance perception when there is
a greater match between the signal and the sensorimotor representation (e.g., page 106,
Fig. 5.3, left panel). This would lead us to reinterpret the lack of similarity effects for
noise-vocoded speech as either the signal lacking sufficient typical cues that instantiate
these processes, or that the emulated signal is an insufficient match to the spectrally
averaged speech to facilitate perception.
Situating our results within biologically-motivated models of speech production may
shed light on debates about the nature of the representations for speech. Both direct
realism (Best, 1995; Fowler, 1986) and the motor theory (Galantucci et al., 2006; Liber-
man and Mattingly, 1985, 1989) posit that the ultimate objects of speech perception are
not the proximal auditory signal but the distal articulatory gesture that produced the tar-
get speech. The two theories differ in that direct realism suggests that we perceive the
actual articulatory gesture, at a sub-phonemic level, while motor theory posits that lis-
teners recover the intended gesture, undistorted by coarticulatory influences. Conversely,
general auditory accounts posit that the percepts of speech perception are acoustic rep-
resentations (Diehl et al., 2004; Holt et al., 2010), while common coding theories argue
for shared representations stored in a common representational medium (Guenther,
2006; Hommel et al., 2001; Prinz, 1990). This assumes that there exists a single type
of representation utilized in speech perception. However, speech motor control theory
suggests that speech production involves acoustic, somatosensory and proprioceptive
representations (Houde and Nagarajan, 2011; Tourville and Guenther, 2011), which
may be active to different degrees depending on the situation (e.g., auditory represen-
tations may not be as important as somatosensory representations when feedback is
masked).
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What effects from various speech perception tasks (Hickok and Poeppel, 2000, 2004)
and the results of this thesis suggest is that there is no singular type of representation
utilized for speech perception either (Evans and Davis, 2015). Rather, the goals of the
perceptual task (or individual differences, e.g., Nuttall et al., 2016) may emphasize
different representations to differing degrees. Given evidence that different perceptual
tasks appear to activate dorsal or ventral streams to different degrees (Saur et al., 2008),
apparent conflicts regarding the nature of the representations for speech perception may
be resolved by reference to distinct neural processing streams.
6.3.1 Candidate roles for sensorimotor experience in speech perception
While it is clear that sensorimotor experience is not crucial for understanding clearly
spoken words in one’s native language and accent, sensorimotor experience may play a
role in other contexts. For example, when speech is low-pass filtered and compressed in
time, listeners with Broca’s aphasia perform much more poorly than controls (Moineau
et al., 2005). Similarly, in an experiment with healthy listeners, Nuttall et al. (2016)
recently found that accurate recognition of distorted syllables correlated with activity
in motor areas. These and similar findings have led many researchers to suggest that
sensorimotor experience and sensorimotor processes may be important for the percep-
tion of degraded or distorted speech (D’Ausilio et al., 2012; Davis and Johnsrude, 2007;
Nuttall et al., 2016; Scott et al., 2009).
The results of this thesis suggest that, in addition to degradation or distortion, sensori-
motor experience may be important when dealing with atypical speech patterns, such as
in the case of accented speech. For example, listeners with various types of aphasia have
also been found to make significantly more errors than controls in the comprehension
of accented speech (Dunton et al., 2010), suggesting that unfamiliar accents exacerbate
comprehension difficulties. Similarly, healthy listeners have been found to be slower at
processing unfamiliar accents (Adank et al., 2009; Adank and McQueen, 2007).
The processing of distorted and accented speech recruits ventral and prefrontal areas
of the dorsal stream (Adank et al., 2015), pointing to the involvement of extrasensory
processing areas for such speech. In a direct demonstration that sensorimotor experi-
ence can increase the intelligibility of accented speech, Adank et al. (2010) found that
imitation of an artificial foreign accent improved comprehension more than simple au-
ditory exposure. Similarly, utilizing a battery of training conditions, Borrie and Schäfer
(2015) found that overt imitation (paired with written feedback) led to the greatest
increases in the intelligibility of dysarthric speech. These results suggest that mapping
acoustics to articulation through production can improve the comprehension of atypical
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speech (though evidence also suggests that accent learning can be mitigated by native
accent phonology; Nguyen et al., 2012). In the absence of overt production, sensori-
motor processes may be instantiated through mental imagery of expected sounds (Tian
and Poeppel, 2010, 2013). This may serve an online function that helps model atypical
speech (Moulin-Frier and Arbib, 2013; Moulin-Frier et al., 2012). Evidence from neu-
roimaging also suggests that active imitation may increase recruitment of sensorimotor
integration processes during subsequent perception, which may aid perceptual learn-
ing of a foreign accent (Adank et al., 2013). This is in accordance with other findings
(Nuttall et al., 2016) indicating that increased involvement of sensorimotor processing,
ostensibly localized in the dorsal stream, is associated with perceptual gains.
6.4 Limitations and future research
Our results suggest that sensorimotor experience may update mappings between acous-
tics and linguistic categories (Chapters 2 and 3), and that sensorimotor experience,
though not essential, may modulate word recognition under specific conditions (Chap-
ters 3 and 4). This may reflect the fact that speech perception is subserved by dual pro-
cessing streams (Hickok and Poeppel, 2004, 2007; Rauschecker and Scott, 2009) that
perform different functional roles. When generalizing our results to speech perception
as a whole, the role of sensorimotor experience appears to be modulatory. Furthermore,
our research into the role of sensorimotor processing has revealed that speech prototyp-
icality appears to play an important role in auditory word recognition.
One clear finding that emerged from this thesis is that the effects of sensorimotor experi-
ence varied greatly depending on the materials, tasks, and participants involved. There-
fore, in addition to considering the findings of this work, it is important to consider its
limitations. A picture of speech perception based solely on two-alternative forced choice
phoneme categorization tasks would be a gross mischaracterization (Holt et al., 2010).
Chapters 2 and 3 support other studies that have found that altered sensorimotor ex-
perience can affect phonetic categorization (Lametti et al., 2014b; Shiller et al., 2009),
yet few experiments have examined sensorimotor adaptation in the context of other
factors intrinsic to speech, such as lexical variation (Bourguignon et al., 2016). Full
understanding of how sensorimotor adaptation affects speech perception will require
utilizing a range of manipulations, such as perturbing natural running speech rather
than isolated productions of a single sound (Cai et al., 2011), as well as a variety of
tasks that draw attention not only to phonetic contrasts but also semantics (Krieger-
Redwood et al., 2013). Synthesizing results from diverse tasks will provide a broader
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and more ecologically valid perspective on the role of sensorimotor experience in speech
perception.
Chapters 4 and 5 suggest that talker prototypicality is an important predictor of talker
intelligibility. Yet the experiments involved only native speakers of Dutch who listened
to other same-gender native speakers of Dutch. Speech perception is known to be influ-
enced by talker familiarity (Nygaard and Pisoni, 1998), suggesting that we may comple-
ment these abstract representations with more specific ones as well. If listeners abstract
representations over groups of talkers, then the perception of a particular talker may
depend on the social group to which that talker belongs (Drager, 2010; Johnson, 2006;
McGowan, 2015; Sumner, 2015; Sumner et al., 2014). Listeners’ expectations about
how different groups should sound has been found to modulate how they perceive them
to sound (Babel and McGuire, 2013; Niedzielski, 1999), as well as how listeners map
acoustic information onto lexical representations (Dahan et al., 2008; Van Berkum et al.,
2008). This suggests that, in certain cases, listeners’ expectations may not depend on
prototypicality, reflecting the actual statistical variation in the environment, but rather
stereotypicality, reflecting listeners’ cultural assumptions of what people (of specific so-
cial groups) are expected to sound like (Babel and McGuire, 2015). Regarding the find-
ings of Chapter 5, this may predict that prototypicality would be a weaker predictor of
intelligibility when an individual holds implicit cultural assumptions about how a given
social group should sound (Babel and Russell, 2015; Rubin and Smith, 1990; Yi et al.,
2013). In light of these concerns and the growing recognition of the importance of social
factors in speech perception (e.g., Creel and Bregman, 2011), it is crucial to examine
how sociophonetic factors may impact our results before generalizing these findings to
speech perception as a whole.
6.5 Conclusion
We can learn much about speech production and speech perception by examining each
separately (McQueen, 2005). Technological advancement, such as the invention of the
spectrogram and the Pattern Playback device, spurred rapid advancement in our abil-
ity to manipulate and understand the acoustic speech signal, and in turn the nature
of speech perception (Shankweiler and Fowler, 2015). Similarly, recent technological
advances (Cai et al., 2008; Houde and Jordan, 1998, 2002; Tourville et al., 2013) of-
fer us the ability to manipulate production and examine its effects on perception (e.g.,
Adank et al., 2010; Ito et al., 2016; Lametti et al., 2014b; Shiller et al., 2009) as well
as manipulate perception and examine consequent effects on production (Bourguignon
et al., 2016; Franken et al., 2015; Lametti et al., 2014a). If we hope to understand the
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relationship between perception and production, it would be beneficial to conduct ex-
periments that manipulate properties of one modality and observe whether this has any
effect on the other, as this thesis has done.
The voice we experience most consistently in the world is our own. We hear our own
voice in all sorts of acoustic environments with different reverberations, under the in-
fluence of different emotions, and in a variety of formal and informal settings. For this
reason, it is understandably tempting to posit a strong role for this experience in shaping
our perceptions. Yet we should only extend our estimations of these effects as far as the
data permit, and the data suggest that the role of sensorimotor experience may better
be described as modulatory rather than crucial. As discussed in the introduction, the
purpose of having senses is to enable us to successfully navigate our environment. It is
therefore crucial that perception in general, and speech perception in particular, should
be sensitive to the statistical properties of sensory input that are relevant for ecologically
beneficial behavior (Corney and Lotto, 2007). Our perceptual systems must find a way
to deal with the problem that no two people will say a word in the same way, and not
even a single person will say the same word the same way twice. This thesis suggests
that, to overcome this problem, listeners may abstract over auditory input from a range
of different speakers and, under certain conditions, draw on their own experience as
speech producers in order to turn noisy, ambiguous, and highly variable acoustic input
into meaningful language.
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Nederlandse samenvatting
Spreken is articulatorisch gezien net acrobatiek en levert akoestisch een zeer complex
signaal op dat luisteraars met verbluffend gemak weten te ontcijferen. Het is vaak
geopperd dat luisteraars deze uitzonderlijke prestatie kunnen leveren dankzij hun eigen
ervaring met het produceren van spraak. Als we onze kennis van hoe we zelf spreken
gebruiken om te begrijpen wat anderen zeggen, beïnvloedt onze eigen spraak misschien
ook wel hoe we de spraak van anderen waarnemen. Mijn onderzoek heeft aangetoond
dat sprekers die op elkaar lijken, elkaar beter kunnen verstaan. Echter, de experimenten
laten ook zien dat we een gemiddelde spreker nog beter verstaan dan een spreker die
op onszelf lijkt. Dit wijst erop dat luisteraars putten uit hun auditieve ervaring met
verschillende sprekers in de gemeenschap. Deze ogenschijnlijk tegenstrijdige resultaten
komen overeen met recente neurobiologische modellen van spraakperceptie, die stellen
dat verschillende spraakfuncties uiteenlopende hersennetwerken aanspreken.
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English summary
When we speak, incredible articulatory acrobatics create complex acoustic signals that
listeners decode with astonishing ease. Many have suggested that humans accomplish
this feat by drawing upon experience acquired during speech production to accomplish
speech perception, i.e., we use our knowledge of how we speak to understand what oth-
ers are saying. If so, then the way that we speak may influence how we perceive others’
speech. My research revealed that the way we produce sounds may influence how we
perceive sounds produced by others, and that similar talkers are more intelligible to each
other. Yet the experiments also revealed that an average talker is more understandable
than a similar talker, suggesting that listeners draw on their auditory experience with
different talkers in their community. These seemingly conflicting results concur with
recent neurobiological models of speech perception that propose that different speech
tasks recruit divergent networks in the brain.
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