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This paper is concerned with the identification of an unknown subset S of 
a known set A by selecting a sequence A1, A2, A3 ,..., of subsets of A and 
establishing, after each selection, whether or not S (~ A~ is empty. The central 
problem is to devise a selection algorithm which would result in correct 
identification of S with the least expected number of A~'s. The main result of 
this paper is a selection algorithm which, under certain conditions, is con- 
siderably superior to the "naive selection algorithm" (where each Ak consists 
of a different element of A), and whose performance is quite close to an upper 
bound arrived at via information-theoretic consideration. The conditions for 
this high performance are: Small value of/, (the probability of any element of 
t /being in S), say/, ~< 0.1, and a large cardinality n of A, say n /> 10//,. 
l .  INTRODUCTION 
The problem of interest in this paper is an identification problem which 
can be best described as a "game" played in the following manner.  Person 
d has a finite set A ={a l ,a~ .... ,aN}. Person 5 ° picks up a subset 
S = {a~l, ai~ ,..., aft} C A which is unknown to d and which d is supposed 
to guess by interrogating ~9 a. The interrogation is conducted as follows: d 
selects successive subsets A 1 , A 2 , A 3 .... of A, each t ime asking d z whether 
the intersection of S and Ak is empty or not. On the basis of the corresponding 
sequence of answers, d finally discovers the correct identity of the subset S. 
Person d ' s  goal is to select the Ak in such a manner  as to identify S as fast 
as possible (that is, with the least expected number  of questions). 
More precisely, d must use the following Algorithm P to identify S: 
(1) Set k to 1. 
(2) Select a subset A~ of A. 
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(3) Find whether or not S n A~ = ;~. 
(4) If S is identified, halt. 
(5) Otherwise, increment k by 1 and return to step (2). 
The rule governing the selection of Ak in step (2) will be referred to as the 
selection algorithm. Our central problem is to devise a selection algorithm 
which would minimize the expected number of iterations in Algorithm P. 
Underlying this goal is the assumption that step (3) is much more time- 
consuming (entails input-output operations) than step (2) (which is executed 
in core), and hence a slow selection algorithm is tolerable as long as it results 
in a low expected number of iterations. 
The "game" described above is a model for a number of common identi- 
fication processes, such as pattern recognition and memory search, where 
identification is achieved by a sequence of "maskings" and binary decision 
steps. For example, A may correspond to the set of "cells" of a rectangular 
grid, S to the subset of A on which a two-dimensional pattern appears, and 
the A~ to templates uperimposed on the grid in order to identify S 
(S ¢3 A k = ~ corresponds to "no match" between template and pattern). 
Throughout his paper we shall assume that each element ai ~ A has the 
same probability p of being included in S. Thus, the probability of 
S = {a~l , ai~ ,..., aq} being the unknown set is p~(1 -- p)~-~. 
The function fs : 2A ~ {0, 1} will be defined as follows: For all A~ C_ A, 
0, if SnA k=- ~, 
fs(A~) = 1, otherwise. 
The number of iterations in Algorithm P employing selection algorithm Q 
will be referred to as the number of computations of fs in Q. 
The most obvious selection algorithm is the so-called naive selection 
algorithm: For k = 1, 2,..., n, select A~ = {ak}. The number of computations 
of fs in this algorithm is independent of S and p and equals n. Although 
the naive selection algorithm is the easiest o implement, we shall see that, 
in cases where p is very small and n is very large, it is far from being optimal. 
For these cases we shall develop a selection algorithm in which the expected 
number of computations offs is within 30 % of the lower bound predicted 
by information-theoretic considerations. The result expressed in the following 
theorem shows that, while the average performance of a selection algorithm 
may be better than that of the naive selection algorithm, the worst case 
performance can never be better. 
THEOREM 1. For any selection algorithm Q, there is at least one subset 
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S C A = {al ,  a 2 ,..., a,~} such that the number of computations of f s  in Q is 
exactly n. 
Proof. Define 
S~ = A --  (a~} (i = 1, 2,..., n) 
and let S = A. Clearly, fs(A~) = fs~(Ak) for all A~ C A except A~ = {ai} 
(i = 1, 2,..., n). Hence, in order to identify S, it is necessary to have the 
values of fs({al}), fs({a~}),...,fs({a,~}). These values, of course, are also 
sufficient for the identification of S. Q.E.D. 
2. THE SELECTION ALGORITHM O 
In the remainder of this paper, m will denote the value of the integer/z 
which minimizes the quantity 
](1 - -p ) ,  --  1/2 ]. 
Whenp >/0.5, m ~ 1; whenp ~ 0.5, 
m = [-- 1/logy(1 - -  p ) ]  o r  m ----- [-- 1/logy(1 - -  p ) ] .  
When p ~ 0.5, we can use the approximation l (1 --  x) ~ - -x to obtain: 
-- 1 -- ln 2 -- ln 2 0.69315 
m ~ ~ ~ - -  - -  - -  
log~( l  - -  p) ln(1 - -  p) - -p  p 
Values of m versus values of p are tabulated in Table I. 
Using the division algorithm, we can always write n = tm + r, where 
t = [n/m] and 0 < r ~ m -- 1. The set of subsets {T1, T~,..., Tt+I} will 
refer to any partition of -// = {a 1 , az ..... an}, where 1
lm, (i = 1, 2,..., t}; 
IT, l=  r, ( i=  t + 1). 
The Ti-tree (i = 1, 2 ..... t + I) will be a binary tree labeled with subsets 
of Ti in the following manner (see Fig. 1). 
1 The  card ina l i ty  o f  set x wi l l  be  denoted  by  I x ]. 
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p m p m p m p m p m 
0.500 1 0.220 3 0.084 8 0.056 12 0,028 24 
0.490 1 0.210 3 0,083 8 0,055 12 0.027 25 
0.480 1 0.200 3 0.082 8 0.054 12 0.026 26 
0.470 1 0.190 3 0.081 8 0.053 13 0.025 27 
0.460 1 0.180 4 0.080 8 0,052 13 0.024 29 
0.450 1 0.170 4 0.079 8 0.051 13 0,023 30 
0.440 1 0.160 4 0.078 9 0.050 14 0.022 31 
0.430 1 0.150 4 0.077 9 0,049 14 0.021 33 
0,420 1 0.140 5 0.076 9 0.048 14 0.020 34 
0.410 1 0.130 5 0.075 9 0,047 14 0.019 36 
0.400 1 0.120 5 0.074 9 0.046 15 0.018 38 
0.390 1 0.110 6 0.073 9 0.045 15 0.017 40 
0.380 2 0.100 7 0.072 9 0.044 15 0.016 43 
0.370 2 0.099 7 0.071 9 0.043 16 0.015 46 
0.360 2 0.098 7 0.070 10 0.042 16 0.014 49 
0.350 2 0.097 7 0.069 10 0.041 17 0.013 53 
0.340 2 0.096 7 0.068 10 0.040 17 0,012 57 
0.330 2 0.095 7 0.067 10 0,039 17 0.011 63 
0.320 2 0.094 7 0.066 10 0.038 18 0.010 69 
0.310 2 0.093 7 0.065 10 0.037 18 0,009 77 
0.300 2 0.092 7 0.064 10 0.036 19 0.008 86 
0,290 2 0.091 7 0,063 11 0.035 19 0.007 99 
0,280 2 0.090 7 0.062 11 0.034 20 0.006 115 
0,270 2 0.089 7 0.061 11 0.033 21 0.005 138 
0,260 2 0.088 8 0.060 11 0.032 21 0.004 173 
0,250 2 0.087 8 0.059 11 0,031 22 0.003 231 
0,240 3 0.086 8 0.058 12 0.030 23 0.002 346 
0.230 3 0.085 8 0.057 12 0,029 24 0.001 693 
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Fie. 1. T~-tree. 
(1) The  root is labeled /11 ° = T i .  
(2) Let a vertex v be labeled 7} ~. If  I Tjhi = 1, then v is a terminal  
vertex. Otherwise, let {x, y} be a partit ion of Tj h such that 
I X l  = LI T~ 1/2], ] Y[ = [I T;~ 1/21 
and label v's immediate descendents mn+l = X, T n+l Y. --2j--1 2j 
Figure 2 shows the Ti-tree for T~ = {a 1 , a 2 ,..., a l l  }. 
For any j and any h ~ O, 
[T~I 2n- -1  ITs ]  2n - -1  
2 h 2 ~ ~<]T~h[ ~ < ~ +  2 ~ 
THEOREM 2. 
(1) 
T°={o,,o~ . . . .  ,o,,} 
TI': {of,a2,. ~ 6 , o r  ..... a,} 
A :!o;ov  
T ~ o ~ }  ~<O,o} T,b{o,,} 
FIG. 2. Ti-tree for Ti = {al , a~ ..... an}. 
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Proof. (By induction of h). Basis. For h = 0, I TJn[ = I Tx°] = I Ti 1, 
and (1) is satisfied. Induction step. Let T~ +1 be the label of an immediate 
descendent of a vertex labeled Ta -~. By construction: 
I T?[ 
2 
1 T~,+ 1 I TJhl l 
241 -, ~ ~- -  +~.  
By induction hypothesis (1): 
I Ti] 2 h -  1 
2 n 2 n 1 
2 2 ~< I T~ ~'+1 
IT~I 2n- -1  
2 n ÷ 2 n 1 
~< 2 +2 
or 
I T l [  2 ~+l -  1 
2h+l 2h+l 
 <lr} +1 [ T~[ 2 ~+l - -  1 ~< ~ + 2~+1 
which proves the theorem for h + 1. Q.E.D. 
Clearly, when i T~ [ is a power of 2, 1 T/ '  I = I T~ 112 ~ for al l j  and h. 
THEOREM 3. Let H be the integer defined by: 
2H ~< I T~[ < 2H+~" (2) 
Then, in the T~-tree, every path leading from the root to a terminal vertex must 
be of length H or H + 1. 
Proof. 
we have: 
Let I T~] =2H+p,  where p <2 n. Setting h =H in (1), 
2 n -  1 p 2 n -  1 
1 -~ 2P,_ 2H <[T  jill <~ 1 2 H 
or 
1--  q <~ TjH I <~ 2 + e2 
where 0 ~q < 1 and 0 ~<e 2 < 1. Hence, ] TJH[ equals either 1 or 2. 
I f  I TJ n ] = 1, it is the label of a terminal vertex; if t TJ z I ~ 2, it is a label 
of a vertex whose immediate descendents are terminal. Q.E.D. 
I f  the vertices reachable from the root via a path of length h are referred 
to as the "h-th level" of the tree, the following can be concluded from 
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Theorem 3. For h = 0, 1,..., H (where H is as defined in (2)), the h-th level 
of the Ti-tree contains exactly 2 h vertices (labeled T1 h, T2h,..., T~h). I f  
iT  i I=  2~/+ p(p < 2H), the (H+ 1)st level contains 2p vertices. No 
vertices appear at any h-th level, where h > H + 1. From (2) we can also 
conclude that, when [ Ti I is a power of 2, H ~ log2 [ Ti [; otherwise: 
H = [log~ [ T~ IJ 
(3) 
H+I  = [log s lT i [ ]  
Our proposed selection algorithm, denoted by ~, is flowcharted in Fig. 3. 
In this figure L(v) refers to the label of vertex v in a Ti-tree; v's "ancestor" 
is any vertex lying on the path from the root to v: v's "closest" ancestor is 
the ancestor connected to v through the shortest path; v's "son" is any of v's 
immediate descendents; v's "older" son is v's rightmost son; a "used" 
vertex v is one for which fs(L(v)) has already been evaluated. 
Essentially, Algorithm ~. scans every Ti-tree, skipping all those subtrees 
which are rooted at labels Tjn such thatfs(TJ ~) = 0. Thus, a subset Tjn of A 
is never selected as an A K if it has already been established that a superset 
of TJ' contains no elements of S. The set S then, consists of all single-element 
A n such that fs(Ak) ~ 1. 
I v~root of Ti-tree [ 
v has an ancestor 
with an unused sonff 
v~v's  closest ancestor 
] with an unused son ~ e  
Iwv', o,?.r son I S--'(vOULCv2)O...U'(vwl %"' I , ' I 
FIc. 3. Algorithm Q. 
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T i - tree T z- tree 
Io,.o~ ..... %) I~.o ,°,, ..... °,.} 
,oo/)to o., 
{o,) {a~) {o~) {o.) {%) {°4 {°') ~/"~ ~ {o,,} (o.~) {o~) {o,.) {a,~) {o,.} 
{08}{%} 
FIG. 4. Ti-trees for A = {ai , a2 ,..., ain} and p = 0.075. 
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i k A~ fo (A~) w 
1 1 {ai ,  a2 ,..., ag} 1 
2 {ai ,  a~, a~, a~} 0 
3 {as, a6, aT, as,  ag} 1 
4 {as, a~} 1 
5 {as} 0 
6 {a~} 1 1 
7 {aT , as ,  a~} 1 
8 {aT} 1 2 
9 {as, ag} 0 
2 10 (aio, aia ,..., ai6} 1 
11 {aio, a i l ,  ai2} 1 
12 {aio} 0 
13 {aii , ai2} 1 
14 {all} 0 
15 {ai~} 1 3 
16 {ala , al4 , ai5 , ai6} 1 
17 {ai8 , ai4} 0 
18 {al5 , ai6} 1 
19 {ais} 1 4 
20 {al6} 1 5 
S = L(vi) t.g L(v2) w L(%) w L(v,) W L(vs) = {a6, a~, ai~, a is ,  ai6} 
28 GILL AND GOTTLIEB 
As an example, consider the case where A =-- {al, as ..... aa6 }, p = 0.075, 
and S = {a6, aT, a12 , aa~ , a16 }. From Table I, m = 9 and hence 
r 1 = {al, a 2 ,..., ag} and T~ = {al0 , a l l  , . . . ,  a16 }. 
The Tl-tree and T2-tree are shown in Fig. 4, where all the subtrees kipped 
by Algorithm ~ are indicated by broken lines. The vertices labeled T5 h such 
thatfs(T~ ) ----- 1 are shown double-circled. The values assumed by i, k, A~, 
fs(Ak)  and w in this case are shown in Table II. 
This example, of course, does not place in evidence the advantage of 
Algorithm ~ over the naive algorithm; it is included here only for the sake 
of illustration. The area of usefulness of Algorithm ~ will be delineated in 
the next section. 
3. ANALYSIS OF ALGORITHM 9 
We shall analyze Algorithm O under the assumption that p ~ 0.5, say, 
p ~ 0.10 (and correspondingly, m/> 7), and that n is much larger than m 
(say, n ~ 10m). Under these assumptions we can use the approximations 
1- -p~ 1 and (1 - -p )~ 1/2 (when p =0.05 ,  1 - -p  =0.95  and 
(1 - -  p)~ = 0.4877; when p - -0 .005 ,  1 - -p - - - -0 .995  and (1 - -p )m = 
0.5007). 
Let us now attach weights to each vertex of each Ti-tree, according to 
the following rules. 
(1) The weight of the root is 
pl ° = prob[fs(Ti) = 11. 
(2) The weight of a vertex labeled Tjn(h >/ 1) with the immediate 
n is ancestor T[j/z 1 
p h prob[fs(T~) 1 h-1  = = I f s (T ( .29  = 1] .  
Thus, the weight of the root is 
pl ° = prob[fs(T~) = 1] = (1 --  p)lr, I. 
For i=  1,2 ..... t, ] Ti l  = m and we have 
pl ° = (1 - -p )~ ~ 1/2. 
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For  all h /> 1, the weight  of the vertex labeled Tj ~ is 
p h probEfs (T~)  1 h-1 = = I fs(Tr j /~l)  = 1) 
~" "T  h-1 ' 1] _ p rob[ fs (T j  h) = 1 AJs(rJ/2a) = 
prob[ fs (T~T~l  ) = 1] 
S ince Tj hC  n- i  Tr~/= 1 , f s (T? )  - 1 impl ies fs(T~:~ll)  = 1, and hence 
p~ = prob[ fs (T j  h) = 1]/prob[fs(T~7~q = 1)1, 
= (1 prob[ fs (T j  h) 01)/(1 ~-~ - -  = - -  p rob[ fs (Trs /z l )  = 0]), 
= (1 - -  (1 - -p ) l rP l ) / (1  - -  (1 --p)lr~a~?[). 
By Theorem 2, for all j and h: 
(I T~ 112 h) --  1 < T/~ < (I T~ l/2 ~) -t- 1. 
Since 1 - -p  ~ 1, 
pan ~ (1 - -  (1 - -  p)IT,[/2n)/(1 _ (1 - -  p)l r,l/un-1). 
Us ing  L 'Hosp i ta l ' s  rule and denot ing a = (1 - -p )  ITil, 
1 - -  (1 - -p )  Ir~l/2h 1 - -  a2-~ 
lira = l im 
h~oo 1 - -  (I - -p )  Ir'1/2~-1 h-~oo 1 - -  ~21-~ 
a_ 
dh 
= l im - -  , 
dh 
~2 -h . 2--h 
= l im 
h-~oo 0~21_h • 2 i -h 
=l im _~-h .2_  a = 1/2, 
h-+co 
when i = 1, 2,... ,  t, I T i l  = m and (4) becomes:  
pjh ~ (1 - -  (1 --p)m/a*)/(1 - -  (1 --p)m/g~-l).  
(4) 
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Since (1 - -p)m ~ I/2, 
pjh ~ ( l_(1/2)~-n)/(1 _ (1/2)21-n). 
In this case, the limit 1/2 is approached very rapidly with h, as shown in 
Table I I I .  The difference between the expression on right and 1/2 never 
exceeds 18 %; when h = 5, this difference amounts to about 1%. Thus, 
for i = 1, 2,..., t and for all j and h ~ 0, we can, with little error, use the 
approximation 
pj~ ~ 1/2 (5) 
TABLE III 
m 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
1 - -  (1 /2 )  2 -~ 
1 - -  (1/2) 2~-h 
0.5857864 
0.5432136 
0.5216473 
0.5108287 
0.5054150 
0.5027076 
0.5013538 
0.5006769 
0.5003385 
0.5001692 
0.5000846 
0.5000423 
0.5000212 
0.5000106 
0.5000053 
0.5000026 
0.5000013 
0.5000007 
0.5000003 
0.5000002 
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Let v be a vertex in the h-th level (h ~ 1) of a Ti-tree (i = 1, 2 , . ,  t), 
reached via the sequence of vertices labeled T1 °, T 1 T? T. h Using 
the approximation (5), we have: 
prob[v is used by algorithm ~] = g i  ~ %lgh~.h~2 ... PJh-lh-i 
(1/2) ~. 
Now, for 0 <~ h ~< H (where H is as defined in Theorem 3), the number of 
vertices in the h-th level is 2 ~. Since the root of the Ti-tree is always used, 
the expected number of vertices used by Algorithm Q in the h-th level 
(h = 0, 1,..., H) is approximately 
2h(1/2) ~ = 1. 
In view of (2) and (3), then, the expected number Ni of vertices used by 
Algorithm Q in the Ti-tree is 
Ni ~ [logs I Til l .  
For i = 1, 2,..., t, i Ti I = m and 
Ni ~ [logs m]. 
For i = t @ 1, I Ti ] < m, and the expected number of vertices in the 
T~+l-tree used by Algorithm ~ is, clearly, less than that used in any other 
Ti-tree. Thus, the upper bound to the expected number of vertices used by 
Algorithm O in all t + 1 Ti-trees can be approximated by 
(t + 1)[log~ m] 
or, since t = [n/m], by 
([n/m] -? 1)[log~ m]. 
When n >~ m, this approximation can be replaced by: 
(1 +l°g2m) N = n -- - . (6) m 
In conclusion, the number N in (6) can be taken as an approximation to
the number of computations offs  in Algorithm ~ (and hence the number of 
iterations of Algorithm P employing ~). The approximation becomes better 
as p decreases (and, correspondingly, m increases), and when n is much 
643]z4/x-3 
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larger than m. Under these conditions it is seen that the expected number of 
computations offs in ~ is lower by a factor 
F = (log 2 m)/m 
than the expected number of Computations of fs in the naive selection 
algorithm of Section 1. The smaller p is, the larger is the value of m and 
hence the greater the advantage of ~ over the naive selection algorithm. 
For example, when n = 5000 and p = 0.005, we have m = 138 and hence 
N ---- 5000(l + log2 138)/138 ---- 294. 
The expected number of computations of fs in Q in this case is 294, as 
compared with 5000 in the naive selection algorithm (F = 1/17). Values of 
F for various small values of p are shown in Table IV. 
TABLE IV 
p F p F 
0.100 0.544 0.040 0.299 
0.095 0.544 0.035 0.276 
0.090 0.544 0.030 0.240 
0.085 0.500 0.025 0.213 
0.080 0.500 0.020 O. 179 
0.075 0.463 0.015 O. 142 
0.070 0.432 0.010 0.103 
0.065 0.432 0.005 0.059 
0.060 0.405 0.004 0.049 
0.055 0.382 0.003 0.038 
0.050 0.343 0.002 0.027 
0.045 0.327 0.001 0.015 
A curious fact: Although (6) was derived under the assumption that 
p ~ 0.5, it is precise for all p /> 0.5. When p >/0.5, m = 1 and N = n, 
this is as it should be, since, in this case every T~-tree has only one vertex 
and all n vertices are used by Algorithm ~. (Algorithm L~, in this case, 
degenerates to the naive selection algorithm.) 
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4. INFORMATION-THEORETIC CONSIDERATIONS 
A subset S = {ail , ai~ ..... ai) of A = {a l ,  a n . . . .  , an} can be represented 
by an n-dimensional vector (/31,/32 ..... fin), where 
l l ,  if a~ES; 
fi~ = 0, otherwise. 
If  prob[a~  S] = p, the entropy of this vector (Ash, 1965) is given by 
N' = n[--p log2p --  (I - -  p) log2(1 --  p)] bits. 
Thus, on the average, at least N' binary decisions are required in order to 
determine S. Since each computation of fs corresponds to a single binary 
decision, N' constitutes a lower bound to the expected number of com- 
putations of fs in any selection algorithm Q. 
The effectiveness of our Algorithm Q can be measured by the ratio of 
this lower bound N' to the expected number of computations of fs in Q. 
Using (6), this ratio can be expressed as: 
N' _ n[--p log2p --  (1 --  p) log2(1 --  p)] 
N n((1 + log~ m)/m) 
_ - -p  log~p --  (1 --  p) log2(1 --  p) 
(1 + log S m)/m 
(where m is the function of p tabulated in Table I). Table V lists values of 
N'/N for small values of m (for which (6) is valid). 
When p ~ 0.5, we can use the approximation 
m m -- ln 2/ln(1 --  p) ~ (In 2)/p, 
and hence 
(1 + log 2 m)/m ,~, (1 -t- log~((ln 2)/p))/(ln 2)/p, 
= (p/ln 2)[1 -}- log2(ln 2) - -  log2p], 
--(1/ln 2)p log2 p. 
Correspondingly: 
N' /N ~ (--p log2p -- (1 - -  p) logz(1 --  p))/(--(p log2p)/ln 2), 
= In 211 d- (1 --  p) log~(1 --  p)/p log2 p], 
In 2(1 + (-p/In 2)/p log~p), 
= In 2 --  1/logzp, 
In 2 = 0.69315. 
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TABLE V 
P N'[N P N'/N 
0.100 0.862 0.040 0.810 
0.095 0.833 0.035 0.792 
0.090 0.802 0.030 0.809 
0.085 0.839 0.025 0.791 
0.080 0.804 0.020 0.790 
0.075 0.829 0.015 0.792 
0.070 0.847 0.010 0.784 
0.065 0.803 0.005 0.773 
0.060 0.808 0.004 0.772 
0.055 0.804 0.003 0.769 
0.050 0.834 0.002 0.763 
0.045 0.809 0.001 0.757 
All the preceding approximations become increasingly accurate as p becomes 
smaller. Thus, asp -+ 0, N' /N-+ 0.69315, and hence, at worst, the efficiency 
of Algorithm ~. is about 70 % the efficiency of the "best possible" selection 
algorithm. (As is evident from Table V, this figure is about 80 % forp between 
0.01 and 0.10.) 
5. CONCLUSIONS 
Central to this paper are the description and analysis of a selection algorithm 
~. for identifying an unknown subset S of a known set A. We showed that, 
under certain conditions, this algorithm is considerably superior to the 
naive selection algorithm (where each element of A is selected individually), 
and quite close in performance to the best selection algorithm conceivable. 
The conditions for algorithm O's high performance are: Small value of p 
(the probability of any element of A being in S), say p ~< 0.I, and a large 
cardinality n of A, say n >/ lO/p. 
An interesting modification of Algorithm P for recognizing S (see Section 1) 
is that where step (3) reveals the cardinality of S n A~ (rather than merely 
the fact that S (3 Ak is empty or not). In the pattern recognition example, 
this corresponds to measuring the extent of the match between the pattern 
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and the template, rather than merely establishing whether or not any match 
exists at all. The search for a good selection algorithm for this modification 
is still under way. 
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