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Abell, Bradley Charles Ph.D., Purdue University, May 2015. Elastic waves along a
fracture intersection . Major Professor: Laura J. Pyrak-Nolte.
Fractures and fracture networks play a significant role in the subsurface hydraulic
connectivity within the Earth. While a significant amount of research has been per-
formed on the seismic response of single fractures and sets of fractures, few studies
have examined the effect of fracture intersections on elastic wave propagation. In-
tersections play a key role in the connectivity of a fracture network that ultimately
affects the hydraulic integrity of a rock mass. In this dissertation two new types of
coupled waves are examined that propagate along intersections. 1) A coupled wedge
wave that propagates along a surface fracture with particle motion highly localized
to the intersection of a fracture with a free surface, and 2) fracture intersection waves
that propagate along the intersection between two orthogonal fractures. Theoretical
formulations were derived to determine the particle motion and velocity of intersec-
tion waves. Vibrational modes calculated from the theoretical formulation match
those predicted by group theory based on the symmetry of the problem.
For the coupled wedge wave, two vibrational modes exist that range in velocity
between the wedge wave and Rayleigh wave velocity and exhibit either wagging or
breathing motion depending on the Poisson’s ratio. For the intersection waves, the
observed modes depend on the properties of the fractures forming the intersection. If
both fractures have equal stiffness four modes exist, two with wagging and two with
breathing motion. If the fractures have unequal stiffness, four modes also exist, but
the motion depends on the Poisson’s ratio.
The velocity of intersection waves depends on the coupling or stiffness of the
intersection and frequency of the signal. In general, the different modes travel with
xxx
speeds between the wedge wave and bulk shear wave velocity. Laboratory experiments
were performed on isotropic and anisotropic samples to verify the existence of these
waves. For both waves, the observed signals were determined to depend on the applied
load, which affects the stiffness of the fractures.
These results have significant implications for fracture network characterization
using remote techniques in both the laboratory and the field. The coupling parameter
used in this discussion, i.e., specific stiffness, is a potential parameter to link the
hydraulic properties of the fracture intersections to their seismic response. These
results are a first step towards remote characterization to determine the hydraulic
connectivity of fracture networks.
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1. Introduction
Discontinuities in rock, such as fractures and joints 1, are observed all over the surface
and subsurface of the Earth’s crust. Throughout history, scientists and engineers
have studied fractures, in nearly every geographic location on Earth, for various
reasons (e.g., mining, gas, oil). Across all areas of study, the impact fractures play in
understanding the Earth has been significant in many aspects [2]. It is a goal of this
work to further advance this knowledge into orthogonal fracture intersections.
Fractures, which are defined as any discontinuity between two adjacent materials
in partial contact, can exist in isolation, as sets, and intersecting other fractures.
The presence of discontinuities in rock affects the stability and transport properties
of the rock mass. One goal is to use geophysical methods (e.g., seismic waves) to
locate fractures and remotely characterize their properties, extent, and connectivity.
The effects of isolated and parallel sets of fractures on seismic wave transmission and
reflection have been studied theoretically, numerically, and experimentally [3–11].
These results indicated that fractures give rise to converted modes, cause anisotropy,
and can produce guided-modes [4,12–17]. Although extensive research on the seismic
response of single fractures has been conducted, the effect of fracture intersections on
elastic wave propagation has been largely ignored.
A logical progression when studying fractures is to start with an isolated frac-
ture, build up to parallel sets, then to networks. In nearly all geographic locations
on Earth fractures occur in networks, which are made up of intersecting fractures,
with interconnected paths that can either hinder or facilitate flow [18–20]. As with
single fractures, the hydraulic properties of fracture networks are dominated by the
1One of the first references to a joint in the Earth was from Pliny’s Natural History (circa 77 AD)
translated in 1601 by Holland. Pliny used the Latin word ‘commissuris’, which was translated as
joint, to describe the area he was studying [1].
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mechanical properties (e.g., connectivity, specific stiffness, density, symmetry orien-
tation, etc.) [19, 21–24].
Fracture intersections and networks have been a focus of scientific study since the
early nineteenth century. Some of the earliest examples of fracture intersections in
scientific literature were written by English geologists who tried to develop a math-
ematical model for the formation of fracture intersections [25]. Since these early
studies, relatively little work has been done on analyzing the role of intersections
in geophysical interpretations, and virtually nothing has been done to seismically/a-
coustically characterize an intersection. Several groups have studied, theoretically, the
effects of fracture network spacing, formation, aperture, seismic attenuation, thermal
variations, boreholes, stress, and orientation in fracture networks in rock [20, 26–32].
Attempts have even been made to study effective media approaches and to study
intersecting cracks [33–36]. However, these theoretical studies did not take into ac-
count the interaction between the fracture planes, and found no significant effects of
the intersection. Computationally, researchers have found that fractures do in fact
intersect often and in many geometries, indicating a further need for laboratory and
field studies on the effects intersections have on seismic wave propagation [37–39].
For this reason, fracture networks are a major concern in the isolation of un-
derground storage sites, such as nuclear waste or ammunition, mining, fault me-
chanics, petroleum engineering, construction, ground water flow, and CO2 seques-
tration [19–21, 26, 40–43]. Fracture intersections have even been used as a tool to
remotely investigate geologic and stress history of celestial bodies [44–48]. Until re-
cently, the tendency in the petroleum industry was to ignore the effects of fractures
in the field production history, which lead to a loss in profits, unnecessary drilling,
and loss of recovery [19,31,49].
In addition to the above reasons, the hydraulic properties of intersections have
been a topic of interest within the hydrology community [50–59]. Nevertheless, most
of the focus on fracture intersections has centered on their genesis (i.e., formation)
[22,28,38,43–47,60–67]. Genesis studies determined that fracture intersection patterns
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found in nature (see Table H.1) were caused by local stress history and a possible
reversal (by 90◦) of the stress field. They found that 1) fractures tend to propagate
across other fractures only if the older fracture was sealed [28], 2) a local stress
reversal (by 90◦) can occur when the spacing to layer thickness ratio changed from
greater to less than a critical ratio, which is a function of the horizontal stress [38],
3) secondary fractures are generally created from visco-elastic effects or from loading
conditions [61], and 4) intersections are found in all types of geologic settings at
various scales [19,20,22,26,28,38,43–46,60–65,68,69].
Intersections observed in the field, either at the surface or subsurface, are found
to have relatively small variations in geometry within a given rock mass. In the
petroleum industry the fracture orientation is found 1) to be consistent within 15◦-20◦
in extended areas and 2) to develop in orthogonal sets, which are hypothesized to be
caused by the loading and unloading history [19]. Others have made classifications of
intersections as orthogonal and nonorthogonal, depending upon the angle in which the
two fractures meet, classifying them as “+” or “X”. If only one fracture is continuous,
the intersection forms a “>”, or a curved “>”. Finally, triple intersections are defined
as “Y” shaped where the angles between the fractures are near 120◦ [42, 43, 46]. For
additional examples see [20, 25, 26, 30, 44, 47, 48, 62, 64, 66, 67, 70, 71] along with the
table of each type of fracture intersection shown in Table H.1.
The goal of this study, is to develop a method for characterizing a single fracture
intersection using elastic waves. This project seeks to develop a mathematical formu-
lation for elastic waves that propagate along the intersection of two fractures and to
demonstrate the existence of intersection waves through laboratory experiments. The
need for this study arises from the lack of understanding and information regarding
wave propagation near intersections.
The conceptual framework of this dissertation is represented visually in Fig. 1.1.
The intersection is analyzed by first studying the wedge wave (WW) (chapter 4),
the WWs are then combined to understand a surface fracture wave, i.e., coupled
wedge wave (CWW) (chapter 5) and then four WWs are coupled together to model
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Figure 1.1. Conceptual approach to analyzing a fracture intersection
used in this document. The intersection is made up of corners (i.e.,
wedges) in partial contact.
intersection waves (chapter 6). It is the goal of this work to build up the reader’s
understanding from a single wedge to the full orthogonal intersection. To achieve
this, the dissertation is ordered as described below.
This dissertation begins with a review of elasticity and anisotropy to familiarize
the reader with the topic and to provide a theoretical framework for wave propagation.
Chapter 3 reviews different types of elastic waves that propagate through the body
or bulk of a medium, along the surface of a medium, and along a single fracture
plane. The full theoretical derivations of these types of waves is left to the extensive
reference list, but the main properties are discussed here.
The less familiar wedge wave (WW) is introduced separately, with the aid of
group theory, in chapter 4. Group theory analysis is provided in explicit detail for
the WW, and in later chapters for other types of coupled waves. The use of group
theory is paramount to predicting the unique vibrational modes of the waves discussed
here. The theoretical foundations of group theory are rather tedious and can mask
the important information it provides. For this reason only the required theorems,
without proof, are discussed.
Chapter 5 introduces coupled wedge waves (CWW) that propagates along a sur-
face fracture meeting a free surface and were newly discovered by this author. A
similar group theory analysis is used to predict two vibrational modes for the CWW
under any given set of material parameters. Using the predicted results as a guide,
the full theoretical derivation of the CWW is explicitly provided, along with numeri-
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cal calculations of the expected wave speeds and vibrational modes, which are found
to agree with the group theory results. Finally, an experimental verification of this
wave is shown for both isotropic and anisotropic media.
The final chapter of this dissertation, chapter 6, follows the same format as the
previous two chapters in analyzing the orthogonal intersection under equal and un-
equal loading conditions. It builds on the knowledge gained in studying the WW and
CWW. The theoretical results are discussed in detail and experimentally verified for
both isotropic and anisotropic media.
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2. Elasticity Theory
Laboratory experiments are essential in understanding physical phenomenon and
characterizing rocks found in the field. Although an entire rock mass cannot be
easily sampled, small cores from the field help to understand layering, fractures, min-
eral content and most importantly, anisotropy of a rock. Anisotropy is a measure of
the variation in rock properties as a function of direction. Typically, these are the
three orthogonal directions from Cartesian coordinates and are often taken with the
coordinates aligned parallel and orthogonal to any layering present.
In the following chapter a discussion of anisotropic symmetry groups is given.
Measurement techniques, as well as symmetry classes, are presented, and the theo-
retical relationships between the measured velocities and elasticity tensor are derived.
Special emphasis is given to the types of velocities typically encountered in the theory
and experimental measurements.
2.1 Anisotropy
The theory of anisotropy was developed nearly two centuries ago to understand
crystals, the elastic ether, light propagation and metals [72]. Anisotropy assumes that
the material under study is different along different orthogonal directions. These vari-
ations depend upon the material symmetries within the sample. The following deriva-
tion discusses the relationships between the anisotropic parameters and the different
material symmetries that are possible. In the geo-sciences, especially seismology, the
assumption that rocks are isotropic, i.e., the same in all directions, was and is still
assumed in a large majority of research [72]. Unfortunately, rocks are almost never
isotropic. They possess micro-cracks, mineral deposits, density variations, etc. that
all impact the isotropic assumption.
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Extensive research on anisotropy has been done in the areas of: seismology [72–
74], phonons [75], metals [76], wood [77, 78], and even industrial applications like
musical instruments and brake pads [79, 80]. The measurement of the anisotropy is
perhaps the most complicated step to determine the elastic constants that characterize
the material. Although the techniques to measure elastic constants are important,
the reader is left to the references for a full description of the various measurement
techniques [81–83].
2.2 Elastic Constant Relations
To fully define the anisotropy of a sample, a tensor of the elastic constants is
derived and presented for different material symmetries. The derivation of the elastic
tensor, which relates stress to strain, originates from the generalized Hooke’s Law
[73,84]
σαβ = Cαβµνεµν , (2.1)
where σαβ is the stress and εµν is the strain. The elastic tensor, Cαβµν , is a second
rank tensor that can have up to 36 independent values:
Cαβµν =

C11 C12 C13 C14 C15 C16
C21 C22 C23 C24 C25 C26
C31 C32 C33 C34 C35 C36
C41 C42 C43 C44 C45 C46
C51 C52 C53 C54 C55 C56
C61 C62 C63 C64 C65 C66

. (2.2)
The Voigt notation has been used in Eqn. 2.2 to simplify the tensor notation, i.e.,
tensor to matrix. The Voigt notation condenses the first two (αβ) and last two (µν)







23 = 32→ 4
13 = 31→ 5
12 = 21→ 6
. (2.3)
However, these independent values have a high amount of degeneracy because of
the material symmetries that are present in nearly every material. The most common
symmetry classes are discussed below in section 2.3.
The value of the elastic constants are calculated from elastic wave velocities mea-
sured along orthogonal directions in a sample. Whenever these velocities are equal
for a given plane (e.g., the same velocity in the x and y direction, but not the z di-
rection) this plane is said to be a symmetry plane. Group theory (see chapter 4) can
also be applied to these symmetry planes to derive the relationships below [85]. Once
these planes are known, the samples are usually cut aligned with the symmetry plane
or at a known angle to it. The orientation and number of these symmetry planes
determines the class of anisotropy for a sample.
Both compressional (P) and shear (S) wave velocities measured along the symme-
try planes are required to determine the elastic constants in Eqn. 2.2. The P-wave
velocities are labeled vpxyz, where xyz are the components of the velocity in those
directions. As long as the symmetry planes are aligned with the coordinate system,
the P-wave velocities are visualized as shown in Fig. 2.1. From the measured P-wave








Figure 2.1. Labeling for P-waves propagating along symmetry planes
that are aligned with the axes. The subscript numbers represent the




where ρ is the density of the sample.
For S-waves, there are two polarizations that must be measured in each direction
(e.g., propagating in x, polarized in y and z). The six required waves are shown, along
with their polarization, in Fig. 2.2. Depending on the symmetry of the material (e.g.,
transversely isotropic), these velocities are used to find the remaining diagonal elastic





Figure 2.2. S-wave velocities propagating along the symmetry direc-
tions that are aligned with the coordinate axes. The first subscript
is the direction of propagation (i.e., x,y,z = 1,2,3, respectively) and
the second subscript is the polarization of the wave. Note that the
double sided arrows represent the polarization of the waveform and







These equations define the diagonal elastic constants in Eqn. 2.2. The off diagonal




When there are three independent symmetry planes (i.e., each Cartesian direction
has a unique P-wave velocity and S-wave velocity making three unique symmetry
planes), the material is said to have orthorhombic symmetry (e.g., Olivine). This is
the lowest (i.e., most anisotropic) symmetry class that will be explicitly discussed in
this work.
The elastic tensor (in Eqn. 2.2), written in Voigt notation (Eqn. 2.3), for or-
thorhombic symmetry is expressed as
Cαβµν =

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

. (2.10)
Note that the diagonal components are all independent, and the off diagonal
components (C12, C13, C23) are all different. The diagonal components are calculated
as described above, and the off diagonal components are determined from velocity
measurements made at some non-orthogonal angle with respect to the symmetry
planes [77]. For the C12 component, a P wave velocity measurement made at a non-
orthogonal angle (typically 45◦ with respect to the x and y symmetry planes) must be
















In a similar way, the C13 term is determined from off angle P-wave measurements
with respect to the x and z symmetry planes. If this is measured at 45◦, the relation-














Finally, the C23 term is determined from a P wave velocity measurement, vp011,
with respect to the y and z symmetry planes. The relationship between this velocity














Similar relationships can be derived for velocities not measured at 45◦ using the
Christoffel equations found in most references on elasticity [77, 84]. It should also
be mentioned that work by this author [83] and others [77, 78, 81, 86–96] have found
other techniques to measure the off-diagonal elastic constants.
2.3.2 Transverse Isotropy
Transversely isotropic (TI) media is common in geologic formations (e.g., shales
[97] and sandstone [98]) due to both layering and the applied stress in the crust of the
Earth [97]. Earth’s upper crust is often modeled as TI media because the symmetry
planes are typically parallel to the free surface of the Earth. TI media have one
direction, usually aligned with the z axis, that is different than the other two. For
the P-wave velocities in Fig. 2.1, TI media have vp100 = vp010 and for the S-wave
velocities in Fig. 2.2, vsαβ = vsβα, α(β) = 1, 2, 3. The elasticity matrix (Eqn. 2.2) is




C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

. (2.14)
One special identity for the off diagonal term C12, for this material symmetry and
higher, is
C12 = C11 − 2C66. (2.15)
The C13 term is the same as Eqn. 2.12.
2.3.3 Cubic
Cubic media (e.g., rocksalt) has three independent velocities that must be mea-
sured to obtain the full elastic tensor. The P-wave velocity in cubic media is the same
in every direction (i.e., vp100 = vp010 = vp001), while the S-wave velocity varies, but
only vs13 or vs12 are necessary to obtain C44 (see Eqn. 2.7). The full elastic tensor
(Eqn. 2.2) for cubic media is expressed as
Cαβµν =

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

. (2.16)
The measurement of C12 requires an off diagonal velocity measurement, typically
done at 45◦, with respect to the coordinate axes [73, 84]. For any measurement at





(C11 + C12 + 2C44) ,
vpc = vp110 = vp101 = vp011.
(2.17)
2.3.4 Isotropic
The highest symmetry possible is called isotropic symmetry. Isotropic media have
the same P- and S-wave velocities in every direction, both on and off axis (e.g., some
glass and metals). Although this symmetry is typically assumed for many models
and analysis tools, it is rarely observed in real materials found in the Earth.
The two independent velocities are expressed as
vp100 = vp010 = vp001 = vP , (2.18)
and
vs12 = vs21 = vs13 = vs31 = vs23 = vs32 = vS. (2.19)






























C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C66 0 0
0 0 0 0 C66 0




λL + 2µL λL λL 0 0 0
λL λL + 2µL λL 0 0 0
λL λL λL + 2µL 0 0 0
0 0 0 µL 0 0
0 0 0 0 µL 0




This concludes the discussion of anisotropy parameters and measurements for
different symmetry classes.
2.4 Phase, Group, and Energy Velocity
Perhaps the most complicated and confusing issue regarding anisotropy is the
difference between phase and group velocity. These velocities have a very basic theo-
retical definition, but can have different effects on experimental interpretation if they
are not used correctly. In the following, the phase and group velocity are defined
for a plane wave propagating through an elastic material. For further discussion and
derivations see [84,98,99,101].
2.4.1 Phase Velocity
When harmonic waves are propagated through an elastic medium, the monochro-
matic wavefronts have equal spacing in their phase. The velocity at which these
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phase fronts (cophasal surfaces) arrive is called the phase velocity. To demonstrate
this theoretically, a harmonic wave displacement is expressed. Typically, in the form
f(x, t) = A0cos(kx± ωt), (2.23)
where A0 is the amplitude, ω is the angular frequency, t is the time, k is the wave
vector, and x is the position [84].
To determine the phase velocity, it is necessary to find the function f(x, t) equal
at two positions (x, t) and (x + dx, t + dt). This can be thought of as the wave at
two adjacent peaks. The velocity that the wave propagates from one position (x, t)
to another (x+ dx, t+ dt) is defined as the phase velocity. Since this definition must
apply at any x and t, the choice of x = 0 and t = 0 is made for simplicity. Applied
to Eqn. 2.23, this yields







Equation 2.24 is the theoretical definition of the phase velocity for any plane wave
with frequency ω, traveling along wave vector k. For this reason, the phase velocity
is also measured along the direction of k.
In anisotropic media, the wavefront vector can be complicated depending on the
type and orientation of the anisotropy. It is generally defined with respect to an angle,
named the phase angle (θ
′
), which is made between the plane of the source and the
normal to the wavefront (see Thomsen (1986) [98] for a full description). This angle
is used to define several relationships, which are discussed below, for both phase and
group velocity (Fig. 2.3).
2.4.2 Group Velocity
For waves propagated through an elastic sample in the laboratory or for rock in
the field, the transducers or seismic sources that create the waves are usually not
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Figure 2.3. Schematic based on Fig. 1 of Thomsen (1986) [98] demon-
strating the difference between phase and group angles for a wavefront
propagating through an anisotropic material. The phase velocity and
phase angle (θ
′
) are measured using the path length normal to the
wavefront (dashed arrow marked k), while the group velocity and
group angle (φ
′
) are measured from the ray path that goes from the
source directly to the receiver (solid arrow marked ray).
monochromatic. The resulting wave propagates at several frequencies and may even
exhibit dispersion in frequency or direction. This dispersion leads to wave packets
(Fig. 2.4) that travel, in most cases, at a velocity different than the phase velocity.
The wave packets travel at the group velocity, which is defined as the derivative



















= vphase − λw
dvphase
dλw





where λw is the wavelength. From Eqn. 2.25 whenever the phase velocity, vphase, is
frequency or directionally dependent (i.e.,
dvphase
dk
6= 0), the phase velocity is different
than the group velocity [84].
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Figure 2.4. An example of a wave packet with a 2 Hz frequency. The
envelope of this wave packet moves with the group velocity, while the
wave itself moves at the phase velocity.
In an experiment, the group velocity is the velocity at which the wavefront prop-
agates from a direct ray connecting the source and receiver (solid red arrow in Fig.
2.3). Note that this does not usually correspond to the same ray made by the phase
velocity (dashed blue arrow in Fig. 2.3), because the wavefront is not always spher-
ical. The angle made with this ray and the plane of the source is defined as the
group angle (φ
′
) (Fig. 2.3) [98]. The difference between the group and phase velocity
is shown using a wave packet in Fig. 2.4. The wave packet (solid red lines in Fig.
2.4) moves with the phase velocity (fast) while the envelope (dashed lines in Fig. 2.4)
moves at the group velocity (slow). Although in general the components of the packet
are allowed to have different (phase) velocities, for homogeneous elastic media they
are equal, i.e., frequency independent.
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For elastic media, the phase and group velocities are related using the phase and











It should be mentioned that the definition in Eqn. 2.26 does not hold in attenuat-
ing media. For attenuating media Eqn. 2.26 is commonly referred to as the envelope
velocity [101].
Note that at θ
′
= 0◦ and θ
′
= 90◦, the derivative in Eqn. 2.26 goes to zero and
the group and phase velocity are equal. This is in agreement with the fact that along
orthogonal symmetry planes the phase velocity is identical to the group velocity.
The difficulty in calculating Eqn. 2.26 arises from the partial derivative, because
it is difficult to make enough measurements at various angles to obtain a smooth
derivative, making the analysis cumbersome.
2.4.3 Energy Velocity
Along with the concepts of both phase and group velocities arises the question:
what velocity does the energy of the wave propagate at? This is called the energy
velocity and is defined as the ratio of the time averaged power flow density, i.e., power
flux, Pavg, to the total energy density, Eavg [84, 101]. The formal derivation of the
energy velocity is rather lengthy and the reader is directed to the references for the
details [84, 99,101]. The results are shown here.





For elastic media, the phase and energy velocity are related by [101]
k · venergy = vphase, (2.28)
where · is the dot product of the wave vector with the energy velocity vector.
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Equation 2.28 indicates that in elastic media, the phase velocity is the projection
of the energy velocity along the wavefront direction.
For elastic, lossless media, it is found that the group and energy velocity are equal,
i.e., venergy = vgroup [84, 101]. Consequently, these are also equal to the envelope
velocity in elastic media, as discussed above.
Although not discussed here, viscoelastic solids, which have time dependent re-
sponses to vibrations, have different relationships between these velocities. The phase
and group velocity, although defined the same way, have subtle differences that are
beyond the scope of this discussion [101]. For viscoelastic media it is found that the
phase and energy velocities are identical (in 1D) and for certain situations in 2D and
3D. The group velocity in these types of materials has no physical significance be-
cause the dispersion of the harmonic signals causes the definition to be changed and
become no longer relevant.
For lossless media, the relationship between the phase and energy velocity (Eqn.
2.28) remains, as long as the media is homogeneous. The group velocity for low-loss
media has physical meaning, but is no longer equal to the energy velocity, at least in
general [101].
2.5 Summary
Basic elasticity theory has been presented to help discern the different types of
symmetries and anisotropies present in rock. A brief overview of the relationships
between velocity and the elastic stiffness terms (Cijkl) for various symmetry groups
was presented. In addition to the anisotropy discussion, an overview of the difficulty in
discerning the type of velocity was also presented. With this fundamental description
of anisotropy, a theoretical analysis can now be carried out using these definitions.
These results are used in the remaining chapters to derive the coupled wedge wave
(CWW) and intersection wave for various anisotropy classes. For the remainder of this
report, the phase, group, and energy velocities are equal because all measurements
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are made along symmetry planes. The type of velocity measured will not be indicated
unless necessary to the discussion.
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3. Elastic Wave Propagation
3.1 Introduction
This chapter will discuss body, surface, and coupled waves that are used in seis-
mology to measure properties in rock and other materials in science and engineering.
A general description of each type of wave will be given, but the reader is left to the
references for a full mathematical derivation for each wave. The wedge wave, which
is a type of surface wave, will be discussed in more detail in chapter 4.
3.2 Body Waves
Body waves are elastic waves that propagate through the bulk material of an object
[100]. The equations of motion lead to three types of body waves: compressional (P)
waves and two polarizations of shear (S) waves.
The P-wave is a longitudinal wave whose particle motion is in the direction of
wave propagation. The two S-waves, sometimes labeled SV and SH for shear verti-
cal and horizontal, are transverse waves with particle motion perpendicular to the
propagation direction. Typically, the polarization of these waves is represented by
an arrow as shown in Fig. 3.1. Figure 3.1 illustrates the velocity differences for the
P, S, Rayleigh, wedge, and non-wedge type waves propagated through an isotropic
aluminum sample (Table H.3). The P-wave arrives first, as expected, followed by the
large amplitude bulk S-wave, then Rayleigh and wedge waves arrive. The wedge wave
(WW) (discussed in chapter 4) is excited by polarizing an S-wave transducer perpen-
dicular to the half angle bisecting the corner (see inset). The non-wedge wave is
excited by an S-wave source polarized perpendicular to the WW excitation geometry
(see inset in Fig. 3.1). Note that the non-wedge arrives at the Rayleigh velocity but
23
Figure 3.1. Different types of bulk and surface waves propagating
through and along an isotropic aluminum sample (Fig. 5.19). The
inset figures indicate the polarization (arrows) of the S-wave trans-
ducers.
with much lower amplitude. This is because the non-wedge polarization delocalizes
the WW into Rayleigh waves on both free surfaces that are only partially excited,
meaning neither are fully amplified. The receiver, located at the corner is not mea-
suring the full Rayleigh wave on either surface, causing the small amplitude in Fig.
3.1.
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For isotropic media (chapter 2), the two shear waves travel at the same velocity
in any given direction and the P-wave travels faster than the S-waves (see Fig. 3.1).
For anisotropic media, the P-wave is still faster than either S-wave, but the velocity
of each wave may be different in any direction depending on the level of anisotropy
and the symmetry within the matrix material. An example of this is shown in Fig.
3.2 for a sample of garolite.
Garolite (G10) is a synthetic, layered, epoxy, laminate material that simulates the
anisotropy commonly found within layered rock. As Fig. 3.2 demonstrates, the P-
wave always arrives prior to the S-wave, but the two S-wave polarizations are shifted,
here by ∼ 10 microseconds. The sample was a 10.1 cm cube with TI symmetry [83].
It was observed by Tsvankin (1997) that most shales exhibit transverse isotropy
(section 2.3.2) [97]. That is, they have a plane where the velocities (P, S) are the
same in either orthogonal direction. However, other media possess higher or lower
anisotropy [84]. For example, Thomsen (1986) showed that most media possess< 20%
anisotropy and can thus be represented by the linear terms in a Taylor expansion of
the full anisotropic solution [98]. This was later extended to transversely isotropic
and orthorhombic media [97,102].
Although much work has been done to address the issues caused by anisotropy
both acoustically and mathematically, many models still use isotropic assumptions




The most widely studied type of surface wave is the Rayleigh wave, which propa-
gates along a free surface of a material with longitudinal and transverse (shear) motion
perpendicular to the free surface, i.e., elliptical retrograde particle motion [104]. The
Rayleigh wave was originally derived by Lord Rayleigh (1885) and was later extended
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Figure 3.2. Different types of bulk and surface waves propagating
through and along an anisotropic (garolite) sample. The first let-
ter represents the direction of propagation and the parenthesis is the
polarization direction.
to analytic solutions for isotropic and anisotropic media as a function of the material
parameters [104–111]. The range of existence for the Rayleigh wave is also very large,
and thus is highly applicable to most materials [112].
The anisotropic solution for a Rayleigh wave was derived using general orthotropic
symmetry [107, 108] (section 2.3.1) (i.e., three independent, orthogonal symmetry
planes) but can be converted to other symmetries using the formulation set forth by
Chadwick (1976) [113].
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Jaeger et al. (2007) derived equations for the displacement of Rayleigh waves for

































where A0 is the amplitude, k is the wavenumber, t is time, vR is the Rayleigh velocity,










where vS is the S wave velocity and vP is the P wave velocity.
For the isotropic Rayleigh wave as a function of depth (Eqns. 3.1 and 3.2), the
displacement amplitude quickly decays to zero (i.e., within a few wavelengths). As
an example, the normalized displacement for a surface with a Poisson’s ratio of 0.25
is shown in Fig. 3.3. For the direction normal (W ) to the free surface (Eqn. 3.1)
the amplitude increases slightly and then drops to zero within 2λw. For the direction
parallel (J) to the free surface (Eqn. 3.2), the amplitude changes sign prior to 0.5λw
and then decays back to zero within 2λw, indicating a flip of the particle’s elliptical
trajectory (see Fig. 3.3).
The Poisson’s ratio, ν, is a parameter that indicates the ratio of transverse to
axial strain undergone by a body in a given direction [99]. For isotropic materials,
only one Poisson’s ratio is necessary to describe the material. A positive ν indicates
that under compression the body expands in the transverse direction, the regime
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Figure 3.3. Normalized decay of the Rayleigh wave amplitude from
Eqns. 3.1 and 3.2 with a Poisson’s ratio of 0.25. The amplitudes are
normalized by Eqn. 3.1 at z = 0 (i.e., W (0)). The depth is normalized
by the wavelength, λw.
in which most materials exist. A negative ν indicates that under compression the
transverse directions contract. Many negative ν materials are man made and a whole
area of materials engineering is devoted to the study of negative ν materials or auxetic
materials [114].
The Rayleigh wave velocity is slower than the bulk S-wave (Fig. 3.1) and is a
function of Poisson’s ratio, ν. The relationship between ν and the velocity of the
Rayleigh wave is given in Fig. 3.4 and indicates a slightly faster velocity for positive
ν than negative ν. A full description of this relationship and derivation can be found
in the references [105,106].
The particle motion of the Rayleigh wave is elliptical retrograde (shown in Fig.
3.5). As the Rayleigh wave propagates in the x direction, the motion is elliptical and
rotates in the -x direction, i.e., counterclockwise, which arises from the trigonometric
functions in Eqns. 3.1 and 3.2.
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Figure 3.4. Rayleigh wave velocity as a function of Poisson’s ratio
(ν), based on the analytic solution from Rahman et al. (1995) [105].
vR and vS are the Rayleigh and bulk S-wave velocities, respectively.
Figure 3.5. Particle motion for a Rayleigh wave propagating along the
X direction. The parameters used were vP = 6000
m
s







, and a frequency of f = 1 MHz.
3.4 Coupled Surface Waves
Soon after the discovery of surface waves, several groups began coupling them




Figure 3.6. Geometry for exciting a Stoneley wave. The Stoneley wave
exists along the fracture plane between two different media, labeled 1
and 2.
When two Rayleigh waves are propagated along the free surfaces between two
different media, and coupled using continuous stress and continuous displacement
boundary conditions, a Stoneley wave is supported that propagates in the x direction
of Fig. 3.6 [115]. A Stoneley wave has a range of existence for various values of
the material properties (density, ρ, and shear modulus, µL) (Fig. 3.7) [112, 116].
The Stoneley wave region of existence is between the two curves (i.e., hashed region)
shown in Fig. 3.7, but not outside of this region. When the material parameters
are outside of this region Stoneley waves delocalize to bulk waves. No Stoneley wave






= 1 in Fig. 3.7); thus, it has limited
applications to fractured media, because the media on either side of a fracture tend
to be identical. Stoneley waves were also expanded to include anisotropy [117, 118],
analytic solutions [119], and loosely bonded contacts with continuous displacements
[120], but still require different media.
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Figure 3.7. The range of existence for Stoneley waves falls within the
hashed region. The lines are based upon Eqns. 1 and 2 of Scholte
(1947) [112] for a Poisson’s ratio of 1
3
. µL and µ
′
L are the bulk modulus
of the two media, and ρ and ρ
′
are the densities of the same two media.
3.4.2 Interface Waves
Using an approach analogous to Stoneley waves, several authors independently de-
rived a dispersive wave, called an interface wave, that arose by coupling two Rayleigh
waves through continuous stress [121] and discontinuous displacement boundary con-
ditions [12,122–125] (which is discussed in section 5.3.6). A similar approach analyzed
a three layer model in which the middle layer went to zero thickness [13, 126–128].
These interface waves were predicted to exist along the plane formed by two elastic,
isotropic half spaces in contact. The continuous stress and displacement discontinuity
(DD) boundary conditions yield a waveform that is dispersive in both frequency, and
specific stiffness, κ, of the fracture (Fig 3.8).
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Figure 3.8. Normalized interface wave group velocity, vgroup, as a
function of normalized stiffness. ω is the frequency, κ is the specific
stiffness, and Z is the impedance (ρvS). The insets shows the particle
motion of the fast wave and slow wave and the transducer polarization
required to excite an interface wave.
There are two types of interface waves: symmetric and antisymmetric (i.e., fast
and slow, respectively) shown in the inset of Fig 3.8. Although some experimental
evidence has pointed towards a compressional interface wave mode, no theory has
been presented [129]. The two types are so named based on the relationship between
the phase of their particle motion, shown in the inset of Fig. 3.8. The existence of
these waveforms, either individually or together, depends upon the physical properties
of the two media that make up the fracture (see Fig. 5 of Pyrak-Nolte et al. (1987)).
For two materials with a Poisson’s ratio of 0.25, and a wavenumber of 5600, the
existence region is shown in Fig. 5 of Pyrak-Nolte et al. (1987). Note that the slow
wave exists everywhere for these parameters, but the fast wave only exists in the
shaded region.
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Later experimental and numerical work demonstrated the existence of interface
waves [2, 4, 5, 7, 9, 13–15, 130–134], and more recently demonstrated their behavior in
anisotropic media [16]. Initial attempts at understanding intersection waves looked
at the possibility of coupled interface waves interacting at the fracture intersection,
but this was determined to not be the case due to the range of velocities observed in
the experiments.
Although most of the studies on interface waves ignore the effect of cross coupling
specific stiffnesses, i.e., only the diagonal stiffness terms (Eqn. 3.4) are applied,
Nakagawa et al. [130,135] tackled the problem of using cross coupling stiffnesses. The
cross coupling specific stiffnesses are the off diagonal terms in the κ tensor of DD
theory (see Eqn. 3.4). Nakagawa et al. (2000) applied DD boundary conditions,
















where σzi are the components of the stress tensor, κij are the specific stiffness com-
ponents and umj are the displacements in medium m, in the j direction. Prior to this
work, only the diagonal stiffness terms were used.
When the full stiffness tensor was applied to elastic waves propagating along a
sheared fracture, the predicted interface waves (shown in Fig. 9.3 of Nakagawa (1998))
differed only slightly from those without the cross-coupling stiffness terms (compare
Figs. 3.8 and 9.3 of Nakagawa (1998)).
Nakagawa (1998) determined that an increase in the cross coupling κ caused a
decrease in the antisymmetric (slow) interface wave velocity, and an even smaller
increase in the symmetric (fast) interface wave velocity compared to the original
results without cross coupling κ. The range of velocities did not vary with this
addition of cross coupling, but the analysis of κ for a given interface wave velocity
changed under this interpretation (Fig. 9.3 of Nakagawa (1998)).
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Nakagawa also analyzed the affect that cross coupling κ had on the particle motion
of interface waves. As described above (Fig. 3.8), interface waves with no cross
coupling κ exhibit either symmetric or antisymmetric particle motion, in an elliptical
retrograde tendency, similar to the Rayleigh wave (Fig. 3.5). For low off diagonal κ
terms, little effect on the particle motion shape was observed (Fig. 9.4a of Nakagawa
(1998)). As κ increases, the antisymmetric wave’s ellipticity becomes narrower in the
direction normal to the fracture, becoming similar to the particle motion of a bulk S-
wave (Fig. 9.4b of Nakagawa (1998)). At high κ the symmetric wave became a leaky
P-wave, indicated by horizontal particle motion (Fig. 9.4a of Nakagawa (1998)).
Although these changes are small, Nakagawa commented that the most significant
difference is the altering of the phase between the particle motion on both surfaces
of the fracture. When there is no cross coupling κ (i.e., κij = 0, i 6= j), the particle
motion in the two media are perfectly symmetric (or antisymmetric). As the cross
coupling κ is increased, this symmetry (or anti-symmetry) breaks down, causing the
two media to display a phase shift.
3.4.3 Rayleigh Stoneley Waves
Wedge waves (chapter 4) were also coupled, using continuous boundary conditions,
by several groups [136–138]. The coupling done by Sokolova et al. (2012) lead to the
prediction of a Rayleigh-Stoneley (RS) wave that propagates along the coupled tips of
two isotropic, orthogonal wedges in welded contact [138]. It is essentially a Stoneley
type wave propagating along a welded surface fracture (Fig. 3.6).
The RS wave gives insight into the limiting behavior for coupled wedge waves
(see section 5.3.7), but the range of existence only extends from 0 to 0.3 for ratios of
shear modulus (µ2
µ1
) and densities (ρ2
ρ1
) and does not exist when the two media are the
same, shown in Fig. 2 of Sokolova et al., (2012) [138]. This existence range severely
limits the materials that could support this wave and prevents easy verification in the
laboratory or field of its existence.
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Figure 3.9. Rayleigh-Stoneley (RS) wave particle motion propagating
in the x direction. Note that the waveform is propagated to the
right and that the particle motion is prograde elliptical. The same
parameters as Fig. 3.5 were used.
The particle motion of the RS waves is prograde elliptical (Fig. 3.9), opposite
that of the Rayleigh wave (Fig. 3.5). As the wave propagates along the x direction,
the particle motion is in the x-z plane, but the particle motion is rotating clockwise
in the positive x direction. This is shown as snapshots in time in Fig. 3.9.
To calculate the displacement along the fracture plane (i.e., z direction in Fig.
3.6), the velocity of the RS wave was used to determine the eigenvectors of the secular
equation for RS waves (Eqn. 17 in Sokolova et al. (2012) [138]) corresponding to an
eigenvalue of 0. Then, these eigenvectors were used to calculate the displacements.





= 0.1 for the material properties.
RS waves also decay in a fashion similar to Rayleigh waves (compare Figs. 3.10
and 3.3). The x- component of the RS wave decays quickly, and flips sign prior to
a depth of one wavelength before asymptoting to 0 amplitude along the free surface
(solid line in Fig. 3.10). The y component decays roughly exponentially within a few
wavelengths (large dashed line in Fig. 3.10) and the z component decays even closer,
indicating a high localization of the RS wave to the free surface (small dashed line in
Fig. 3.10).
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Figure 3.10. Rayleigh-Stoneley (RS) wave decay, based on Fig. 4b of
Sokolova et al. (2012) [138]. The displacements have been normalized
by the displacement in the y direction (Fig. 3.6) and shown to decay as
a function of wavelength. Note that the displacement in all directions
has basically gone to zero by 3 wavelengths (λw).
3.5 Summary
In this chapter, the existence and properties of bulk, surface, and coupled waves
were presented for several geometries, as well as background discussions on previous
work done to understand these waves. These waves have all played an important role
in non-destructive testing of samples, both in the laboratory and in the field.
The coupled waves presented in this chapter, especially interface waves, have been
used extensively as a probe in measuring the κ of fractures. This is a key physical
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parameter for inferring the hydraulic characteristics of a fracture. The goal is to
couple waves in a way that allows a fracture intersection to be characterized and
described theoretically and experimentally with applications to the field.
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4. Group Theory and Wedge Waves
4.1 Introduction
This chapter introduces group theory analysis for application to waves localized
near corners. The formulation presented in this chapter is required for the analysis
in chapters 5 and 6. An example of the application of group theory to a wedge wave
(WW) is given and compared to the literature results.
Group theory provides the mathematical formulation to interpret symmetry, and
the physical implications of the symmetry. Group theory has been applied to many
problems (e.g., vibrational modes of water), and has provided deep physical insight
into problems in quantum mechanics and chemistry. This chapter contains an in depth
discussion on basic group theory terminology and usage, followed by the application
of group theory to the study of WWs. Several sources were used for this derivation,
of which Joshi (1973) [139] and Wolfram et al. (2014) [140] were the easiest to
understand.
Although a group theory analysis of WWs has been previously carried out [141,
142], the tools required to apply group theory to other vibrational problems are
discussed here for use in later chapters. For the WW and other coupled waves, group
theory was required to predict and verify the number and types of vibrational modes
for the waves considered in this work; thus, a full discussion is given.
In the following analysis, a brief overview of some terminology and notation used
in group theory, followed by a simple example involving the transformation of a hand
is shown to get familiar with the topic. Each step of the analysis is described below
from the formulation of Wolfram et al. (2014) [140].
Although many texts begin by deriving several fundamental theorems in group
theory followed by examples, this chapter will focus on the WW problem and provide
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Table 4.1
Mulliken symbol definitions [143].
Symbol Property
A Symmetric under lowest n-fold rotation in group
B Anti-symmetric under lowest n-fold rotation in group
ε Two dimensional (i.e., doubly degenerate)
T Three dimensional (i.e., triply degenerate)
the necessary theorems when they arise in the discussion. For additional information
and formal proofs of the theorems the reader is referred to the references.
Table 4.2
Mulliken symbol subscripts and superscripts [143].
Index Position Property
1 subscript Symmetric under σv, or C2 perpendicular to Cn
2 subscript Anti-symmetric under σv, or C2 perpendicular to Cn
g subscript Symmetric under inversion (i)
u subscript Antisymmetric under inversion (i)
’ superscript Symmetric under σh if i is not present
” superscript Antisymmetric under σh if i is not present
+ superscript Symmetric under σv in D∞h
- superscript Antisymmetric under σv in D∞h
4.1.1 Notation
Several types of notation are used in texts on group theory. The notation used
in this work are highlighted here. Tables 4.1-4.2 list the symbol, subscript, and
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superscript definitions, respectively. This set of symbols is called Mulliken Notation,
and is used to define the modes of vibration.
Other notation used includes:
• G denotes a generic group.
• A ∈ G means that A is an element (operator) in the set of G. Sometimes it is
said that, “A belongs to G”.
• |G| is the order of the group. Sometimes represented by a lowercase symbol
(e.g., |G| = g).
• Ckn denotes the operation of Cn repeated k times (e.g. C34 = C4C4C4).
• [A,B] = AB −BA = 0 is the notation for commuting operators.
• E is the identity operator.
4.1.2 Groups and Theorems
A Group, G, is defined as a set of elements (sometimes called operators) denoted
{R, S, T, ...}. In general, elements of the set do not commute (i.e., [R, S] 6= 0). These
elements are called a group if a multiplication rule is defined for any two elements
so that the product RS has a definite meaning and the following four postulates
apply. [144].
Postulate 1 (Closure) If R and S belong to the set of operators within group G
(i.e., R ∈ G and S ∈ G), then RS also belongs to this set (i.e., RS ∈ G).
Postulate 2 (Associative law) The following rule must apply for operators R, S, T ∈
G: R(ST ) = (RS)T .
Postulate 3 (Identity) There exists the identity operator, E, such that AE =
EA = A for any A belonging to the set of operators.
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Postulate 4 (Inverse) There exists an inverse element for each element within the
set such that AB = BA = E where B = A−1 and B is called the inverse of A.
Examples of Groups
• All integers under addition. These form a discrete group.
• Complex numbers form a group of order 4. They are: 1, i, 1, and −i under
multiplication.
• Group of order two consisting of the real numbers: 1,−1, with ordinary multi-
plication as the law of composition.
4.1.3 Terminology
Group theory involves several uncommon terms which are used throughout this
dissertation. A list of common terminology used in group theory analysis is presented
here to aid in the comprehension of the derivations [139,140,143,144].
Table 4.3: Terminology used in group theory [139, 140,
143,144].
Term Definition
Abelian Group A group where all the elements commute (i.e., [R, S] = 0).
Active View-Point Operations which transform the object and leave the coor-
dinate system fixed.
Characters The sum of all the diagonal elements of a matrix (i.e., the
trace). Typically χ is the symbol used.




Classes Sets within a group of elements {A,B,C, ...} which can
be split into smaller sets such that all the elements of the
smaller set are conjugate to each other, but no two elements
belonging to different smaller sets are conjugate.
Conjugate Elements Two elements that follow a similarity transformation. (e.g.,
A−1BA = C and A−1CA = B means that B and C are
conjugate elements).
Covering Operation Rotation or reflection of an object into an indistinguishable
configuration.
Equivalent When things exchange positions under a symmetry opera-
tion (e.g., atoms in a molecule).
Finite Group A group that has a finite number of elements.
Improper Rotation Rotation about an axis by some angle 2π
n
followed by a
reflection in a plane containing that axis. This operation
is labeled Sn.
n-fold symmetry axis An axis about which a rotation of 2π
n
, (n=positive integer)
leaves the system invariant. Typically denoted as Cn.
Order of the Group The total number of elements in the set.
Passive View-Point Operations that transform the coordinate system and
leaves the object fixed.
Point Groups A symmetry group of a finite system in which all symmetry
operations leave at least one point of the system unmoved.
Proper Rotation Rotation about an axis by some angle 2π
n
, labeled Cn.
Proper Subgroup A subgroup of G and 6= G.




Subgroup A set H is a subgroup of G if H is itself a group and if all
the elements of H are also in G. Every group, G, has at
least two trivial subgroups E (identity) and G (the group
itself). This differs from a class because a class is not a
group, in general.
Symmetry Groups Groups in which the operations leave a system unchanged.
Symmetry Operation An operation which brings a system into a position indis-
tinguishable from that which it originally occupied. It does




Vibrations which leave the center of mass stationary
(
∑
imiri = 0) [140]. If the object or molecule is set vi-
brating in one of these modes, it will remain in this mode
alone, and other modes will not be excited, i.e., it is inde-
pendent.
4.1.4 Transformations
There are several fundamental transformations that can occur in analyzing the
symmetry of a given problem. These are: identity, reflection, rotation about an axis,
inversion, and an improper rotation. The best way to describe these transformations
is by example. The operations (i.e., transformations) are applied to a right hand to
demonstrate their effect and are shown in Fig. 4.1. It is observed that reflection,
inversion, and improper rotation change a right hand into a left hand. The other
operations alter the right hand, but keep it as a right hand. Point groups are formed
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Figure 4.1. Transformations on a right hand. a) Identity (E) does
nothing. b) Reflection, sometimes called a mirror reflection, makes a
right hand to a left hand. c) Rotation (horizontal) is a rotation about
an axis out of the page. d) Rotation (vertical) is a rotation about an
axis in the plane of the page typically vertical (usually called z axis).
e) Inversion, flips hand over and changes it to a left hand. f) Improper
rotation switches to a left hand and rotates. These are based on Fig.
1.6.a.ii-1 of Mirman [85].
from reflections, inversions, and rotations only. Space groups (not discussed here)
come from the addition of translations.
4.1.5 Representations
LetG = {E,A,B, ...} be a finite group of order g. LetW = {W (E),W (A),W (B), ...}
be a set of square matrices, all of the same order, with the property: W (A)W (B) =
W (AB) such that if AB = C in the group G, then W (A)W (B) = W (C). If this is
true, then the set W is said to be a representation of the group G. The order of W is
the dimension of the representation. Note that W does not need to be a group. [139]
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Representations of a specific group can be reduced using mathematical properties.
Eventually to a point that they are an Irreducible Representation (IR).
Lemma 4.1.1 Schur Lemma 1
If Γ(i) is an IR of a group, G, and if a matrix, P , commutes with all the matrices
of Γ(i), then P must be a constant matrix (i.e., P = cE) [139, 140, 143].
Lemma 4.1.2 Schur Lemma 2
If Γ(i) and Γ(j) are two IRs of dimensions li and lj, respectively, of a group G and
if a matrix N̄ (order li x lj) satisfies: Γ
(i)(A)N̄ = N̄Γ(j)(A) for all A ∈ G, then either
N̄ = 0 or |N̄| 6= 0, in which case Γ(i) and Γ(j) are equivalent representations. Note:
if li 6= lj then N̄ = 0 is the only possibility [139, 140, 143].
If there exists a vector space Bn which is used to create a representation of the
group G, then the following can be said: for every element A ∈ G, and every vector
ξ ∈ Bn, Aξ also belongs to Bn. This is described as, “The vector space Bn is invariant
under the transformations of G (i.e., invariant under G)” [139].
The vector space Bm is a subspace of another vector space Bn if every vector of
Bm is also contained within Bn. BLm is called a proper subspace of Bn if the vectors
of Bm do not exhaust the space Bn. This means that Bn is a subspace of itself, but
is not proper with respect to itself.
A representation is said to be reducible if the corresponding spaces Bm contain
additional invariant proper subspaces within them. The process of reduction is con-
tinued until the final form of all the matrices of the representation are diagonal and
are fully reduced, leading to an IR [139]. See section 3.6 of Joshi for details on how
to reduce a representation [139].
4.2 Group Theory Analysis of Wedge Waves
Group theory analysis is applied to the well known wedge wave (WW) to demon-
strate the method for predicting vibrational modes. As mentioned in the introduction,
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the group theory analysis for the WW has been done, but is demonstrated here to
help introduce the ideas and steps necessary to carry out group theory analysis. The
same analysis is applied to the coupled wedge wave (chapter 5), intersection wave
(chapter 6), and the Rayleigh-Stoneley wave (Appendix C.1).
4.2.1 Step 1: Identify the point group and its symmetry operations
For many group theory problems, several symmetry operations are possible that
maintain at least one point unaltered after the operation is applied. For the WW,
these operations need to leave the tip of the wedge unaltered. This corresponds to
the point x = y = z = 0 that is unchanged after the operation is applied. The WW
geometry and coordinate system used in this analysis are shown in Fig. 4.2. The
wave propagates along the tip (x=y=0) in the z direction.
The symmetry operators, which preserve the point group symmetry of the wedge,
are the identity, E, and reflection along the y = x plane, σ. These two operators form
the point group Cs. Cs is a nonaxial, cyclic, order 2, Abelian group which has no
proper or improper rotation axes. Other names exist for this group including: C1h,
S1, and C2i, but in this discussion the Cs notation is used.
Figure 4.2. Geometry used in the group theory analysis of the WW.
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Table 4.4





4.2.2 Step 2: Specify the coordinate system and basis functions
The coordinate system used for the WW analysis is the Cartesian coordinate
system shown in Fig. 4.2. This coordinate system, located at the tip of the wedge, is
used to define the displacement vectors, which are used as basis functions. It should
be mentioned that the basis functions are not attached to the wedge, i.e., this is an
active view-point.
4.2.3 Step 3: Determine the effects of the symmetry operations on the
basis functions
Consider some vector, r̄, which is located on the wedge. After operating on this
vector with one of the symmetry operators, r̄ may be changed. The effects of the
symmetry operators on this vector are written symbolically as
Γ(E)rx → rx, Γ(E)ry → ry, Γ(E)rz → rz,
Γ(σ)rx → ry, Γ(σ)ry → rx, Γ(σ)rz → rz,
(4.1)
and are used to form an action table (Table 4.4).
The action table allows a quick visual interpretation of Eqn. 4.1. Acting the
representations of the operators in the top row on the vectors in the first column.
The results are shown in the corresponding box within the table.
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4.2.4 Step 4: Construct a matrix representation for each element using
the basis functions
The next step is to determine which matrix can operate on a vector of basis
functions to yield the resulting vectors in the action table (Table 4.4). If the basis





















Compare the results of Γ(E)[r] and Γ(σ)[r] to Table 4.4 to verify.
4.2.5 Step 5: Determine the number and type of irreducible representa-
tions
The classes of the Cs group must be determined to continue analyzing the vibra-
tional modes of the WW. In general, the classes are found by applying the products
OiAO
−1
i , where A is the operator to determine the class of the group, and Oi are all
the other operators in the group. The identity operator (E) is in a class of its own
because it commutes with all other operators, in this group or any other. A class
is represented by the notation {E}. Because there are only two operators in the Cs
class, σ must also be in a class by itself, i.e., {σ}. The properties of these classes are
shown through a character table.
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Character tables are used to predict vibrations and other properties of the object
under investigation. These tables are derived in many references on group theory.
Their derivation is rather lengthy, but they come from several basic theorems. The
theorems are discussed in this section and are taken from the references [139,140,143].
Theorem 4.2.1 The characters of all operations in the same class are equal in each
given irreducible (or reducible) representation [139, 140, 143].
Theorem 4.2.2 The point product of the characters of any two IRs is 0. This the-
orem can be stated in terms of orthogonality as: the characters of the IRs of a group






∗ χβi = δαβ, (4.5)
where χαi is the character of the representation Γ
α(Oi), δαβ is the Kronecker delta
function, and h is the number of elements in the group.
As an example, check the C3v character table 4.5
ΓA1 ∗ ΓA2 = (1)(1) + (1)(1) + (1)(1) + (1)(−1) + (1)(−1) + (1)(−1) = 0,
ΓA2 ∗ Γε = (1)(2) + (1)(−1) + (1)(−1) + (−1)(0) + (−1)(0) + (−1)(0) = 0,
ΓA1 ∗ Γε = (1)(2) + (1)(−1) + (1)(−1) + (1)(0) + (1)(0) + (1)(0) = 0.
(4.6)
Theorem 4.2.3 The sum of the squares of all characters (i.e., all the dimensions)
in any IR is equal to the order of the group. The order of the group is the number of
symmetry operators. This is expressed as
Nc∑
i=1
l2i = h, (4.7)
where li is the dimension of the ith IR and h is the number of elements in the group
[140].
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As an example, look at the character table (Table 4.5) for C3v which is order 6.
For A1 Eqn. 4.7 becomes: 1
2 + 12 + 12 + 12 + 12 + 12 = 6, for A2: 1
2 + 12 + 12 +
(−1)2 + (−1)2 + (−1)2 = 6, and for E: 22 + (−1)2 + (−1)2 + 02 + 02 + 02 = 6. There
are six operators: E, C3, C
2






Character table for the point group C3v.







A1 1 1 1 1 1 1
A2 1 1 1 -1 -1 -1
ε 2 -1 -1 0 0 0
=
C3v E 2C3 3σv
A1 1 1 1
A2 1 1 -1
ε 2 -1 0
Theorem 4.2.4 The number of IRs of a group is equal to the number of classes in





and {E}. This means that the group C3v has three IRs (A1, A2, ε) [139, 140, 143].
In a character table, the operators in the same class are only displayed in one
column, but labeled with a coefficient that represents how many operators are in that
class. For example, the {C3, C23} class is represented by 2C3 in the character table
(top row in Table 4.5) representing 2 operators in the same class as C3. Although
this does not apply to the Cs point group discussed in this chapter, it does apply to
the intersection wave discussed in chapter 6.
The character table for the Cs point group is shown in Table 4.6. The difference in
the rows with the representation characters arises from the difference in the effect of
the operators on a given geometry. For the wedge, the σ operator switches the x and
y components, but not the medium or the z component. This leaves a different set
of characters for the z component because neither operator affects the z coordinate.
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Table 4.6










The next step in the analysis is to determine the decomposition of each Γ into the
IRs. To do this, look at the dimensionality of each IR. From theorem 4.2.3 the {E}
class is examined from the character table for Cs (Table 4.6). Since E is in a class by
itself, the dimensionality of each IR is the character. The same can be said for the
{σ} class.
To determine the type and number of IRs in the representation, Γ, a similarity
transformation (Appendix D) is used to represent the block-diagonal form of Γ with
the IRs along the diagonal and the use of theorem 4.2.4 [140]. The similarity trans-
formation is of the form S−1Γ(Oi)S = Γ
′
(Oi). It can be shown, from Eqn. 4.5 [140],












where Nk is the number of elements in the kth class, Nc is the number of classes, χ
Γ
k
is the character of the kth class of Γ (Table 4.6), and χαk is the character of the kth
class of the αth IR [140].










σ ] , (4.9)

























[(1)(1) + (1)(−1)] = 0. (4.10d)
4.2.6 Step 6: Analyze the information in the decomposition
Using the nα terms (Eqn. 4.10) the decomposition of Γ into IRs for the x− y and









The xy component has two degrees of freedom (dof) (2(1-D)=2) and the z com-
ponent has only 1 dof (1(1-D)=1).
4.2.7 Step 7: Determine the symmetry functions
The use of the projection operator must be discussed before continuing the final
symmetry analysis.
Theorem 4.2.5 (Projection Operator)









where Γαmm(Ok) is the mth diagonal element of the αth IR for the kth operator of
the group and Γ(Ok)V̄ is the function obtained by multiplying the function V̄ with
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the matrix Γ(Ok). Then V̄
α
m is a basis function for row m of the αth IR or a null
vector [140].
It should be mentioned that up to this point the entire analysis could have been
carried out using 2-D coordinates (i.e., only x-y) without any loss of generality because
the third dimension, z does not mix with the other two. This can be seen in the matrix
elements of Eqns. 4.3-4.4. Because the z coordinate is independent, two arbitrary
vectors must be used based on theorem 4.2.5 to get a full 3-D analysis. These two
vectors are
V̄x = [1 0 0 0 0 0]
T , (4.13a)
V̄z = [0 0 1 0 0 0]
T . (4.13b)
These vectors are used to generate the relations
V̄A
′
∝ [Γ(E) + Γ(σ)] V̄, (4.14a)
V̄A
′′
∝ [Γ(E)− Γ(σ)] V̄. (4.14b)
Using the results from Eqns. 4.3 and 4.4 along with the above vectors the sym-
metry functions for the WW, after normalizing, are
Figure 4.3. Components of the a) x-y and b) z components A
′
and
the c) x-y components of A
′′




























These modes are shown in Fig. 4.3 and correspond to the breathing (Fig. 4.3a) and
wagging (Fig. 4.3c) WWs [142]. Since Fig. 4.3b is pure translation, it is disregarded
leaving two possible modes for the WW, in agreement with the previously derived
results [141,142]. The terms breathing and wagging represent the type of oscillations
present at the tip of the wedge, as indicated in Fig. 4.3. The breathing mode expands
and contracts both surfaces together, much like a bellows, while the wagging mode
twists the corner in such a way as to appear to be wagging back and forth like a
dog’s tail. Group theory does not determine what velocity or material parameters
are necessary to excite the breathing and wagging modes. The necessary material
properties to excite these two modes is explained in later sections of this chapter.
This ends the group theory analysis of the WW and matches the literature results on
WW [141,142].
4.3 Wedge Wave Discussion
4.3.1 Introduction
When elastic waves are propagated along the wedge formed by the intersection of
two free surfaces (Fig. 4.4), a WW is excited. WWs were originally predicted to exist
by Ash et al. (1969) [145]. Although no formal derivation or theoretical framework
was laid out in this work, the authors used physical arguments of effective elastic
constants and forces to predict that a WW should be supported and have velocities
54
slower than the Rayleigh wave. Thoeretically, WWs were first studied for use as a
dispersion free waveguide by Lagasse et al. [146–148]. They used a finite element
analysis to explore the velocity of WWs as a function of wedge apex angle, ψ (see
Fig. 9 of Lagasse et al. (1973) [147]). This study indicated that the wedge motion
was highly localized to the tip, that several modes (i.e., harmonics) existed at small
(ψ < 60◦) apex angles (Fig. 4.4), and both a symmetric and antisymmetric mode
exist [147].
Figure 4.4. Geometry of a wedge that supports WWs. ψ is the apex
angle which defines the wedge geometry.
Lagasse later expanded this work and found an empirical relationship between
velocity and apex angle 1 [149]
v = vRsin(sψ), s = 1, 2, 3, ... sψ < 90
◦ (4.17)
where vR is the Rayleigh wave velocity, s is the harmonic, and ψ is the apex angle.
Although this formulation held for small angles (ψ < 30◦) and small s, it was found
to be less accurate at higher angles [141,150].
1This equation first appeared in Lagasse’s 1972 IEEE symposium paper [149], and did not appear
in the more widely known paper [146].
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Figure 4.5. Velocity convergence of the ψ = 30◦ isotropic WW as
a function of the expansion terms for medium with ν =0.25. Note
the rapid convergence for the first several a) antisymmetric modes
(n=1,2,3). The b) symmetric mode converges slower and does not
exist for an isotropic wedge with this angle and material properties,
and thus the velocity is above the Rayleigh velocity (dashed line).
A mathematical derivation for the WW was performed by Maradudin et al. (1973)
on orthogonal wedges (ψ = 90◦) and Moss et al. (1974) for any angle [141,142]. Their
derivations utilized position dependent elastic constants [151] and a linear expan-
sion in Laguerre functions to represent the displacement along the wedge. Laguerre
functions were selected because of their orthogonality over the wedge geometry (i.e.,
Laguerre functions are orthogonal and complete from [0,∞)). See Appendix B for
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Figure 4.6. Results based on Moss et al. [141] showing the velocity
of wagging mode WWs as a function of apex angle, ψ, for different
modes, compared to the empirical relationship (Eqn. 4.17) set forth
by Lagasse et al. [149]. Note that the velocity exceeds the Rayleigh
velocity for ψ > 90◦.
further discussion of Laguerre functions. This derivation resulted in an eigenvalue
problem whose accuracy increased with the number of expansion terms used. As an
example of the convergence for the WW, the symmetric and antisymmetric modes
for a medium with Poisson’s ratio of 0.25 and apex angle of 30◦ are displayed in Fig.
4.5.
The antisymmetric (wagging) mode, which has motion localized near the wedge
tip for these materials, converges after ∼ 5 expansion terms (Fig. 4.5a). The sym-
metric (breathing) mode, which is delocalized for this Poisson’s ratio and angle, also
converges, but to a velocity at (or above) the Rayleigh wave velocity (Fig. 4.5b).
The numerical results from these studies agreed with Lagasse’s modeling and
extended the range and number of harmonics that were not initially observed in the
finite element study [142]. The theoretical derivation, which included any apex angle,
utilized a coordinate transformation that allowed the same displacement expansion
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in Laguerre functions to be utilized [141]. As an example, the wagging WW velocity
was calculated at several angles and is shown in Fig. 4.6, compared with Lagasse’s
empirical relationship for apex angles from ψ = 10− 100◦ (Eqn. 4.17). Note that at
low angles the two solutions agree rather well, but as the apex angle is increased, the
deviation between the two solutions increases (Fig. 4.6).
4.3.2 Wedge Wave Modes
The study by Maradudin et al. [142] discovered a second type of WW mode, which
was named the symmetric mode. This symmetric mode has breathing type motion,
while the antisymmetric mode has wagging type motion. Throughout the remainder
of this document the terms breathing and wagging will be used to describe these two
modes.
An example of the wagging mode is shown in Fig. 4.7. The breathing mode,
which is less common, is shown in Fig. 4.8 for several different isotropic materials.
Note that both the wagging and breathing modes have larger amplitude for larger
absolute value of the Poisson’s ratio. The material properties necessary to support
these two modes is described in the following section.
It should be mentioned here that these calculated (and later experimentally ver-
ified) modes agree exactly with those predicted by group theory in Fig. 4.3. The
wagging mode exhibits the oscillatory behavior in a shearing type motion along the
wedge, while the breathing mode (Fig. 4.8) expands and contracts as expected.
4.3.3 Wedge Wave Existence
Rigorous mathematical proofs on the existence of WWs were derived much later.
Kamotskii (2009) [152] mathematically verified the existence of WWs for acute angle
wedges by reducing the problem to studying the spectrum of a self-adjoint operator
in the L2(Ω) Hilbert space (Ω is an angle in R
2). Kamotskii verified that the operator
had at least one point on the discrete spectrum coinciding with the ray [V 2Rk
2,+∞)
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Figure 4.7. Wagging mode for the orthogonal WW based on the
theoretical formulation of Moss et al. [141]. The wagging mode for
three different materials, with Poisson’s ratio of +0.1, +0.2, and +0.3,
are shown at three different snapshots in time.
which proved the existence of a WW. No value of the WW velocity was obtained here,
simply a mathematical proof of its existence. This rigorous proof was later extended to
other apex angles by Zavorokhin and Nazarov (2011) [153]. They derived a sufficient
condition for the existence of waveguide modes (i.e., regions where the breathing,
wagging, or both could exist) as a function of the apex angle and Poisson’s ratio (Fig.
4.9).
Their results demonstrate that there are three unique regions for WWs to exist.
Labeled regions I, II, and III in Fig. 4.9, where the wagging, breathing, or both
are found, respectively. The results are shown as a function of Poisson’s ratio (ν)
and indicate that the breathing mode only exists for materials with negative ν. As
mentioned above, negative ν values are rarely found in nature, and so it is more likely
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Figure 4.8. Breathing mode for the orthogonal WW based on the
theoretical formulation of Moss et al. [141]. The breathing mode for
three different materials, with Poisson’s ratio of -0.1, -0.2, and -0.3,
are shown at three different snapshots in time.
that the wagging mode is observed (region I in Fig. 4.9). It is also interesting to note
that the wagging mode is restricted to angles less than ∼ 101◦, but can exist in all
types of materials.
Later, experimental work by DeBilly and others [154–158] verified the existence
of WWs using S-wave contact transducers [154,159]. Several examples of the velocity
measurements are shown in Fig. 4.10. Their work demonstrated that the amplitude
of the WW was largest when polarized perpendicularly to the bisecting line of the
apex angle. Recall Fig. 3.1, which demonstrates the difference between polarizations
at the corner of a sample.
Other experimental work on WWs revealed that the dispersion was a function
of the wedge imperfection [160–162]. These results were compared with the the-
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Figure 4.9. Regions of existence for the wagging (I) and breathing (II)
WW modes as a function of the velocity and apex angle in isotropic
media. Region III is where both modes can exist. Based on Fig. 2 of
Zavorokhin et al. [153].
ory [141] and found to be in good agreement. Different techniques were used to
verify the existence of WWs, including laser ultrasonics [163–171] and water loaded
wedges [172–174]. Other mathematical approaches were also utilized including plate
theory studies [175,176], asymptotics [177], nonlinearity theory [166,178,179], Fourier
integrals [180], Lagrangian analysis [181], and finite element [182, 183]. The theoret-
ical methods were expanded to include other wedge type geometries [148, 184–191],
wedge diffraction [192], scattering [193], dispersion [176], anisotropy [194, 195], elec-
trostatic wave theories [196–201], and smaller angle wedges [202, 203]. Several very
nice, in-depth summaries on WWs have also been published [150,204–207] as well as
attempts to use the localization of WWs for industrial applications [165,208–211].
Throughout all of these studies, no single analytic expression for the WW velocity
was derived that could extend over the whole range of apex angles [206]. For this
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Figure 4.10. Experimental measurements of the first three antisym-
metric wedge wave modes measured using contact [154, 159] and in-
ter digital transducers [149] in several materials. Inset shows S-wave
source transducer polarization.
reason, the numerical approach set forth by Maradudin et al. (1973) will be used as
the foundation for the coupling of WWs to form a surface fracture and intersection
[142].
4.4 Summary
Group theory analysis was introduced in this chapter, and the formulation was
presented that predicts the vibrational modes for oscillating problems. The analysis
was applied to the WW, in agreement with previous group theory analysis techniques,
resulting in the prediction of two vibrational modes (breathing and wagging modes)
localized to the wedge tip. It should be mentioned that although group theory does
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not predict the velocity or material properties necessary to support such modes,
without it, the breathing mode would likely not have been discovered, because it
exists mainly for negative Poisson’s ratio materials.
Much work has been done to predict, characterize, measure, and derive analyt-
ical expressions for the WW. Experimental investigations, using both contact and
non-contact methods, were presented and have verified the existence of the WW, in
agreement with the theoretical formulation.
The results of this chapter set the foundation for the following chapters, which
focus on coupling the aforementioned WWs at surface fractures and fracture inter-
sections. A similar group theory formulation will be used to analyze these new modes
and predict the number and types of vibrational modes supported by these new ge-
ometries. The terms breathing and wagging will continue to be used throughout this
work.
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5. Coupled Wedge Waves
5.1 Introduction
This chapter presents the derivation of coupled wedge waves (CWWs) that prop-
agate along a surface fracture. Using group theory, two modes are predicted for
the CWW, similar to the wedge wave (WW) of the previous chapter. A theoretical
derivation is given that couples two wedges using displacement discontinuity bound-
ary conditions. The secular equation is then used to predict the velocity and particle
motion of the CWW. Finally, an experimental test of the CWW is performed and
used to verify its existence.
5.2 Group Theory Analysis of Coupled Wedge Waves
The analysis of the CWW’s vibrational modes is derived here using a similar
formulation to the WW vibrational modes given in chapter 4.
5.2.1 Step 1: Identify the point group and its symmetry operations
A CWW propagates along the intersection of a fracture and a free surface, formed
by two media in partial contact, as shown in Fig. 5.1. The geometry is made up of
two media, labeled 1 and 2 in Fig. 5.1. The media are in contact along the z-x plane
at y=0, and a free surface exists along the y-x plane at z=0. The wave propagates in
the x direction localized near the free surface and interface between the media.
For this group theory analysis, the two media are assumed to be identical. The
symmetry operators allowed for this geometry are the identity (E) and the reflection
operator about the z-x plane (σ). Together, these two operators form the point group
Cs, the same as the WW in chapter 4.
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Figure 5.1. Geometry of the CWW with the two media in partial
contact along the z-x plane and the y-x plane forming a free surface.
5.2.2 Step 2: Specify the coordinate system and basis functions
The Cartesian coordinate systems, which is located at the tips of the two media
(x = y = z = 0 in Fig. 5.1), are used to define the displacements in the two media
that are used as the basis functions for this analysis. Here again, an active view-point
is used (see section 4.1.3 for a description).
5.2.3 Step 3: Determine the effects of the symmetry operations on the
basis functions
Consider the vector r̄ (section 4.2.3) and the effects of the symmetry operators in
this group acting on it. The two operators of this point group have the effect
Γ(E)rx(1)→ rx(1), Γ(E)ry(1)→ ry(1), Γ(E)rz(1)→ rz(1),
Γ(E)rx(2)→ rx(2), Γ(E)ry(2)→ ry(2), Γ(E)rz(2)→ rz(2),
Γ(σ)rx(1)→ rx(2), Γ(σ)ry(1)→ −ry(2), Γ(σ)rz(1)→ rz(2),
Γ(σ)rx(2)→ rx(1), Γ(σ)ry(2)→ −ry(1), Γ(σ)rz(2)→ rz(1).
(5.1)
where the 1 and 2 represent the media.
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Table 5.1







The symmetry relationships are summarized in action table 5.1. The action table
has the addition of the media labels, where the WW action table (Table 4.4) only
had one medium, and a label was not necessary.
5.2.4 Step 4: Construct a matrix representation for each element using
the basis functions
To determine the matrix representation of the elements the basis functions, E,
and σ are put into matrix form as
[r(i)] =
[





1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0







0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0

, (5.4)
where T represents the transpose.




to Table 5.1, where i and f are the initial and final media labels, respectively.
5.2.5 Step 5: Determine the number and type of irreducible representa-
tions
Table 5.2











The only class possible is {σ} because the operator E is always in a class by itself
(i.e., {E}) (see section 4.2.5). These classes and their characters are shown in the
character table (Table 5.2). Recall the Mulliken notation from Tables 4.1 - 4.2.
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[(2)(1) + (0)(−1)] = 1, β = x, y, z. (5.6c)
5.2.6 Step 6: Analyze the information in the decomposition
The results of Eqn. 5.6 are used to decompose the representation as





For all three directions there are two degrees of freedom (dof) (2(1-D)=2).
5.2.7 Step 7: Determine the symmetry functions




∝ [Γ(E) + Γ(σ)] V̄, (5.8a)
V̄A
′′
∝ [Γ(E)− Γ(σ)] V̄. (5.8b)
Using Eqns. 5.3 and 5.4 along with the V̄ vectors
V̄x = [1 0 0 0 0 0]
T , (5.9a)
V̄y = [0 1 0 0 0 0]
T , (5.9b)
V̄z = [0 0 1 0 0 0]
T , (5.9c)
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Equations 5.10-5.11 are visualized in Figs. 5.2-5.3. Note that the x and z compo-
nents in Eqn. 5.10 and the y component in Eqn. 5.11 are all translation modes. For a
translational mode, the center of mass is not stationary, and thus a pure translational
mode cannot be supported. However, since these are only the individual components,
they are not pure translational modes. They are combined to form the vibrational
modes of the CWW, discussed below. Note that the ’x’ symbol means into the page
and ’o’ symbol means out of the page.
The components are combined to form four possible vibrational modes, depending
on the phase of the vibrations in each component, resulting in two breathing (Fig.
5.4a and Fig. 5.5a) and two wagging modes (Fig. 5.4b and Fig. 5.5b) for the
CWW. Based on the analysis of the WW modes in chapter 4, it is most likely that
the breathing modes exist only for negative Poisson’s ratios while the wagging modes
exist for positive Poisson’s ratio materials. This will be explored in a parameter study
later in this chapter. Based on this argument, it is predicted that only two modes
exist under a given set of material parameters.
69
Figure 5.2. Components of the A
′
vibrational modes for the CWW.
The a) x-components, b) y-components, and c) z-components.
Figure 5.3. Components of the A
′′
vibrational modes for the CWW.
The a) x-components, b) y-components, and c) z-components.
Figure 5.4. The A
′
vibrational modes for the CWW. The a) breathing
and b) wagging modes.
Figure 5.5. The A
′′
vibrational modes for the CWW. The a) breathing
and b) wagging modes.
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Summary
The results presented in the above section predict that the CWW should have two
unique solutions for any given set of material parameters, as long as both media are
the same. These two modes have wagging or breathing type motion, depending on
the parameters used. Analogous to the WW case, this derivation provides no insight
into the velocity or materials necessary to support such a mode.
5.3 Theoretical Derivation of Coupled Wedge Waves
5.3.1 Introduction
Using elasticity theory (chapter 2) along with displacement discontinuity (DD)
boundary conditions, a new type of coupled wave is derived [103]. The theoretical
derivation for coupled wedge waves (CWWs) is explicitly described in this section.
The problem geometry, expansions, boundary conditions, and results are discussed
for the CWW in both isotropic and anisotropic media.
5.3.2 Problem Geometry
In this derivation the media are defined such that a fracture exists on the x − z
plane between two media that is assumed smooth along z > 0 (Fig. 5.6). Medium 1
exists in the region x > 0, y > 0, z > 0 and medium 2 exists in the region x > 0, y <
0, z > 0. A free surface exists on the x − y plane at z = 0. Medium η has mass
density ρ(η), and elastic moduli C
(η)
α,β,µ,ν . The lower-case Greek letters indicate the
Cartesian indices (i.e., α = 1, 2, 3 is the x, y, z direction). In the following derivation
the general case of the two media being different is presented, although the CWW
can exist when the two media are the same.
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Figure 5.6. Geometry of the CWW. The superscript represents the
medium, θ is the polarization angle of the transducer, Cij represent
the direction the elastic constants are measured, and ρ is the density
of the medium.
5.3.3 Problem Definition
This derivation is closely based on the work by Sokolova et al. (2012) [138]. For
waves propagating along the intersection in the x direction, the following assumption
is made for the displacement, u, and stress, T , fields.
uα(x, y, z; t) = e
i(kx−wt)Ũα(y, z) + e
−i(kx−wt)Ũ∗α(y, z), (5.12)
Tα,β(x, y, z; t) = e
i(kx−wt)T̃α,β(y, z) + e
−i(kx−wt)T̃ ∗α,β(y, z), (5.13)
where k is the wave vector, related to the frequency by w = vk, v is the phase velocity,
t is time, T̃α,β is the stress amplitude, Ũα is the displacement amplitude and
∗ means











where ρ is the density. Applying Eqns. 5.12 and 5.13 to Eqn. 5.14 yields






















which is simplified, for media with symmetric elastic stiffness matrices, to
T̃
(1/2)







µ (y, z), (5.17)
where the operators D are defined for the above geometry as:













The displacement amplitudes are now expanded in a linear series of Laguerre
functions for each media as




where the top sign corresponds to medium 1 and the bottom to medium 2.

















φb(0) = 1, b = 0, 1, 2, . . . . (5.22)
Because a wedge occupies the region from 0 to ∞, and the Laguerre polynomials,
φ, are orthonormal and complete from [0,∞), they are well suited to model the
problem geometry. For a further explanation of Laguerre polynomials see Appendix
A.
The goal of this derivation is to solve for the coefficients, amn, in the expansion.















Both sides of Eqn. 5.23 are multiplied by φp(±ky)φq(kz) and integrated over the














The ∓ sign arises from the change in the limits of the y integral. Note that the








where δ is the Kronecker delta symbol
δab =











































α,β (y, z)φp(±ky)φq(kz)dydz. (5.30)






















The second term in Eqn. 5.31 is integrated by parts
∫






























































and is applied to Eqns. 5.32 - 5.35 yielding























































































































































−a(µ,1)m,n M (α,µ,1)p,q,m,n, (5.47)
where am,n was defined in Eqn. 5.20 and M̄ is defined as



















∗ in the first term of Eqn. 5.48 is from the sign difference between
the real and imaginary parts of Eqns. 5.45 - 5.46. Applying the above notation, Eqns.
5.45 - 5.46 become
























M (α,µ,1)p,q,m,n − ρ(1)v2δαµδpmδqn
)
a(µ,1)mn = −φp(0)τ (α,1)q , (5.51)












The equations of motion have now been determined for the two media, with waves
propagating along the x direction, located at the intersection of the fracture with the
free surface.
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5.3.4 Solving Matrix M̄
Several relationships are required to solve the M̄ matrices in Eqn. 5.48. First,
there are three possible integrals that could occur for the Laguerre functions (φ) in





































where Θ is a step function defined by
Θ(f) =
 0 if f < 01 if f ≥ 0
 . (5.56)
The elastic stiffness matrix, C
(1/2)
αβµν , depends upon the material symmetry (e.g.,
isotropic, transversely isotropic, etc.). The general orthorhombic elastic stiffness ma-
trix (Eqn. 2.10) is used so that any higher symmetries can be applied by properly
adjusting the elastic constants.
Applying Eqn. 2.10 to the definition of M̄ (Eqn. 5.48) the following relationships
are found:
M (1,1,1/2)pq,mn = C
(1/2)





M (1,2,1/2)pq,mn = ±
[





M (1,3,1/2)pq,mn = −iC
(1/2)




M (2,1,1/2)pq,mn = ±
[





M (2,2,1/2)pq,mn = C
(1/2)
66 δpmδqn + C
(1/2)
22 δqnΓm,p + C
(1/2)
44 δpmΓq,n, (5.61)









M (3,1,1/2)pq,mn = −iC
(1/2)
55 δpmψq,n + iC
(1/2)
13 δpmψn,q, (5.63)










M (3,3,1/2)pq,mn = C
(1/2)
55 δpmδqn + C
(1/2)
44 δqnΓm,p + C
(1/2)
33 δpmΓn,q. (5.65)
When Eqns. 5.57 - 5.65 are combined to form matrix M̄, the result is a Hermitian
(M̄ = M̄†) matrix independent of k, the wavenumber.
5.3.5 Transformation
To calculate M̄ numerically, a transformation is required to move to another co-
ordinate system, because the current formulation is in an imaginary space. Following
the work of Maradudin et al. (1973) the following transformation is used [142]
ûx = iux, ûy = uy, ûz = uz, (5.66)
which is condensed to
ûα = uα (δα,1i+ δα,2 + δα,3) . (5.67)
Using this transformation, the matrix M̄ changes, such that for every α = 1 an
+i =
√
−1 must be inserted, and for every µ = 1 an −i must be inserted. That is
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M12 → iM12, (5.68)
M13 → iM13, (5.69)
M21 → −iM21, (5.70)
M31 → −iM31. (5.71)
These are the only terms affected. Applying this transformation to Eqns. 5.57 -
5.65 yields
M (1,1,1/2)pq,mn = C
(1/2)














M (1,3,1/2)pq,mn = C
(1/2)
13 δpmψq,n − C
(1/2)
55 δpmψn,q, (5.74)
M (2,1,1/2)pq,mn = ±
[





M (2,2,1/2)pq,mn = C
(1/2)
66 δpmδqn + C
(1/2)
22 δqnΓm,p + C
(1/2)
44 δpmΓq,n, (5.76)









M (3,1,1/2)pq,mn = −C
(1/2)
55 δpmψq,n + C
(1/2)
13 δpmψn,q, (5.78)










M (3,3,1/2)pq,mn = C
(1/2)
55 δpmδqn + C
(1/2)
44 δqnΓm,p + C
(1/2)
33 δpmΓn,q. (5.80)




Previous theoretical work on coupling WWs assumed a welded (i.e., continuity of
stress and displacement) contact between the two media [136–138,212]. Although this
boundary condition leads to several interesting waveforms, many laboratory and field
scale fracture studies have observed that fractures behave as non-welded contacts. It
has been theoretically and experimentally verified that DD boundary conditions are
more realistic and applicable to modeling the long wavelength behavior of fractures
[33, 213]. In this work, interfaces are assumed to be non-welded, i.e., continuity
in stress and a discontinuity in displacement. The discontinuity in displacement is
assumed to be linearly proportional to the stress and inversely proportional to the
specific stiffness (κ) of the fracture [12, 16, 122, 123, 214]. This type of boundary
condition is often called the displacement discontinuity boundary condition (DD),
sometimes called linear slip or non-welded interfaces.
Before applying the DD boundary conditions, the displacement at the interface
will be defined as





α (0, z)dz. (5.81)
Applying the expansion in Eqn. 5.20 gives











a(α,η)mn , η = 1, 2, (5.83)
where η is the medium and amn are the expansion coefficients defined in Eqn. 5.20.
Equation 5.83 is used to define the boundary conditions.












, β = x, y, z. (5.84)
Multiplying Eqn. 5.84 by φl(kz), applying the expansion in Eqn. 5.20, and
















Equation 5.85 simplifies to
[U (β,1)n − U (β,2)n ] =
k
κβ
τ (β,1)n . (5.86)
The stress boundary condition is continuous across the interface and is given as
τ (β,1)n = τ
(β,2)
n . (5.87)
Using Eqn. 5.51 above, the similarity transformation (see Appendix B) is applied
to obtain
Ū(1) = Ḡ(1)(−τ̄ (1)), (5.88)
Ū(2) = Ḡ(2)(τ̄ (2)), (5.89)











where λ is the eigenvalue of M̄, and Q̄ is a unitary matrix (theorem 5 Appendix B)




V (α,1−4)mn (j), (5.91)
jmax = 3(mmax + 1)(nmax + 1), (5.92)
83
where Vmn are the m,n components of the eigenvectors of M̄. See Appendix B for
additional details on applying similarity transformations.
There are now 4 equations (Eqns. 5.86, 5.87, 6.112 and 5.89) and 4 unknowns
(Ū(1), Ū(2), τ̄ (1) and τ̄ (2)). Inserting Eqns. 5.88 and 5.89 into Eqn. 5.87 gives
−Ḡ−1 (1)Ū(1) = Ḡ−1 (2)Ū(2), (5.93)




τ̄ (2) + Ū(2)
]
= Ḡ−1 (2)Ū(2) (5.94)
−Ḡ−1 (1) k
κα






− Ḡ−1 (1)Ū(2) = Ḡ−1 (2)Ū(2) (5.96)
[
− Ḡ−1 (1) k
κα
Ḡ−1 (2) − Ḡ−1 (1) − Ḡ−1 (2)
]
Ū(2) = 0 (5.97)




Ḡ−1 (2) + Ḡ−1 (1) + Ḡ−1 (2)] = 0 (5.98)
Equation 5.981 is a secular equation that relates the velocity, frequency, stress, and
elastic constants for the problem geometry (Fig. 5.6) using DD boundary conditions.
5.3.7 Conditions for the Specific Stiffness
In this solution, the CWW (Eqn. 5.98) reverts to the RS wave (section 3.4.3) or
Rayleigh wave when κα →∞, as is required for welded interfaces, depending on the
1Eqn. 5.98 is the general solution for the CWW. The equation stated in Abell et al. 2013 [103] was
for a specific case where all the stiffness components were equal, yielding a diagonal matrix for kκ .
The results in Eqn. 5.98 should be used instead of that specific case.
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material parameters [138]. When κα → 0, which is a free surface boundary condition,
Ḡ−1 (1) → 0 while 1
κα
→∞, canceling the first and second terms in Eqn. 5.98. This
leaves the determinant det[Ḡ−1 (2)] = 0 which is the equation for a WW [142].
The CWW solution is a function of κ on the contact plane (i.e., κx, κy, κz)
between the two surfaces. Previous studies on the shear to normal stiffness ratio
(R = κshear
κnormal
) were performed on the laboratory and field scale for various rock types
and fracture [132, 215–217]. Theoretical studies have generally used the value of 1
for this ratio, although this is typically only valid for extremely smooth fracture
planes [217].
In this study, for simplicity in modeling, the ratio was also assumed to be 1, i.e.,
κx = κy. Due to the presence of the free surface in the z direction, the stiffness term,
k
κz
is multiplied by zero stress, and thus the stiffness is set to κ3 =∞ to be consistent
with the free surface.
5.3.8 Summary
The preceding section derived a mathematical formulation for a wave propagating
along the coupled interface between two wedges, made of the same or different mate-
rial. This model applied a linear expansion in Laguerre functions to the displacement
amplitudes of the wave. After applying this expansion to the equations of motion, a
secular equation for the CWW was obtained using a DD boundary condition. This
result reverts to the previously obtained RS, WW, or Rayleigh wave solution when
the proper stiffness and material conditions are used.
The following sections will discuss the numerical and experimental verification of
the CWW for two media of the same material, a case not allowed by RS waves, as well
as different materials. These results were performed on both isotropic and anisotropic
samples under load, and were used to obtain an estimate for the specific stiffness for
the surface fractures studied.
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5.4 Numerical Analysis of the CWW
5.4.1 Introduction
In this section, the results of a parameter study on the existence, velocity, and
particle motion of the CWW is presented. The parameters used in this section are
based on the experimentally measured values for the isotropic and anisotropic samples
used in this study (Tables H.2-H.3).
This numerical study was used to determine the range of existence and velocity
of the CWW modes as a function of the frequency and specific stiffness, κ, of the
fracture. A comparison with the group theory results in the earlier sections is also
given.
5.4.2 Convergence
Prior to running numerical calculations, the number of expansion terms required
to achieve good convergence must be determined. Recall for the WW this was around
5 terms (section 4.3.1). The number of expansion terms used in Eqn. 5.20 was chosen
to be 15 based upon an analysis of the convergence rate. The convergence to the ideal
value is shown in Fig. 5.7. The convergence in Fig. 5.7 is expressed so that a perfect
convergence would be at 0 on the y-axis. By increasing the number of expansion
terms, p, (x-axis) the convergence decreases exponentially, towards zero. The fit to
the numerical data indicates that the obtained value is within 0.2% of the “perfect”
value for 15 expansion terms, which is an acceptable convergence and is used for this
section.
5.4.3 CWW in Isotropic Media
To begin the numerical analysis, the secular equation for the CWW (Eqn. 5.98)
was used to calculate the velocity. Several cases were examined to determine the
effects of material parameters, i.e., Poisson’s ratio (ν), on the CWW velocity. The
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Figure 5.7. Normalized convergence for the isotropic CWW. The num-
ber of expansions, p, determines the rate of convergence to the perfect
solution. For p=15, the case used in this study, the convergence is
within 0.2% of the perfect (i.e., y-axis=0) solution.
results for three positive ν values (0.1, 0.2, 0.3) are shown in Fig. 5.8. As predicted
by the group theory results in section 5.2, two modes were observed for each set of
material parameters.
For all three values of the positive ν studied, two modes were found, which satisfied
the secular equation. Mode 1, for each ν, exhibited the trend predicted in section
5.3.7 where at low stiffness (coupling), the velocity was at the WW velocity and as the
stiffness increased, the velocity increased up to the Rayleigh velocity. The existence
of mode 2 (Fig. 5.8) was more limited in terms of range of stiffness. It was only
observed at low stiffnesses and cutoff as soon as the velocity reached the Rayleigh
velocity. Once the velocity of mode 2 went above the Rayleigh wave velocity, the
wave became delocalized and was no longer a guided mode, as required for the CWW
solution.
87
Figure 5.8. Numerical results of the CWW with different positive
Poisson’s ratio materials. Note that mode 2 cuts off near the Rayleigh
velocity due to delocalization. Parameters used for the calculation
were: ρ = 2500 kg
m3
, µ = 1e10 Pa, and p = 15.
An analogous examination was given to negative ν materials. Again, two modes
were observed and the results are shown in Fig. 5.9. Mode 1 had similar behavior
to the positive ν results in that it had a velocity that ranged from the WW velocity
to the Rayleigh wave velocity as a function of the specific stiffness. Mode 2 however,
had a slightly larger range of existence, especially for large negative ν values, until
it also became delocalized after exceeding the Rayleigh wave velocity. The particle
motion will be examined to determine the difference between these modes in section
5.4.5.
5.4.4 CWW in Anisotropic Media
When the material parameters of a medium are anisotropic, the assumption of
isotropy in velocity leads to a miscalculation of the velocity range as a function of
κ. As an example, the velocities for two different directions in anisotropic aluminum
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Figure 5.9. Numerical results of the CWW with different negative
Poisson’s ratio materials. Note that mode 2 cuts off near the Rayleigh
velocity due to delocalization. Parameters used for the calculation
were: ρ = 2500 kg
m3
, µ = 1e10 Pa, and p = 15.
(Table H.3) are applied, separately, to the isotropic CWW theory. The S- and P-
wave velocities from the x1 direction of the anisotropic aluminum are applied to the
isotropic CWW theory (Eqn. 5.98). This assumption results in a velocity range
slightly lower to slightly higher than the WW velocity (partially dashed line in Fig.
5.10). When the other direction is used (x2) in the isotropic theory, the velocity range
is even lower (dashed line in Fig. 5.10). Note only mode 1 was analyzed here.
When the full anisotropic parameters are used (Table H.3) the expected velocity
range, i.e., WW to Rayleigh wave velocity, is obtained for the CWW (solid line in
Fig. 5.10). The anisotropic case is replotted in Fig. 5.11. Because this sample had
only 4% anisotropy in S-wave velocity, this demonstrates the sensitivity of the CWW
theory to anisotropic properties of the material.
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Figure 5.10. Numerical results comparing the mode 1 CWW using
isotropic and anisotropic theory. The isotropic theory was applied to
the X and Y direction parameters from Table H.3. This demonstrates
the usefulness of taking into account the anisotropy, even when it is
on the order of 5%.
5.4.5 Particle Motion
After solving the secular equation for the CWW (Eqn. 5.98), the results were used
to obtain the displacements at various points within the sample. To calculate these
displacements, the expansion coefficients (amn) were calculated using Eqns. 5.51-5.52.
Note that the subscripts must be dealt with carefully as the φp(0) terms are each 1,
but they add to the dimensionality of the matrices in these equations. Once the
expansion coefficients were determined, they were used in Eqn. 5.20 to calculate the
displacements in each media.
The analysis was performed on the isotropic results using ν = 0.1 for both media.
The results are shown in Fig. 5.12. The particle motion of mode 1 indicates that the
vibrations are highly localized to the tips, as required, and that the two media are in
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Figure 5.11. Anisotropic CWW theory. Mode 1 CWW phase ve-
locity as a function of specific stiffness for the anisotropic aluminum
parameters in Table H.3.
phase with each other. At low stiffness, the observed particle motion (Fig. 5.12a) is
highly localized to the tips. At a higher stiffness (Fig. 5.12b), the CWW approaches
a Rayleigh wave type mode and is no longer localized to the tip but instead to the
surface. This motion matches the predicted motion from the A
′
mode shown in Fig.
5.4b from the group theory analysis.
Mode 2 exhibits a similar particle motion (Fig. 5.13a), with wagging near the tip,
but with less amplitude than that of mode 1 (Fig. 5.12a) and out of phase motion.
This mode matches the predicted motion of the A
′′
mode from group theory analysis
that was shown in Fig. 5.5b. At high values of stiffness, mode 2 becomes delocalized
and the amplitude grows away from the tip (Fig. 5.13b). The amplitude of mode 2 is
larger away from the interface, indicating a delocalization of this mode after ∼ 10 GPa
m
but the motion looks similar to Fig. 5.13a up to this stiffness.
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Figure 5.12. Particle motion of the mode 1 CWW at a specific stiffness
of a) 1 GPa
m
and b) 79.1 TPa
m
for the ν = 0.1 case shown in Fig. 5.8.
Figure 5.13. Particle motion of the mode 2 CWW at a specific stiffness
of a) 1 GPa
m
and b) 79.1 TPa
m
for the ν = 0.1 case shown in Fig. 5.8.
A similar analysis applies to the negative Poisson’s ratio, ν, materials. For ν =
−0.1, which has velocity characteristics shown in Fig. 5.9, the particle motion for
mode 1 was calculated and is shown in Fig. 5.14. Note that at low specific stiffness
(Fig. 5.14a) the motion is a breathing type mode where the two media come together
and then apart. For stronger coupling (i.e., higher stiffness), the media become welded
and the observed motion couples to the Rayleigh wave mode, which is localized to
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Figure 5.14. Particle motion of the mode 1 CWW with ν = −0.1 at
a specific stiffness of a) 1 GPa
m
and b) 79.1 TPa
m
. The velocity is shown
in Fig. 5.9.
the surface instead of the wedge tip. This is shown for a specific stiffness of 79.1 TPa
m
in Fig. 5.14b.
The particle motion for the CWW in mode 2 with ν = −0.1 is shown in Fig. 5.15.
At a specific stiffness of 1 GPa
m
the CWW again excites a breathing type mode, but
for this mode, the motions are opposite. At high specific stiffness values the CWW
becomes delocalized, as discussed above, and the guided CWW mode is no longer
isolated to the surface or fracture.
5.4.6 Effect of Shear to Normal Stiffness Ratio
Although the shear to normal stiffness ratio was assumed to be 1 in the analysis of
this study (section 5.3.7), the theoretical variations in the CWW velocity range, for
different stiffness ratios, was explored. Figure 5.16 shows the velocity range for mode
1 CWW for different shear to normal stiffness ratios (κx
κy
). Note that for κy
κx
> 1 , the
theoretical CWW velocity was partially below the WW velocity, indicating a slower
wave than that propagating along the single wedge. For ratios of κy
κx
< 1 , the velocity
values shifted in normalized frequency, but remained within the same velocity range
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Figure 5.15. Particle motion of the mode 2 CWW with ν = −0.1 at
a specific stiffness of 1 GPa
m
. The velocity is shown in Fig. 5.9.
(i.e., WW to Rayleigh wave velocity). Because the experimental results indicated a
velocity range between the WW and Rayleigh wave velocity, the assumption of the
stiffness ratio being 1 is reasonable and used here.
5.4.7 Existence of the CWW
Although the analysis was performed for a CWW in identical media, the results
of an existence study are presented here for different media. The same numerical
calculation discussed in the previous sections is performed but with the two media
having different material parameters, and the same Poisson’s ratio. The density, ρ,
and shear modulus, µL, are changed so that the ratio of densities and moduli ranges
between 0.05 and 3 for the two media in contact.
The results are shown in Fig. 5.17 for several different Poisson’s ratio materials.
Also shown in this figure are the existence regions for the Stoneley wave and interface
wave (chapter 3) with the same material properties. As the Poisson’s ratio increases
the CWW range of existence also increases and even exceeds the regime expected for
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Figure 5.16. Numerical calculations of the mode 1 CWW for different
ratios (κy
κx
) of specific stiffness. Note for all values κz =∞.
interface waves (Fig. 5.17d). The red symbols in Fig. 5.17 indicate where mode 2
was found to exist, and the blue symbols where mode 1 was found. Note that only




both modes 1 and 2 were found. Mode 2 was found outside
of this regime (Fig. 5.17). This is due to the drop in symmetry when the media are
away from this condition.
5.4.8 Summary
The numerical results discussed here agree well with the group theory analysis
from section 5.2. Two modes were predicted for the CWW with particle motion in
agreement with group theory. The effects of anisotropy, material properties, existence,
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Figure 5.17. Existence plots for the CWW with different materials in
contact. Each media had a Poisson’s ratio of a) 0.075, b) 0.05, c) 0.1,
and d) 0.2 but different µL and ρ values. Stoneley and interface wave
existence curves are shown for comparison.
and shear to normal stiffness ratio were also presented and will be used to analyze
the experimental results presented in the next section.
5.5 Experimental Verification of the CWW
5.5.1 Experimental Setup
Experimental studies were performed on isotropic and anisotropic aluminum sam-
ples to demonstrate the differences in the bulk, surface, and CWWs mentioned in the
previous chapters. All of the experiments were performed using Olympus piezoelectric
P (V-103) and S (V-153) contact transducers (centered at 1 MHz) to excite and detect
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waves propagated through the samples (Fig. 5.18). The transducers were coupled
to the samples using Busy Bee clover honey with 8.75% of the moisture evaporated
through convection heating at 90◦C for ∼ 120 minutes. A transducer is shown, from
multiple perspectives, in Fig. 5.18.
Figure 5.18. Image of piezoelectric contact transducers used to excite
and receive ultrasonic waves. Quarter shown for scale.
The source transducer was excited using a 400V pulse with a 1 kHz repetition
frequency from an Olympus 5077PR pulse generator. The waves were then propagated
along, and through the samples, and the signals were recorded using a National
Instruments PXI-1042 controller with a PXI-5122 digitizer and stored on a computer
for analysis. A sampling rate of 100 MS
sec
and a record length of 10, 000 points were used
in this study. A Labview code was created to efficiently switch the source/receiver
pairs, average the signals, store the data, and apply the necessary software parameters
to carry out the experiment.
5.5.2 Samples
The isotropic samples used in this study were aluminum cubes measuring ∼ 30 cm
on a side (Table H.2). The anisotropic aluminum bars (∼ 0.08m x 0.08m x 0.30m)
used had TI symmetry. The elastic constants were calculated from the bulk wave
velocities for these samples (chapter 2). An image of both samples is shown in Fig.
5.19
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Figure 5.19. Isotropic aluminum cubes (big) and anisotropic alu-
minum bars (small) used in the experimental study.
From the recorded signals, the bulk P, bulk S, Rayleigh, WW, and CWW velocities
were determined for each sample. The velocities were obtained from a Nolte-Hilbert
wavelet analysis, for a frequency of 0.3 MHz, and are listed in Table H.3. 0.3 MHz was
used because it was the peak in energy for the aluminum wavelet. These velocities
are used in section 5.6 to compare the experimental results with the isotropic and
anisotropic CWW theoretical predictions of section 5.4.
5.5.3 Load Frame Setup
The samples (see section 5.5.2) were placed inside a single axis Instron 444kN load
frame, with an Instron model 59-R8100BTE controller running Bluehill 3 software.
Experimental images of the isotropic and anisotropic samples inside the load frame
are shown in Figs. 5.20a and 5.21a, respectively. The load frame was used to apply a
normal load to the fracture plane, i.e., a load in the Y direction in Fig. 5.6. The load
was applied in 2.22 kN increments from 0 to 400.3 kN . To evenly distribute the load
an aluminum spacer was placed above the samples (see Figs 5.20 and 5.21). Once the
load was applied, it was held constant while 30 signals were acquired and averaged
at each transducer location.
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Figure 5.20. a) Isotropic aluminum cubes inside the Instron load
frame. The top cube is used to evenly distribute the load throughout
the fracture plane. The transducer housing and holder are seen on
the left side of the samples. b) Pictorial sketch of the setup with the
CWW transducer polarization and coordinate system indicated.
In order to sample the bulk material, single fractures, and surface fracture under
the same loading conditions, two platens were used to hold multiple transducers in
place on the sample (Fig. 5.22a). Nine transducers were contained in the receiver side
and nine in the transmission side of each platen. The platens were machined such
that the cables from the transducers are hidden and the platen is held flat against
the samples. Thin shims and a washer were used below each transducer, in the holes,
to elevate the transducers to the same height and thin Teflon sheets were applied to
the surface to eliminate stress buildup on the metal face of the platen. The shims
were 0.03 mm (0.0013 in.) thick and the washer was 0.86 mm (0.034 in.) thick. This
is shown in Fig. 5.22b.
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Figure 5.21. a) Anisotropic aluminum bars, with spacers above and
below the sample, inside the Instron load frame. b) Pictorial sketch
of the setup with the CWW transducer polarization and coordinate
system indicated.
Figure 5.22. a) Array platens used to hold transducers onto sam-
ples and allow the fracture, surface fracture, and bulk to be sampled
without removing the transducers. b) Side view of the array platens
showing the shims and washer used to support the transducer to the
correct height.
5.5.4 Digital Image Correlation
An image correlation technique was used to analyze the local displacements at
the surface fracture during loading. Digital image correlation (DIC) has emerged as
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a powerful tool for displacement and strain analysis. DIC is a particle tracking tool
that uses small differences in images to calculate relative displacements on a surface,
assuming a linear correspondence. Both 2-D and 3-D DIC methods exist and use
relatively simple experimental setups for image collection [218]. The 2-D DIC only
measures displacements in the plane of the image, and does not extract the out of
plane deformation like the 3-D method does. However, the 3-D method requires two
cameras while the 2-D method only requires one. For the analysis described here, only
the 2-D method was used because the applied load was in the plane of the images
and the samples (aluminum) have a large modulus, preventing large deformations
out of plane. The basic outline of the DIC method and analysis are given here,
but the details are left to the references (see chapter 5 of Ahmad Hedayat’s Ph.D.
dissertation [219]).
Figure 5.23. Examples of the speckle paint patterns used for DIC.
When the paint is a) unevenly applied, the analysis is distorted. b)
An even coating of speckle paint, shown in b), allows for the images to
analyzed better. c) Each block was painted near the surface fracture.
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DIC Setup
The images obtained from the DIC method must be unique at each loading step to
calculate the differences in deformation. To do this, the surface is speckled to obtain
a unique set of pixels for tracking displacements. Rustoleum multicolored textured
spray paint was used for the DIC experiments described here. Speckle paint provided
a speckled surface with unique patterns of pixels for correlation. The image window is
relatively small (2.54 cm x 2.54 cm section on the corner of each sample shown in Fig.
5.23c) due to the camera used in this experiment. This was acceptable because the
transducers (Fig. 5.18) used in these experiments only covered part of this window.
In addition, if a larger window were used, the resolution would decrease. It was
imperative that the speckle paint be applied uniformly as the analysis is affected
by a poor speckle pattern. Examples of bad and good speckle patterns are shown
in Fig. 5.23 a and b, respectively. To achieve good coverage over a desired region,
shake the can for a few minutes, tape off the area of interest, hold the can upright
(approximately 1 m away from the sample), and spray continuously, moving the can
parallel to the face of the sample. A uniform speckle pattern is the desired goal. Once
the paint has dried, remove the tape and the painted section should look like Fig.
5.23b.
After the speckle paint is applied, the samples are placed in the load frame. A
Pointgrey CCD camera with a 50 mm focal length Fujinon lens (HF505A-1) was
attached to a tripod and positioned such that the focal plane was at the speckle
pattern on the sample (Fig. 5.24). To illuminate the samples uniformly a Fostec Ace
I snake LED light was used (Fig. 5.24). One of the advantages of the 2-D DIC method
is that it can use uniform light exposure instead of single point laser illumination.
This is because the analysis uses a region of the speckle pattern to analyze instead
of a single point. The correlation between images is unique for each region [218,219]
because each small region (typically square) has a unique pattern of pixels. Typically
at least 3 pixels are required for each speckle point in the correlation.
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Figure 5.24. Setup of the digital image correlation used for analysis
on the CWW. The light source and camera are shown in the image.
Once the setup was complete, images were captured at 1 frame every 2.15 seconds
and stored on a computer using FLYCAP2 software. For the two blocks imaged here
(Fig. 5.23c), the region of interest was 1120 x 1650 pixels.
The captured images were then analyzed using VIC-2D 2009 software by Cor-
related Solutions. This program analyzes the captured images and calculates the
surface deformations from the images. For a detailed explanation of the analysis see
chapter 5 of Ahmad Hedayat’s dissertation [219]. The output files were then made
into contour plots, after scaling by the proper pixel to length ratio for each run, and
the horizontal and vertical displacements were analyzed.
5.6 Experimental Results and Discussion
5.6.1 Introduction
The experiments described above were performed on both the isotropic and anisotropic
aluminum samples. The results from the DIC and elastic wave measurements are pre-
sented here.
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Figure 5.25. DIC results for the horizontal displacement of two alu-
minum bars under uniaxial loading conditions. Images are viewing
the y-z plane (Fig. 5.6) The applied vertical loads were a) 100 kN, b)
200 kN, c) 300 kN, and d) 400 kN. The fracture is located near the Y
position of 22.5 mm.
5.6.2 Digital Image Correlation
The horizontal displacements for the 2 block case are shown in Fig. 5.25. The
image window shows only the speckled area, with the fracture located near 22.5 mm
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on the y axis. As expected, the horizontal displacements are relatively small (note
scale bar in Fig. 5.25), i.e., on the order of microns. For the first 200 kN of load, no
horizontal displacement is observed in the sample. As the load was increased to 300
and 400 kN (Fig. 5.25c-d) the displacement increased slightly, but remained roughly
uniform in both the top and bottom samples. This verifies that there was no build
up of shear stress or displacement during the loading cycle due to the unconfined
samples.
The vertical displacements for the 2 block analysis are shown in Fig. 5.26. As
expected, the vertical displacements are larger, i.e. on the order of mm, because this
direction was the direction of loading. As the applied load increased from 100 kN
(Fig. 5.26a) up to 400 kN (Fig. 5.26d) the displacements increased but remained
uniform throughout the entire region of interest. This demonstrated that, at least at
the surface, the loading condition was uniform across and along the fracture plane
near the free surface, indicating that there was no build up of stress along the fracture
plane or at the tip of the free surface.
5.6.3 Signals and Analysis
The transmitted CWWs obtained as a function of applied load, in isotropic alu-
minum are show in Fig. 5.27 these plots show each signal offset vertically as a function
of load. The signals from the anisotropic sample are shown in Fig. 5.28. At low load
(0 kN), the signal arrives faster than the WW but slower than the Rayleigh wave
indicating the fracture is only partially closed. As the load is increased (4.44 kN
→ 400 kN), the arrival time of the wave decreases continuously, until it is nearly at
the Rayleigh wave velocity (top wave in Figs. 5.27 and 5.28). The same trend is
observed in both the isotropic and anisotropic samples, as predicted by the numerical
section above for the CWW (section 5.4).
As expected, the transducer polarization plays a significant role in the observed
waveforms propagating along the surface fracture. The CWW propagates when the
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Figure 5.26. DIC results for the vertical displacement of two alu-
minum bars under uniaxial loading conditions. Images are viewing
the y-z plane (Fig. 5.6) The applied vertical loads were a) 100 kN, b)
200 kN, c) 300 kN, and d) 400 kN. The fracture is located near the Y
position of 22.5 mm.
S-wave transducer is polarized perpendicular to the free surface (θ = 0◦) shown in
the insets of Fig. 5.27 or 5.28.
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Figure 5.27. Waveforms through the isotropic aluminum cubes as a
function of applied load, with the transducer polarized perpendicular
to the free surface (θ = 0◦ in Fig. 5.6). a) Waveforms stacked to see
the effects of increasing normal load, b) selected loads extracted from
a. Inset shows transducer polarization.
When the polarization of the transducer is rotated so that the shear wave is
parallel to the free surface (θ = 90◦), the observed waves exhibit interface wave type
behavior. These signals, for both the isotropic and anisotropic samples are shown in
Figs. 5.29 and 5.30. The isotropic sample, with the signal parallel (θ = 90◦) to the
free surface, appear at first glance to be similar to the CWW in Fig. 5.27, but upon
further inspection it is observed that the signal is arriving prior to the Rayleigh wave
and is approaching the bulk S-wave arrival time. This is due to the types of motion
excited by the source transducer polarization. Recall that the WW is excited at a
polarization perpendicular to the bisecting line, and Rayleigh waves are excited at
the wedge when the polarization is parallel to the bisecting angle (Fig. 3.1). Also,
recall that Rayleigh waves are excited by S-wave sources normal to the free surface.
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Figure 5.28. Waveforms through the anisotropic aluminum bars as a
function of applied load, with the transducer polarized perpendicular
to the free surface (θ = 0◦ in Fig. 5.6). a) Waveforms stacked to see
the effects of increasing normal load, b) selected loads extracted from
a. Inset shows transducer polarization.
For the θ = 0◦ polarization (Fig. 5.27 inset) the Rayleigh waves at the free surface
and WWs are excited, causing the observed CWW. When the polarization is rotated
to θ = 90◦ (Fig. 5.29 inset) the Rayleigh wave of each fracture is excited. These
two Rayleigh waves couple and excite interface waves (section 3.4.2). The observed
behavior in Figs. 5.29 and 5.30 is due to this interface wave excitation, due to the
source polarization.
The anisotropic signals, for polarizations parallel to the free surface (Fig. 5.30
inset), demonstrate even stronger interface wave behavior. Since these samples are
much smaller (Table H.3), the effect of the load is more dramatic than in the isotropic
samples, and the observed signals change velocity, approaching the bulk S-wave arrival
time. It is interesting to observe that there does appear to be more than one mode
excited in the observed signals of Fig. 5.30, but the analysis is beyond the scope of
this work.
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Figure 5.29. Waveforms through the isotropic aluminum cubes, with
the transducer polarized parallel to the free surface (θ = 90◦ in Fig.
5.6). Note that although the trend appears similar to that for the
perpendicular polarization in Fig. 5.27, the wave is actually going
past the Rayleigh wave and heading towards the bulk S-wave.
5.6.4 Wavelet Analysis
Wavelet analysis (Appendix E), using a Nolte-Hilbert wavelet [220,221], was per-
formed on the CWW signals and used to calculate the group velocity at a frequency
of 0.3 MHz, the peak frequency in the wavelet. The group velocity as a function of ap-
plied load, for both the isotropic and anisotropic samples, is shown in Fig. 5.31. The
WW and Rayleigh wave velocity, for both the isotropic and anisotropic aluminum,
are also shown in Fig. 5.31 at the same frequency. The error bars represent the range
of velocities for all wedges and surfaces that were used in this study. Figure 5.31
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Figure 5.30. Waveforms through the anisotropic aluminum bars for
the transducer polarized parallel to the free surface (θ = 90◦ shown
in the inset). Note that this polarization picks up a wave similar to
the interface wave, compared to the CWW observed in Fig. 5.28.
further demonstrates the trend exhibited in the stacked signals of Figs. 5.27-5.28. At
low applied loads the CWW propagates near the WW velocity because each block
is basically isolated due to a small amount of coupling between the samples. As the
load increases, the coupling also increases and the observed signals change velocity
until reaching the Rayleigh wave velocity, at which point the fracture has been closed
(i.e., welded).
Using the CWW numerical results for mode 1 (see section 5.4), the calculated
group velocities of Fig. 5.31 were analyzed to obtain an estimate of κ on the fracture
plane, assuming R = κx
κy
= 1. This calculated κ is shown, as a function of the
applied load, for both the isotropic and anisotropic samples (Fig. 5.32). As the
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coupling between the wedges increased, κ also increased, indicating that the contact
area between the surfaces increased. The range of κ values obtained is within the
previously observed range for aluminum samples measured using interface waves at
high frequency [4]. Demonstrating the CWW’s use for remotely estimating the specific
stiffness along a surface fracture.
Figure 5.31. Group velocity of the isotropic (open circles) and
anisotropic (filled circles) CWW as a function of applied load. All
values are taken at 0.3 MHz.
5.7 Summary
The experimental study performed on both isotropic and anisotropic aluminum
samples indicated a good agreement with the theoretically derived CWW. The CWW
velocity was found to be a function of both frequency and stiffness, (i.e., dispersive)
as expected for non-welded contacts. The velocity range of the observed signals was
found to be within the theoretically predicted range. At low applied stress, the two
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Figure 5.32. Estimated specific stiffness for the isotropic and
anisotropic aluminum samples using the group velocity from the
wavelet at 0.3 MHz and mode 1 CWW theory.
wedges are not coupled, giving rise to a single WW. As the applied stiffness of the
fracture is increased, the two wedges couple and increase the CWW velocity, contin-
uously, until the wedges are completely coupled in a welded interface, propagating at
the Rayleigh wave velocity.
In this case, the welded interface gave rise to a Rayleigh wave; however, if the
two media are within the range of existence for RS waves, the asymptotic behavior
of the CWW velocity approaches that of the RS wave, not the single Rayleigh wave
velocity. The experiments discussed in this section verified the existence of CWW
when the two media are the same, a case not allowed in RS waves.
Group theory was used to predict the vibrational modes of the CWW, and indi-
cated that two normal modes should exist for the CWW, depending on the material
parameters. The theoretical results agreed with the group theory indicating that two
modes for the CWW were supported. Mode 1 was found to propagate between the
WW and Rayleigh wave velocity, while mode 2 propagated only slightly slower than
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the Rayleigh wave velocity and after a relatively small coupling became delocalized.
The experimental verification of the CWW determined that mode 1 did exist and
exhibited the signatures expected. Mode 2 was not observed, and further work is




This chapter contains the full intersection wave derivation, which is the pinnacle
of this work. Similar to the previous two chapters, this chapter introduces the group
theory analysis for an intersection under two different symmetry conditions and the
results of these derivations. Next, a theoretical derivation is described to simulate
waves isolated near the corners of a fracture intersection. The results are discussed
and compared to the group theory analysis. Finally, experimental studies of intersec-
tion waves propagating along orthogonal fractures under uniaxial and biaxial loading
conditions are described and analyzed.
6.2 Group Theory Analysis-Equal Stiffness
The group theory analysis here matches very closely to the format of the group
theory analysis for the WW and CWW (chapters 4-5). Some differences, such as
the presence of a 2D representation, are discussed, and the necessary theorems and
derivations are also described here. Two cases are analyzed because the intersection
geometry can have various types of stress conditions and materials. In the first case,
the stiffnesses of each fracture are the same. In the second case, the stiffness of the
vertical fracture differs from that of the horizontal. However, for each given fracture,
the κx, κy, κz terms are all equal.
The geometry of the problem analyzed in this section is shown in Fig. 6.1. The
most symmetric case for an intersection geometry is when the specific stiffness (κ)
along each fracture plane is set equal and the media are assumed to have the same
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Figure 6.1. Geometry used in the intersection group theory analysis
for both fracture planes having equal stiffness. The stiffness label on
each fracture is shown.
material properties. The direction of propagation is in the x direction (i.e., into the
page in Fig. 6.1).
6.2.1 Step 1: Identify the point group and its symmetry operations
Several symmetry operations are possible on the intersection geometry (Fig. 6.1)
that maintain the point x = y = z = 0 after the operation is applied. These operations
are identity (E), rotation (C4, C2, C
3
4), and reflection across mirror planes z-x, y-x,
y=z, and y=-z (σv1, σv2, σd1, σd2). Together, these operations form the group C4v,
which is a finite group, of order 8, and is non-Abelilan. This point group differs from
the Cs point group analyzed for the WW and CWW.
6.2.2 Step 2: Specify the coordinate system and basis functions
The coordinate system used in this derivation is the Cartesian coordinate system
centered at the fracture intersection with the y axis along the horizontal fracture,
the z axis along the vertical fracture, and the x axis along the intersection (Fig.
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6.1). Displacement vectors are used as the basis functions, which are located at
the tips of each media using the same Cartesian coordinate system but individually
represented for each media (i.e., rx(1), i = 1, 2, 3, 4). These basis functions are labeled
rα, α = x, y, z. Note that the coordinate system is fixed and not attached to the
geometry, i.e. an active view-point is used (Table 4.3).
6.2.3 Step 3: Determine the effects of the symmetry operations on the
basis functions
Table 6.1
Action table for the C4v point group.
E C4 C2 C
3
4 σv1 σv2 σd1 σd2
rx(i) rx(f) rx(f) rx(f) rx(f) rx(f) rx(f) rx(f) rx(f)
ry(i) ry(f) rz(f) −ry(f) −rz(f) −ry(f) ry(f) rz(f) −rz(f)
rz(i) rz(f) −ry(f) −rz(f) ry(f) rz(f) −rz(f) ry(f) −ry(f)
1 1 2 3 4 2 4 1 3
2 2 3 4 1 1 3 4 2
3 3 4 1 2 4 2 3 1
4 4 1 2 3 3 1 2 4
Consider some vector, r̄(1), located at the corner (x = y = z = 0) of block 1 (Fig.
6.1). After operating on this vector, say with C4, r̄(1) is rotated by 90
◦ to block 2.










where i represents the initial media and f the final media after operating with C4. An-
alyzing the effects of the other operators on all four corners leads to the construction
of action table 6.1. See section 4.2.3 for details on action tables.
6.2.4 Step 4: Construct a matrix representation for each element using
the basis functions
This step is used to determine the matrices that can operate on a set of basis
functions to yield the resulting action table. An example of the C4 operation is
shown explicitly. If a vector [r(i)] is defined as
[r(i)] = [rx(1) ry(1) rz(1) rx(2) ry(2) rz(2) rx(3) ry(3) rz(3) rx(4) ry(4) rz(4)]
T , (6.3)
where T means the transpose, the matrix Γ(C4) operates on it to obtain another vec-
tor, [r(f)], that has the corresponding result of the action table (Table 6.1). Written
explicitly this is expressed as
Γ(C4)[r(i)] = [r(f)]. (6.4)
This requires that the representation Γ(C4) be a 12 x 12 matrix (4 media, 3 coordi-




0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 −1 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0

. (6.5)




1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0






0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0





0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 0 0 −1
1 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0





1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0






0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 −1





0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0






0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0




6.2.5 Step 5: Determine the number and type of irreducible representa-
tions
The classes of C4v are determined prior to the irreducible representations (IRs).
The inverses of the operators in this group are examined to determine the classes.
The inverses are








σ−1v1 = σv1, σ
−1
v2 = σv2, σ
−1




As mentioned in chapter 4 (step 5) the classes are determined by applying the
products OiAO
−1
i , where A is the operator to determine the class of, and Oi is all of
the other operators in this group (i.e., Oi ∈ C4v). For the C4 operator this is explicitly
expressed as
EC4E
−1 = C4, C4C4C
−1
4 = C4, C2C4C
−1
























Eqn. 6.14 indicates that the operators C4 and C
3
4 form a class. Recall that the
notation used to define a class of operators is {C4, C34}. Repeating this process for
the other operators leads to the following classes: {E}, {C4, C34}, {C2}, {σv1, σv2},
and {σd1, σd2}. These form the character table 6.2 [140].
It is interesting to note from the action table (Table 6.1) that the y and z com-
ponents either transform into themselves (i.e., z → ±z, y → ±y) or each other (i.e.,
z → ±y, y → ±z), but the x component only transforms into itself (i.e., x → ±x).
This indicates that the symmetry functions are independent, and that the operations
are carried out separately for x and y-z.
The dimensionality of each IR is determined from the dimensionality of class
{E} in the character table (Table 6.2). Thus, IRs A1, A2, B1, and B2 are all 1-D
and ε is 2-D (see second column of Table 6.2). From theorem 4.2.3 the sum of the
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Table 6.2
Character table for the C4v point group.
C4v E 2C4 C2 2σd1 2σv1
A1 1 1 1 1 1
A2 1 1 1 -1 -1
B1 1 -1 1 1 -1
B2 1 -1 1 -1 1
ε 2 0 -2 0 0
Γx 4 0 0 2 0
Γyz 8 0 0 0 0
squares of these dimensions is equal to the number of elements in the group, 8 (i.e.,
12 + 12 + 12 + 12 + 22 = 8).
For an intersection, with equal stiffness on both fractures, the number of times





























where the coefficients, 1 and 2, represent how many operators are in each class. The




















[8(2) + 2(0)(0) + (0)(−2) + 2(0)(−1) + 2(0)(0)] = 2, (6.16e)





















[4(2) + 2(0)(0) + (0)(−2) + 2(2)(0) + 2(0)(0)] = 1. (6.17e)
6.2.6 Step 6: Analyze the information in the decomposition
Using the nα terms (Eqns. 6.16 and 6.17), the decomposition of Γ into IRs for the
y-z direction is represented as
Γyz = ΓA1 + ΓA2 + ΓB1 + ΓB2 + 2Γε, (6.18)
and in the x direction
Γx = ΓA1 + ΓB1 + Γε. (6.19)
From Eqn. 6.18 there are 8 degrees of freedom (dof) in the y-z direction (4(1-
D)+2(2-D)=8) and 4 dof in the x direction (2(1-D)+1(2-D)=4).
6.2.7 Step 7: Generate the symmetry functions
It should be noted that up to this point the entire analysis could have been carried
out using 2-D coordinates (i.e., only the y-z plane) without any loss of generality
because the third dimension, x, does not mix with the other two, y − z. To see this,
examine the matrix elements of Eqns. 6.5-6.12, noting that the x coordinate does not
have any y or z terms, but that the y and z terms have components of each other.
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However, the use of the x coordinate does provide some insight into the motion at the
tips using a full 3-D coordinate analysis. Since the x dimension does not mix with the
other two (i.e., y and z), to get a full 3-D analysis of how the symmetry coordinates
transform, two arbitrary vectors (V̄ in theorem 4.2.5) must be used. These vectors
must contain at least one component in the x direction and one component in the y
or z direction. The two V̄ vectors are chosen as
V̄x = [1 0 0 0 0 0 0 0 0 0 0 0]
T , (6.20)
and
V̄y = [0 1 0 0 0 0 0 0 0 0 0 0]
T , (6.21)
and used in theorem 4.2.5.
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Using Eqns. 6.20- 6.22, together with the results from Eqns. 6.5-6.12, the nor-




















































0 1 −1 0 −1 −1 0 −1 1 0 1 1
]T
, (6.26b)
where T represents the transpose of the matrix.
The symmetry functions in Eqns. 6.23-6.26 are used to visualize the normalized
vectors of motion at the tips of the four media, shown in Fig. 6.2. The top and bottom
rows of Fig. 6.2 are views of the x-y plane and are used to show the x-component of
the motion, which is independent from the y and z components. It is interesting that
the A2 and B1 modes exhibit no x component of motion in any of the media.
The central images in Fig. 6.2 view the y-z plane, which are used for the remainder
of this work. The A1 and B2 modes indicate the presence of breathing modes isolated
near the tips of the media. These breathing modes (see section 4.3.2) only exist for
negative Poisson’s ratio materials in a single wedge but are now predicted to exist
in the same media as the wagging modes. The wagging modes (A2 and B1) are also
predicted to be localized to the tips of the media, but available for the same material
parameters as the breathing modes.
The 2 dimensional representation (ε) is slightly more complicated to analyze. The
results of the action table (Table 6.1) are expressed as matrices for the basis functions
(ry, rz) as
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Figure 6.2. Predicted vibrational modes of the four 1D modes of the
intersection with equal stiffness (Fig. 6.1). Motion at the tips is based
on Eqns. 6.23-6.26. The top and bottom rows view the x-y plane, the



































The above notation represents the effect of these operators on the basis functions
for the ε IR. As an example Γε(C4)ry → rz, and Γε(C4)rz → −ry, which is the matrix
form of the results in the action table (Table 6.1).
There are two symmetry functions for this IR, differentiated by the labels row-1
and row-2 symmetry functions. Using the diagonal elements of the above matrices
(Eqns. 6.27 -6.34) to indicate the Γαmm(Ok) terms in theorem 4.2.5, the results for
row-1 are
V ε1 ∝ [Γ(E)− Γ(C2)− Γ(σv1) + Γ(σv2)] V̄, (6.35)
and for row-2
V ε2 ∝ [Γ(E)− Γ(C2) + Γ(σv1)− Γ(σv2)] V̄. (6.36)
Note that C4, C
3
4 , σd1, and σd2 have zeros on the diagonal in Eqns. 6.27-6.34 so
no terms appear in Eqns. 6.35-6.36.
For the row-1 symmetry functions (Eqn. 6.35) and the above results (Eqns. 6.5-
6.12) the x, y, and z components are all unique, and necessary to fulfill the required



















0 0 1 0 0 −1 0 0 1 0 0 −1
]T
. (6.37c)




















0 0 1 0 0 1 0 0 1 0 0 1
]T
. (6.38c)
Visualizations of these symmetry functions are given in Figs. 6.3 and 6.4. The y-
components of the row-1 symmetry functions (Fig. 6.3b) and z components of the
row-2 symmetry functions (Fig. 6.4c) are translation. For all other modes, the media
maintains a constant center of motion. Note that the symbols for the x-components
in these figures represent into (X) and out of (o) the page .
It should be mentioned that there is a degeneracy between the two x components
(Figs. 6.3a and 6.4a) because one is obtained from the other by means of the operators
in the group (theorem 6.2.1). For example, the row-2 x component is obtained from
the row-1 x component with the application of the C4 operator, or the opposite using
the C34 operator. The same is true between the row-1 z (Fig. 6.3c) and row-2 y
components (Fig. 6.4b).
Theorem 6.2.1 Let H be a Hermitian matrix that commutes with the elements of
the group. If V̄λ is an eigenvector of H with eigenvalue λ, then OiV̄λ is also an
Figure 6.3. Visualization of the row-1 symmetry functions for the ε IR
used in the intersection wave geometry with equal stiffness on each
fracture plane (Fig. 6.1). The a) x-components, b) y-components,
and c) z-components.
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Figure 6.4. Visualization of the row-2 symmetry functions for the ε IR
used in the intersection wave geometry with equal stiffness on each
fracture plane (Fig. 6.1). The a) x-components, b) y-components,
and c) z-components.
eigenvector with eigenvalue λ, where Oi is any element of the group (i.e., Oi ∈ G)
[140].
6.3 Group Theory Analysis-Unequal Stiffness
Figure 6.5. Geometry used for the intersection group theory analysis
for fracture planes having unequal stiffness.
Similar to the derivation for the equal stiffness case above, an analysis of the case
when the two fracture planes have different stiffnesses (Fig. 6.5) is given here. The
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vertical fracture, which has specific stiffnesses κ1a and κ1b (Fig. 6.5), is held at a
constant value such that κ1a = κ1b = constant, while the horizontal fracture, which
has specific stiffness κ2a and κ2b (Fig. 6.5), is varied, but uniform along the fracture
plane such that κ2a = κ2b = variable. The κx, κy, κz components are set equal, and
the media are assumed to be identical.
6.3.1 Step 1: Identify the point group and its symmetry operations
The geometry of the unequal stiffness case examined here is identical to that of
the equal stiffness case described in the previous section. The symmetry operators
change because the stiffnesses are no longer the same on the vertical and horizontal
fracture planes. The point x = y = z = 0 is unchanged after the operations E,
C2, σv1, and σv2 are applied. These operators belong to the group C2v, which is an
Abelian, finite group, of order 4. This is different than the WW, CWW, and the
equal case discussed in the previous section.
6.3.2 Step 2: Specify the coordinate system and basis functions
The same coordinate system used in the equal stiffness derivation is used here,
i.e., displacement vectors at each tip labeled rα, α = x, y, z (see Fig. 6.5).
6.3.3 Step 3: Determine the effects of the symmetry operations on the
basis functions
The effect of each operator on the displacement vector is expressed as
Γ(E)rα(i)→ rβ(f), α = x, y, z (6.39a)
Γ(C2)rα(i)→ rβ(f), α = x, y, z (6.39b)
Γ(σv1)rα(i)→ rβ(f), α = x, y, z (6.39c)
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Γ(σv2)rα(i)→ rβ(f), α = x, y, z. (6.39d)
The expressions in Eqns. 6.39 are summarized in the action table (Table 6.3).
Table 6.3
Action table for the C2v point group.
E C2 σv1 σv2
rx(i) rx(f) rx(f) rx(f) rx(f)
ry(i) ry(f) −ry(f) −ry(f) ry(f)
rz(i) rz(f) −rz(f) rz(f) −rz(f)
1 1 3 2 4
2 2 4 1 3
3 3 1 4 2
4 4 2 3 1
6.3.4 Step 4: Construct a matrix representation for each element using
the basis functions
The same vector (Eqn. 6.3) used in the equal stiffness case is used here to construct
the matrix representations of the operators. Since all the operators in C2v also exist
in C4v, this analysis is the same as step 4 for the equal stiffness case. The matrix
representations of the operators are given in Eqns. 6.6, 6.8, 6.11, and 6.12 and are
not repeated here.
6.3.5 Step 5: Determine the number and type of irreducible representa-
tions
This step is similar to the results of step 5 for the equal stiffness case but with
minor variations. Although it would appear that the classes for C2v are the same
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as those contained within C4v, this is not the case. Here the σv1 and σv2 operators
form their own classes, which is shown by applying the inverses (Eqn. 6.13) to each
operator as
Eσv1E
−1 = σv1, (6.40a)
C2σv1C
−1
2 = σv1, (6.40b)
σv1σv1σ
−1
v1 = σv1, (6.40c)
σv2σv1σ
−1
v2 = σv1, (6.40d)
and
Eσv2E
−1 = σv2, (6.41a)
C2σv2C
−1
2 = σv2, (6.41b)
σv1σv2σ
−1
v1 = σv2, (6.41c)
σv2σv2σ
−1
v2 = σv2. (6.41d)
In a similar fashion, the other classes are found for the group C2v. In summary,
they are {E}, {C2}, {σv1}, and {σv2}. The corresponding character table is shown
in Table 6.4.
The final three rows in the character table (Table 6.4) were obtained by examining
the action table (Table 6.3) [140]. Only the E operator leaves any of the vector
components unchanged or negated (i.e., rα(a) → ±rα(a)). Thus, the character for
the operator E is 4 and all the other operators have characters of 0.
With the use of the character table (Table 6.4), the number of times each IR
occurs along the diagonal blocks of Γ
′




















The unequal stiffness intersection is characterized by
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Table 6.4
Character table for the C2v point group.
C2v E C2 σv1 σv2
A1 1 1 1 1
A2 1 1 -1 -1
B1 1 -1 1 -1
B2 1 -1 -1 1
Γx 4 0 0 0
Γy 4 0 0 0
















[(4)(1) + (0)(−1) + (0)(−1) + (0)(1)] = 1, α = x, y, z. (6.43d)
Equation 6.43 has the same n values for the x, y, and z directions.
6.3.6 Step 6: Analyze the information in the decomposition
Using Eqn. 6.43, the decomposition of Γ into IRs for the unequal stiffness case,
in any direction, is
Γα = ΓA1 + ΓA2 + ΓB1 + ΓB2 , α = x, y, z. (6.44)
The number of dof for this decomposition is 4 in each direction (4(1-D)=4).
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6.3.7 Step 7: Determine the symmetry functions
Using the projection operator, defined in theorem 4.2.5 (section 4.2.7), the sym-
metry coordinates that transform into 1-D IRs for the group C2v are expressed as
V̄A1 ∝ [Γ(E) + Γ(C2) + Γ(σv1) + Γ(σv2)] V̄, (6.45a)
V̄A2 ∝ [Γ(E) + Γ(C2)− Γ(σv1)− Γ(σv2)] V̄, (6.45b)
V̄B1 ∝ [Γ(E)− Γ(C2) + Γ(σv1)− Γ(σv2)] V̄, (6.45c)
V̄B2 ∝ [Γ(E)− Γ(C2)− Γ(σv1) + Γ(σv2)] V̄. (6.45d)
Unlike the equal stiffness case examined above, the coordinates have no mixing
for the unequal stiffness analysis presented here (i.e., x, y, and z do not mix). The
symmetry functions must be determined for each coordinate separately to fully char-
acterize the vibrational modes of the intersection with unequal stiffnesses (Fig. 6.5).
Three V̄ vectors are needed to do this. They are
V̄x = [1 0 0 0 0 0 0 0 0 0 0 0]
T , (6.46a)
V̄y = [0 1 0 0 0 0 0 0 0 0 0 0]
T , (6.46b)
V̄z = [0 0 1 0 0 0 0 0 0 0 0 0]
T . (6.46c)
















[1 0 0 − 1 0 0 1 0 0 − 1 0 0]T , (6.48a)
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Figure 6.6. Visualization of the symmetry functions for the A1 IR
used in the intersection wave geometry with unequal stiffness on each


































[0 0 1 0 0 − 1 0 0 1 0 0 − 1]T . (6.50c)
These symmetry functions are visualized in Figs. 6.6-6.9. The A1 x-component
(Fig. 6.6a), B1 z-component (Fig. 6.8c), and B2 y-component (Fig. 6.9b) are all
translation modes, while the remainder of the oscillations keep the center of mass
stationary, as required. Here again the ‘X’ and ‘o’ symbols are used to represent into
and out of the page, respectively. Figures 6.6-6.9 show the individual components of
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Figure 6.7. Visualization of the symmetry functions for the A2 IR
used in the intersection wave geometry with unequal stiffness on each
fracture plane (Fig. 6.5). The a) x-components, b) y-components,
and c) z-components.
Figure 6.8. Visualization of the symmetry functions for the B1 IR
used in the intersection wave geometry with unequal stiffness on each
fracture plane (Fig. 6.5). The a) x-components, b) y-components,
and c) z-components.
the vibrational modes for the unequal stiffness case that form only four modes, as
expected for the 4 dof represented here.
The four modes combined are shown in Fig. 6.10. Similar to the results of the
equal stiffness vibrational modes, the top and bottom rows show views of the x-y
plane, where all four modes have x components. The central row of Fig. 6.10 are
views of the y-z plane that view the direction of propagation for the intersection wave
(i.e., into the page). The four predicted modes are all wagging type modes (section
4.3.2), unlike the equal stiffness case that had a mixture of wagging and breathing
modes (Fig. 6.2).
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Figure 6.9. Visualization of the symmetry functions for the B2 IR
used in the intersection wave geometry with unequal stiffness on each
fracture plane (Fig. 6.5). The a) x-components, b) y-components,
and c) z-components.
Figure 6.10. Visualization of the symmetry functions for the IR used
in the intersection wave geometry with unequal stiffness on each frac-
ture plane (Fig. 6.5). The components from Figs. 6.6-6.9 are com-
bined to visualize the overall motion of the intersection.
There are a set of analogous breathing modes that can be observed if the mate-
rial properties are allowed to support such modes (Fig. 6.11). However, since only
negative Poisson’s ratio materials support breathing type modes, they will be ignored
here.
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Figure 6.11. Breathing modes of Fig. 6.10.
6.3.8 Summary
The results of two different stiffness cases were analyzed and discussed here. The
results indicated that the state of contact along the fracture plane plays a signif-
icant role in the vibrational modes observed along the fracture intersection. The
next sections will derive an intersection wave, followed by the numerical analysis,
experimental verification, and results.
6.4 Intersection Wave Theoretical Derivation
This section gives a derivation of a new type of wave that propagates along a
fracture intersection. The derivation uses a similar approach to that for the CWW
given in chapter 5. The full derivation is described here in great detail as this is the
first appearance of the information in the literature. Those places that match the
CWW methodology exactly are referenced and not repeated.
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Figure 6.12. Geometry of four blocks with orthogonal fractures and
stresses (Greek symbols) for characterizing the intersection waves. θ
represents the transducer polarization reference angle.
6.4.1 Problem Geometry
In this derivation, the media are defined such that the fracture exists on the
x − z and x − y planes between the four media (Fig. 6.12). Medium 1 exists in
the region x > 0, y > 0, z > 0, medium 2 exists in the region x > 0, y < 0, z > 0,
medium 3 exists in the region x > 0, y < 0, z < 0 and medium 4 exists in the region
x > 0, y > 0, z < 0 (Fig. 6.12). Medium η has mass density ρ(η), and elastic moduli
C
(η)
α,β,µ,ν ,. The lower-case Greek letters indicates the Cartesian indices (i.e., α = 1, 2, 3
is x, y, z direction).
The initial portion of the derivation for the intersection wave is the same as the
CWW derivation (section 5.3). From Eqns. 5.12 -5.19 the same variables and equa-
tions apply to the intersection and are not repeated here. A different set of displace-
ment amplitudes is used to expand the media in a linear series of Laguerre functions
as
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where the φ functions are the same as Eqns. 5.21-5.22.
The goal of the section is to solve for the amn terms. To do this, the expansions in



























Both sides of Eqn 6.53 are multiplied by
∑
pq φp(±ky)φq(kz) while both sides of
Eqn. 6.54 are multiplied by
∑
pq φp(∓ky)φq(−kz). Then, integration over the quarter
space for each medium is performed. This leads to the following for the left hand side


























The ∓ sign came from a change in the limits of the integration over y. The two
















































































α,β (y, z)φp(∓ky)φq(−kz)dydz. (6.64)
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The second term in Eqns. 6.65 and 6.66 is integrated by parts
∫
uv′dy = uv −∫
vu′dy. The parts are (being careful of the sign of each integral)
























The second term is called N (η), η = 1, 2, 3, 4 where













































































N (4) = [φp(ky)
∫ 0
−∞





















where the relation φ(±∞) = 0 is utilized. The stress at the interface between media











Substituting Eqns. 6.76 and 6.77 into Eqns. 6.68 - 6.75 yields








































The third term in Eqns. 6.65 and 6.66 is integrated by parts (watch the sign),

















































































































































































Equations 6.78, 6.79, 6.85 and 6.88 are substituted into Eqn. 6.65, while Eqns.
















































































































−a(µ,η)m,n M (α,µ,η)p,q,m,n, (6.101)
where am,n was defined in Eqns. 6.51 and 6.52, and M̄ is defined as



































∗ in the first term of Eqns. 6.102 and 6.103 arose from the sign difference
between the real and imaginary parts of Eqns. 6.97 - 6.100. Applying the above
notation, Eqns. 6.97 - 6.100 become
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M (α,µ,1)p,q,m,n − ρ(1)v2δαµδpmδqn
)































M (α,µ,4)p,q,m,n − ρ(4)v2δαµδpmδqn
)
a(µ,4)mn = −φp(0)H(α,4)q + φq(0)γ(α,4)p . (6.111)
Using Eqns. 6.108 - 6.111 above, the similarity transformation (Appendix D) is
applied to obtain
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ā(1) = Ḡ(1)(−τ̄ (1) − γ̄(1)), (6.112)
ā(2) = Ḡ(2)(τ̄ (2) − σ̄(2)), (6.113)
ā(3) = Ḡ(3)(H̄(3) + σ̄(3)), (6.114)
ā(4) = Ḡ(4)(−H̄(4) + γ̄(4)), (6.115)










































, η = 1, 2, 3, 4, (6.120)
λ is the eigenvalue of M̄, Vmn are the m,n components of the eigenvectors of M̄ and
jmax = 3(mmax + 1)(nmax + 1). (6.121)
See Appendix D for a full derivation of Ḡ.
It should be noted that this definition is different than that used on the RS or
the CWW (Eqn. 5.90 in chapter 5) [103,138]. Because the stress terms on the rhs of
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Eqns. 6.108 - 6.111 have different indices, they must be carefully multiplied together,
with no compression on the matrix index terms. For the CWW and RS waves, the p
and m terms were compressed because of the symmetries of the matrices that existed.
The above relationships (Eqns. 6.116 - 6.119) can be written out as matrices.































−φ0(0)τ (1)0 − φ0(0)γ
(1)
0
−φ1(0)τ (1)0 − φ0(0)γ
(1)
1
−φ0(0)τ (1)1 − φ1(0)γ
(1)
0
−φ1(0)τ (1)1 − φ1(0)γ
(1)
1
































Note the different subscripts on the τ and γ terms. The size of the Ḡ matrix is jmax
x jmax, the size of the second matrix is jmax x 1, and the ā matrix is size jmax x 1.
The displacement at the interface is defined as





α (0, z)dz, (6.123)
U (α,3/4)n ≡ k
∫ 0
−∞
φn(−kz)Ũ (3/4)α (0, z)dz. (6.124)
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Applying the expansion in Eqns. 6.51 and 6.52 yields


















a(α,η)mn , η = 1, 2, 3, 4. (6.127)




a(α,η)mn , η = 1, 2, 3, 4. (6.128)




































−φ0(0)τ (1)0 − φ0(0)γ
(1)
0
−φ1(0)τ (1)0 − φ0(0)γ
(1)
1
−φ0(0)τ (1)1 − φ1(0)γ
(1)
0
−φ1(0)τ (1)1 − φ1(0)γ
(1)
1


























The size of Ḡ is now 3(nmax + 1) x jmax, the size of the second matrix is jmax
x 1, and Ū is size 3(nmax + 1) x 1. This idea was applied to the remainder of the
equations (Eqns. 6.112-6.115) yielding
Ū(1) = Ḡ(1)(−τ̄ (1) − γ̄(1)), (6.130)
Ū(2) = Ḡ(2)(τ̄ (2) − σ̄(2)), (6.131)
Ū(3) = Ḡ(3)(H̄(3) + σ̄(3)), (6.132)
Ū(4) = Ḡ(4)(−H̄(4) + γ̄(4)), (6.133)
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or in terms of the individual components
U (α,1)n = G
(α,β,1)
npq (−φp(0)τ (β,1)q − φq(0)γ(β,1)p ), (6.134)




q − φq(0)σ(β,2)p ), (6.135)







U (α,4)n = G
(α,β,4)











































−φ0(0)τ (1)0 − φ0(0)γ
(1)
0
−φ1(0)τ (1)0 − φ0(0)γ
(1)
1
−φ0(0)τ (1)1 − φ1(0)γ
(1)
0
−φ1(0)τ (1)1 − φ1(0)γ
(1)
1



























The size of the Ḡ matrix is the same as before (3(nmax + 1) x jmax).
Now that the m,n terms are suppressed, the p, q terms are suppressed in a similar
fashion by distributing the Ḡ terms in Eqns. 6.134-6.137, leaving
U (α,1)n = −G(α,β,1)npq φp(0)τ (β,1)q −G(α,β,1)npq φq(0)γ(β,1)p , (6.140)




q −G(α,β,2)npq φq(0)σ(β,2)p , (6.141)









U (α,4)n = −G(α,β,4)npq φp(0)H(β,4)q +G(α,β,4)npq φq(0)γ(β,4)p , (6.143)















































































The φ terms in Eqns. 6.140-6.143 are all 1, so as long as they are counted correctly,
you can reduce another index by combining the p and q terms to leave
U (α,1)n = −G(α,β,1)nq τ (β,1)q −G(α,β,1)np γ(β,1)p , (6.145)




q −G(α,β,2)np σ(β,2)p , (6.146)







































, η = 1, 2, 3, 4, (6.150)



































V (α,η)pq (j). (6.155)
The final equations of motion (Eqns. 6.145-6.148) must be solved to find the










































































































where the size of the Ḡ matrix is now 3(nmax + 1) x 3(pmax + 1), the size of τ̄ , γ̄, and
Ū is 3(nmax + 1) x 1 (note this is for pmax = nmax = mmax = qmax).















































































where the first Ḡ matrix is Gnq and the second is Gnp.
Using the same arguments and derivation that were used to derive Eqn. 6.157
(except summing over m for the amn terms in Eqn. 6.122) yields
U (α,1)m = −G(α,β,1)mq τ (β,1)q −G(α,β,1)mp γ(β,1)p , (6.158)




q −G(α,β,2)mp σ(β,2)p , (6.159)
































































V (α,η)mn (j). (6.164)







Using an approach analogous to the boundary conditions applied to the CWW
(section 5.3.6), the intersection is characterized as a DD boundary condition or non-









































, β = x, y, z. (6.168)
Multiplying Eqn. 6.165 by
∑
l φl(kz), expanding using Eqn. 6.51, and integrating


















This process is repeated for Eqn. 6.166 by multiplying by
∑
l φl(−kz), expanding
















Again, Eqn. 6.167 is multiplied by
∑
l φl(ky), expanded using Eqns. 6.51 and
















Finally, Eqn. 6.168 is multiplied by
∑
l φl(−ky), expanded using Eqns. 6.51 and
















Equations 6.169 - 6.172 are simplified, using Eqns. 6.127 and 6.128, to the form
[U (β,1)n − U (β,2)n ] =
k
κβ1b
τ (β,1)n , (6.173)













The stress boundary conditions assume continuity of stress across each interface
and are expressed as














Applying the continuous stress boundary conditions (Eqns. 6.177 - 6.180) to the
relationships between the displacement and stress at the interface (Eqns. 6.134 -
6.137), along with the DD boundary conditions (Eqns. 6.173 - 6.176), yields
[U (β,1)n − U (β,2)n ] =
k
κβ1b
τ (β)n , (6.181)












U (α,1)n = −G(α,β,1)nq τ (β)q −G(α,β,1)np γ(β)p , (6.185)




q −G(α,β,2)np σ(β)p , (6.186)









U (α,4)n = −G(α,β,4)nq H(β)q +G(α,β,4)np γ(β)p , (6.188)
U (α,1)m = −G(α,β,1)mq τ (β)q −G(α,β,1)mp γ(β)p , (6.189)
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q −G(α,β,2)mp σ(β)p , (6.190)










U (α,4)m = −G(α,β,4)mq H(β)q +G(α,β,4)mp γ(β)p , (6.192)
where the media label on the stresses is not shown due to the continuous stress
boundary conditions.
6.4.3 Secular Equations
An eigenvalue problem is setup for the 12 equations to describe the intersection.





















0 I 0 0 0 0 0 0 −G(α,β,2)nq 0 G(α,β,2)np 0
0 0 I 0 0 0 0 0 0 0 −G(α,β,3)np −G(α,β,3)nq
0 0 0 I 0 0 0 0 0 −G(α,β,4)np 0 G(α,β,4)nq





0 0 0 0 0 I 0 0 −G(α,β,2)mq 0 G(α,β,2)mp 0
0 0 0 0 0 0 I 0 0 0 −G(α,β,3)mp −G(α,β,3)mq
0 0 0 0 0 0 0 I 0 −G(α,β,4)mp 0 G(α,β,4)mq
I −I 0 0 0 0 0 0 − k
κ1b
0 0 0
0 0 −I I 0 0 0 0 0 0 0 − k
κ1a
0 0 0 0 I 0 0 −I 0 − k
κ2a
0 0









































I is the identity matrix, and 0 is the null matrix.
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Solving for the value of velocity when the determinant of the coefficient matrix
is equal to zero (i.e., |A| = 0) in Eqn. 6.193 yields the velocity of the intersection
wave. When the boundaries are changed (e.g., κ → 0) the secular equation for the
intersection reverts to the CWW secular equation (Eqn. 5.98) in the presence of any
two blocks and one fracture remaining. If three of the four media are removed, or all
κ→ 0, the WW solution in the remaining media (|Ḡ| = 0) is left, as expected.
6.4.4 Solving Matrix M̄
The same relationships used in the CWW derivation (section 5.3.4) are applied
to solve the M̄ matrices for the intersection (Eqns. 6.108-6.111). The C
(1/2)
αβµν for the
media creating the intersection discussed here is the general orthorhombic anisotropy
case which is written as
Cαβµν =

C11 C12 C13 0 0 0
C12 C22 C23 0 0 0
C13 C23 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C55 0
0 0 0 0 0 C66

. (6.196)
Applying this to the definitions of M̄ (Eqns. 6.102 and 6.103) the components of





11 δpmδqn + C
(1/2)









11 δpmδqn + C
(3/4)





M (1,2,1/2)pq,mn = ±
[






M (1,2,3/4)pq,mn = ∓
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M (2,1,1/2)pq,mn = ±
[





M (2,1,3/4)pq,mn = ∓
[









22 Γp,m + δpmC
(1/2)
44 Γq,n, (6.205)




22 Γp,m + δpmC
(3/4)
44 Γq,n, (6.206)


















M (3,1,1/2)pq,mn = −iδpmC
(1/2)
55 Ψq,n + iδpmC
(1/2)
13 Ψn,q, (6.209)
M (3,1,3/4)pq,mn = iδpmC
(3/4)
55 Ψq,n − iδpmC
(3/4)
13 Ψn,q, (6.210)































44 Γm,p + δpmC
(3/4)
33 Γn,q. (6.214)
When Eqns. 6.197 - 6.214 are assembled to form matrix M̄, the result is a Her-
mitian (M̄ = M̄†) matrix, independent of k. The transformation used on the CWW
(section 5.3.5) is also applied to the intersection result (Eqns. 6.108-6.111). An
example calculation is shown in Appendix G.
6.5 Numerical Analysis of Intersection Waves
6.5.1 Introduction
The theoretical model for intersection waves, provided in section 6.4, is used to
analyze the displacements of the intersection and determine the velocity of intersec-
tion waves. A custom Matlab code was developed (Appendix F) to calculate the
velocity of intersection waves along with the displacements and decay properties of
the intersection. Results are presented for an intersection between two orthogonal
fractures in both isotropic and anisotropic media.
6.5.2 Equal Stiffness-Isotropic
The case for a fracture system with uniform stiffness is analyzed first, i.e., the most
symmetric geometry. The stiffness along both the vertical and horizontal fracture is
set equal, along with the x, y, and z components. The four media were assumed
identical and isotropic for this portion of the analysis, and the material parameters
used were ρ = 2500 kg
m3
and µL = 10 GPa. These two parameters, along with
Poisson’s ratio, determine the properties of the media under investigation. Similar
to the CWW analysis (chapter 5), 15 expansion terms were used to analyze the
intersection wave.
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Figure 6.13. Calculated particle motion from the equal stiffness in-
tersection. Note that the four modes match those predicted by group
theory in Fig. 6.2.
Figure 6.14. Intersection wave with equal stiffness fractures for
isotropic media with a Poisson’s ratio of +0.1.
The secular equation for the intersection (Eqn. 6.193) was solved using the pa-
rameters listed above, and several solutions were found within the expected velocity
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range (i.e., WW to bulk S-wave velocity). The displacements at the intersection were
calculated and four unique modes were found and are shown in Fig. 6.13. The four
1D modes, two wagging and two breathing, match those predicted by group theory
for the equal stiffness intersection (Fig. 6.2). The fifth mode, ε, shown in Fig. 6.4b
was not found in this analysis. This is not unexpected as this theoretical method
assumes each wedge vibrates in either a breathing or wagging type motion, and the
ε mode has neither type of motion. Further theoretical work is needed to determine
the existence of this mode.
Using these particle motions as a guide to separate the different solutions, an
analysis was performed to determine the effects of material properties on intersection
waves. The results of isotropic media, with Poisson’s ratio of +0.1, +0.2, and +0.3 are
shown in Figs. 6.14- 6.16, respectively. For all three Poisson’s ratio values, the A2 and
B1 modes propagate with speeds that start at the WW velocity and increase up to the
bulk S-wave velocity, with increasing specific stiffness. This trend is expected because
the A2 and B1 modes both have wagging type motion, which is only supported in
positive Poisson’s ratio media [153].
The velocity for the other two modes (i.e., A1 and B2), which have breathing
type motion, begin at the Rayleigh wave velocity and increase up to the bulk S-wave
velocity as a function of specific stiffness (Fig. 6.14 - 6.16). A wedge cannot support
these breathing modes for the positive Poisson’s ratio used so the A1 and B2 modes
are excited at the Rayleigh wave velocity, which is the speed of a delocalized WW.
Note that all of these modes have overlap in the dispersion curves (Figs. 6.14-6.16).
Without the use of group theory to determine which modes are expected, it would
have been difficult to isolate the unique vibrational modes for these parameters.
It was shown in section 4.3.3 that the breathing type WW should exist for neg-
ative Poisson’s ratio materials. The natural question then arises, do the breathing
intersection modes also exist for these parameters? To answer this question, the same
material parameters used above are analyzed for a Poisson’s ratio of -0.3 to compare
with the results of Fig. 6.16, which has a Poisson’s ratio of +0.3.
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Figure 6.15. Intersection wave with equal stiffness fractures for
isotropic media with a Poisson’s ratio of +0.2.
The results, shown in Fig. 6.17, indicate a switch in properties among the modes
in comparison to Fig. 6.16. For the Poisson’s ratio of -0.3 the speeds of the A1
and B2 modes, which have breathing type motion, begin at the WW velocity and
increase up to the bulk S-wave velocity as a function of specific stiffness. This is not
surprising because the material parameters are now able to support the breathing
type WWs. For the other two modes, A2 and B1, which have wagging type motion
(Fig. 6.13), the velocity begins at the Rayleigh wave velocity and increases up to the
bulk S-wave velocity. These results indicate that whichever media is used to create
the intersection, i.e., positive or negative Poisson’s ratio media, determines which of
the four 1D modes for the equal stiffness case are supported at the WW and Rayleigh
wave velocity.
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Figure 6.16. Intersection wave with equal stiffness fractures from
isotropic media with a Poisson’s ratio of +0.3. Note that the wag-
ging type modes (A2 and B1) start at the WW velocity at low stiffness
and the breathing type (A1 and B2) modes start at the Rayleigh wave
velocity.
6.5.3 Equal Stiffness-Anisotropic
A similar analysis was performed using anisotropic material parameters. The
material properties used are those of the anisotropic aluminum bars listed in Table
H.3. The velocity of the intersection wave, when the stiffnesses among the fractures
are not equal, is shown in Fig. 6.18. In agreement with the isotropic results, the
velocity of the A2 and B1 modes begin at the WW for low specific stiffness. The
velocity of the A1 and B2 modes, which have breathing type motion, begin at the
Rayleigh wave velocity for low specific stiffness. All four modes increase in velocity
as a function of specific stiffness, in agreement with the isotropic analysis presented
above. The particle motion is identical to Fig. 6.13.
169
Figure 6.17. Intersection wave with equal stiffness fractures from
isotropic media with a Poisson ratio of -0.3. Note that the wagging
type modes (A2 and B1) start at the Rayleigh wave velocity at low
stiffness and the breathing type (A1 and B2) modes start at the WW
velocity.
6.5.4 Unequal Stiffness-anisotropic
Although the equal stiffness and material parameters case discussed above is im-
portant, a more realistic case is when the two fracture planes have unequal stiffness.
Stress distributions in the Earth and in laboratory experiments often are non-uniform
on purpose (e.g., biaxial loading, local stress gradients). Here, the anisotropic alu-
minum bar parameters of Table H.3 were used to analyze the effect of various fracture
conditions on the intersection waves under unequal stiffness settings.
As expected, several solutions to the secular equation for the intersection waves
(Eqn. 6.193) were found. These solutions were analyzed, and found to yield the
four unique vibrational modes, shown in Fig. 6.19. All four modes are wagging
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Figure 6.18. Numerical intersection wave results for anisotropic ma-
terial parameters (Table H.3) with equal stiffness along all fractures.
type wedge vibrations, as expected for these material parameters, and agree with the
results predicted by group theory from section 6.3. Analyzing the particle motion of
each solution found from the Matlab code, the four modes were isolated from each
other.
In the first case, the stiffness of the vertical fracture was maintained with a con-
stant specific stiffness of 0.1 TPa
m
while the stiffness of the horizontal fracture was




(Fig. 6.20a). For a specific stiffness of 0.1 TPa
m
on the
vertical fracture, the fractures are essentially uncoupled. Blocks 1-4 and 2-3 are only
coupled along the horizontal fracture (Fig. 6.12), which results in a geometry and
loading condition that supports a CWW type wave. As shown in Fig. 6.20a, at low
specific stiffness on the horizontal fracture, all 4 blocks are uncoupled, leading to
WW type velocities. As the horizontal fracture plane is closed (i.e., specific stiffness
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Figure 6.19. Calculated particle motion from the unequal stiffness
intersection. Note that the four modes match those predicted by
group theory in Fig. 6.10.
increases), the presence of a free surface on the vertical fracture plane leads to, at
most, a Rayleigh wave velocity.





the observed intersection velocity varies as shown in Figs. 6.20b-c. The increase in
coupling across the vertical fracture leads to an increase in the observed velocity of
these modes. For these specific stiffnesses on the vertical fracture, blocks 3-4 and
1-2 (Fig. 6.12) are partially coupled, leading to a velocity above the WW velocity,
even at low specific stiffness on the horizontal fracture plane. Once the horizontal
fracture plane is essentially welded (high stiffness) the partial closing of the vertical
fracture prevents the velocity of the intersection wave from completely reaching the
bulk S-wave velocity, because the intersection is not fully welded.
Finally, when a high specific stiffness is applied to the vertical fracture plane
(1 PPa
m
) the plane is welded. The resulting velocity of the intersection wave, shown in
Fig. 6.20d, verifies this. At low specific stiffness on the horizontal plane (i.e., x-axis
in Fig. 6.20) the horizontal plane is acting as a free surface, supporting Rayleigh
wave type modes. As the horizontal plane couples together, the velocity of the modes
increases and eventually reaches a state where all four blocks are welded and a bulk
S-wave is supported.
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Figure 6.20. Numerical results for the anisotropic intersection wave
using unequal stiffness settings (parameters in Table H.3). The stiff-







, and d) 1PPa
m
. The horizontal fracture (κ2
was altered as shown on the x-axis.
An alternative method to analyze the data from Fig. 6.20 is to make these into a
surface. The surfaces are shown in Fig. 6.21 for all four modes. When both fractures
have low stiffness, all of the modes have velocities at the WW velocity (wedge valley
Fig. 6.21). When one of the stiffnesses is increased, the velocity also increases up
to the Rayleigh wave velocity (Rayleigh plateau Fig. 6.21). This range matches the
results observed for the CWW and indicates what happens at a single fracture when
one of the fractures is held open.
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Figure 6.21. Surfaces showing the velocity of the intersection wave
for modes a) A1, b) A2, c) B1, and d) B2 as a function of the two
stiffnesses (κ1 and κ2) in unequal stiffness cases.
If one fracture is closed (i.e., log(κ) > 14 Pa
m
) the behavior is different. When
the vertical fracture (κ1) is at high stiffness and the horizontal fracture (κ2) is at low
stiffness the intersection behaves as a free surface and supports Rayleigh type waves
(Rayleigh plateau Fig. 6.21). When the horizontal fracture stiffness (κ2) increases, the
intersection wave velocity also increases until both fractures are welded and support
bulk S waves (shear peak Fig. 6.21). The same behavior is seen when the two
stiffnesses are changed, i.e. when the horizontal stiffness is held at a high value and
the vertical stiffness is varied. These regions of the intersection wave correspond
to interface wave type behavior, as expected. These surfaces indicate the possible
regions of existence for the intersection wave when the fracture intersection is under
unequal stiffness conditions.
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6.5.5 Effect of Shear and Normal Stiffness Components
A parameter study was performed for the unequal stiffness case to determine the
effects the components of the stiffness terms have, i.e., the x, y, and z components.
A stiffness of 10 TPa
m
on the vertical fracture and a varying stiffness for the horizontal
fracture was used. This case was selected because all four modes were between the
WW and S-wave velocity, with neither high nor low stiffness reaching these velocity
limits (Fig. 6.20c). Any effects from unequal x, y, or z components should be appar-
ent. The case with all the x, y, z components equal for this stiffness condition is shown
in Fig. 6.20c. Only the components that had an effect on the velocity dispersion curve
are shown here, those components that had no effect, are not presented.
Figure 6.22. Effect of changing the components of stiffness on both
the vertical and horizontal fracture for the A1 mode. Changing a)
the y component on the vertical fracture and b) the z component on
the horizontal fracture. All other components had no effect on the A1
mode.
The analysis yields different results for all four modes with unequal stiffness com-
ponents. The results of the A1 mode are shown in Fig. 6.22. When the y component
on the vertical fracture is varied, the A1 velocity changes in magnitude but is unaf-
fected by the varying horizontal fracture. When the z component of the horizontal
fracture stiffness (κ2) is changed, the velocity of the A1 mode is a function of specific
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stiffness, as shown in Fig. 6.22b. All other components (i.e., x, z on vertical fracture
and x, y on the horizontal fracture) have no effect on the A1 mode, and are not shown.
The A2 mode is more strongly affected by the components of the specific stiffness.
When the x or z component of the specific stiffness on the vertical fracture are altered,
the velocity of the A2 mode changes. The x component effects the velocity at low
and high stiffness (Fig. 6.23a) while the z component effects only the velocity at low
stiffness (Fig. 6.23b). When the x and y parameters on the horizontal fracture are
varied, the result is less dramatic, but still affect the velocity of the A2 mode. The x
component on the horizontal fracture, shown in Fig. 6.23c, shifts the velocity along
the specific stiffness axis, but has no effect on the limits or slope of the dispersion
curve. The y component on the horizontal fracture has a very small effect, but does
change the slope of the dispersion curve as shown in Fig. 6.23d.
Only the y component on the vertical fracture affected the B1 mode (Fig. 6.24a).
The functional dependence of this mode changes speed as well as range of the velocity
predicted for these modes. Along the horizontal fracture, both the x and y components
of the specific stiffness affect the variation with horizontal stiffness for the B1 mode.
The x component shifts the velocity in stiffness, but maintains the same limits, while
the y component has a very small effect on the slope of the curve (Figs. 6.24b, c).
Finally, the B2 mode is affected by the x and z components of specific stiffness
along the vertical fracture plane. These changes show a variation in velocity and a
small shift in curvature (Figs. 6.25a,b). Along the horizontal fracture plane, only
the z component of the specific stiffness affects the B2 mode. Variations in the z
component shift the velocity as a function of specific stiffness (Fig. 6.25c).
These results indicate a strong sensitivity of the state of an intersection to varia-
tions in the specific stiffness components and suggest that intersection waves can be
manipulated and controlled by variations in the components of the specific stiffness.
Although the above discussion only changed one component of the specific stiffness
at a time, when more than one component is changed, the effect of each individual
component is applied to the intersection wave results. In other words, the effect of
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Figure 6.23. Effect of changing the components of stiffness on both
the vertical and horizontal fracture on the A2 mode. Changing a)
the x component on the vertical fracture, b) the z component on the
vertical fracture, c) the x component on the horizontal fracture, and
d) the y component on the horizontal fracture. All other components
had no effect on the A2 mode.
the components are independent and are superposed when more than one component
varies.
6.5.6 Summary
The results of the numerical study presented here indicate the expected results
for the experimental study, which is described next. The equal stiffness case is very
unlikely to be reached in an experiment, due to minor variations in contact area,
loading configurations, and material properties. For this reason, the unequal stiffness
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Figure 6.24. Effect of changing the components of stiffness on both
the vertical and horizontal fracture on the B1 mode. Changing a)
the y component on the vertical fracture, b) the x component on the
horizontal fracture, and c) the y component on the horizontal fracture.
All other components had no effect on the B1 mode.
Figure 6.25. Effect of changing the components of stiffness on both
the vertical and horizontal fracture on the B2 mode. Changing a)
the x component on the vertical fracture, b) the z component on the
vertical fracture, and c) the z component on the horizontal fracture.
All other components had no effect on the B2 mode.
case, which is more reasonable, is used to examine the experimental results in the
remainder of this work.
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Figure 6.26. Sample dimensions of the hexagonal aluminum used in
the intersection experimental analysis.
6.6 Experimental Setup
6.6.1 Introduction
Experiments to measure intersection waves are described in this chapter along
with a discussion of the results. The experiments are similar to those used for the
CWW in section 5.5, except that biaxial loading conditions and fracture intersections,
instead of surface fractures, are also studied.
6.6.2 Samples
Two types of aluminum samples were used for the intersection wave experiments.
The first was a hexagonal cut sample of aluminum with dimensions shown in Fig.
6.26. The second aluminum samples were the same long bars that were used in
section 5.5 (Fig. 5.19). The material properties and sizes of these samples are listed
in Tables H.2 - H.3.
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6.6.3 Biaxial Load Frame Setup
Two different biaxial load frame systems were used for the intersection wave anal-
ysis. For both systems the same horizontal load frame was utilized. The horizontal
load frame was an in house built 222 kN load frame with a Parker actuator and an In-
terface, model 1220AF-50K-B, 222 kN load cell. For the hexagonal samples, this load
frame was used in conjunction with a Soil Test 445 kN vertical load frame controlled
by Tiab v2.06.17 software and monitored with an Interface, model 1232ACK-100K-B,
445 kN load cell. The horizontal frame was supported with a set of chains supported
by a mechanical lift system. The system is shown in Fig. 6.27.
Figure 6.27. The biaxial load frame system used to study intersection
waves on the hexagonal samples. The vertical and horizontal load
frames are labeled, as well as the hydraulic pump and support for the
horizontal frame.
For the long aluminum bar samples, a larger vertical load frame was required due
to the limited size of the Soil Test frame. The vertical frame used was the same
Instron load frame described in section 5.5. For this system, the horizontal load was
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Figure 6.28. The biaxial load frame system with vertical load control,
horizontal hand pump control, and the data acquisition system used
to study the aluminum bars.
adjusted using a hand hydraulic pump while the load was measured by a load cell and
stored using a Labview controlled program on the same computer as the transducer
arrays (Fig. 6.28). A detailed description of the support built for the horizontal load
frame is described below.
To suspend the 222 kN load frame, a support system was built onto the structure
of the Instron load frame. A 1.91 cm (3
4
in.) thick, low-carbon steel bar measuring
20.32 cm x 60.96 cm (8 in. x 24 in.), was attached to a low-carbon steel square tube
measuring 6.35 cm x 6.35 cm x 91.44 cm (2.5 in. x 2.5 in. x 36 in.) with long, 1.27
cm wide (1
2
in.) bolts supporting and stabilizing the structure. A 0.64 cm x 10.16 cm
(1
4
in. x 4 in.) galvanized steel eyelet was screwed into each end of the square tube
and fastened with nylon nuts to attach the chain quick connects from the supporting
chains on the load frame. This setup is shown in Fig. 6.29a.
Due to the nature of the load frame operation, the two frames were required to be
independently supported and have swivel heads on each frame [222,223]. In addition,
hanging the 222 kN frame allowed it to rotate, if needed, to reduce any stress buildup
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Figure 6.29. a) Top support on the Instron load frame to support the
222 kN load frame. b) Connection from the support to the load frame
using chains, turnbuckles, and springs.
Figure 6.30. The spacers above, below, and on either side of the
sample within the biaxial load frames.
182
Figure 6.31. Calibration and fit of the load cell for the horizontal frame.
on the surfaces of the samples. To achieve this, the 222 kN load frame was supported
with a series of type 302 stainless steel safety extension springs 20.32 cm, 163.3 kg
limit (8 in. long, 360 lbs. limit) connected to type 316 stainless steel turnbuckles
226.8 kg limit (jaw and jaw, 500 lbs. limit), and metal chains connected to u-bolt
supports on the load frame, all of which are shown in Fig. 6.29b. The turnbuckles
allow minor changes to be made in the position of the load frame, making leveling
easier. The springs allow the support to hang freely and remove excess build up of
stress.
The samples were placed within the load frames, with spacers above, below, and
on either side to help evenly distribute the load (Fig. 6.30) [99]. Once the samples
and spacers were centered, the transducer array platens (see section 5.5) were placed
onto the samples and experiments are performed. The calibration of the load 50klbs
load cell used on the horizontal load frame is shown in Fig. 6.31.
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Figure 6.32. Setup of four aluminum bars used in uniaxial DIC ex-
periments. The light source is shown on the left and the camera is
shown on the right.
6.6.4 Digital Image Correlation Setup
Uniaxial
A similar digital image correlation (DIC) experiment to that described in section
5.5.4 was performed on the intersection. The setup for the four block case is shown
in Fig. 6.32, with the speckle paint on each corner shown in Fig. 6.33. Note that
the speckle pattern was only applied to 2.54 cm squares on the corner of each sample
because the viewing window of the CCD camera was limited. This was larger than
the transducer size (0.5 in.) so the intersection wave was well within this scanned
area.
Biaxial
In addition to the uniaxial DIC experiments, biaxial DIC experiments were also
performed. Using the biaxial system described in the previous section, the bar samples
were placed inside of the setup and analyzed to verify the loading conditions under
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Figure 6.33. Speckle paint for the four aluminum bars used in DIC
experiments. The speckle paint is shown on each sample near the
intersection.
biaxial load. Due to the geometry of the load frames, the setup was rotated to that
shown in Fig. 6.34. The same camera, light source, speckle paint, and process were
used in this experimental analysis.
6.7 Experimental Results
6.7.1 Introduction
The results of the intersection wave, under various loading conditions, are pre-
sented here along with an analysis of the results. First, the loading conditions in the
experiments are examined based on the DIC results. Then, the ultrasonic signals and
wave analysis are presented.
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Figure 6.34. DIC setup for biaxial loading investigation of the long
aluminum samples. The camera and light source are visible in the
image. Setup is rotated 90◦ from that in Fig. 6.32.
6.7.2 Digital Image Correlation- Uniaxial Loading
The horizontal and vertical displacements of the samples during uniaxial load,
Figs. 6.35 and 6.36, respectively, were determined from DIC analysis of the surface.
The images were analyzed as described in section 6.6.4. Horizontal displacements
(Fig. 6.35) from the DIC measurements indicate that the intersection under uniaxial
loading has small displacements relative to the vertical displacement discussed below.
The measured displacements are on the order of a few microns (see scale bars) and
are uniform within the samples and across the horizontal fracture plane. There is a
slight discontinuity across the vertical fracture plane, which most likely arises from
the lack of horizontal confinement. The vertical fracture is not coupled as it would
be for biaxial loading conditions.
The vertical displacements (Fig. 6.36) are on the order of mm and are more uni-
form than the horizontal displacements, across all fracture planes. As the load is
increased from 100 kN to 400 kN (Figs. 6.36a-d) the amplitude of the displacement
also increases. There are small variations within the viewing window, but across both
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Figure 6.35. DIC results for the horizontal displacement of four alu-
minum bars under uniaxial load. The image is viewing the y-z plane
(Fig. 6.12) with the vertical load at a) 100 kN, b) 200 kN, c) 300 kN,
and d) 400 kN. The fractures are located along the lines Y= 22.5 mm
and Z = 30 mm.
the vertical and horizontal fractures the displacements are uniform and roughly con-
tinuous. These results indicate that under uniaxial loading, the maximum displace-
ments are in the direction of the applied load and are roughly uniform throughout the
samples. This also verifies that the applied load is being distributed by the spacers.
6.7.3 Digital Image Correlation - Biaxial Loading
The uniformity of applied loads was also examined for biaxial loading conditions
using DIC. For this test, a horizontal load of 45 kN was applied to the sample while
the vertical load varied between 0-400 kN. The horizontal displacement of the sample
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Figure 6.36. DIC results for the vertical displacement of four alu-
minum bars under uniaxial load. The image is viewing the y-z plane
(Fig. 6.12) with the vertical load at a) 100 kN, b) 200 kN, c) 300 kN,
and d) 400 kN. The fractures are located along the lines Y= 22.5 mm
and Z = 30 mm.
is shown, for several different loads, in Fig. 6.37. For the first 300 kN, the horizontal
displacement changes very little. However, at a load of 400 kN (Fig. 6.37d), the
displacement increases and indicates that the increasing vertical load causes horizon-
tal expansion (i.e., Poisson effect). During each loading step, the displacement was
roughly uniform throughout the measured region, indicating that the load was evenly
distributed at the surface along each fracture.
The vertical displacements also showed very uniform behavior as a function of
load (Fig. 6.38). The vertical displacements were much larger than the horizontal
displacements, because of the loading conditions. Figure 6.38 illustrates that even
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Figure 6.37. DIC results for the horizontal displacement of four alu-
minum bars under biaxial load. Image is viewing the y-z plane (Fig.
6.12) with the horizontal load held at 45 kN and the vertical load at
a) 100 kN, b) 200 kN, c) 300 kN, and d) 400 kN. The fractures are
located along the lines Y = 27 mm and Z = 27 mm.
under biaxial loading conditions, the surface deformation was uniform among the four
blocks, with only slight variations along the fracture plane.
6.8 Acoustic Wave Propagation Results
6.8.1 Uniaxial Loading Results
The existence of intersection waves was explored for the long aluminum bars as a
function of uniaxial loading. The Instron load frame was used to apply a normal load
to the intersection from 0-400 kN, in 2.22 kN steps. The received waveforms, for four
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Figure 6.38. DIC results for the vertical displacement of four alu-
minum bars under biaxial load. Image is viewing the y-z plane (Fig.
6.12) with the horizontal load held at 45 kN and the vertical load at
a) 100 kN, b) 200 kN, c) 300 kN, and d) 400 kN. The fractures are
located along the lines Y = 27 mm and Z = 27 mm.
different polarization angles, are shown in Fig. 6.39. The sample was free to expand
horizontally because of the uniaxial loading conditions used in this experiment.
When the S-wave source was polarized at θ = 0◦ (Fig. 6.39a), the observed signals
arrived between the WW and Rayleigh waves, similar in behavior to a CWW. The
intersection wave in the θ = 0◦ polarization was not sensing a fully coupled signal
due to the uniaxial load conditions. For uniaxial loading in the vertical direction, the
vertical fracture had no confinement and very little coupling along it. The θ = 0◦
polarization was highly sensitive to the coupling on the vertical fracture, and so does
not pass the Rayleigh wave arrival time because the vertical fracture does not close
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Figure 6.39. Waveforms from the long aluminum bars under uniaxial
load. The transducer at the intersection was polarized according to θ
in Fig. 6.12 at a) 0◦, b) 45◦, c) 90◦, and d) 135◦.
significantly. Another way to view this result is to think of the vertical fracture in
a non-contact condition. Under this concept, the blocks are separated, leaving two
CWW geometries (i.e., blocks 1-4 and 2-3). This polarization senses the change in
contact as a CWW would, yielding the results in Fig. 6.39a. This is verified later in
this section.
At a polarization angle of θ = 90◦ the observed signals are very different (Fig.
6.39c). When the applied load was low (< 100 kN) the intersection wave showed
lots of interference, and several modes were apparent. As the load increased (> 200
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kN) two main peaks, with no obvious interference, emerged and propagated with
faster arrival times as the load was increased. In juxtaposition to the θ = 0◦ results
discussed above (Fig. 6.39a), this polarization was highly sensitive to the load applied
to the horizontal fracture.
When the transducer polarization was rotated to θ = 45◦ or θ = 135◦ (Fig. 6.12),
the observed signals, shown in Figs. 6.39b, d, indicated an amalgamation of the signals
from the 0◦ and 90◦ components. One wave appeared to remains near the Rayleigh
wave arrival, similar to the θ = 0◦ result, while another wave decreased in arrival time,
similar to the θ = 90◦ result, passing through the first wave and approached the bulk
S-wave arrival time. It is not surprising that these two waves are observed from these
transducer polarizations, which are between the two polarizations discussed above.
These trends in polarization dependence indicate the sensitivity of the intersection to
polarization under uniaxial loading.
To verify the explanation for the observed polarization effects above, the same
experiment was performed with a 5 mm gap along the vertical fracture to completely
decouple the fracture. 5 mm was chosen to completely separate the media while
Figure 6.40. Waveforms from the long aluminum bars under uniaxial
load with a 5 mm gap along the vertical fracture. The transducer at
the intersection was polarized according to θ in Fig. 6.12 at a) 45◦,
b) 90◦, and c) 135◦.
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simultaneously allowing the transducer to be in contact with all four blocks of the
intersection. The results of these experiments are shown in Fig. 6.40.
The θ = 90◦ polarization, under uniaxial load with the 5 mm gap, is shown in
Fig. 6.40b. Comparing these signals to the signals with the same polarization for
the blocks with no gap (Fg. 6.39c), similarities are observed. For the first ∼ 100
kN, large interference is detected (Fig. 6.40b) followed by the emergence of two main
peaks. Unlike the no gap experiments, the 5 mm gap results also excited signals near
the WW arrival time at high load (∼ 200 kN). These were most likely due to the free
surface of the vertical fracture in the gap that allowed WW type modes to be excited.
When the transducer polarization was set to θ = 45◦ or θ = 135◦ with the 5
mm gap, the signal between the WW and Rayleigh wave dominated (Fig. 6.40a,
c). However, there was still an observed signal propagating through the dominant
peak heading towards the bulk S-wave in both cases. Comparisons of the 45◦ and
135◦ results with (Fig. 6.39b, d) and without (Fig. 6.40a, c) the gap indicated the
mode between the WW and Rayleigh wave was dominated by the horizontal fracture
properties, while the mode between the WW and bulk S-wave was strongly dependent
upon the vertical fracture coupling. This verifies the hypothesized analysis of the no
gap experiments.
To help determine the dominant trends in the observed signals of the no gap
experiments, the peaks in the signals of Fig. 6.39, within 3 standard deviations from
the absolute maximum, were tracked as the load was increased. The velocity of these
peaks, for each polarization mentioned above, is shown in Fig. 6.41. For the 0◦
polarization the velocity (Fig. 6.41a), indicated the intersection was guiding CWW
type signals. The velocity of this mode’s main peak only ranged between the WW and
Rayleigh wave velocity; further demonstrating that under uniaxial loading conditions,
the horizontal fracture was closing while the vertical fracture was held open.
When the transducer polarization was rotated to θ = 90◦, the observed velocity
of the signal peaks was between the WW and Rayleigh wave velocity at low loads
and traveled between the Rayleigh wave and bulk S-wave velocity at high loads (Fig.
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Figure 6.41. Velocity of the peaks within 3 standard deviations of the
absolute maximum in Fig. 6.39. The transducer at the intersection
was polarized according to θ in Fig. 6.12 at a) 0◦, b) 45◦, c) 90◦, and
d) 135◦.
6.41c). Note that all of the peaks exceeded the Rayleigh wave velocity with increasing
load and none remained constant in time.
For polarizations θ = 45◦ or θ = 135◦ the signal peaks (Figs. 6.41b, d) exhib-
ited influences from the two polarizations described above (0◦ and 90◦). At least
two dominant modes exist within these observed signals and possibly more. One of
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these modes (lowest two curves in Figs. 6.41b, d) propagated between the WW and
Rayleigh wave velocity and remained at the Rayleigh wave velocity even for high
external loads. However, there was a second mode that exceeded the Rayleigh wave
velocity, similar to the trend for 90◦, and approached the bulk S-wave velocity as a
function of increasing external load (top curves in Figs. 6.41b, d). All of these results
verify the expected trends discussed above.
Figure 6.42. Group velocity calculated from Nolte-Hilbert wavelets
for the uniaxially loaded signals in Fig. 6.39. The transducer at the
intersection was polarized according to θ in Fig. 6.12 at 0◦, 45◦, 90◦,
and 135◦.
An alternative analysis method is to examine the energy components of the signal
using wavelets (Appendix E), as was done for the CWW in section 5.6. The wavelet
used in this analysis was the Nolte-Hilbert wavelet, which rigidly adheres to the
admissibility condition, allowing the original signal to be obtained from the analyzed
wavelet without any loss of information [221].
The peak in the energy of the wavelet, for the signals in Fig. 6.39, was used to
calculate the group velocity for the four polarizations studied. Results are shown in
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Fig. 6.42 as a function of load. For the θ = 0◦, 45◦, and 135◦ polarizations (blue
circle, green square, and black triangle symbols in Fig. 6.42) the peak energy of the
intersection signal was more strongly confined to the mode that traveled with speeds
between the WW and Rayleigh wave velocity. To see this compare Fig. 6.41 to Fig.
6.42. Note that the frequency varies slightly with load.
The group velocity for the θ = 90◦ polarization (red x symbols in Fig. 6.42)
differs from the others. At low uniaxial load the received signal energy traveled
slightly above the WW velocity; and around 100 kN the velocity increased, exceeding
the Rayleigh wave velocity, and approached the bulk S-wave velocity. This indicated
that the 90◦ polarization measured a strong guided-mode that exhibited the fully
predicted wave velocities for the intersection under uniaxial loading. The wavelet
analysis demonstrated that the energy was confined to the CWW type mode, except
for θ = 90◦, even when more modes were present in the observed signals (Fig. 6.39).
This indicates that uniaxial loading only excited the Rayleigh to bulk S-wave mode
under polarizations parallel to the direction of applied load.
6.8.2 Biaxial Loading Results- Hexagonal Samples
Before showing the biaxial loading intersection results, the bulk and surface waves
propagating through and along the hexagonal aluminum samples are discussed (Fig.
6.43). As expected, the P-wave arrives first, followed by the S-wave, Rayleigh wave,
and WW. Note that the WW arrival time is very close to the Rayleigh wave arrival
time because of the small size of the sample (Fig. 6.26).
Similar to the uniaxial analysis, the intersection wave behavior was investigated as
a function of polarization. However, due to the addition of biaxial loading capabilities,
the excitation polarization was again studied. Because the results from the uniaxial
study indicated that the 45◦ and 135◦ polarizations were a superposition of the modes
at 0◦ and 90◦, only the 0◦ and 90◦ polarizations are discussed here.
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Figure 6.43. Bulk and surface waves from the hexagonal aluminum
samples. The insets show the polarization of the transducer required
to excite these signals.
The θ = 0◦ and θ = 90◦ intersection waves were propagated along the hexagonal
intersection, with a vertical load of 6.7 kN and a variable horizontal load from 0-
178 kN, (Fig. 6.44b). For the θ = 90◦ polarization, the transducer was oriented
perpendicular to the direction of variable load (purple in Fig. 6.44b). The received
signals indicated that at low applied loads the intersection was highly mobile, yielding
noisy signals with various arrival times (lower purple signals in Fig. 6.44a). Once the
intersection came into better contact, the observed signals pin at the Rayleigh wave
velocity and did not appear to be influenced by the loading conditions.
When the transducer was polarized at θ = 0◦, i.e., parallel to the variable loading
direction, the observed signals were affected by the external loading conditions (Fig.
6.44c). Under low external load the observed signals arrived near the WW and
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Figure 6.44. Signals propagating along the intersection of the hexag-
onal aluminum samples. b) The loading configuration and transducer
polarizations. a) Signals when the transducer is polarized perpen-
dicular to variable loading direction (θ = 90◦). c) Signals when the
transducer is polarized parallel to the variable loading condition (0◦).
Figure 6.45. The same as Fig. 6.44 but with the loading directions
switched as shown in b). a) Signals when the transducer polarization
is parallel (θ = 90◦) to the variable loading direction. c) Signals when
the transducer polarization is perpendicular (θ = 0◦) to the variable
loading direction.
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Rayleigh wave. As the load was increased (higher signals in Fig. 6.44c) the arrival
time decreased and the received signals approached the bulk S-wave arrival time. This
result was opposite that observed in the θ = 90◦ case of Fig. 6.44a, because like the
uniaxial experiments above in these tests only a small load confined the horizontal
frame.
To verify that this trend was not a result of the material nor loading frame, an
analogous experiment was performed but for the opposite loading condition. In this
experiment, shown in Fig. 6.45b, the vertical load frame was varied from 0 - 222 kN
and the horizontal load frame was held constant at 6.7 kN. The same two polarizations
were used at the intersection (i.e., θ = 0◦ and 90◦) to determine the effect of loading
and polarization on the observed intersection waves.
As expected, the transducer parallel to the variable loading direction (90◦ in Fig.
6.45b) observed an intersection wave that depended on the external load. Similar
to Fig. 6.44c, the signals for this loading case had an arrival time near the WW
or Rayleigh wave and decreased in arrival time as the external load was increased
(Fig. 6.45a). The perpendicular polarization (0◦ in Fig. 6.45b) observed a Rayleigh
wave arrival time, with little to no dependence on the external load applied at the
intersection, shown in Fig. 6.45c. This was also in agreement with the previous
experimental results of Fig. 6.44a.
The group velocity for these experiments was analyzed using the same Nolte-
Hilbert wavelet as the previously discussed. The velocity of the results in Fig. 6.44
are shown in Fig. 6.46. As expected, the θ = 90◦ polarization demonstrated large
variations in velocity for the first ∼ 40 kN and then the velocity asymptoted to the
Rayleigh wave velocity (purple symbols in Fig. 6.46). The θ = 0◦ polarization had
a velocity that started near the Rayleigh wave velocity at low loads and increased
in velocity towards the bulk S-wave velocity as a function of load (green symbols in
Fig. 6.46). These results agree with the analysis from the corresponding signals (Fig.
6.44a, c).
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Figure 6.46. Group velocity, from the peak in the wavelet energy, for
the intersection waves in Fig. 6.44.
The group velocity analysis of Fig. 6.45 is more complicated. For the θ = 0◦ results
(green symbols in Fig. 6.47) the wavelet analysis verified that the signal started at the
WW velocity and quickly increased to the Rayleigh wave velocity (∼ 10 kN in Fig.
6.47). After ∼ 10 kN the velocity remains near the Rayleigh wave throughout the
loading sequence. The observed effect from the θ = 90◦ polarization was somewhat
strange (purple symbols in Fig. 6.47). For the first ∼ 40 kN, the signal increased
from the WW to above the Rayleigh wave velocity. Between 40 and 70 kN, very little
change was observed in velocity. After 70 kN, the velocity decreased until a load of
∼ 100 kN, at which point the velocity remained roughly constant (2825 m
s
) until an
abrupt jump in the velocity was observed at 160 kN and increased towards the bulk
S-wave for the remainder of the load.
These strange effects are from the energy localization changing modes. To demon-
strate this, wavelets are shown at various loads in Fig. 6.48. At low loads (Fig. 6.48a)
the energy of the wavelet was localized in one lobe. As the load increased to 45 kN,
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Figure 6.47. Group velocity, from the peak in the wavelet energy, for
the intersection waves in Fig. 6.45.
two lobes appeared in the wavelet but the energy was confined to the bottom lobe
(Fig. 6.48b). Once the load reached 111 kN, the energy switched to the upper lobe
(Fig. 6.48c) causing the decrease in velocity observed in Fig. 6.47. As the load in-
creased to 185 kN, the energy switched back to the bottom lobe and the velocity was
again increased (Fig. 6.48d). This is observed in the sharp jump in velocity around
160 kN. It appears that these results demonstrate the intersection wave can excite
multiple modes.
These results indicate that the polarization of the transducer relative to the di-
rection of loading is sampling the load similar to the uniaxial results in section 6.8.1.
To fully exploit the usefulness of this dependence, an experiment was conducted with
changing loading directions. The 90◦ transducer polarization was used (inset of Fig.
6.49a) and the biaxial loading system was applied in two ways. First, the vertical
load was held constant at 6.67 kN while the horizontal load was increased from 0 -
44.5 kN; this is graphically represented in the bottom purple region of Fig. 6.49a.
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Figure 6.48. Wavelets from the hexagonal aluminum signals in Fig.
6.45a used to explain the results in Fig. 6.47. Wavelets are at a
vertical load of a) 22.25 kN, b) 44.5 kN, c) 111.2 kN, and d) 185 kN.
Next, the horizontal load frame was kept at 44.5 kN and the vertical load frame was
increased from 6.67 kN up to 300 kN, indicated by the upper orange region of Fig.
6.49a.
Observed signals at the intersection for these loading conditions are shown in
Fig. 6.49b. The first set of loading conditions (lower purple region) excited Rayleigh
wave modes (shown in the purple signals of Fig. 6.49b). Similar to the previous
results (Figs. 6.44a, 6.45c, and 6.39a) this indicated a low amount of coupling on
the horizontal fracture due to the loading conditions. When the loading condition
switched, entering the upper orange region of Fig. 6.49a, intersection signals exhibited
a much stronger dependence on load (upper orange of Fig. 6.49b). This switch in
sensitivity was caused by the change in loading direction that had both fractures
coupling together and was sensing the changes similar to the results of Figs. 6.44c,
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Figure 6.49. Steering the intersection wave by varying the direction
of loading. a) The horizontal direction is loaded first (purple region),
then held constant while the vertical direction is loaded (orange re-
gion). Inset shows polarization relative to load frames. Signals from
the intersection are shown in b) with the same color labels.
6.45a, and 6.39c. The arrival time of the signal changed, and at least two modes
merged into one at high loads (top orange signals at ∼ 34 µs in Fig. 6.49b). This
steering of the intersection wave fully demonstrated the sensitivity of the intersection
to the loading conditions experienced.
Results from Fig. 6.49 demonstrate that the intersection is highly sensitive to
the loading conditions and that the stiffness of each fracture plane can be changed
independently. A qualitative description of the velocity results for this experiment is
shown in Fig. 6.50. The surface is from the long aluminum bar parameters, but the
general trend of the surface should be identical for the hexagonal aluminum sample.
During the first portion of the loading cycle (purple in Fig. 6.49a) only the stiffness
on the vertical fracture (κ1) is changing. This change corresponds to the region on
the intersection wave surface shown in the purple arrow of Fig. 6.50. The velocity
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Figure 6.50. Qualitative description of the results of Fig. 6.49 on the
theoretical surfaces for the unequal stiffness condition. The black line
indicates the equal stiffness curve.
starts at or near the WW velocity and as the load is increased the velocity increases
up to the Rayleigh plateau, but does not exceed the Rayleigh velocity. When the
loading direction is changed (orange of Fig. 6.49) the horizontal fracture stiffness is
increased (κ2). This corresponds to the orange arrow on the surface of Fig. 6.50. The
vertical fracture is now essentially closed and the increase in load on the horizontal
fracture further increases the velocity of the intersection wave up the side of the
surface heading towards the shear peak (Fig. 6.50). This demonstrates the usefulness
of the surfaces in comprehending the observed data at the intersection.
6.8.3 Biaxial Loading Results- Bar Samples
Measurements of intersection waves were also made on anisotropic aluminum bars
(Fig. 5.19) under biaxial loading. Bulk and surface waves for these bars are shown
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Figure 6.51. Bulk and surface waves propagating through and along
the long direction of the aluminum bars (Fig. 5.19). Note that com-
pared with the smaller hexagonal signals (Fig. 6.43) the Rayleigh and
WWs are more separated, due to the increased length of the sample.
in Fig. 6.51. As expected, the order of the signals is P, S, Rayleigh, and WW, re-
spectively. It should be mentioned that this sample is anisotropic, with transversely
isotropic symmetry (section 2.3.2). The symmetry planes are in the direction of prop-
agation (i.e., the long direction (x)) and so both the θ = 0◦ and θ = 90◦ polarization
yield the same P- and S- waves. However, signals propagating through the short sides
of the sample (Fig. 5.19) have different velocities. Since the sample is not a cube, a
direct comparison of these signals is not given. The velocities of each wave, and its
polarization, are listed in Table H.3.
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Figure 6.52. Signals along the intersection in the long aluminum sam-
ples for various biaxial loads. For all cases the vertical load ranged
from 0 to 400 kN as listed on the y-axis. The horizontal load was a)
2.22 kN, b) 8.88 kN, c) 22.2 kN, and d) 66.6 kN. S-wave, Rayleigh,
and WW signals are shown for reference.
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Figure 6.53. Group velocity, from peak in wavelet energy, for the
signals from Fig. 6.52. The vertical load is shown on the x-axis.
The biaxial loading investigation using the hexagonal samples showed a strong
dependence of the intersection wave on polarization and applied load. Here, the
effects of various horizontal loads, with the same vertical load, are explored. The
four loading conditions examined are vertical loads ranging from 0 - 400 kN and
horizontal load held constant at 2.22 kN, 8.88 kN, 22.2 kN, and 66.6 kN with a
transducer polarization of θ = 90◦ (Fig. 6.52).
For the 2.22 kN horizontal load shown in Fig. 6.52a the stacked signals started
near the WW velocity and as the vertical load was increased, several modes were
observed to merge and interfere between ∼ 102 and 105 µs. Near a vertical load of
200 kN only two dominant peaks existed, and for the remainder of this experiment
the signal decreased in arrival time and approached the bulk S-wave signal.
When the horizontal load was increased to 8.88 kN (Fig. 6.52b) and 22.2 kN
(Fig. 6.52c), the observed signals exhibited less interference and at low vertical load
arrived near the Rayleigh wave time (bottom signals in Fig. 6.52b, c). This indicated
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Figure 6.54. Surface from experimental measurements of the intersec-
tion wave under various biaxial loading conditions with a shear source
polarized at 90◦.
that the horizontal load had sufficiently closed the vertical fracture plane, causing
the observed effects. As the vertical load was increased, the arrival time decreased,
heading towards the bulk S-wave arrival time.
The highest horizontal load of 66.6 kN (Fig. 6.52d) had a similar effect but
with one dominant peak in the signal that began between the WW and Rayleigh
wave arrival time and decreased with little interference from the other modes. These
results demonstrate the sensitivity of the intersection to the loading condition of the
intersection in biaxial load.
The group velocity of these results was calculated in the same way as before. The
results (Fig. 6.53) demonstrate that the change in horizontal load (Fig. 6.53) affects
the velocity of the intersection wave. The velocity at low vertical load (x-axis in Fig.
6.53) has the most dramatic effects. Once the vertical load was significant enough
to close the intersection (> 150 kN in Fig. 6.53), the signals all exhibited similar
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velocity trends with slight variations due to the different loading configurations on
the horizontal axis.
The results of the experimental study on the θ = 90◦ polarization are summarized
by a surface of velocities in Fig. 6.54. If both loads are low the velocity of the
intersection propagates near the WW velocity, as expected. When the vertical load
is increased but the horizontal load is low (i.e., < 10kN) the intersection wave heads
up to the Rayleigh plateau (see Fig. 6.21). When both loading directions are high
the velocity increases and heads towards the bulk S wave velocity (orange peak Fig.
6.54). This is expected when comparing with the theoretical results of Fig. 6.21.
The velocity did not reach the bulk S wave velocity because the loading conditions
were not high enough to sufficiently close the intersection. A larger load frame is
required to demonstrate the full range of existence or a smaller sample (shown for the
hexagonal samples above) . This demonstrates the agreement between the theoretical
predictions and experimentally observed signals.
6.8.4 Biaxial Loading Polarization Effects - Bars
The polarization of the intersection wave was also examined in the long aluminum
bar samples in the same way it was examined under uniaxial loading conditions in
section 6.8.1. Using the same angle (θ) definition, shown in Fig. 6.12, transducer
polarizations of 0◦, 45◦, 90◦, and 135◦ were examined under biaxial loading conditions.
For all cases the vertical load was varied from 0 - 400 kN, while the horizontal load was
held constant at 8.88 kN for the 0◦ polarization and 22.2 kN for the other polarizations.
0◦ polarization results, for the above loading conditions, are shown in Fig. 6.55a.
As a function of load, this polarization indicates that the intersection supports WW
type modes at low external loads. As the load is increased in the vertical direction,
the intersection waves pin at the Rayleigh wave arrival time. This was similar to the
CWW results from chapter 5, which indicated that the small horizontal load applied
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in this experiment (2.22 kN) was not sufficient to close the vertical fracture plane.
Essentially, this is the same effect discussed in section 6.8.1.
When the polarization was rotated to θ = 90◦, the signal exhibited the full arrival
time regime, i.e., WW to the bulk S-wave, as shown in Fig. 6.55c. There was very
little interference observed in the received signals compared to the uniaxial loading
condition in section 6.8.3.
When the polarization of the intersection transducer was θ = 45◦ or 135◦, observed
signals exhibited significant interference and mode crossing (Figs. 6.55b, d). Analo-
gous to the uniaxial polarization effects (Fig. 6.39b, d) these polarizations exhibited
trends from both the 0◦ and 90◦ modes. At low applied loads the signals arrive near
the WW, and as the load was increased, multiple modes and interference effects were
observed (near 100 - 200 kN in Figs. 6.55b, d). This indicated these polarizations
were probably sampling some of behavior from both fractures.
The group velocity analysis was also carried out for this experiment (Fig. 6.56)
and indicated differences from the uniaxial analysis in Fig. 6.42. For the θ = 0◦
polarization (circles in Fig. 6.56) under biaxial loading conditions the signal began
near the WW velocity and increased just past the Rayleigh wave velocity and asymp-
toted for the entire range of applied vertical load. The θ = 90◦ polarization results (x
symbols Fig. 6.56) also began near the WW velocity for low load, but increased past
the Rayleigh wave velocity, towards the bulk S-wave velocity, as the vertical load was
increased. These two results are similar to the uniaxial trend observed in Fig. 6.42.
For the two polarizations between these extremes, i.e., θ = 45◦ or 135◦, the group
velocity (square and triangle in Fig. 6.56) increased in a similar fashion to the 90◦
polarization, passing the Rayleigh wave velocity and heading towards the bulk S-wave
velocity. This result is opposite what happened under uniaxial loading (Fig. 6.42)
where these polarizations were more strongly confined to the 0◦ polarization velocity
trend, now they are more strongly confined to the 90◦ behavior. The abrupt variation
in velocity for these two modes near 170 kN in Fig. 6.56 was due to a the energy
switching lobes in the wavelet, similar to the observed effect in Fig. 6.48.
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Figure 6.55. Polarization dependence of the intersection wave in the
aluminum bar samples under biaxial loads. For all figures, the ver-
tical load was increased from 0 to 400 kN, as labeled on the y axis.
The horizontal load was held at a) 8.88 kN and b-d) 22.2 kN. The
polarization was θ = a) 0◦, b) 45◦, c) 90◦, and d) 135◦ from Fig. 6.12.
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Figure 6.56. Group velocity from peak in wavelet energy for the po-
larization study in Fig. 6.55. The bulk S, Rayleigh, and WW are all
shown for reference.
6.8.5 Summary
The results of this chapter indicate that the intersection does support localized
vibrational modes, which are a function of the specific stiffness and frequency. Group
theory was analyzed for two different symmetries and predicted the existence of at
least four unique vibrational modes when the fractures had uniform conditions. It
was interesting to observe that the intersection under completely symmetric condi-
tions supported both wagging and breathing type modes, while the intersection under
different vertical and horizontal fracture conditions only supported one or the other.
A theoretical derivation was carried out using a similar formulation to the CWW
analyzed in chapter 5 and a secular equation was derived for localized modes at an
orthogonal intersection. Numerical analysis was performed on these localized modes
and all four predicted vibrational modes were found to exist, with the exception of
the doublet ε mode. The predicted velocity regime ranged between the WW and
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bulk S-wave velocity, or Rayleigh wave and bulk S-wave velocity, depending on the
parameters used.
Uniaxial and biaxial load experimental investigations were performed to verify
the existence of the intersection waves. Strong dependence was found between the
polarization and direction of loading. The observed signals were analyzed and found




This dissertation presented the theoretical and experimental framework for under-
standing elastic wave propagation along an intersection between orthogonal fractures.
This was achieved by conceptually viewing an intersection as composed of four wedges,
each of which supports a wedge wave (WW) that is localized at the corner of two
free surfaces (chapter 4). Group theory was used to predict the possible vibrational
modes of the WW. For WWs, two types of motion exist, wagging or breathing, where
the wagging motion is the most common, and exists in isotropic media for positive
Poisson’s ratio media. The breathing mode mostly exists in negative Poisson’s ratio
media but is supported by a wedge of nearly any apex angle. Extensive work has
been performed in the literature, both theoretically and experimentally, to verify the
existence of the WW and several results from these studies were presented.
With the WW formulation as a building block, two wedges were coupled to form
coupled wedge waves (CWW) that are highly localized to the coupled corners and
propagate along a surface fracture, i.e., fracture intersecting a free surface (chapter
5). This wave exists because the coupling of two wedges is sensitive to the contact
area between the corners. Displacement discontinuity (DD) boundary conditions,
which successfully characterize single fractures, were used to describe the coupling
between the corners. Group theory was also applied to the CWW geometry for two
identical media and predicted that two modes of the CWW exist for any given set of
material properties. Numerical results for CWWs were dispersive in frequency and
specific stiffness, which results from a non-welded contact described by DD boundary
conditions.
Experiments were performed on isotropic and anisotropic aluminum samples, with
machined surfaces, to verify the existence of CWW using piezoelectric contact trans-
ducers. Observed waveforms were localized at the surface fracture and traveled with
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speeds between the WW and Rayleigh wave velocity, as predicted by the numerical
results. The behavior of CWW was extremely sensitive to the material properties
(i.e., anisotropy) of the samples. Theoretical predictions for the CWW did not match
the experimental results when isotropic parameters were assumed; however, once the
correct anisotropic parameters were used the numerical results agreed with the ex-
perimental observations.
Using the CWW as a guide, an orthogonal intersection was investigated. Group
theory was fundamental to the analysis of the intersection because of the high degree
of symmetry and presence of degeneracy. Two different cases were analyzed, an inter-
section with equal material properties and fracture stiffnesses, and the same material
properties with unequal fracture stiffnesses. For the case with equal properties, five
unique normal vibrational modes were predicted, one of which was a degenerate 2D
mode. For the unequal case, four 1D normal vibrational modes were predicted to
exist.
A theoretical model that extended the approach used to model the CWW was
applied to the two cases described above. A secular equation, which depended upon
the material properties and geometry, was derived in chapter 6. Numerical results for
the intersection indicated mode crossings in the predicted solutions, and vibrational
modes predicted by group theory were used as a guide to separate these modes and
determine the properties of each.
The theoretical approach for the case with equal fracture properties matched the
four 1D vibrational modes but was unable to characterize the 2D mode. The 2D
mode was not observed in the theoretical results because only breathing or wagging
type WW motion was assumed, which is not present for the 2D mode. The unequal
case was also analyzed, and the four theoretically determined 1D modes were found
to match the group theory results.
Intersection waves were investigated experimentally and found to depend on the
relationship between the polarization of the shear source transducer and the direction
of applied load. Several experiments were described to analyze the effects of these
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properties using both uniaxial and biaxial loading conditions. Results indicated that
intersection waves do exist and several modes are excited depending on the loading
conditions (biaxial vs. uniaxial).
7.1 Polarization
The existence and measurement of modes guided by fractures depend on the
polarization of the shear components of the source and receiver. This is also true for
the waves presented in this dissertation.
Figure 7.1. a) Source polarization required to excite a WW. b) Po-
larization which delocalizes into Rayleigh waves.
Figure 7.2. a) Source polarization required to excite a CWW. b)
Polarization which delocalizes into interface waves.
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For example, the WW, which is localized near a corner, is excited when the shear
transducer polarization is perpendicular to the bisecting angle of the wedge (Fig.
7.1a). When the polarization is aligned parallel to this bisecting angle the WW energy
delocalizes into Rayleigh waves on both free surfaces, resulting in a change in arrival
time as well as amplitude of the received signal (Fig. 7.1b). The same polarization is
used to excite both the wagging and breathing types of motion, although the breathing
mode is mainly excited in materials with negative Poisson’s ratio.
Generation of CWWs is also a function of shear source polarization for both
isotropic and anisotropic media. The CWW is excited when the source excitation
polarization is parallel to the fracture, i.e., normal to the free surface (Fig. 7.2a).
When the polarization is rotated perpendicular to the fracture and parallel to the
free surface, the received signal behaves like an interface wave, which is localized to
the fracture plane, not the corners of the surface fracture (Fig. 7.2b).
The polarization needed to generate intersection waves is more complicated than
for the other types of waves, which is not surprising considering the increased complex-
ity of the problem. Under uniaxial load the excitation polarization at the intersection
indicated sensitivity to loading when the polarization was parallel to the direction
of loading (Fig. 7.3b). When the polarization was perpendicular to the direction of
loading, the received signals exhibited signatures characteristic of the CWW. Further
experimental investigation indicated that the uniaxial load did not close the fracture
parallel to the loading direction (vertical fracture in Fig. 7.3). Thus, the perpendic-
ular polarization was not significantly affected by the uniaxial loading direction (Fig.
7.3a). When the polarization was between these two extremes, i.e., 45◦ polarizations,
observed signals were observed to be a superposition of the signals from parallel and
perpendicular polarizations, as expected.
Under biaxial load, the relationship between the polarization and loading direction
was again found to be important. At low horizontal load, the vertical fracture was
not sufficiently coupled, and a result similar to the uniaxial case was observed. As the
horizontal load was increased, the coupling along the vertical fracture also increased,
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Figure 7.3. a) Intersection with load perpendicular to the uniaxial
load. b) Intersection with load parallel to the uniaxial load.
and the observed intersection wave was found to behave as predicted by the numerical
analysis. One interesting result of the polarization study on the intersection was that
the loading direction can be determined from the observed velocity trends at the
intersection. This result has implications for the remote characterization of stress
fields in the laboratory and field.
7.2 Velocity
A significant amount of discussion focused on the velocity of various elastic waves.
Velocity is often used to identify the type of wave that is observed. The best physical
explanation for the variation in velocity as a function of wave type is given by Ash et
al., (1969) [145] who discussed the elastic restraining forces on a given volume element
within some geometry. The magnitude of these forces is proportional to the observed
velocity and is used to make conceptual arguments for the velocity of each type of
wave.
The bulk P- and S- wave velocities, which were discussed in chapter 2, are pro-
portional to the square root of the elastic constants. In this work, the bulk S-wave
was used to compare the velocities of surface and coupled waves. The Rayleigh wave
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velocity, which has been studied for over 100 years, is typically within 10 % of the
bulk S-wave, and highly localized to the surface. Recent theoretical advances analyz-
ing Rayleigh waves have determined simple, analytic solutions for the Rayleigh wave
velocity as a function of the material parameters (chapter 3).
For the WW, its slow velocity was the dominant characteristic that drove the
interest in studying it for use as a delay line. The WW was predicted to propagate
slower than the Rayleigh wave, from a few percent in an ψ = 90◦ wedge to less than
half the Rayleigh wave velocity in small angle wedges (chapter 4). Significant work to
theoretically model the variations in velocity with geometry and material properties
were verified by experimental studies.
The CWW that was introduced in this work exhibited dispersive velocity trends
because of the DD boundary conditions, and was found to exist between the WW and
Rayleigh wave velocity. The dispersion for the CWW, shown in Fig. 7.4, indicates
that when the blocks are separated (i.e., low coupling or uncoupled) WWs are excited.
As the media are coupled, the WWs couple together, increasing in velocity until
a welded condition is reached, yielding the Rayleigh wave velocity. It is useful to
compare this result to the interface wave. Interface waves are coupled Rayleigh waves
that propagate along a fracture plane. Interface waves also exhibit dispersive behavior
and exist between the Rayleigh wave velocity at low applied loads and the bulk S-
wave velocity at high applied loads (i.e., high coupling). The comparison of CWW
and interface wave modes (Fig. 7.4), provides a complete picture of the velocity
trends exhibited on a single fracture, both in the plane and at the free surface.
Intersection waves exhibited behavior common to Rayleigh, WW, CWW, inter-
face waves, and bulk S-waves. The equal stiffness case predicted velocity regimes
between the WW and bulk S-wave velocity for two of the four modes and between
the Rayleigh wave and bulk S-wave velocity for the other two modes (Fig. 7.5). Anal-
ysis of the WWs supported for a given set of material properties determined which
intersection wave modes existed in each velocity regime. If the intersection materials
supported wagging modes for each wedge, then the two wagging mode waves (A2 and
219
Figure 7.4. Dispersion characteristics of the interface wave (IW) and
CWW related to the bulk and surface waves as a function of normal-
ized frequency. ω is the frequency, Z is the impedance, and κ is the
specific stiffness.
B1) traveled between the WW and bulk S-wave while the two breathing modes (A1
and B2), which are not supported by a single wedge, existed between the Rayleigh
and bulk S-wave velocity (Fig. 7.5). The opposite behavior is observed when the
media support only breathing modes.
When the fractures defining the intersection have unequal stiffnesses, intersection
waves depend on the coupling (or stiffness) of each fracture. If the vertical fracture is
weakly coupled, the intersection wave velocity ranges between the WW and Rayleigh
wave velocity, similar to the CWW result (Fig. 7.4). For strong coupling (i.e., high
specific stiffness) on the vertical fracture the intersection acted like a single fracture
with wave velocities between the Rayleigh and bulk S-wave velocity, similar to the
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Figure 7.5. Dispersion characteristics of the intersection wave velocity,
normalized by the bulk S-wave velocity, as a function of normalized
frequency. ω is the frequency, Z is the impedance, and κ is the specific
stiffness.
interface wave results (Fig. 7.4). Between these two extremes, the unequal inter-
section velocities varied, always within the WW and bulk S-wave extremes. These
results indicated the sensitivity of the intersection wave under unequal stiffness to
the intersection properties. It is important to note that while intersection waves may
travel at speeds similar to the interface wave, the particle motion of these waves is
different.
7.3 Future Work
Although the work presented here verified theoretically and experimentally the
existence of CWW and intersection waves, many questions still remain regarding in-
tersections. The main question is, can these waves can be observed in rock with
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Figure 7.6. Other types of fracture intersections to be studied. a) star
like intersections, b) non-orthogonal fracture intersections, c) > type
intersections, d) non-orthogonal single fractures, e) orthogonal frac-
ture networks, f) Y type intersections, g) rock fracture intersections,
and h) rock single fractures. The Greek letters represent the angles
between the fractures that are non-orthogonal.
natural fractures (Fig. 7.6g, h)? This author plans to investigate this in the future,
but to date has not answered this question. Other theoretical and experimental inves-
tigations on the intersection need to be explored such as: non-orthogonal intersection
waves (Fig. 7.6b), more than two fracture intersections (star like pattern Fig. 7.6a),
fracture networks (i.e., more than one intersection, Fig. 7.6e), T- shaped (Fig. 7.6c),
and the effect of intersections on waves propagated across an intersection instead of
along it. These open questions are all interesting in respect to the analysis of the
intersection wave and remain to be investigated. Examples of some of the types of
intersections that still need analysis are shown in Fig. 7.6.
Finally, the main interest in studying elastic waves at intersections is to deter-
mine the hydraulic connectivity of networks. Although the mechanical properties are
222
interesting, the real goal is to determine if remote investigation of intersection waves
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Appendix A: Stress, Strain, and Displacement
A.1 Introduction
A brief derivation of relationships and definitions of stress, displacement discon-
tinuity, and traction are presented here. For a more in depth discussion see the
references [99, 100, 224]. Throughout this section, variables with hats (e.g., t̄) are
vectors, bolded variables without hats (e.g., σ) are tensors, and unbolded variables
(e.g., x) are scalars.
Traction
Traction, t̄, is defined as the vector representation of the internal force vector











Stress is a tensor because it obeys standard coordinate transformation principles of
tensors [99]. Stress represents the components of the traction vector (Fig. A.1). The
components are usually termed the normal and shear stresses. Typically, the normal
stress is defined as, σ, and the tangential stress as, τ ; however, for this discussion ς
is used for the normal stress and τ for the shear stress.
The definition of these components are
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Figure A.1. Diagram indicating the meaning of the directions and
stresses in this section. Note that the arrows represent vectors and
the dashed lines represent scalars.
ς = t̄ · n̄, (A.3)
and
τ = t̄ · s̄, (A.4)
where ς and τ are scalars (i.e., dot products produce scalars), n̄ is the unit normal
and s̄ is a unit vector perpendicular to n̄ and parallel to the surface. ς and τ only
represent two components of the full stress tensor.
It should be mentioned that in 3-D there are an infinite number of s̄ vectors
parallel to a surface. Typically, one vector is defined parallel to the page and another
perpendicular to it.
Example calculating the stress components
Starting with a traction of t̄ = 9.39i MPa, and a unit normal to the 20◦ angled
surface (Fig. A.1)
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n̄ = (cos(20◦), sin(20◦), 0) , (A.5)
calculate the stress components.
The normal stress component on the surface is
ς = t̄ · n̄ = (9.39, 0, 0) · (cos(20◦), sin(20◦), 0) = 9.39cos(20◦) = 8.82 MPa. (A.6)
Choosing a direction perpendicular to n̄ as
s̄ = (−sin(20◦), cos(20◦), 0), (A.7)
the shear stress component on the surface is calculated from the parallel vector as
τ = t̄ · s̄ = (9.39, 0, 0) · (−sin(20◦), cos(20◦), 0) = −9.39sin(20◦) = −3.21 MPa.
(A.8)
Stress Tensor and Traction Vector Relations
Next, the relationship between the traction vector, t̄, and the stress tensor, σ, is
determined. To do this, the sum of the forces on the object must be set to 0 (i.e.,
equilibrium). This derivation will use Fig. A.2 for reference.
Using Eqns. A.1, A.3, and A.4 the x and y components of the internal forces are
ςxxAcos(θ) + τxyAsin(θ) = txA,
τxyAcos(θ) + ςyyAsin(θ) = tyA.
(A.9)
The area cancels, leaving
ςxxcos(θ) + τxysin(θ) = tx,
τxycos(θ) + ςyysin(θ) = ty.
(A.10)
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Figure A.2. Diagram indicating the meaning of the directions and
stresses in this section. The arrows by A (green) are indicating the
area of the face it points to. All other arrows are vectors.
Recall that the trigonometric functions indicate the components of the normal
to the surface, i.e., n̄ = (cosθ, sinθ, 0) that the traction, t̄, is acting on (Fig. A.2).
Replace the trigonometric functions with the components of the normal vector, nx
and ny, yielding
ςxxnx + τxyny = tx,
τxynx + ςyyny = ty.
(A.11)
This result is summarized as
t̄ = σ · n̄, (A.12)








τij = τji, j, i = x, y, z. (A.14)
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Equation A.12 can be rewritten in tensor component notation as
ti = σijnj, i, j = x, y, z, (A.15)
where summations are implied, and the components represent the rows (or columns)
of the vector and tensor. Equation A.15 in 3D is
ςxxnx + τxyny + τxznz = tx,
τyxnx + ςyyny + τyznz = ty,
τzxnx + τzyny + ςzznz = tz.
(A.16)
Example using the stress tensor





























In component notation t̄ = 28.61i + 66.30j + 33.09k MPa. The force can also be
calculated, if the cross sectional area is known. For example, if the area is 200 mm2,
then the force would be F̄ = t̄A = 5722i + 13260j + 6618k N .
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Stress Transformations
Recall that the normal, ς, and shear, τ , stress components (scalar) on a given
surface are related to the traction vector, t̄, by Eqns. A.3 and A.4 and that the
traction vector is related to the stress tensor by Eqn. A.12. Substituting the stress
components into Eqn. A.12 gives
ς = t̄ · n̄ = (σ · n̄) · n̄ = σijnjni, (A.19)
and
τ = t̄ · s̄ = (σ · s̄) · n̄ = σijsjni, (A.20)
where summations are implied over the indices.
Example using the stress transformation
Using the stress tensor in equation A.17 calculate the normal and shear stresses
on the surface with a normal vector of n̄ = 0.3i+ 0.65j + 0.623k.
















 = 72.292 MPa.
(A.21)
The shear stress is a bit more difficult because some specific unit vector parallel to
the surface must be defined. Only one of the infinite possibilities is necessary. Using
s̄ = (−0.32, 0.550, 0.000) (a dot product can verify the orthogonality of this vector to
















 = 27.31 MPa.
(A.22)
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Comparing the results of Eqn. A.22 to A.21 indicates that there is less than half of
the shear stress in this direction (̄s = (−0.32, 0.550, 0.000)) compared to the normal
direction. However, this is just one of the infinite possible shear directions possible.
To see this, another direction, perpendicular to the shear vector used in Eqn. A.22
is chosen. This new shear direction is determined using the cross product
s̄2 = n̄× s̄ = (0.300, 0.650, 0.623)× (−0.320, 0.550, 0.000) = (−0.343,−0.199, 0.373).
(A.23)













 = −10.68 MPa, (A.24)
where the negative indicates that τ2 is in the direction opposite s̄2.
A.2 Displacement Discontinuity
Now that the relationships between stress and traction have been derived, a deriva-
tion of the displacement discontinuity (DD) boundary conditions is presented. This
derivation is based on several references [12,122,130]. Throughout this derivation the
geometry is a fracture on the x-y plane with the z direction normal (Fig. A.3).
Figure A.3. Geometry used for the DD boundary condition derivation.
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According to Schoenberg [122], “The stress traction which is continuous across
the interface is assumed to be related to the discontinuity of displacement at each
point.” The DD vector is expressed as






j , (j = x, y, z),
(A.25)







σzi = κij[uj], (i, j = x, y, z),
(A.26)
where κij are the specific stiffness components on the fracture plane. Recall that σzx
and σzy are the tangential stresses and σzz is the normal stress on the fracture plane
(Fig. A.3). Considering fractures without shear loading yields only the diagonal ele-





t(1)x = −t(2)x = σzx,
t(1)y = −t(2)y = σzy,
t(1)z = −t(2)z = σzz.
(A.27)




















where λL and µL are the well known Lamé’s parameters and δij is the Kronecker delta












































Note that typically one of the tangential stress components is suppressed in Eqn.
A.29 since the waves are polarized and propagate in only two dimensions (or less).
The traction vector, t̄, is determined using equation A.12 and A.13 where the























































which is the DD theory used in this dissertation.
A.3 Free Surface
Between a solid and a vacuum there exists a boundary condition called a free
surface boundary condition [100]. This free surface has a normal in the n̂ direction
(e.g., z for medium 1 in Fig. A.3). The free surface boundary condition is expressed
as
ti = σijnj = 0, nj = δjz, (A.32)
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which results in
τxz = τyz = ςzz = 0. (A.33)
Note that there are no constraints on the stress components σxx, σxy, and σyy.
This boundary condition was used to discover the famous Rayleigh wave [104].
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Appendix B: Laguerre Functions
Figure B.1. Graphical representation of the n = 1, n = 2, n = 4, and
n = 10 Laguerre functions.
Laguerre polynomials arise in several problems in mathematics and quantum me-
chanics. One example is the solution to the Schrödinger equation for the hydrogen
atom [225]. The polynomials come from Laguerre’s differential equation [226]
xy′′(x) + (1− x)y′(x) + ny(x) = 0. (B.1)
where n is a real number. For positive values of n, Eqn. B.1 yields the Laguerre
polynomials, Ln(x) (Eqn. 5.21). The polynomials follow the recurrence relation
xL′n(x) = nLn(x)− nLn−1(x) (B.2)
where the
′
is a derivative with respect to x. As shown by Arfken (1968) [226], the
Laguerre polynomials do not form an orthogonal set by themselves, but through the














φn(x)φn(x)dx = δmn, (B.4)
where δmn is the Kronocker delta symbol [226]. Several Laguerre functions are shown
in Fig. B.1.
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Appendix C: Rayleigh Stoneley Wave Group Theory Analysis
C.1 Rayleigh-Stoneley Waves
The Rayleigh-Stoneley wave (RS) was predicted to exist by Sokolova et al., (2012)
[138], but to this author’s knowledge, no group theory analysis of this wave exists.
The following will analyze the results of group theory applied to the RS wave.
Step 1: Identify the point group and its symmetry operations
The geometry for the RS wave is the same as that used in the CWW derivation
(Fig. 5.1) except the material properties differ. The only operator that keeps the
point symmetry unchanged is the identity operator, E. This leads to the point group
C1 which is order 1, Abelian, finite, and has no symmetry.
Step 2: Specify the coordinate system and basis functions
The same coordinate system used for the CWW is used here, i.e., a coordinate
system at the tip of each wedge corner at the origin.
Step 3: Determine the effects of the symmetry operations on the basis
functions
Because the identity is the only operator, all the basis functions transform into
themselves. The (rather simple) action table is shown in Table C.1.
Step 4: Construct a matrix representation for each element using the basis
functions
The matrix representation for the identity operator is the same as Eqn. 5.3 and
is not repeated here.
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Table C.1







Step 5: Determine the number and type of irreducible representations
The operator E is in a class of its own (i.e., {E}) with the character table given


















[(2)(1)] = 2. (C.1b)
Table C.2







Step 6: Analyze the information in the decomposition
The decomposition for the RS wave is
Γx = Γy = Γz = 2ΓA. (C.2)
Step 7: Determine the symmetry functions
The symmetry functions are determined from
V̄A ∝ [Γ(E)] V̄. (C.3)





























Visualizations of Eqn. C.4 are shown in Fig. C.1. Equation C.4 may seem rather
simple, but the results lead to predicted wagging and breathing modes for the RS wave
(Fig. C.1 and C.2). Although only motion in medium 1 is predicted, the boundary
conditions for the RS wave (continuous stress and displacement, i.e., welded), lead to
medium 2 being excited (i.e., dragged along) to allow the boundary conditions to be
met.
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Figure C.1. Components of the A vibrational mode for the RS wave.
a) X-components, b) y-components, and c) z-components.
Figure C.2. The A vibrational mode for the RS wave. The a) breath-
ing mode and b) wagging mode predicted by group theory.
Appendix D: Linear Algebra
This information is copied from the book, Applied Linear Algebra by Ben Noble
(1969) [227].
Consider the equation
Āx̄ = b̄, (D.1)
which is a notation for the system of equations
x1 + a1,2x2 + ...+ a1,nxn = β1,
xp + a1,p+1xp+1 + ...+ a2,nxn = β2,
...
(D.2)
where aq,n and β are constants.
Define s as the number of unknowns (xn), m as the number of equations, and n
as the total number of unknowns. The homogeneous form of Eqn. D.1 is
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Āx̄ = 0. (D.3)
For Eqn. D.3 to be true, Eqn. D.2 must have βi = 0 for all i, so that the only two
possible outcomes are:
i) If s = n (thus m ≥ n), then the only solution is x = 0 . This is called the Trivial
Solution. ii) If s < n, the equations possess an infinity of solutions given by assigning
arbitrary values to x.
D.1 Eigenvalue Problems





x̄ = 0, (D.4)
where Ī is the identity matrix.
Equation D.4 possesses only the trivial solution (x̄ = 0), unless the determinant
of the coefficients is zero (i.e., |Ā − λĪ| = 0), which is defined as the secular or
characteristic equation.










det (x̄) = 0. (D.5)
Eqn. D.5 requires either the left or right determinant to equal zero. Since solu-
tions, x̄, are sought that are non-zero, the first determinant in Eqn. D.5 must be 0








Definition D.1 If there exists a nonsingular matrix (i.e., a matrix that has an in-
verse), P̄, such that
P̄−1ĀP̄ = B̄, (D.7)
the matrix B̄ is said to be similar to Ā, and it is said that B̄ is obtained from Ā by
means of a similarity transformation.
Several theorems for similarity transformations are now presented.
Theorem D.2 Similar matrices (Ā, B̄) have the same characteristic equations and
the same eigenvalues.



















det(B̄− λĪ) = det(P̄−1(Ā− λĪ)P̄) = det(P̄−1)det(Ā− λĪ)det(P̄), (D.9)
where Eqns. D.4 and D.7 are used. Since the determinants in Eqn. D.9 are each
constants, they commute and can be rearranged such that
det(P̄−1)det(P̄)det(Ā− λĪ) = det(Ā− λĪ). (D.10)
Thus,
det(B̄− λĪ) = det(Ā− λĪ). (D.11)
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Theorem D.3 For a given matrix Ā with n linearly independent eigenvectors, there
exists a nonsingular matrix, P̄, such that
P̄−1ĀP̄ = Λ̄, (D.12)
where Λ̄ is a diagonal matrix whose elements are the eigenvalues of Ā.
Proof Suppose Ā has n linearly independent eigenvectors x̄1, x̄2, ...x̄n. Then, we
can define
P̄ = [x̄1, ..., x̄n] . (D.13)





= [λ1x̄1, ..., λnx̄n] = Λ̄P̄, (D.14)
where Λ̄ is a diagonal matrix whose eigenvalues are λ1, ...λn, i.e.
Λ̄ =

λ1 0 · · · 0





0 0 · · · λn
 . (D.15)
Theorem D.4 A general square matrix Ā can be reduced to diagonal form by a sim-
ilarity transform if and only if Ā possesses n linearly independent eigenvectors.
Proof Same as the previous proof.
Theorem D.5 (Spectral Theorem) This proof is from Stensby (1998) [228]. For a
Hermitian matrix B̄ there exists a unitary matrix Q̄ (recall: Q̄∗Q̄ = Ī), of the same
size, such that Q̄−1B̄Q̄ = Q̄∗B̄Q̄ is a diagonal matrix with the eigenvalues of B̄ on
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its diagonal. It can also be shown that the eigenvectors of B̄ are the columns of Q̄.
Proof From the Schur formulation there exists an unitary matrix, Q̄, such that
Q̄∗B̄Q̄ is of the Schur form. The Schur form says that this form is held when Ū is
an upper triangular matrix with the eigenvalues of B̄ on the diagonal. Since it can




= Q̄∗B̄∗Q̄ = Q̄∗B̄Q̄, (D.16)
which means that Q̄∗B̄Q̄ is also Hermitian. However, for upper triangular Hermitian
matrices to exist, the off diagonal terms must be zero, leaving only the diagonal terms,
which by the Shur formulation, are the eigenvalues. Thus,
D̄ = Q̄∗B̄Q̄, (D.17)
where D̄ is the diagonal of eigenvalues, which can be rearranged by multiplying and
taking the conjugate transpose to give D̄Q̄ = B̄Q̄. Thus, the only way for this to
hold is if Q̄ is made of the eigenvectors of B̄.
EXAMPLE 1:















































which is the Λ̄ matrix as defined in equation D.15 above in which the diagonal ele-
ments are the eigenvalues.
Hermitian Matrices
A few relationships for Hermitian matrices will be derived here. Some are based on
the work of John Stensby EE448/528 notes [228] others from Ben Noble’s book [227].
Definition D.2 A Hermitian matrix is one whose conjugate transpose is equal to
itself (i.e. B̄∗ = B̄). These must have real values along the diagonal and can have
complex values on the off diagonal terms.
Example




2 i 4 + i
−i 7 0
4− i 0 3
 . (D.23)
To verify this, take the conjugate transpose, flip the columns for the rows, and
take the complex conjugate of each term (e.g., term (2,3) becomes term (3, 2)∗).
Theorem D.6 A Hermitian matrix has real valued eigenvalues.
Proof Let λ be the eigenvalue and x̄ be the eigenvector of matrix B̄. Then, multiply









= x̄∗B̄∗x̄ = x̄∗B̄x̄. (D.25)
This means that x̄∗B̄x̄ is Hermitian, and thus the diagonal terms must be real
valued. So, the eigenvalues must also be real for this matrix. Thus, the eigenvalues
of Hermitian matrices must be real.
D.3 Derivation of Ḡ
Starting with Eqns. 6.108- 6.111 rewritten as
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Ā1ā1 = (−τ̄ 1 − γ̄1),
Ā2ā2 = (τ̄ 2 − σ̄2),
Ā3ā3 = (H̄3 + σ̄3),
Ā4ā4 = (−H̄4 + γ̄4).
(D.26)
Multiply on the left by V̄∗ (where V̄ is unitary) and also insert an identity matrix
Ī = V̄V̄∗ on the left side yielding
V̄∗Ā1V̄V̄
∗ā1 = V̄
∗(−τ̄ 1 − γ̄1),
V̄∗Ā2V̄V̄
∗ā2 = V̄








Move the first four terms on the left side to the right side of the equations, using
the correct matrix multiplication. This yields
ā1 = V̄V̄
∗Ā−11 V̄V̄
∗(−τ̄ 1 − γ̄1),
ā2 = V̄V̄
∗Ā−12 V̄V̄








Apply the similarity transformation (Eqn. D.7). Recall, however, that
Ān = M̄− ρ(n)v2Ī, (D.29)




V̄∗M̄V̄ − V̄∗ρ(n)v2ĪV̄ =
V̄∗M̄V̄ − ρ(n)v2ĪV̄∗V̄ =
V̄∗M̄V̄ − ρ(n)v2Ī.
(D.30)
Equation D.30 used the fact that the identity matrix (̄I) commutes with all ma-
trices. Recall that λ is the eigenvalue of M̄. Equation D.30 is expressed as
V̄∗ĀnV̄ = (λ− ρ(n)v2)Ī, n = 1, 2, 3, 4. (D.31)


















which is used to define the matrix Ḡ such that
ā1 = Ḡ
(1)(−τ̄ 1 − γ̄1),
ā2 = Ḡ
















, η = 1, 2, 3, 4, (D.34)
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and j tells how many solutions there are with the maximum
jmax = 3(mmax + 1)(nmax + 1). (D.35)
The index terms in the subscript of Ḡ changed order due to the fact that this is
similar to the inverse of Mpqmn.
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Appendix E: Wavelets
E.1 Introduction to Wavelets
The material in this appendix is not meant to be a thorough review of wavelet
analysis, but merely a reference and summary of some of the applications of wavelets
used in this dissertation. For a further discussion of wavelets, please see the references
[221,229–232].
A wavelet transformation is a time and frequency transformation applied to a
signal simultaneously. This transformation allows a wave to be decomposed into
component wavelets. To see the usefulness of this type of transform, the time and
frequency transformations must first be analyzed individually.
E.2 Transformations
The time transformation separates the time components of a frequency signal.
Similarly, the frequency transformation separates the frequency components of a time
signal. As an example, take a sinusoidal signal that has a frequency of 100 Hz and
apply a frequency transform to the signal, the transform would give a spiked peak at
100 Hz.
The downfall of using these transformations individually is they only apply to
stationary signals, i.e. a signal that has a constant frequency at all times. Since most
signals are not of this type, the individual transformations alone lose their luster.
Many signals used in the scientific community are of the non-stationary signal or
chirp signal type. These signals have a variable frequency in time and can only be
analyzed using frequency transformations when the time is unimportant.
Fourier Transformation
Before discussing wavelet transformations, it will be advantageous to briefly dis-
cuss the Fourier transformation (FT). The FT represents a set of periodic functions
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by an infinite sum (i.e., integral) of exponential functions (i.e., plane waves). For





where f is the frequency, i is the imaginary number and X(f) is the FT of x(t). The





If the result of the FT integration is large, the signal (x(t)) has a dominant spectral
component at frequency f. If the integral is 0, then no component of that specific
frequency, f, exists within the signal, x(t). This procedure can be repeated at every
frequency within some desired range.
Wavelet Transformation
To aid in analyzing non-stationary signals, the wavelet transformation (WT) was
developed. The term wavelet means a small wave, and there are numerous types of
wavelets. The WT applies a time and frequency transformation, simultaneously, to a
signal. To do this it first decomposes the signal by filtering (high or low filter). This
process is repeated down to small, filtered frequency windows. The transformation is
then applied and analyzed.
Due to the Heisenberg uncertainty principle (∆t∆ω ≥ 1
2
), it is impossible to know
the frequency and time simultaneously within some error. So, look at what spectral
components exist at any time interval. Due to the uncertainty principle, higher
frequencies are better resolved in time and lower frequencies are better resolved in
frequency.












where q is the translation (related to the location of the window corresponding to
time), s is the scale ( 1
f
), Ψ(t) is the transforming function (i.e., mother wavelet), and
x(t) is the signal.
The mother wavelet refers to the function with different regions of support that are
used in the transformation process and are derived from one function. It is a prototype




One example of a wavelet is the mexican hat (i.e., Ricker wavelet) that comes















Figure E.1. Mexican hat wavelet for several values of σ.
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Morlet Wavelet
Another famous wavelet, and perhaps the most widely used, is the Morlet wavelet
[230]. The mother wavelet, Ψ(t), of a Morlet wavelet is used to obtain a general



















The second term in Eqn. E.6 is needed to ensure convergence of the inverse Morlet
wavelet transform (see the admissibility condition below). Note that the value of the
frequency, σ, does not matter as long as it is non-zero.



















Any square integrable function may be expressed as a sum over Morlet wavelets
(even δ functions and plane waves).
Using these descriptions, along with the calculated admissibility constant, the




2 (eiσt − e−σ
2
2 )√




which is shown in Fig. E.2.
















where CΨ is the admissibility constant.
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Figure E.2. Morlet wavelet for values of σ = 5 and 10.
Nolte-Hilbert Wavelet
The Morlet wavelet, although useful, is not rigorously admissible [221] (see next
section). To completely satisfy the admissibility condition and balance the time-
frequency localization for short pulses, only the imaginary part of the Morlet wavelet
is used. A Hilbert transform is then applied to make an orthogonal, real valued
wavelet given by















where Ψ1 is the Hilbert transformation, σo is the frequency (>5), and P is the Cauchy
Principle Value. This new wavelet has been termed the Nolte-Hilbert wavelet.
To calculate Ψ1 take a fast Fourier transformation of Ψ2, switch the symmetric
and antisymmetric parts by changing the sign of the values greater than x = 0, inverse
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Figure E.3. Nolte Hilbert wavelet (Eqn. E.12) components, where σo =
√
2π.
fast FT, and then plot the negative imaginary parts. The results are shown in Fig.
E.3. Further discussion of limits and applications of this wavelet are given by Nolte
et al., (2000) [221].
When the frequency σo =
√
2π is used, a balance of the time-frequency localization
is obtained for short pulses and the admissibility condition is satisfied. This is the
wavelet that is used within this dissertation, applied to the experimentally obtained
waveforms.
E.4 Admissibility Condition
The admissibility condition demands the wavelet function be invertible, allowing
the original signal to be recovered without losing any information [229–232]. A more
formal definition can be stated as: the wavelet kernel must have a vanishing zeroth
order moment for all choices of wavelet scales. When a square integrable function,
with finite energy, satisfies this condition, it is a wavelet.












where Ψ̂(ξ) is the FT of Ψ(t) 1. The wavelet decomposition fails when CΨ is not
finite. When Ψ is differentiable, the admissibility condition is satisfied for
Ψ̂(σ = 0) = 0, =⇒
∫
Ψ(t)dt = 0, (E.14)
which requires the wave to be oscillatory so that this integral can go to zero.
The admissibility condition is used to imply that the wavelet, Ψ, has weak con-





where the bra and ket notation has been utilized. It can be shown that this operator
(in L2(R, dt) space) is the same as CΨ (Eqn. E.13) [232].




This appendix provides code which was implemented in Matlab 2013b to calcu-
late the CWW and intersection waves in the numerical results sections in this work.
Complete codes will be given with some description of what different sections of the
code do.
F.2 Kronecker Delta and Heavyside Step Function
These define the Kronecker delta function and as delta(i,j) and the Heavyside step
function as heav(f).
%Dirac Delta Function. Such that delta(i,j)=0 for i not equal j and
%delta(i,j)=1 for i=j;
function [delta]=delta(first,second);
if first == second










%case where function is still 0
heav=0;
elseif n==0








The material parameters, (e.g., density) are supplied here to calculate the Q̄
matrices.
%Input Material parameters for the 4 media making up the
%intersection here. Uses the eigM int.m function
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%clear all values that will be used
clear eigvecs; clear eigvals; clear vecr; clear vecc; clear Snumsize;
clear Snum; clear count; clear ncnt; clear mcnt; clear mmax; clear nmax;
clear jmax; clear jcount; clear Qmat;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−






















































%Make matrix for all the possible m and n values
Snumsize=0.5∗(p+1)∗(p+2);%calculate the number of terms










mmax=max(Snum(:,1));%calculate the max m
nmax=max(Snum(:,1));%calculate the max n
pmax=max(Snum(:,2));%calculate the max p
qmax=max(Snum(:,3));%calculate the max q
jmax=3∗(mmax+1)∗(nmax+1);%calculate j max
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−










%Calculate Q n=Q q by summing terms in the eigenvectors.
%See equation 18 in paper.
%Q should be [3∗(nmax+1) x jmax] in size as long as nmax=mmax.
for mcount=1:1:3∗(mmax+1)%sum over m values.
for jcount=1:1:jmax %sum over eigenvector number
for sumterm=mcount+(mcount∗mmax)−mmax:1:mcount∗(mmax+1)%counter for each j
value.
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if sumterm==mcount+(mcount∗mmax)−mmax %check for starting value
Qmat int(mcount,jcount)=eigvecsint(sumterm,jcount);%Start the term
else
Qmat int(mcount,jcount)=Qmat int(mcount,jcount)+...





%Calculate Q p by summing terms in the eigenvectors checked 10/13 working
for mcount=1:1:3∗(mmax+1)%sum over m values.
for jcount=1:1:jmax %sum over eigenvector number
for sumterm=mcount+(p∗(p+1)∗(ceil(mcount/(p+1))−1)):(p+1):mcount+(p∗(p+1)∗(ceil(
mcount/(p+1))))%counter for each j value.
if sumterm==mcount+(p∗(p+1)∗(ceil(mcount/(p+1))−1)) %check for starting value
Qmat intp(mcount,jcount)=eigvecsint(sumterm,jcount);%Start the term
else
Qmat intp(mcount,jcount)=Qmat intp(mcount,jcount)+...




















eigenmat=diag(eigvalsint);%put all the eigenvalues into a matrix.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Clear variables that are not needed
clear count; clear sumterm;clear mcount; clear jcount;
clear Snumsize; clear mcnt; clear ncnt;
F.4 M̄ Matrix
Definitions of the M̄ matrix terms for the intersection wave.















disp(’medium not well defined’);
end
end
















disp(’medium not well defined’);
end
end































































































































disp(’medium not well defined’);
end
end
F.5 Eigenvalues and Eigenvectors of M̄
%For use on Intersection Waves to calculate eigenvalues and
%eigenvectors of the M Matrix.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Mpqmn will be renamed
%as Mco with indices d1,d2,d3,d4 such that p=d1, q=d2, m=d3, n=d4.
%Use of the functions delta() and heav() will be used for delta function
%and heavyside step functions these are within the current folder.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
function [eigvecMint,eigMint]=eigM int(C11,C12,C13,C22,C23,C33,C44,C55,C66,medium,p);
%For medium 1−4. p is the mmax and nmax. i.e. number of expansion terms
%C11,C12,C13,C22,C23,C33,C44,C55,C66 are the elastic constants.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Clear variables that need to be used in this program.
clear ncnt; clear mcnt; clear count; clear Snum;
clear Msize; clear Mmat11; clear Mmat13; clear Mmat31; clear Mmat33;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−











%Calculate the size of each Mmat matrix. m+n=p the number of terms used.
[Msize,Mcol]=size(Snum);
clear Mcol;











%Calculate all the M matrices and then put them into matrix form. Here the transformation from
Maradudin is used.
for mrow=1:Msize;%sum over the rows

























%Check that Mmattotal is hermitian
if isequal(Mmattotalint,ctranspose(Mmattotalint))==0
%This is bad and needs to be fixed.




%Calculate the eigenvalues and eigenvectors
[eigvecMint,eigMint]=eig(Mmattotalint);
end
F.6 Solution Determination Dode
This program searches for solutions to the determinant equal to zero for the in-
tersection (Eqn. 6.193) for the intersection wave.
freq=1e6;%Set frequency to use (Hz)
velresolution=1e−12;%Resolution desired on velocity
scnt=1;%Counter








nextstiff=0;%Don’t move stiffnesses yet.
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nwloop=0;%Default setting
numsols=20;%Number of solutions to look for.
stpsize=0.005;%Stepsize in velocity (m/s)
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Calculate the initial parameters.
for medium=1:4
Q calc int;%run this program to calculate the Q matrices for use below in
%−−−−−−−−−−−−−−−−−−−−−−−








Qmat2=Qmat int;Qmat2p=Qmat intp; Snum2=Snum;eigenmat2=eigenmat;nmax2=nmax
;
rho2=rho;eigvecs2=eigvecsint;jmax2=jmax;





rho3=rho;eigvecs3=eigvecsint;jmax3=jmax; C11 3=C11;C12 3=C12;C13 3=C13;C23 3=





rho4=rho;eigvecs4=eigvecsint;jmax4=jmax;C11 4=C11;C12 4=C12;C13 4=C13;C23 4=
C23;C22 4=C22;C33 4=C33;C44 4=C44;
C55 4=C55;C66 4=C66;
eigvalsint4=eigvalsint;
else %There is some issue in the medium value if this occurs.
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disp(’error in medium value’)
break;
end
%remove old labels to be used again later.
clear Gmat; clear eigenmat; clear eigvecsint; clear Qmat int;clear Qmat intp;




%Calculate the Gmat matrices. The matrix should be of size [3∗(nmax+1) x 3∗(nmax+1)];
Qmat1c=ctranspose(Qmat1);%take conjugate transpose of Q n
Qmat1pc=ctranspose(Qmat1p);%take conjugate transpose of Q p
Qmat2c=ctranspose(Qmat2);%take conjugate transpose of Q n
Qmat2pc=ctranspose(Qmat2p);%take conjugate transpose of Q p
Qmat3c=ctranspose(Qmat3);%take conjugate transpose of Q n
Qmat3pc=ctranspose(Qmat3p);%take conjugate transpose of Q p
Qmat4c=ctranspose(Qmat4);%take conjugate transpose of Q n
Qmat4pc=ctranspose(Qmat4p);%take conjugate transpose of Q p
%−−−−−−−−−−−−−−−−−−−−−−−−
%Loop through stiffness
for stiff2a=logspace(log10(stiffstart),log10(stiffend),stiffstep)%define stiffness (Pa/m) range to look
in.
stiff2b=stiff2a;%Set value of stiffness
stiff1a=stiff1a;%Set value of stiffness
stiff1b=stiff1b;%Set value of stiffness
while nextstiff==0 %until solution is found
%−−−−−−−−−−−−−−−−−−−−−
%Setup velocity range info.
scnt=1;%Reset counter
if firsttime==1 %First time through
if isempty(finvel)==1 %For first time through
velstart=vstart;%Starting velocity point






else %Redefine the limits
velstep=stpsize;%Redefine stepsize











while velstep>velresolution %Set the resolution desired on the velocity;
clear Gmat1nq Gmat1np Gmat1mp Gmat1mq
clear Gmat2nq Gmat2np Gmat2mp Gmat2mq
clear Gmat3nq Gmat3np Gmat3mp Gmat3mq
clear Gmat4nq Gmat4np Gmat4mp Gmat4mq
clear velocity fmat fvalue locs pks;
%−−−−−−−−−−−−−−−−−−−−−−−
%Loop through velocity range desired.
for veloc=velstart:velstep:velend
velocity(scnt)=veloc;%store velocity.

























clear knum;clear K1bmat;clear K1amat;clear K2amat;
clear k2bmat;clear K1b;clear K1a;clear K2a; clear K2b;
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Setup the stiffness matrices
matsize=(p+1);%size of each portion of matrix (x,y,z)
%Calculate k/K
knum=(2∗pi∗freq)/veloc;%wavenumber


















ZZ −Gmat4np(:,:,scnt) Gmat3np(:,:,scnt) K1amat+Gmat4nq(:,:,scnt)+
Gmat3nq(:,:,scnt);...



















%Determine if solution is good enough or out of range.




if isempty(locs)==1 %Not found yet.
%Do nothing
if stcnt>numsols %Only look at first 6 solutions
disp(’if loop 1’);
nextstiff=1;%Go to next stiffness
velstep=1e−50;%Get out of the while loop
break;
end
if veloc>velend−5∗velstep %Reached end of velocity region
disp(’if loop 2’);
if isempty(finvel)==0 %Finvel exists
if size(finvel,2)==thcount && size(finvel,1)>=stcnt && finvel(








nextstiff=1;%Go to next stiffness
velstep=1e−50;%Get out of the while loop
break;
end
if velstep<stpsize %After first time through.











if abs(velocity(locs)−velocity(scnt))<1e−15 %Velocities are the same.
%Do nothing
elseif abs(velocity(locs)−velocity(1))<1e−15
%Do nothing if solution is the first point
else
bcheck=0;








if stcnt>numsols %Only look at first 6 solutions
disp(’if loop 3’);
nextstiff=1;%Go to next stiffness
velstep=1e−50;%Get out of the while loop
break;
end
if velstart+5∗velstep>velend−5∗velstep %End of range reached.
disp(’if loop 4’);
nextstiff=1;
velstep=1e−50;%Get out of the while loop
break;
end
else %Look for zero crossings instead of peaks
if stcnt>numsols %Only look at first 6 solutions
nextstiff=1;%Go to next stiffness
velstep=1e−50;%Get out of the while loop
break;
end
if velstart+5∗velstep>velend−5∗velstep %End of range reached.
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nextstiff=1;
velstep=1e−50;%Get out of the while loop
break;
end
if veloc>velend−5∗velstep %Reached end of velocity region
disp(’if loop 2’);
if isempty(finvel)==0 %Finvel exists
if size(finvel,2)==thcount && size(finvel,1)>=stcnt && finvel(
stcnt,thcount)˜=0 %On this loop








nextstiff=1;%Go to next stiffness





























if isempty(finvel)==0 %Finvel exists
if size(finvel,2)==thcount && size(finvel,1)>=stcnt && finvel(stcnt,
thcount)˜=0 %On this loop
if veloc>finvel(stcnt,thcount)+1 %Did not find a solution where it
first appeared.
disp(’step size was reset because no zero was near this peak’);
velstep=stpsize;%Reset stepsize
velstart=finvel(stcnt,thcount)+1.005;%Change starting value
finvel(stcnt,thcount)=0;%Clear the old value
scnt=1;%Reset counter
clear fmat velocity

























firsttime=0;%Done with loop through;
nextstiff=0;%Go to next stiffness;
end %stiffness loop
F.7 Calculation of Stress and Displacement Matrices
Once the solutions are found from the above code, find the displacements and
stresses at the intersection.
%Brad Abell 07/29/14
%Recalculate the Gmat matrices for each stiffness and velocity and use to
%calculate the displacement for every stiffness and velocity after running
%solution int.m
%ovrnight=;%higher velocity points
clear veloc stiff Gmat1 Gmat2 Ginvtotal1 Ginvtotal2;
clear amn1 amn2 amn3 amn4 Um1 Um2 Um3 Um4
clear Un1 Un2 Un3 Un4 tau1 gamma1 sigma1 H1
clear HH1 TAU1 GAMMA1 SIGMA1 Unall finmat
%
for medium=1:4
Q calc int;%run this program to calculate the Q matrices for use below in
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%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−








Qmat2=Qmat int;Qmat2p=Qmat intp; Snum2=Snum;eigenmat2=eigenmat;nmax2=nmax
;
rho2=rho;eigvecs2=eigvecsint;jmax2=jmax;





rho3=rho;eigvecs3=eigvecsint;jmax3=jmax; C11 3=C11;C12 3=C12;C13 3=C13;C23 3=





rho4=rho;eigvecs4=eigvecsint;jmax4=jmax;C11 4=C11;C12 4=C12;C13 4=C13;C23 4=
C23;C22 4=C22;C33 4=C33;C44 4=C44;
C55 4=C55;C66 4=C66;
eigvalsint4=eigvalsint;
else %There is some issue in the medium value if this occurs.
disp(’error in medium value’)
break;
end
%remove old labels to be used again later.
clear Gmat; clear eigenmat; clear eigvecsint; clear Qmat int;clear Qmat intp;




Snumsize=0.5∗(p+1)∗(p+2);%calculate the number of terms









mmax=max(Snum(:,1));%calculate the max m
nmax=max(Snum(:,2));%calculate the max n
jmax=3∗(mmax+1)∗(nmax+1);%calculate jmax
stsz=size(stiffness1a,1);%get size of stiffness matrix
stsz2=size(stiffness2a,1);%get size of stiffness matrix
vlsz=size(finvel,1);%get size of velocity matrix
if stsz==vlsz
else












%calculating the G matrices
scnt=1;%start counter
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%Calculate the Gmat matrices. The matrix should be of size [3∗(nmax+1) x 3∗(nmax+1)];
Qmat1c=ctranspose(Qmat1);%take conjugate transpose of Q n
Qmat1pc=ctranspose(Qmat1p);%take conjugate transpose of Q p
Qmat2c=ctranspose(Qmat2);%take conjugate transpose of Q n
Qmat2pc=ctranspose(Qmat2p);%take conjugate transpose of Q p
Qmat3c=ctranspose(Qmat3);%take conjugate transpose of Q n
Qmat3pc=ctranspose(Qmat3p);%take conjugate transpose of Q p
Qmat4c=ctranspose(Qmat4);%take conjugate transpose of Q n
Qmat4pc=ctranspose(Qmat4p);%take conjugate transpose of Q p
clear Gmat1nq Gmat1np Gmat1mp Gmat1mq
clear Gmat2nq Gmat2np Gmat2mp Gmat2mq
clear Gmat3nq Gmat3np Gmat3mp Gmat3mq

























clear npttot14 npttot15 knum K1bmat K1amat K2amat;


















clear Gmat1nq Gmat1np Gmat1mp Gmat1mq
clear Gmat2nq Gmat2np Gmat2mp Gmat2mq
clear Gmat3nq Gmat3np Gmat3mp Gmat3mq
clear Gmat4nq Gmat4np Gmat4mp Gmat4mq
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
%[Grow,Gcol]=size(Gmat1);%get size of G
matsize=(p+1);%size of each portion of matrix (x,y,z)
%Calculate k/K
knum=(2∗pi∗freq)/veloc;%wavenumber













finmat(:,:,ptcnt)=[II ZZ ZZ ZZ ZZ ZZ ZZ ZZ Gtotmat1nq(:,:,ptcnt) Gtotmat1np(:,:,ptcnt)
ZZ ZZ;...
ZZ II ZZ ZZ ZZ ZZ ZZ ZZ −Gtotmat2nq(:,:,ptcnt) ZZ Gtotmat2np(:,:,ptcnt) ZZ;...
ZZ ZZ II ZZ ZZ ZZ ZZ ZZ ZZ ZZ −Gtotmat3np(:,:,ptcnt) −Gtotmat3nq(:,:,ptcnt);...
ZZ ZZ ZZ II ZZ ZZ ZZ ZZ ZZ −Gtotmat4np(:,:,ptcnt) ZZ Gtotmat4nq(:,:,ptcnt);...
ZZ ZZ ZZ ZZ II ZZ ZZ ZZ Gtotmat1mq(:,:,ptcnt) Gtotmat1mp(:,:,ptcnt) ZZ ZZ;...
ZZ ZZ ZZ ZZ ZZ II ZZ ZZ −Gtotmat2mq(:,:,ptcnt) ZZ Gtotmat2mp(:,:,ptcnt) ZZ;...
ZZ ZZ ZZ ZZ ZZ ZZ II ZZ ZZ ZZ −Gtotmat3mp(:,:,ptcnt) −Gtotmat3mq(:,:,ptcnt)
;...
ZZ ZZ ZZ ZZ ZZ ZZ ZZ II ZZ −Gtotmat4mp(:,:,ptcnt) ZZ Gtotmat4mq(:,:,ptcnt);...
II −II ZZ ZZ ZZ ZZ ZZ ZZ −K1bmat ZZ ZZ ZZ;...
ZZ ZZ −II II ZZ ZZ ZZ ZZ ZZ ZZ ZZ −K1amat;...
ZZ ZZ ZZ ZZ II ZZ ZZ −II ZZ −K2amat ZZ ZZ;...














if finmatcanc==1 %not a number










zpt=find(abs(EVAL)==min(abs(EVAL)));%find smallest eigenvalue position
min(abs(EVAL))%display minimum eigenvalue.















TAU1(cnt,ptcnt)=tau1(ceil(cnt/(p+1)),ptcnt);%this is phi p(0)∗tau1 q
HH1(cnt,ptcnt)=H1(ceil(cnt/(p+1)),ptcnt);%This is phi p(0)∗H1 q
end
%Put gamma and sigma in correct form
count=1;%counter
for cnt=1:(3∗(p+1)ˆ2)










else %rest of the terms
St=1:p+1;
GAMMA1(cnt,ptcnt)=gamma1(St(count)+(ceil(ceil(cnt/(p+1))/(p+1))−1)∗(p
+1),ptcnt);%this is phi q(0)∗gamma1 p
SIGMA1(cnt,ptcnt)=sigma1(St(count)+(ceil(ceil(cnt/(p+1))/(p+1))−1)∗(p+1),










amn calculation intersection aniso(p,veloc,C11 1,C12 1,C13 1,C22 1,C23 1,C33 1,
C44 1,C55 1,C66 1,C11 2,C12 2,C13 2,C22 2,C23 2,C33 2,C44 2,C55 2,C66 2,C11 3,
C12 3,C13 3,C22 3,C23 3,C33 3,C44 3,C55 3,C66 3,C11 4,C12 4,C13 4,C22 4,C23 4,
C33 4,C44 4,C55 4,C66 4,rho1,rho2,rho3,rho4);
amn1(:,ptcnt)=mldivide(Nmattotal1,−TAU1(:,ptcnt)−GAMMA1(:,ptcnt));%calculate
amn for medium 1 (eqn. 9)
amn2(:,ptcnt)=mldivide(Nmattotal2,TAU1(:,ptcnt)−SIGMA1(:,ptcnt));%calculate amn











clear Dcheck Uncheck alphacheck ncheck mcheck cnt zpt ypt wcnt
F.8 Coefficient Calculation (am,n)
%For calculating a mn from eqn. 9 and 10 in Sokolova et al. 2012.
%Need to have parameters in the workspace for the number of expansion
%terms (p), the material parameters (rho and Cij) as well as the solution for the final velocity (
finvel).
function [Nmattotal1,Nmattotal2,Nmattotal3,Nmattotal4,mindex,nindex]=
amn calculation intersection aniso(p,finvel,C11 1,C12 1,C13 1,C22 1,C23 1,C33 1,C44 1,
C55 1,C66 1,C11 2,C12 2,C13 2,C22 2,C23 2,C33 2,C44 2,C55 2,C66 2,C11 3,C12 3,C13 3,
301
C22 3,C23 3,C33 3,C44 3,C55 3,C66 3,C11 4,C12 4,C13 4,C22 4,C23 4,C33 4,C44 4,C55 4,
C66 4,rho1,rho2,rho3,rho4)
clear mu lambda rho
for medium=1:4
veloc=finvel;
































































%Calculate M variables and use transformation from Maradudin et al. (1973).
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i=sqrt(−1);%define imaginary number
for mrow=1:Msize;%sum over the rows




























%Make sure the matrix is hermitian
if isequal(Mmattotal,ctranspose(Mmattotal))==0
%This is bad and needs to be fixed.




%calculate the rho∗velocityˆ2 term.
RV2=rho∗(velocˆ2)∗eye(size(Mmattotal,1),size(Mmattotal,1));
Nmattotal=Mmattotal−RV2;%calculate M−rho∗vˆ2;















This program runs the wavelet analysis using the Nolte-Hilbert wavelet from Ap-
pendix E. Partially taken from code by D.D. Nolte.
function [Integral, Phase]=wavelet nh(waveform,ti,tf,twi,twf,fmin,fmax,ntau,nfreq,Morletfact, i1)
%See Nolte et al, 2000 paper on wavlet and DD bc to see what is happening
%here.
%waveform is the original signal
%ti is the initial time of the signal (measured in sec)
% tf is the final time of the signal (measured in sec)
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%twi use same values as ti
%twf use same values as tf
% fmin is the lowest frequency of the transform (in MHz)
% fmax is the highest frequency of the transform (in MHz)
% ntau is the number of time points in the transform
% nfreq is the number of frequency points in the transform
% Morletfact decides what kind of transform it will be:
% 0.5∗sqrt(sqrt(2)/log(2)) is a traditional choice
% 1.0 is the minimal Morlet.
% 1/sqrt(2∗pi)=0.3989 is the Nolte−Morlet
% 0.3 gives a good approximation to the 1−DOG and 2−DOG.
% Below approx. 0.3, the normalization falls off.
% 0.1 gives limiting 1−DOG and 2−DOG, but sub−unity normalization.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
wsize = size(waveform);%Get size of waveform matrix
count = wsize(2);%set to size of count
y = waveform(1,:);%redefine as varible y.
y=y(1:count)−y(1);%Subtract the first element.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
np=count; %The points collected in the sigal
np1=np−1; %Define a new counter.
dt=(tf−ti)/np1; %Sampling Rate
x=ti+(0:count−1)∗dt; %Time axis of the signal
x=x(1:length(y));%select portion
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
minx = min(x); % ti initial time of the signal in seconds
maxx = max(x); %tf final time of the signal in seconds.
midx = (maxx−minx)/2.0;%Find the midpoints of the time.
delx = (twf−twi)/ntau; % Time interval chosen for transformation
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
freqmin=fmin;%Define minimum frequency in the transform.












freqcount = 0;%Start counter.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
for ralp = ralpmin:delralp:ralpmax;
freqcount = freqcount + 1;%Advance counter.
freq(freqcount) = Morletfact∗ralp; %Store value.
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% Calculate wavelet for this alpha





Daughter = sqrt(ralp)∗(DaughterR − i∗DaughterI);
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
taucount = 0;%Set counter
for x0 = twi:delx:twf;
taucount = taucount + 1;%Advance counter.






Integral(taucount,freqcount) = abs(temp);%Wavelet result
IntR(taucount,freqcount) = real(temp);%Only real porition
IntI(taucount,freqcount) = imag(temp);%Only imaginary portion





function y = morleta(x,f);
% Usage: Morlet(x,f), where f is related to the number
% of oscillations under the gaussian.
y = (piˆ(−0.25))∗exp(−x.ˆ2/2).∗sin(2∗pi∗f∗x);
return;
function y = HILBERTA(f); % f is a vector.
% Hilbert.m calculates the Hilbert transform of x
% by swaping the symmetric and asymmetric parts of the
% inverse Fourier transform that constructs the original function.
% Usage: Hilbert(f), where f is a row vector, ideally a power of two long.
% Caution: Data must be evenly spaced, and must vanish outside of













G.1 CWW and Intersection Wave Example Calculation
As an example, a derivation of the M̄ matrix for media 1 with µL = λL = ρ =
nmax = mmax = pmax = qmax = 1 is shown. The same M̄ matrix for medium 1 works
in both the CWW and interface wave derivation.
The elastic constants, using the above values, become
C11 = ρV
2
p = λL + 2µ = 3,
C22 = C33 = C11 = 3,
C12 = −2ρV 2s + C11 = −2µL + λL + 2µL = 1,




(C11 − C12) = 1,
C55 = C66 = C44 = 1.
(G.1)
In matrix form this is
Cijkl =

3 1 1 0 0 0
1 3 1 0 0 0
1 1 3 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

. (G.2)
The elastic constants are used to calculate M̄ according to the definition of M̄



















































and is size 12 x 12 for the parameters used in this example.
Now, calculate the first term (Eqn. 5.57), M
(1,1,1)
0000 , and so forth with the rest. The










applying Eqn. G.2 leaves
M
(1,1,1)



















































Repeating for the rest of the terms yields
M
(1,1,1)
0000 = 3 + 1(0 + 0.5− 0.25) + 1(0 + 0.5− 0.25) = 3.5,
M
(1,1,1)
0010 = 1(0 + 0.5) = 0.5,
M
(1,1,1)










3.5 0.5 0.5 0 0 i 0 0 0 0 i 0
0.5 4.5 0 0.5 −i 0 0 0 0 0 0 i
0.5 0 4.5 0.5 0 0 0 i −i 0 0 0
0 0.5 0.5 5.5 0 0 −i 0 0 −i 0 0
0 i 0 0 2 1.5 0.5 0 0.5 0.5 0.5 0
−i 0 0 0 1.5 5 0 0.5 0.5 0.5 1 0.5
0 0 0 i 0.5 0 3 1.5 0.5 1 0.5 0.5
0 0 −i 0 0 0.5 1.5 6 0 0.5 0.5 0.5
0 0 i 0 0.5 0.5 0.5 0 2 0.5 1.5 0
0 0 0 i 0.5 0.5 1 0.5 0.5 3 0 1.5
−i 0 0 0 0.5 1 0.5 0.5 1.5 0 5 0.5
0 −i 0 0 0 0.5 0.5 0.5 0 1.5 0.5 6

, (G.7)
where the lines have been inserted to help separate the α and β sections. Equation G.7
is the solution obtained after calculating M̄ for medium 1 with the above parameters
but prior to the transformation to real coordinates (section 5.3.5).




3.5 0.5 0.5 0 0 −1 0 0 0 0 −1 0
0.5 4.5 0 0.5 1 0 0 0 0 0 0 −1
0.5 0 4.5 0.5 0 0 0 −1 1 0 0 0
0 0.5 0.5 5.5 0 0 1 0 0 1 0 0
0 1 0 0 2 1.5 0.5 0 0.5 0.5 0.5 0
−1 0 0 0 1.5 5 0 0.5 0.5 0.5 1 0.5
0 0 0 1 0.5 0 3 1.5 0.5 1 0.5 0.5
0 0 −1 0 0 0.5 1.5 6 0 0.5 0.5 0.5
0 0 1 0 0.5 0.5 0.5 0 2 0.5 1.5 0
0 0 0 1 0.5 0.5 1 0.5 0.5 3 0 1.5
−1 0 0 0 0.5 1 0.5 0.5 1.5 0 5 0.5
0 −1 0 0 0 0.5 0.5 0.5 0 1.5 0.5 6

. (G.8)
Eqn. G.8 is hermitian (M̄=M̄†) as required. Using a program like Matlab, the












































































































































































































Next, the calculation of Q̄ is made using Eqn. 5.91, which is size [3(nmax + 1) x




0 (1) = V
(1)
00 (1) + V
(1)
10 (1). (G.14)






























Note that the entire matrix in Eqn. G.15 is not unitary, but that each column is.









































































































































































































































































The results from Eqn. G.16 as well as the eigenvalues from Eqn. G.9 are used to











where ρ is the density, and v is the velocity of the wave.










































































Table H.1: Location, scale, rock type, and reference for
various geometries of fracture intersections.
Type Location Scale Rock Type Source
Orthogonal
UK m Sandstone Dunne, 1990 [63]
UT m ? Rives, 1994 [61]
France m Sandstone Rives, 1994 [61]
France m Limestone Rives, 1994 [61]
UK m Limestone Rives, 1994 [61]
UK cm Limestone Rives, 1994 [61]
UK cm Shale Rawnsley, 1992 [60]
UK m Shale Rawnsley, 1992 [60]
CA cm ? Gross, 1992 [64]
UK cm Limestone Caputo, 1995 [22]
UK cm Limestone Caputo, 1995 [22]
UK cm Limestone Caputo, 1995 [22]
Greece cm Oligo-Miocene Flysh Caputo, 1995 [22]
CA dm Carbonate Bai, 2002 [38]
Mars km ? Okubo, 2007 [45]
Mars m ? Birnie, 2012 [46]
UK m Limestone Olson, 2007 [28]
WY m Sandstone Olson, 2007 [28]
UT m Sandstone Olson, 2007 [28]
Italy cm Carbonate Agosta, 2010 [31]
Syria cm Lava Rock Ozkaya, 2003 [29]
X-Shape Africa km Bedrock Hast, 1973 [44]
UK m Sandstone Dunne, 1990 [63]
continued on next page
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Table H.1: continued
Type Location Scale Rock Type Source
France m Limestone Rives, 1994 [61]
X-Shape
UK cm Limestone Rives, 1994 [61]
UK cm Shale Rawnsley, 1992 [60]
Australia km Sandstone Memarian, 2003 [65]
UT ? Sandstone Pollard, 1988 [42]
Mars m ? Birnie, 2012 [46]
Sweden m Granite Davy, 2013 [27]
CA cm Dolomite Olson, 2007 [28]
Italy cm Carbonate Agosta, 2010 [31]
T-Shape
Laboratory mm Varnish Rawnsley, 1992 [60]
UK cm Shale Rawnsley, 1992 [60]
CA cm ? Gross, 1992 [64]
UK cm Limestone Caputo, 1995 [22]
CA dm Carbonates Bai, 2002 [38]
UT cm Sandstone Agosta, 2010 [31]
Italy cm Carbonate Agosta, 2010 [31]
Italy cm Mudstone Larsen, 2010 [30]
Star Shape
Moon km ? Hast, 1973 [44]
Greece cm Oligo-Miocene Flysh Caputo, 1995 [22]
Australia mm Sandstone Memarian, 2003 [65]
Mars km ? Okubo, 2007 [45]
Sweden m Granite Davy, 2013 [27]
UK m Limestone Olson, 2007 [28]
NV m Sandstone Aydin, 2000 [49]
Y-Shape Greece cm Oligo-Miocene Flysh Caputo, 1995 [22]
continued on next page
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Table H.1: continued
Type Location Scale Rock Type Source
CA dm Carbonate Bai, 2002 [38]
Y-Shape
Australia m Sandstone Memarian, 2003 [65]
UT cm Sandstone Pollard, 1988 [42]
CA cm Mud Pollard, 1988 [42]
Italy cm Mudstone Larsen, 2010 [30]
CA cm Lava Rock Aydin, 1988 [43]
HI cm Lava Rock Aydin, 1988 [43]
AK m Tundra (frozen) Leffingwell, 1915 [233]
AK m Ice Plug, 2001 [71]
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