Reducing the uncertainties surrounding the impacts of anthropogenic climate change requires vetting general circulation models (GCMs) against long records of past natural climate variability. This is particularly challenging in the tropical Pacific Ocean, where short, sparse instrumental data preclude GCM validation on multidecadal to centennial time scales. This two-part paper demonstrates the application of two statistical methodologies to a network of accurately dated tropical climate records to reconstruct sea surface temperature (SST) variability in the Niño-3.4 region over the past millennium. While Part I described the methods and established their validity and limitations, this paper presents several reconstructions of Niño-3.4, analyzes their sensitivity to procedural choices and input data, and compares them to climate forcing time series and previously published tropical Pacific SST reconstructions. The reconstructions herein show remarkably similar behavior at decadal to multidecadal scales, but diverge markedly on centennial scales. The amplitude of centennial variability in each reconstruction scales with the magnitude of the A.D. 1860-1995 trend in the target dataset's Niño-3.4 index, with Extended Reconstructed SST, version 3 (ERSSTv3) . the Second Hadley Centre SST dataset (HadSST2) . Kaplan SST; these discrepancies constitute a major source of uncertainty in reconstructing preinstrumental Niño-3.4 SST. Despite inevitable variance losses, the reconstructed multidecadal variability exceeds that simulated by a state-of-the-art GCM (forced and unforced) over the past millennium, while reconstructed centennial variability is incompatible with constant boundary conditions. Wavelet coherence analysis reveals a robust antiphasing between solar forcing and Niño-3.4 SST on bicentennial time scales, but not on shorter time scales. Implications for GCM representations of the tropical Pacific climate response to radiative forcing are then discussed.
Introduction
One of the largest uncertainties in global climate projections concerns the response of the tropical Pacific Ocean climate system to anthropogenic radiative forcing (Meehl et al. 2007; DiNezio et al. 2009; Guilyardi et al. 2009; Collins et al. 2010; Vecchi and Wittenberg 2010) . In particular, no consensus exists as to the greenhouse response of interannual variability associated with the El Niño-Southern Oscillation (ENSO) or the multidecadal trends in sea surface temperature (SST) over the basin (Yamaguchi and Noda 2006) . Such uncertainties arise in part because of difficulties in faithfully simulating tropical climate in coupled general circulation models (CGCMs), and partly because of difficulties in detecting anthropogenic-related trends against the rich background of variability characteristic of the tropical Pacific ocean-atmosphere system in relatively short climate records. Indeed, the sparse network of instrumental climate observations from the tropical Pacific rarely extends before A.D. 1900, and very few long, high-resolution paleoclimate records exist from this region.
Recent efforts have focused on resolving the relationship between natural radiative forcing and tropical Pacific climate variability over the last millennium, to determine the tropical Pacific's sensitivity to radiative forcing. This is a critical question that also bears on the future response of the tropical Pacific and ENSO to future climate change, including anthropogenic changes.
Simulations with a widely used intermediate complexity coupled model of tropical Pacific climate (Zebiak and Cane 1987) have suggested a response to natural solar and volcanic forcing in which globally positive radiative forcing anomalies generate cool SST anomalies local to the cold tongue region Emile-Geay et al. 2007 . The ''ocean dynamical thermostat'' hypothesis (Clement et al. 1996) states that since surface warming in the eastern equatorial Pacific is inhibited because of continual upwelling of cooler waters from the deep, this would enhance the westward SST gradient along the equator, boost the trade winds, and further shoal the thermocline in the east, thereby amplifying the vertical advective cooling of the east Pacific SST. If this vertical advective cooling and subsequent amplification by the Bjerknes feedback (Bjerknes 1969) were sufficiently strong, they could overcome the enhanced radiative forcing in the equatorial eastern Pacific, so that the SST might actually cool in that region even as the rest of the tropics warmed. Therefore, given relatively high solar irradiance during the Medieval Climate Anomaly (MCA), and a concentration of relatively large volcanic eruptions in the tropics during the Little Ice Age (LIA), the ocean dynamical thermostat would predict relatively cool conditions during the MCA and warmer conditions during the LIA .
The intermediate complexity model, however, omits additional processes that might counteract the ocean dynamical thermostat in the event of globally enhanced solar heating or reduced longwave cooling. The first is the warming of midlatitude surface waters, which could eventually penetrate into the equatorial thermocline and upwell at the equator, weakening the ocean dynamical thermostat (Liu 1998) . The second is an increased near-surface specific humidity and increased thermal stratification of the tropical troposphere, which would suppress convective overturning (Knutson and Manabe 1995; Held and Soden 2006) and could in turn weaken the trade winds along the equator and overwhelm the ocean dynamical thermostat-as inferred from both observed and simulated trends of sea level pressure over the twentieth century (Vecchi et al. 2006) .
It is not yet clear what net impact these opposing feedbacks would have on the eastern equatorial Pacific response to radiative forcing changes. Indeed, the outcome may depend on both the details of the radiative forcing and (in models) the representation of subgridscale processes (e.g., atmospheric convection, clouds, or oceanic vertical mixing), which play critical roles in these feedbacks. For the anthropogenic warming case, the ocean dynamical thermostat and atmospheric lapse rate effects in the east Pacific appear to nearly cancel in most CGCMs (DiNezio et al. 2009; Xie et al. 2010 ). In addition, most fully coupled ocean-atmospheric GCMs show a weak cold tongue response, if any, to observed solar and volcanic forcing (e.g., Schneider and Zhu 1998; Meehl et al. 2003; Ammann et al. 2007; McGregor and Timmermann 2011) . That the net response of the equatorial Pacific depends sensitively on poorly understood subgrid-scale processes and feedbacks (e.g., Capotondi et al. 2006; Kim et al. 2008; Anderson et al. 2009 ) suggests that long-term reconstructions of this response could potentially provide a very helpful constraint for model simulations.
Several key paleoclimate records generally support cooler central to eastern equatorial Pacific SSTs during the MCA, lending tentative support to the ocean dynamical thermostat hypothesis discussed above. Although they are discontinuous, fossil corals from the central tropical Pacific provide direct evidence for cooler SSTs during the MCA (Cobb et al. 2003) , and lower-resolution sediment cores from the tropical Pacific contain prominent anomalies consistent with MCA cooling (Rein et al. 2004; Newton et al. 2006; Khider et al. 2011) . Further support for a cooler tropical Pacific comes from evidence for severe drought in ENSO-sensitive locations across the Pacific basin, most notably the southwestern United States (Cook et al. 2004; Herweijer et al. 2007; Graham et al. 2007; Seager et al. 2007 ). However, recent sedimentary records have documented tropics-wide hydrological changes (Moy et al. 2002; Conroy et al. 2009; Sachs et al. 2009; Tierney et al. 2010) , which suggest that previous studies could be reinterpreted as consistent with warmer MCA SSTs in the eastern equatorial Pacific, partially obscured by large meridional excursions of the intertropical convergence zone (ITCZ). Yet another explanation (Graham et al. 2011 ) is that much of the proxy evidence around the world during the MCA can be explained by forcing an atmospheric GCM with an SST pattern similar to that of Mann et al. (2009, hereafter M09 ) the key driving anomalies being located in the western Pacific/Indian Ocean SST rather than the central and equatorial Pacific. These discrepancies illustrate the difficulties associated with extrapolating large-scale climate patterns from a select handful of individual proxy records, and highlight the need for a unifying mathematical framework in which all the relevant proxy data can be synthesized.
Multiproxy reconstructions of tropical Pacific SST aim to combine the common signals contained in a comprehensive network of proxy records to provide continuous, quantitative reconstructions that can be rigorously compared against radiative forcing histories and climate model output. In Part I of this article (Emile-Geay et al. 2013 , hereafter Part I) we described two such methodologies [composite plus scale (CPS) and regularized expectation maximization (RegEM) truncated total least squares (TTLS)] and evaluated their performance on a comprehensive network of high-resolution paleoclimate records from the tropical Pacific and adjacent regions. Frozen network analysis (FNA) suggested that RegEM TTLS enables skillful reconstructions of about 50% of the total Niño-3.4 variance back to A.D. 1000, but that low-frequency (LF) skill is highly dependent on network density and instrumental target. The CPS was only found to be informative at high frequencies (f . 0.1 yr
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). Pseudoproxy experiments lent support to the notion that our method and network would reliably estimate the phase of forced LF variability, albeit with inevitable amplitude loss and a bias toward the calibration mean. They also suggest that LF skill is systematically underestimated by FNA analysis with this network and methodology.
We now apply this approach to three instrumental datasets [Extended Reconstructed SST, version 3 (ERSSTv3) , the Second Hadley Centre SST dataset (HadSST2), and Kaplan SST] and assess the impacts of various procedural choices, with emphasis on the uncertainties in the reconstruction of LF variability. Although these uncertainties are significant, we find a number of robust features that challenge current GCM paradigms of tropical Pacific variability: multidecadal variability is much more vigorous than predicted by our two GCMs and forcing scenarios, and Niño-3.4 SST appears to have fluctuated roughly out of phase with solar forcing, at least on 200-yr time scales, over the past 800 years. The paper is structured as follows: we start with a brief summary of the methodology (section 2), before presenting a synopsis of the results (section 3), investigating the effect of some procedural choices. In section 4 we present our best estimates of tropical Pacific SST variability over the past millennium, comparing it to published reconstructions of Niño-3.4 and radiative forcing histories. We then discuss their dynamical implications (section 5) before concluding in section 6.
Methodology
The reader is referred to Part I for a comprehensive exposition of the reconstruction methodology; only a brief summary is given here. We use a network of accurately dated tropical records from the circum-Pacific region (dating uncertainty of 5 yr or less), covering the past millennium with an increasing degree of sparsity back in time. All reconstructions target the Niño-3.4 index, defined as the average SST anomaly in the region 58N-58S, 1708-1208W (e.g., Trenberth 1997) . Because of documented discrepancies between the early instrumental estimates of tropical Pacific SST (Vecchi et al. 2008; Karnauskas et al. 2009; Deser et al. 2010; Yasunaka and Hanawa 2010) , we used three datasets derived from the HadSST2 (Rayner et al. 2006 ), Kaplan SST (Kaplan et al. 1997), and ERSSTv3 (Smith et al. 2008 ) analyses (Fig. 1) . Missing values in HadSST2 were imputed via RegEM with individual ridge regression (Schneider 2001) ; we refer to the completed dataset as HadSST2i (see Part I). To minimize overfitting, we found it necessary to screen proxy networks against the respective target index prior to applying our reconstruction methods. The network obtained with HadSST2i screening is depicted in Fig. 2 (cf. Fig. 2 of Part I). Using other screening targets results in minor differences (four series at most; Table 1 ), all after A.D. 1553, so the screening procedure alone does not introduce any difference prior to this time.
To assess the sensitivity to the statistical methodology, we used two different approaches: the simple CPS (Bradley and Jones 1993; Esper et al. 2002; Jones and Mann 2004) and the more sophisticated hybrid RegEM (Schneider 2001; Rutherford et al. 2005 ) with TTLS regularization (Fierro et al. 1997) . It was found in Part I that only RegEM TTLS produces meaningful LF reconstructions, which were validated with both FNA and pseudoproxy experiments (PPEs). The PPE results suggest the following:
d The RegEM TTLS succeeds in estimating about 50% of the total variance. This skill is partitioned roughly like the spectral density of the target Niño-3.4 index. In the PI simulation (see section 5a of Part I for descriptions of the PI and LM simulations), interannual variability overwhelms LF variability, so only the former component is reliably reconstructed. In the LM forced simulation, LF variability is much stronger, and we find that RegEM TTLS has maximum skill in that frequency band. Instrumental Niño-3.4 estimates of the ratio of LF to high-frequency (HF) variability are most compatible with the LM case, suggesting that our network would reconstruct about 50% of LF variability back to A.D. 1200. Millennium-long RegEM reconstructions were constructed by splicing together shorter segments made with proxies from each 100-yr-long nest. Specifically, an A.D. 1000-1995 reconstruction was undertaken using only proxies available in the nest A.D. 1000-99. Then, an A.D. 1100-1995 reconstruction was undertaken using only proxies available in the nest A.D. 1100-99. This process was repeated forward in time, with the final splice incorporating RegEM solutions from the most recent network (A.D. 1800-50 for HadSST2i, A.D. 1800-53 for ERSSTv3, and A.D. 1800-56 for Kaplan). Although some studies have used FNA as a way of guiding the splicing of such segments so that only networks that improve reconstruction skill are added (Mann et al. 2008 ; M09), we found this approach ineffective here, for the reasons mentioned above. Segments were therefore spliced in chronological order. We stress that our FNA and PPE results are specific to this study and cannot a priori be generalized to previously published work.
A synoptic view of tropical Pacific reconstructions
We now present our reconstructed Niño-3.4 time series based on the proxy network and methods just described. Because HadSST2i depicts a middle-ofthe-road scenario for the evolution of Niño-3.4 over the instrumental era (Fig. 1) , we start with reconstructions targeting this index before evaluating the influence of the target SST dataset and other procedural choices.
a. Niño-3.4 reconstructions and their uncertainties 1) UNCERTAINTY QUANTIFICATION The output of both reconstruction methods must be viewed in the context of their uncertainties. As noted by Jones et al. (2009) , residuals between reconstructions and observations computed over a subset of the instrumental period may underestimate the total error. We assess the latter via two complementary measures: d A jackknife estimate of sampling variability (Efron 1981) , which assesses the sensitivity of the reconstruction to the inclusion of a given proxy series (CPS and RegEM). The jackknife consists in of withholding one proxy predictor at a time from the analysis; it was preferred over other resampling plans such as the bootstrap because it guarantees a nonempty set of predictors in each nest, unlike the bootstrap. The spread between jackknife reconstructions is a measure of the sensitivity of the full reconstruction to the removal of one predictor; narrow intervals mean robust reconstructions, whereas wide ones reflect the large influence of one or more proxy series.
d An estimate of imputation error (Schneider 2001) , which provides a heuristic measure of the reliability of the reconstruction based on the magnitude of regression residuals (RegEM only). The generalized cross validation (GCV) estimate of standard error (Wahba 1990 ) used in RegEM is
where s N is the estimated standard deviation of Niño-3.4 residuals, n is the number of points in the calibration interval (145 for HadSST2i), and p eff is the effective number of parameters of the model (here the TTLS truncation level). Because RegEM imputes missing values near the center of their (Gaussian) distribution, it is known to underestimate variance when few predictors are present (Schneider 2006) . Based on numerical experiments, we correct for this effect by inflating error estimates by a conservative factor of 1.3. Given the Gaussian context, approximate 95% confidence intervals can be obtained via the familiar (X 2 1.96s R , X 1 1.96s R ).
It is important to stress, however, that these two error estimates measure different things and are therefore not expected to coincide.
2) CPS RESULTS
The CPS results are displayed in Fig. 3 . The top panel shows how well the reconstructed Niño-3.4 series reproduces the instrumental Niño-3.4 for both the raw and low-pass-filtered Niño-3.4, as quantified by reduction of error (RE) scores. Calibration scores suggest that 54% of the total variance, and none of the LF variance, is successfully recovered. However, it was shown in Part I that verification scores rarely breach the significance benchmarks before A.D. 1850. We also found CPS to be an ineffective method to reconstruct centennial variability with our network, although it provides a valuable assessment of decadal and shorterscale variability. Reconstructions back to A.D. 1000 are shown on the lower panel, displaying vigorous decadal variability (comparable or greater to that observed over the instrumental era) centered around a flat baseline, an expected consequence of the variance matching technique employed by CPS. The jackknife envelopes widen markedly before A.D. 1200 because of the very low number of proxy predictors then. Interannual variance appears to decrease back in time, except for a century-long interval centered around A.D. 1480; if true, this would support the notion that twentieth-century ENSO variance is exceptional in the context of the past five centuries and beyond (Gergis and Fowler 2006 ). Yet we find this pattern to be driven by two distinct factors: The unfiltered (black) and 20-yr low-pass-filtered (green) reconstructed Niño-3.4 index over the entire millennium, together with jackknife confidence intervals for the latter. The gray shaded region depicts the availability of proxies through time. The reconstruction was set to zero prior to A.D. 1146, when only three series are available and skill is very low (see Part I for details). d Dating errors as small as 1-2 yr may produce destructive interferences on interannual time scales, even for signals that show good coherency over the instrumental record. Indeed, two 4-yr periodic harmonic signals cancel each other with a 2-yr phase lag, so we may expect commensurate dating errors to lower correlations between highresolution records, as illustrated between tree-ring chronologies and coral records by Li et al. (2011) .
3) REGEM RESULTS
We plot in Fig. 4 the RegEM solution using the same input data (HadSST2i target). Vigorous decadal variability is also a notable feature of this estimate, superimposed onto pronounced centennial excursions. The reconstruction reveals generally cool conditions broadly coincident with the LIA (A.D. 1600-1800), a relatively warm interval around the fifteenth century (when Niño-3.4 approaches late-twentieth-century levels) and relatively cool conditions during part of the MCA (A.D. 1150-1300). Large excursions at both HF and LF prior to A.D. 1146 are likely a consequence of the low number of high-quality proxy predictors, as both FNA and PPE results (Part I) showed very little skill with this extremely reduced network of three proxies-these fluctuations should therefore be interpreted with extreme caution. Interannual variability tends to be lower prior to the calibration interval, an expected consequence of regression dilution (Frost and Thompson 2000) , confirmed by HF RE scores between 0.4 and 0.6 for all networks (Fig. 4 of Part I). Note, however, that these scores might somewhat overestimate HF skill and underestimate LF skill (Part I). The centennial modulations in interannual variance are of a less systematic nature than in the CPS reconstructions, but are especially pronounced from ;A.D. 1150 to ;A.D. 1300. A visual inspection of the four proxy records going back before A.D. 1300 reveals no intrinsic reduction in interannual variance in each of them. Instead, the reconstructed decrease is very likely a consequence of a lack of coherency between proxies resulting from dating errors, as explained above. Our pseudoproxy experiments (Part I), however, suggest that reconstructions would faithfully capture the phase of LF fluctuations-immune to dating errors ,5 yralthough their amplitude is likely to be damped.
Both jackknife envelopes and RegEM confidence intervals accompany the LF reconstruction, and show contrasting features: jackknife envelopes are widest before A.D. 1350 and during the LIA, and they are most narrow from approximately A.D. 1400 to A.D. 1600, when RegEM intervals are at their widest. Both are relatively large during the LIA, indicative of divergent estimates of variability given by the relatively large number of proxies available around that period. Discrepancies between uncertainty estimates call for complementary qualitative assessments (see below).
Which proxy or proxies contribute most to our reconstruction? As all regression methods, RegEM is linear in the predictor variables, despite the nonlinear process whereby it computes regression coefficients. Such coefficients provide a direct measure of each proxy's weight in the final reconstruction, and are plotted in Fig. 5 at the midpoint of every nest. Four features are of note: first, the weights are unequal between proxies, reflecting the varying quality of the proxies assessed over the calibration period; this is in contrast to CPS, which assigns equal weights to all predictors, regardless of their quality. Second, certain proxies are irregularly weighted through time [e.g., the North American Drought Atlas (NADA) first principal component (PC1) series of Cook (2008) waxes and wanes in importance]; this reflects the adaptiveness of the method, which looks for signals that are coherent with the covariance structure estimated over the calibration interval. Third, no single proxy series markedly outweighs the others at any point in time, a point also corroborated by the fact that jackknife solutions do not show an outstanding sensitivity to the inclusion of any predictors after A.D. 1100. This is important, as it means that the reconstruction does not depend solely on one proxy, but takes advantage of the information contained in multiple proxies (Mann 2002; Li et al. 2010 ) to extract a climate signal. It is clear from the A.D. 1050 plot (bottom right) that the estimate is then largely driven by the Lake Challa (Wolff et al. 2011) and Chilean cordillera series (Le Quesne et al. 2006) , explaining the strong sensitivity observed over A.D. 1000-1100 with the jackknife analysis. Finally, the coefficients tend to grow back in time, indicating increasing reliance on an ever smaller number of proxies.
While informative, these diagnostics do not quantify the actual contributions of each proxy series to the final reconstruction. To see this, we plot the product of the LF regression weights times the standardized proxy signals in (Leiberman 2003; Cook et al. 2010) . Since some of the same droughtsensitive tree-ring proxies used to identify North American droughts contribute to our reconstruction (a drought being indicative of cool Niño-3.4 SSTs), it is not surprising to see dendrochronological records contribute to this cooling. What is especially notable is that these signals are corroborated by multiple independent indicators (corals, sediment cores, and ice cores). In contrast, the neutral episode circa A.D. 1450 is marked by opposing signals, with tree-ring proxies suggesting a moderate warming while others suggest no change to a slight cooling (same in A.D. 1485; not shown). Such qualitative measures of consistency between proxy archives provide a complementary assessment of the reconstruction's reliability, and may be used to assess the level of cross-site replication supporting a given anomaly. Note that a similar plot may be drawn at each point in time, but we focus here on four epochs of relative warming or cooling for illustrative purposes.
b. Sensitivity analyses
We will now evaluate the robustness of these results to key procedural choices: reconstruction method, instrumental target, and coral detrending. Figure 7 shows the evolution of Niño-3.4 solutions obtained from the three instrumental targets and two reconstruction methods (CPS and RegEM TTLS), together with RegEM-based confidence intervals for the LF component. A salient feature of our reconstructions is that, in each case, the CPS and RegEM solutions display similar LF behavior (they are within uncertainties of each other most of the time), but the CPS reconstruction displays more pronounced decadal variability, while RegEM reconstructions display more pronounced centennial variability: the LIA cooling is virtually absent of CPS reconstructions, for instance. The similarity between the LF character of the CPS and RegEM reconstructions using HadSST2i and Kaplan targets is otherwise remarkable and suggests that the statistical method is of secondary importance here. The spectral densities of our three families of Niño-3.4 reconstructions are depicted in Fig. 9 , compared against the Niño-3.4 spectra obtained from the PI (unforced) and LM (forced) simulations. Two LF features are noteworthy. First, reconstructions display noticeably stronger multidecadal (20-30) variability than portrayed by the two GCM simulations, which is remarkable given that reconstructed variability is, by nature, biased low. Second, for the ERSSTv3-and HadSST2i-based reconstructions, there is a broadband spectral peak at the 250-yr periodicity, which is most compatible with the forced (LM) simulation. As noted before, the amplitude of centennialscale variability appears to be an increasing function of the instrumental trend (ERSSTv3 . HadSST2i . Kaplan). While it is possible that such variability is endogenous in nature, the PI simulation generates a much weaker centennial power than observed here. This suggests that observed Niño-3.4 variability is most compatible with a forced scenario.
1) SENSITIVITY TO THE RECONSTRUCTION METHOD

3) SENSITIVITY TO CORAL DETRENDING
Finally, we analyze the sensitivity to the processing of coral time series. Some studies (Wilson et al. 2010, hereafter W10; Ault et al. 2009 ) take the viewpoint that centennial trends in corals d
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O series are too poorly understood to be used for multiproxy temperature reconstruction, and make the choice of detrending such We conclude that for a given proxy network, the detrending choice and target dataset wield the largest influence on the reconstructed centennial variability. A case can be made that coral detrending jettisons key LF information and should therefore not be done in attempts to reconstruct LF variability. It is, however, disconcerting that the SST target used for calibration should exert such a major control on the LF character of the reconstruction. Complementary tests show this to be the case whether proxy screening is applied or not: it is mostly driven by the weight assigned to each proxy over the calibration interval during the estimate of regression coefficients. Because it is impossible to decide based on current evidence which SST dataset is closer to the truth, and therefore which reconstruction to trust, we now average the three RegEM solutions together to obtain a millennial history of Niño-3.4 SST. We shall discuss the significance of this instrumental divergence in section 5. 
A millennial history of Niño-3.4 variability
The average of all three RegEM TTLS reconstructions (hereafter ''Avg'') is presented in Fig. 11 (green curve) along with individual RegEM solutions. As expected, it is closest in character to the HadSST2i reconstruction, characterized by vigorous decadal variability throughout. The warmest point is reached at approximately A.D. 1490 (10.18C) and the coldest point at approximately A.D. 1760 (20.148C); that is, there is a range comparable to the width of RegEM confidence intervals, making it difficult to confidently reject the null hypothesis that tropical Pacific climate did not change on centennial scales. A comparison to recent reconstructions by M09 and W10 and to estimates of natural radiative forcing sheds light on key characteristics of tropical Pacific SST variability over the past ;850 years, which we then examine in the light of theories of the equatorial Pacific response to radiative forcing.
a. Comparison to other ENSO reconstructions
Several reconstructions of common ENSO indices have been previously published: the Southern Oscillation index (Stahle et al. 1998 The latter two studies make use of the most recent proxy data and methodologies, so we compare our reconstructions to these indices. W10 carried out Niño-3.4 reconstructions using three networks: 1) one based on central Pacific corals [''center of action'' (COA)], and 2) another based on proxies from teleconnected regions (TEL) and 3) tree-ring records from the Texas-Mexico region of North America (TEXMEX), which supersedes the Stahle et al. (1998) reconstruction. W10 generated several reconstructions for each network using various reconstruction techniques, which were subsequently averaged together to yield one composite reconstruction for each network (i.e., the effect of individual techniques was averaged out). In Fig. 11 we plot the TEL composite (orange curve), which covers the past ;460 years, as well as the M09 annual Niño-3 series (gray curve). M09 calibrated their reconstructions to HadSST2 while W10 calibrated theirs to the Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) dataset (Rayner et al. 2003) , which was subsequently high-pass filtered, yielding a near-zero trend. Finally, we plot the Palmyra coral series (the longest coral series with the highest signal-to-noise ratio in our network), scaled to Niño-3.4 units via a least squares fit over the A.D. 1898-1998 interval. All series have been 30-yr low-pass filtered for visual clarity. Before undertaking a comparison, one must be cognizant that the series plotted here do not always represent the same variables: indeed some target Niño-3 or Niño-3.4, either in annual or cold-season averages, the latter being sometimes defined as October-March or December-February. Nevertheless, all are meant to portray tropical Pacific climate during the past millennium, so should show some degree of similarity. While W10 displays oscillations around a flat baseline, the M09 reconstruction is marked by a millennium-long warming trend, upon which small-amplitude multidecadal fluctuations are superimposed. Our averaged reconstruction falls somewhere in between, with centennial variability comparable in amplitude to M09 and decadal variability comparable in amplitude to W10, but without the millennial warming trend seen in M09. Several excursions appear coincident in all reconstructions (e. What can explain such differences? The M09 Niño-3 index is diagnosed from a field that has been smoothed in state space because a decreasing number of SST modes are retained back in time to ensure appropriate regularization (M09; see their supplemental information). They write: ''before 1600 the low-frequency component of the surface temperature reconstructions is described as a linear combination of just two leading patterns of temporal variation.'' Additionally, in using proxy data with decadal resolution for their low-frequency reconstruction, the M09 reconstruction is most accurate on interdecadal time scales. Our reconstructions, on the other hand, excluded decadally resolved proxies, which make a large part of the M09 signal. The multicentennial behavior of both reconstructions is otherwise compatible, given the large uncertainties.
Differences with the W10 TEL reconstruction arise at least in part because of their removing centennial variability from the target and coral proxies. In the spectral range where agreement can reasonably be expected between the TEL series and our average (periods from 10 to 50 yr), their correlation of 0.25 is rather low (because of phase differences across early fluctuations) but significant at the 95% level. The longer-term changes in the mean, which suggest a rather cold MCA at Palmyra (in agreement with M09), do not translate into cold Niño-3.4 estimates around this time, due to discrepancies between the Palmyra coral and instrumental Niño-3.4 at LF, which result in a lower regression weight than for HF signals.
b. Comparison to solar forcing
In the past decade, several studies have suggested a link between natural radiative forcing (solar and volcanic) and ENSO, using methods either empirical (Adams et al. 2003) or numerical Emile-Geay et al. 2007 . As mentioned in the introduction, the core physical principle underlying such studies is the so-called ocean dynamical thermostat hypothesis (Clement et al. 1996) , whereby changes in vertical heat advection-induced by the equatorial thermocline warming more slowly than equatorial SST and amplified by the Bjerknes feedback-act to counterbalance radiative heating in the eastern equatorial Pacific, thereby yielding a La Niña-like response (cold Niño-3.4) to increased radiative fluxes, and an El Niño-like response (warm Niño-3.4) to decreased radiative fluxes. This feedback has been shown to dominate within the model of Zebiak and Cane (1987) used in the aforementioned studies, but not in more comprehensive models that also include effects of SST changes on the atmospheric moisture budget and thermal stratification (e.g., Vecchi et al. 2006; McGregor and Timmermann 2011) . Were the thermostat mechanism to dominate, one would expect decadal-to centennial-scale increases in solar irradiance to trigger a La Niña-like response with a phase lag of a decade or so, while 1-2-yr pulses of volcanic forcing should produce an opposite response within a year or two, with no memory thereafter. Here we test whether our Niño-3.4 reconstructions exhibit statistically significant responses to solar forcing over the past millennium, while our dating uncertainties preclude such a test of the volcanic response.
Solar magnetic activity, taken as a proxy for irradiance, displays well-documented Gleissberg (;88 yr) and DeVries (;205 yr) cycles (Wagner et al. 2001; Peristykh and Damon 2003) . Such activity can be reconstructed back in time from proxies of the atmospheric concentration of cosmogenic nuclides such as 14 C and 10 Be. The estimates of Bard et al. (2007) and Steinhilber et al. (2009) are plotted in Fig. 12a . The Bard et al. (2007) series shows only minor differences with the original estimate of Bard et al. (2000) , which was adapted by Crowley (2000) and used as forcing in the model experiments of Mann et al. (2005) and Emile-Geay et al. (2008) . A more (2009) forcing is about one-quarter that of Bard et al. (2007) , who used the scaling of Lean et al. (1995) , now considered to be an overestimate (Frö hlich and Lean 2004; Lean et al. 2005; Foukal et al. 2006) . Multitaper method (MTM) spectral estimates (Fig. 12b) show that the forcings series only display significant cyclicities at periods longer than approximately 50 yr, particularly in a broadband peak around the 200-yr period. Neither signal shows a well-defined peak at the 88-yr period, around which both estimates diverge markedly. To illustrate the relationship between solar forcing and the presumed Niño-3.4 response, we pick the Steinhilber et al. (2009) forcing and the Avg reconstruction defined earlier (Fig. 11 , green curve) and unravel both signals using wavelet analysis (Torrence and Compo 1998) over the A.D. 1150-1961 period (chosen to maximize the reliability of our reconstruction and the overlap with the solar forcing series). The result is shown in Fig. 13 . The averaged Niño-3.4 reconstruction shows sustained interannual (2-8 yr) variability throughout the entire interval, subject to important amplitude modulations. As discussed earlier, some intervals of subdued interannual variability could be partly due to dating uncertainties. The other salient feature is a high energy in the 200-250-yr spectral range (consistent with the Fig. 9 spectra) . Is this energy consistent with forcing from a solar source? To find out, we apply the methodology of Grinsted et al. (2004) (code available at http://noc.ac.uk/usingscience/crosswavelet-wavelet-coherence) to compute the cross-wavelet transform (which measures high common power in time-frequency space) and wavelet coherence (which is best thought of as a correlation coefficient in time-frequency space). Both are presented in Fig. 14 , showing both high cross-wavelet power and high coherency near the 205-yr band (but remarkably, not the 88-yr band), persisting throughout the entire analysis period. One can compute the average phase angle in the vicinity of the 205-yr period by averaging such angles over the 180-220-yr band. The result comes out to 21798 6 298, indicating an antiphased relationship with a subdecadal lag, in fair accordance with the predictions of the ocean dynamical thermostat hypothesis. The relatively small circular standard deviation of 298 gives confidence in the reliability of this estimate.
Is this relationship an artifact of our choice of reconstruction method or solar forcing estimate? To further establish the robustness of this result, we bandpass filtered all four reconstructed Niño-3.4 series (three targets plus their average) for both reconstruction methods (CPS and RegEM TTLS) and two irradiance series in the 180-220-yr range before evaluating the linear correlation between them. Significance is assessed using the same nonparametric test used for screening predictors (which guards against the loss of degrees of freedom induced by the filtering operation). The results are shown in Table 2 , revealing large anticorrelations, all significant and below 20.84, for all estimates of Niño-3.4 and both forcings. The phase angles cluster around 21758 with a circular standard deviation typically less than 308, indicating consistent antiphased relationships.
It is surprising that this relationship, so apparent for the DeVries cycle, does not emerge for the Gleissberg cycle. One element of response is the weaker power in the 88-yr than the 205-yr band in both forcing histories, which may underestimate this cycle as documented elsewhere (Peristykh and Damon 2003) . Finally, we find the antiphasing robust to the screening of predictors, but it is destroyed by coral detrending or the inclusion of some coarsely resolved records. Until confirmed by future studies, we must therefore leave open the possibility that the signal emerges as an artifact of our choice of data and methods.
Discussion
We have reconstructed the Niño-3.4 index using a network of accurately dated paleoclimate proxies back to A.D. 1000, using two largely independent methodologies, which were validated by systematic calibration/ verification exercises and (for RegEM) pseudoproxy studies (Part 1). Reconstructions showed some skill possible back to approximately A.D. 1300, although with substantial variance losses. We found the amplitude of interannual variability to be unevenly reduced back in time compared to the instrumental record, an artifact of dating uncertainties and the dwindling number of proxies before A.D. 1600 rather than a climatic feature. Overall, we found our reconstructions most trustworthy for LF variability (decadal and longer periods), whereas the approach of Li et al. (2011) (who used a homogenous, 1000-yr long, annually dated dataset) is better suited to the study of HF modulations over time.
Further, we probed the results' sensitivity to several key procedural choices, concluding that the centennial behavior of our solutions hinged most critically on the choice of target dataset. The dataset with the strongest instrumental Niño-3.4 trend (ERSSTv3) led to the most pronounced cooling around A.D. 1760, and vice versa for the dataset with the weakest instrumental trend (Kaplan) . All three RegEM reconstructions agreed on a period of relative warmth about A.D. 1490 and disagreed on centennial variability after that date, but were otherwise in good agreement at decadal to multidecadal time scales. At such scales, our reconstructions showed amplitudes similar to the W10 TEL reconstruction, while at centennial scales they were closer in amplitude to the M09 reconstruction. Reconstruction methodologies (RegEM vs CPS) exhibit a secondary, but notable, impact on the estimated Niño-3.4 trajectories over the past millennium; this is a concern given the difficulty in discerning the best methodology (Part I). It is therefore essential to identify results that are robust to such choices and encourage continued improvements of climate reconstruction methodologies.
The notion of a La Niña-like change of the tropical Pacific climatology during the MCA Graham et al. 2007 ) is qualitatively supported by a number of low-resolution sedimentary records (Rein et al. 2004; Turney and Palmer 2007; Helama et al. 2009 ), albeit with large dating uncertainties. Conversely, some studies have argued for an El Niño-like LIA (Cobb et al. 2003) . None of our reconstructions lends support to these scenarios; in contrast, our reconstructions appear colder during the LIA than during the MCA, which is at odds with the aforementioned sedimentary records and the results of M09 (cf. Fig. 11 ). An alternate explanation is afforded by recent lake records documenting tropicswide hydrological changes (Conroy et al. 2009; Sachs et al. 2009; Tierney et al. 2010 ) over the past millennium, FIG. 13 . Wavelet spectral density of (top) solar forcing (Steinhilber et al. 2009 ) and (bottom) reconstructed Niño-3.4 (average of three RegEM TTLS solutions). The lighter shading denotes the cone of influence, indicating regions subject to damping by edge effects. Regions where variability exceeds that expected of a first-order autoregressive [AR (1)] process with the same lag-1 autocorrelation as each time series are enclosed by a black line. Colors represent wavelet spectral density in arbitrary units. which suggests that previous sedimentary records could be reinterpreted as consistent with warmer MCA SSTs in the eastern equatorial Pacific, partially obscured by large meridional excursions of the ITCZ. The causes of our discrepancies with M09 are potentially multiple: we used a different proxy dataset which excluded lowresolution sedimentary records, a different target index (Niño-3.4 vs Niño-3), a different target season (ours is December-March, theirs is annual), and a different statistical method (M09 used a climate field reconstruction, while we use single-index reconstruction methods). Systematic sensitivity studies will be needed to identify the origin of these differences.
In all cases investigated, spectral analysis revealed a more vigorous decadal to multidecadal variability throughout the past 850 years than suggested by W10, M09, or the two CGCM simulations (Fig. 9) . What is the origin of this variability? The present results alone do not permit an attribution study. There is now ample evidence that decadal (10-30-yr scale) variability in tropical Pacific SST can arise without external forcingalthough its underlying mechanisms are still debated (Newman et al. 2003; Schneider and Cornuelle 2005; Vimont 2005; Di Lorenzo et al. 2010 ). In the Community Climate System Model, version 4.0 (CCSM4.0), it appears that this variability is rather subdued unless realistic boundary conditions are applied. The existence and origin of multidecadal to centennial (70-250-yr range) variability are more controversial still. The spectrum of Niño-3.4 reconstructions based on HadSST2i and ERSSTv3 targets (as well as the average) was found to be compatible with the forced CCSM4.0 simulation and incompatible with its control simulation. A wider array of simulations using fixed and varying boundary conditions, using a more representative sample of CGCMs, will be needed to complete this picture.
Another salient result concerns the relationship of Niño-3.4 with solar forcing. Assuming that the abundance of cosmogenic isotopes provides a reliable estimate of past irradiance variations, and that our results provide a reliable estimate of tropical Pacific climate variability, this work supports the notion of cooler Niño-3.4 SST during centuries of high solar irradiance, broadly consistent with the ocean dynamical thermostat hypothesis (Clement et al. 1996; Mann et al. 2005 ). This result is also consistent with the study of Marchitto et al. (2010) , who found a similar relationship to operate on millennial time scales, in accordance with the predictions of Emile-Geay et al. (2007) . This contrasts with recent modeling results of DiNezio et al. (2009 DiNezio et al. ( , 2010 , who find the ocean dynamical thermostat to be subdued in most Intergovernmental Panel on Climate Change (IPCC)-class CGCMs on time scales longer than a few decades, where it is almost completely compensated by changes in the Pacific trade winds, linked to changes in the vertical profiles of atmospheric moisture and temperature forced by anthropogenic radiative perturbations (Knutson and Manabe 1995; Held and Soden 2006; Vecchi et al. 2006) . If the reconstruction is correct that past Niño-3.4 SSTs have varied out of phase with solar irradiance on bicentennial scales, this could pose a new challenge both for CGCM simulations and for our understanding of the equatorial Pacific response to radiative forcing.
Several alternate hypotheses may offer resolutions to this conflict: 1) that cosmogenic isotopes reflect other influences (e.g., the geomagnetic field intensity); 2) that the proxy response to solar irradiance is not mediated by climate but by other, unidentified factors; 3) that our reconstructions do not reflect basinwide SST changes; 4) that the tropical Pacific response to solar forcing differs fundamentally from the response to anthropogenic forcing; and 5) that CGCMs misrepresent the relevant physics. The first possibility is unlikely because geomagnetic adjustments are thought to take place on multimillennial time scales (e.g., Beer 2000; Saint-Onge et al. 2003; Bard and Frank 2006; Muscheler et al. 2006; Gray et al. 2010) . The main uncertainty lies therefore not in the timing but in the amplitude of past irradiance fluctuations, which are poorly constrained by calibrations to modern radiometric measurements (Foukal et al. 2004; Frö hlich and Lean 2004; Foukal et al. 2006) , presenting a major challenge to an estimate of the climate sensitivity to solar forcing fluctuations. Thus, although our statistical analysis is independent of the estimated amplitude of solar forcing, it is clear that the weaker the forcing, the harder it might be to establish a plausible physical mechanism whereby it might have influenced Niño-3.4 SST, or might continue to do so in the future. The second possibility has not been borne out by any proxy studies: to the best of our knowledge there is no published evidence of a relationship between irradiance variations and proxy responses that does not involve climate. The third possibility is a more serious objection: the ocean dynamical thermostat is associated with changes in zonal SST gradients, which single-index reconstructions are obviously unable to resolve. If irradiance increases, most of the globe would probably warm; therefore, to be consistent with the ocean dynamical thermostat hypothesis, any cooling in Niño-3.4 must be accompanied by enhanced zonal and meridional SST gradients. So while it is difficult to imagine a scenario in which cooler Niño-3.4 SSTs in a generally warmer tropical Pacific would not be associated with an enhanced zonal gradient, the possibility cannot be excluded until additional proxy evidence (or a reinterpretation of existing records) from western Pacific and off-equatorial locations becomes available.
The fourth possibility (solar and anthropogenic forcing differ fundamentally) is supported by several lines of evidence. Meehl et al. (2003) outline three key differences between the two types of forcings: 1) solar forcing is only active during the day, while the longwave portion of anthropogenic forcing acts at night as well; 2) solar forcing is spatially heterogeneous, while greenhouse gas forcing is more spatially uniform; and 3) solar forcing occurs principally in the UV and shortwave domains, while anthropogenic forcing affects both the longwave and shortwave domains. In addition, recent work has shown the upper tropical Pacific Ocean heat and momentum budgets to be exquisitely sensitive to the vertical distribution of visible light absorption (Anderson et al. 2009; Jochum et al. 2010) , while no such symmetrybreaking effect exists for greenhouse forcing in the ocean. There are therefore at least four distinct physical reasons to expect a different response to anthropogenic and solar forcing.
Finally, the last possibility (deficient models) cannot be excluded either: the upper ocean heat budget is (Yamaguchi and Noda 2006; Meehl et al. 2007; Collins et al. 2010; Vecchi and Wittenberg 2010) . A clear antiphasing between Niño-3.4 SST and solar forcing on bicentennial time scales may therefore represent a key constraint for the ability of CGCMs to correctly simulate the tropical Pacific response to external forcing. There are important limitations to our approach. First, the dearth of proxy data from the Niño-3.4 region itself (cf. Fig. 2 ) compels us to use data from teleconnected regions. Although this is physically justifiable, it would be preferable to use proxy records from more proximal locations, less susceptible to slow changes in teleconnection patterns. Efforts to expand the temporal coverage and the reproducibility of the Palmyra fossil coral reconstruction are currently underway and similar efforts by the proxy community must be prioritized. Most importantly, an estimate of tropical SST that no longer relies on terrestrial records will permit a truly independent test of the hypothesis that medieval megadroughts were caused by cold conditions in the eastern tropical Pacific Graham et al. 2007 ), a test that is impossible at present. In the meantime, it is also important to test the validity of the constant teleconnections hypothesis in GCMs (e.g., Sterl et al. 2007 ). Second, our RegEM methodology rests on the assumption that preinstrumental climate values are missing at random (i.e., the probability of a point being missing is independent of the value at that point), which is difficult to justify in the context of long-term trends. Pseudoproxy tests, however, provide a heuristic justification for his approximation (Part I). Third, one may object to our estimates of uncertainty. Bayesian hierarchical methods (e.g., Tingley and Huybers 2010a,b; Tingley et al. 2012) should enable a more comprehensive quantification of errors in climate reconstructions, but the methods proposed to date are not yet suitable for use with teleconnected proxy data. An advantage of our jackknife and GCV approaches lies in their simplicity, which facilitates their interpretation, but gives no guarantee of conveying the full uncertainty. Fourth, the validation step of the reconstruction is itself a much-debated topic (Bü rger 2007; Mann et al. 2007 ). The pseudoproxy framework offers the most comprehensive test bed for such methods, but still awaits a realistic description of the strengths and weaknesses inherent to each proxy class (Cobb et al. 2008; Jones et al. 2009 ). The use of process-based proxy models, incorporating physical, chemical, and biological mechanisms of proxy genesis, is a promising route toward that objective (Anchukaitis et al. 2006; Evans 2007; Cobb et al. 2008; Thompson et al. 2011; Mann et al. 2012) . Finally, our reconstructions are only reliable since approximately A.D. 1300, which means that fewer than four 200-yrlong cycles can be reliably identified. That is a small sample size to establish the significance of the solarNiño-3.4 antiphasing, and will require confirmation from records spanning the Common Era and beyond.
Conclusions
In summary, this multiproxy Niño-3.4 reconstruction effort supports three main conclusions:
1) Given the current proxy network, a surprising result is that discrepancies between historical SST analyses are a key obstacle to a more accurate estimate of tropical Pacific SST variability in preinstrumental times. Ironically, then, a priority for improving multiproxy reconstruction of tropical Pacific climate over the last millennium lies in reducing uncertainties in SST estimates since A.D. 1850. Three parallel avenues can usefully contribute to this goal: (i) continuing efforts in ship data digitization, homogenization, and bias correction, as well as a consistent treatment of associated uncertainties (e.g., Kennedy et al. 2011a; Kennedy et al. 2011b ); (ii) improving statistical methods for spatiotemporal imputation and enabling their intercomparison on synthetic datasets; and (iii) expanding the number of high-resolution proxy records that span the last 150 years, rather than an exclusive focus on records that extend beyond the instrumental record, as is common practice at present. 2) Despite inevitable variance losses due to proxy data sparsity, our best estimates of Niño-3.4 since A.D. 1150 suggest vigorous decadal to multidecadal variability in the tropical Pacific system, much higher than is present in the two CGCM simulations analyzed here. This feature may prove an important test for CGCMs, either in a forced or unforced context. However, the estimated long-term (centennial) variability is still quite uncertain and, as emphasized above, fundamentally limited by the quality of the instrumental SST record and the accuracy of current reconstruction methods. 3) We find no evidence for a systematic change in Niño-3.4 corresponding to the LIA or MCA. However, Niño-3.4 exhibited a strong and persistent antiphased relationship with solar forcing closely aligned with the 205-yr (DeVries) cycle. This result is robust to most methodological considerations investigated and is broadly consistent with the ocean thermostat hypothesis (Clement et al. 1996) . Interestingly, however, this antiphase relationship is not apparent at subcentennial time scales in our reconstruction. While the thermostat concept may be ill suited to the description of twenty-first-century climate evolution under continued anthropogenic forcing (DiNezio et al. 2009 (DiNezio et al. , 2010 , the possibility remains that it shaped LF tropical Pacific climate change before the anthropogenic era. Progress on this question is most pressing: whether or not the tropical Pacific climate responded consistently to natural radiative forcing in the recent past bears directly on the question of its real-world sensitivity to anthropogenic climate change. Therefore, this knowledge could directly impact our ability to predict global and regional climate variability over the coming century.
