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We study the regularity of Schrodinger equations defined on an open bounded 
domain 52, N = dim .Q = 1,2, 3, and subject to the action of point control (through 
the Dirac mass 6) at an interior point of Q. The results of this paper are “E” sharper 
in space regularity, measured in Sobolev space order, over those that can be 
obtained by simply using that, by Sobolev embedding, 6 E [HB(f2)]‘, B = $ + E for 
N=3, B=l+& for N=2, /I=$+& for N=l. The approach used here is very 
general. 6 1992 Academic Press, Inc. 
1. INTRODUCTION, STATEMENT OF THE PROBLEM, LITERATURE 
Let Sz be an open, bounded domain in RN (N= 1,2, 3) with sufficiently 
smooth boundary l7 In this paper we study the regularity of the 
Schrodinger equation defined on 52 with homogeneous boundary condi- 
tions (of either Dirichlet or Neumann type) on r and subject to the action 
of point control exercised, through the Dirac distribution 6, at an interior 
point of 52. The results which we present are sharp; in particular, they are 
“s-smoother” than those that can be obtained by simply using the property 
that, by Sobolev embedding, 6 E [H”(Q)]‘, the dual of HB(Q), /I= $ + E; 
1 + E; $ + E, for N = 3, 2, 1, respectively. See Remark 2.1 for more details. 
As already noted in the Introduction of [Tl, T23, the only (sharp) 
regularity results for second-order (in time) equations with interior point 
control which were available in prior literature refer to the specific case of 
the wave equation with homogeneous Dirichlet boundary conditions and 
dim 0 = 3. Here a few different proofs were known (see [Tl ] for further 
comments and references), some employing the classical, explicit ad hoc 
formula for the solution of the Cauchy problem in R3 for the wave equa- 
tion (the so-called Kirchhoff formula), as well as finite speed of propaga- 
tion arguments. By contrast, our proofs for all these point control problems 
are based on a general approach, which in particular does not require 
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explicit solution formulas or finite speed of propagation. Indeed, it covers 
a general dynamic including both wave equations as well as Euler- 
Bernoulli (plate) equations (which do not have finite speed of propagation) 
as in [Tl], Kirchhoff (plate) equations as in [T2], and now Schrodinger 
equations. The key steps are: 
(i) the analysis of (sharp) regularity of the corresponding free space 
problem by means of Laplace-Fourier transform techniques, which hinges 
on a sharp a priori estimate (see (2.24) in the present case); 
(ii) suitable changes of variables which lead to a corresponding 
problem on Sz, homogeneous on the boundary, but with a non- 
homogeneous forcing term on Q (which does not involve, however, the 
Dirac distribution 6). 
In the case of wave and Kirchhoff equations (both hyperbolic), this 
approach provides sharp regularity results [Tl, T2] which are “$ + E” 
stronger in space regularity (measured in Sobolev space order) over those 
that can be obtained directly by simply using that 6 E [H”(Q)]‘, in contrast 
with the “a-improvement” of the Euler-Bernoulli equations [Tl] and of 
the present Schrijdinger equations. 
In closing, we remark that the abstract Differential Riccati Theory for 
optimal quadratic cost problems as in [DaP-L-Tl, L-T31 is applicable nou 
to Schriidinger equations with point control on the explicitly identified, sharp 
regularity spaces of the present paper. This was one of the main motivations 
of the present work. 
Instead, we point out that exact controllability, as well as uniform 
stabilization in the explicitly ident$ed, sharp regularity spaces, is out of the 
question for all these problems with finitely many interior point controls in 
dimension 32[T3, L-T3, p. 97, Ml, T4]. Thus the abstract Riccati theory 
as in, say, [F-L-Tl, L-T31 is not applicable, since the Finite Cost Condition 
is not possible. Thus approximate controllability and strong stabilization 
on these spaces are, by necessity, alternative substitutes which may indeed 
be achieved. Strong stabilization may also be achieved by a dynamic feed- 
back [L-M2, Yl]. 
We shall use freely the Sobolev spaces H”(Q), H;(Q), H”,,(Q) from 
[L-Ml 1, as well as domains of fractional powers as, e.g., in [Gl]. 
2. SCHR~DINGER EQUATION WITH HOMOGENEOUS DIRICHLET 
B.C. AND INTERIOR POINT CONTROL 
2.1. Statement of Results 
In this section we consider the following Schrodinger equation in the 
unknown y( t, x): 
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y, = i dy + 6(x) o(t) in Q = (0, T] x Q; (2.la) 
y(0, x) = 0 in !& (2.lb) 
Ylz=O in Z=(O, T]xf; (2.lc) 
with the origin 0 an interior point of the open, bounded domain Q c R’v, 
N= 1, 2, 3. We define the positive self-adjoint operator .4 on L,(Q) by 
A= -A; 9(A) = H’(Q) n H;(R); 9(A’12) = H;(Q); 
9(A’j4) = H;:‘(Q). 
(2.2) 
THEOREM 2.1. With reference to problem (2.1), let v E L,(O, T). Then 
continuously 
(a) for N=dimSZ=3, 
ye C( [0, T]; [9(A3’4)]‘) c C( [0, T]; HP3j2 -“(Q)); 
y, E L,(O, r; [9(A7’4)]’ n Hmm7’2PE(Q)); 
(b) for dim !C2 = 2, 
y E C( [0, T-J; [9(A’j2)]’ = H-‘(Q)); 
y,~ Lz(O, T; [g(A”‘)]‘n Hmm3(Q)); 
(c) for N=dim sZ= 1, 
(2.3a) 
(2.3b) 
(2.4a) 
(2.4b) 
y E C( [0, T]; [9(A”4)]’ = [Hg(Q)]‘) c C( [0, T]; HP”’ “(a)); (2.5a) 
y, E L,(O, T; [9(A5’4)]’ n HPSfZPc(Q)). (2.5b) 
Remark 2.1. The above results are “c-smoother” in space regularity 
over the ones that can be obtained directly by simply using the property 
that, by Sobolev embedding, 6 E [H”(Q)]‘, j?= 2 + F; 1 + E; i+ E; for 
N = 3, 2, 1, respectively. To see this, we use 6 E [HP(Q)] c [9(Ap”)]‘, 
equivalently A P8’2S E L,(Q), for the second-order operator A in (2.2). Then 
the solution y to problem (2.1) satisfies abstractly 
APP/2Jf(t)=J:e PrA(rPr)A -B’2Ch(T) dT E C( [0, T]; L2(R)) 
by convolution properties between AP”126 E L,(O, T; L,(Q)) and t -+ e-~“’ 
strongly continuous on L,(Q). Thus, 
A-3/4-L.y(t) 
A- “2P”y(t) 
A “4 “y(t) i 
N=3; 
E C( [0, T]; L,(Q)) N=2; 
N= 1; 
a result “s-worse” in space regularity over Theorem 2.1 for y. 
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In order to state corresponding duality results obtained by a duality 
argument on those of Theorem 2.1, we introduce the following 
homogeneous ystem in the unknown z(t, x): 
z,= -i Az in Q; (2.6a) 
z(T, .)=z, in Sz; (2.6b) 
zl,-0 in C. (2.6~) 
Then, with reference to problems (2.1) and (2.6) we have that 
the map u(t) -+ y( T, .) is dual to the map z0 + z( t, 0). (2.7) 
Applying the duality relationship (2.7) on the results of Theorem 2.1, we 
obtain 
THEOREM 2.2. With reference to problem (2.6) we have 
46 0) E L,(O, T) (2.8) 
continuously on zO, where 
(a) for N=dimSZ=3, 
z() E s3(A3’4); 
(b) for N=dimSZ=2, 
z,E9(A”2)=H#2); 
(c) for N=dim52= 1, 
z,EqA1’4)=Hg(S2). 
2.2. Proof of Theorem 2.1 
(2.9) 
(2.10) 
(2.11) 
We use the approach in [Tl, T23. 
Step 1 (Free Space Problem). We consider first the free space problem, 
corresponding to problem (2.1) in the unknown &t, x), 
4, = i A4 + 6(x) u(t) in R: x Rc; 
fj(0, x) = fj,(O, x) = 0 in Rr; 
(2.12a) 
(2.12b) 
after extending v(t) by zero for t > T. 
PROPOSITION 2.3. With reference to problem (2.12), let v E L,(O, T). Then 
continuously 
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(a) for N = dim 52 = 3, 
4 E C( [0, T]; H- ‘j2(R3)); 
4, E L,(O, T; H-5’2(R3)); 
(b) for N=dimQ=2, 
(2.13a) 
(2.13b) 
4 E C(W), Tl; UR2)); 
4, E L,(O, T; H-2(R2)); 
(c) ,for N=dimQ= 1, 
(2.14a) 
(2.14b) 
$EC([O, T]; H”2(R’)); (2.15a) 
q5, E L,(O, T; H-. 3’2(R’)). (2.15b) 
Proof: Since the d-problem is time reversible it suffices to show the 
results (2.13a), (2.14a), (2.15a) for 4 with C[O, T] replaced by L,(O, T), 
and then appeal to a general result [L-Tl, L-T31 for time reversible 
dynamics (groups of operators) to lift L,(O, T) to C[O, T] while preserving 
the space regularity. Let &A, 0, A= y + io, y > 0, o E R’, t E RN, be the 
Laplace (in t) Fourier (in x) transform of $(t, x). The transformed version 
of problem (2.12) is 
(2.16) 
Proof of(2.13a), (2.14a), (2.15a). Our goal is to show that 
P’d(t, X)E L,(R;; H”(R;)), 
or equivalently that 
151” ib + iw, 4) E L,Wf, x R;). (2.17) 
1 
-l/2, N=3; (2.18a) 
a= 0, N=2; (2.18b) 
w, N= 1. (2.18~) 
To this end we compute via (2.16) and the Parseval identity [ Dl, p. 2121 
= Const II 4 tzco. 7.j (2.19) 
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as desired, provided that 
s ItI*” 4 s 151*” 4 R;” IA+i 1t1212= Rry2+(l<i2+W) ,6C<co (2.20) 
uniformly in o E R’. For N= 3 we use spherical coordinates dt = 
p2 sin @ dp d@ de; for N=2 we use polar coordinates dr = r dr do. 
Recalling the values of u in (2.18) we see that in each case N = 1,2, 3, the 
validity of estimate (2.20) rests on the estimate 
uniformly in o E R’, (2.21) 
which is readily checked. In fact, (2.21) holds true plainly if o 3 0. For 
0~0, we set w= -101 and t=y’-loI so that 
as desired. Thus, (2.21) (2.20), (2.19), and (2.17) are all proved. Hence 
(2.13a), (2.14a), (2.15a) are established first in the L,(O, T)-sense, then in 
the C[O, T]-sense, as explained above. 
Remark 2.2. Notice that estimate (2.21) is an optimal result in the 
sense’ that, say for o < 0 and E > 0, 
(2.23) 
Proof of (2.13b), (2.14b), (2.15b). From (2.13a), (2.14a), (2.15a) we 
have 
C( [0, T]; H-5’2(R”)), 
C(W, Tl; H-*(RN)L 
C( [0, T]; H 3”(R”)), 
N=3; 
N=2; 
N= 1. 
(2.24a) 
(2.24b) 
(2.24~) 
Moreover, for N = 3, Hz2( RN) c H3’2Cc( R”) c C”(RN) implies 
~E[H 3/2+c(RN)], c H-5.2(RN); 
hence 60 E L,(O, T; H 5’2(RN)), N= 3. (2.25) 
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Then (2.24a) and (2.25) yield (2.13b) via (2.12a). For N=2, Hz(RN)c 
H’ +‘(RN) c CO(R”) implies 
8E [H’f”(RN)]‘CH Z(R”); 
hence 6v E &(O, T; HP’(R’“)), N= 2. (2.26 
Then (2.24b) and (2.26) yield (2.14b) via (2.12a). Finally, for N = 1 
H;“(R”) c H ‘12+&(RN) c C”(RN) implies 
~E[H ‘/I+“]‘= H-3/2(RN); hence 6v E L,(O, T; HP”2(RN)). 
(2.27) 
Then (2.24~) and (2.27) yield (2.15b) via (2.12a). 1 
Step 2 (Auxiliary Problems). We set 
dc(t9 xl = ‘b(x) d(t, xl and h(t, x) = d,(t, x) - At, -xl (2.28) 
with $E C:(n), $(O)= 1, 4 and y solutions of problems (2.12) and (2.1), 
respectively. Multiplying (2.12) by $ yields 
$4, = i’k Ad + d(x) u(t) in (0, T] x Sz = Q; (2.29a) 
‘MO, x) = 0 in 52 (2.29b) 
‘Ml,=0 in (0, T]xT=C. (2.29~) 
Then, via (2.29) and (2.28), 0,. satisfies 
4:. = i A4,. + 6(x) o(t) + J‘( t, x) in Q; (2.30a) 
#,.(O, x) = 0 in Sz; (2.30b) 
dCIZ=O in C. (2.30~) 
,f=i(d$)f$+i2V$.Vd. (2.31) 
Finally, via (2.30), h(t, x) in (2.28) satisfies the homogeneous problem 
h’=idh+f(t,x) in Q; (2.32a) 
h(0, x) = 0 in R; (2.32b) 
hi,=0 in Z‘; (2.32~) 
whose solution (in abstract form) is 
h(t) = Ji e - iA(r-T)f(T) &; h,(t) = -iA j’ e -rA(r-r’f(~) dz, (2.33) 
0 
574 R. TRIGGIANI 
with A the operator defined in (2.2), so that (iA) is skew adjoint on L,(Q) 
and epiA’ in a S.C. unitary group on L,(Q). 
With the regularity of #C known via (2.28) (left) and Proposition 2.3, it 
remains to determine the regularity of h, after which the regularity of .Y is 
obtained via (2.28) (right). 
LEMMA 2.4. With reference to (2.31) where 4 solves (2.12) and 
$ E C,“(Q) we have 
C(CO, Tl; Cff3’2(QR)1’) 
c C( [O, T]; [9(A3’4)]‘), N= 3; (2.34a) 
w . Vd, hence fe C(C0, 7-l; ff -‘(Q;2) 
= [LqA”‘)]‘), N=2; (2.34b) 
C(CO, n Cffgwl’ 
= [LqA”4)]‘), N= 1. (2.34~) 
Proof. The cases N=2, 1 follow from (2.14a), (2.15a) via [L-Ml, 
p. 851 and (2.2). For N= 3, we let gE H3j2(52) so that g IV+1 EH~‘(Q) 
since $ = 0 near f. Then the integral fa g Vq .Vd dQ is well defined, as 
IV41 EH-~/*(Q) by (2.13a) and [L-Ml, p. 851. i 
PROPOSITION 2.5. With wference to problem (2.32), equivalently (2.33), 
we haue 
(a) for N = dim a = 3, 
h E C( [0, T]; [LS(A~‘~)]‘), 
h, E C(CO, Tl; C~(A7’4)1’); 
(b) for N=dimQ=2, 
(2.35a) 
(2.35b) 
hEC([O, T]; [L3(A”2)]‘=H-‘(Q)), 
h,E C(CO, Tl; CWA3’2)1’); 
(c) ,for N=dimR= 1, 
h E C( [0, T]; [9(A “4)]’ = [H$(Q)]‘), 
h, E C( [0, T]; [9(A5’4)]‘). 
Proqfi By (2.34) (2.35) we have 
A ~ 3’4f 
A -“:f E L,(O, T; L,(R)), N= 2. 
A ~ 1’4f 
(2.36a) 
(2.36b) 
(2.37a) 
(2.37b) 
(2.38a) 
(2.38b) 
(2.38~) 
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Then, using (2.38) and convolution properties we obtain 
A-3/4/$(t)= ‘e- 
i 
rA(r-r)A m-3/4f(T) dz 
0 
,4-‘4(+ r~-ia(i~“A~1’2f(r)dr 
s 0 
A-‘/4,$(+ ‘e~‘R(‘~T)A~‘/“f(t)d~ 
s 0 i 
N = 3; (2.39a) 
E C( [0, T]; L,(Q)), N= 2; (2.39b) 
N= 1; (2.39~) 
or equivalently (2.35a), (2.36a), (2.37a). Similarly for h,. 1 
Step 3 (Return to the y-Problem). Finally, the regularity of 4 in 
Proposition 2.3 and the regularity of h in Proposition 2.5 yield the desired 
regularity of y = $4 -h (see (2.28) (right)). 
Let N= 3. Then, since g(A”4) = H,$(Q)c H,!,“(Q), we have by 
(2.13a) 
$4 E C( [O, T]; H-"'(Q)) c C( [O, T]; [H$(O)]' = [9(A 1'4)]'). (2.40) 
Then (2.40) along with (2.35) for h yields (2.3a) (left) for y, since 
[G@(A”4)]‘~ [g(A3’4)]‘. Moreover, we note that 
H;'2+2E(Q)c {gE H 3'2+2E(R): gI,=o}=~(A3'4+E)cS?$43'4), (2.41) 
so that [g(A3/4)]‘~ Hp3i2-2e (Q) and (2.3a) (right) follows as well. As to 
y, we may use yt = $dt - h, from (2.28) where h, E C( [0, r]; [g(A7’4]‘) by 
(2.35b) while (see below) (*) $4t~ C([O, T]; [g(A5’4)]‘), so that (2.3b) 
(left) follows. To see (*), take gEg(A5’4) c H512(Q) so that $gE Hi12(12) 
since II/ = 0 near r. Then jn g$#, dQ is well defined with 4, E Hp5'2(Q) by 
(2.13b), as desired, and (*) follows. We may also use y, = i dy + 6~: then 
dy~C([0, 7'1; H-7'2-C(Q)). (2.42) 
N=3:6g[H W+~(Q)]‘~ H-~/*-E(Q), 
hence &EL (0 T Hp3i2pE 2 2 3 (Q)), (2.43) 
and (2.3b) (right) follows as well. 
Let N=2. Then Il/d~ C([O, T]; L,(Q)) by (2.14a) along with (2.36) for 
h yields (2.4a) for y= $4-h. As to y,= $4,-h, we use h,~C([0, r]; 
[9(A3j2)]‘) by (2.36b), as well as (see below) (*) ll/d?~ C( [0, T]; 
[g(A)]‘), so that (2.4b) (left) follows for y,. To see (*), let gEs(A) so 
that $g E H;(Q) since 1c/ = 0 near r. Then fn glc/+, dl2 is well defined with 
4,~ H-*(Q) by (2.14b) as desired, and (*) follows. If we use instead 
y,=idy+&, then dyeC([O, T]; Hp3(Q)) by (2.4a), while for N=2, 
8~ [H’+“(Q)]‘c Hp'p"(R), and (2.4b) (right) follows for .v,. 
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Let N= 1. Here $4~ C( [0, T], H”‘(sZ)) by (2.15a) along with (2.37a) 
for h yields (2Sa) (left) for JJ= $4 -h, from which (2Sa) (right) follows 
since Hi’* = 9(A”4). 
As to y,= @j,- h, we use h,E C( [0, T]; [~(LI~‘~)]‘) by (2.37b) while 
(see below (*) $4,~ C([O, r]; [~(FI~‘~)]‘) so that (2.5b) (left) for y, 
follows. If we use instead Eq. (2.la), we have 
AYEC([O, T];H-5f2-C(12)) by (2.5a). 
N=~:~E[H l”‘“(Q)]’ c H- l!2-C(Q)r 
hence 6u E L,(O, T; H-i;2 -“(sZ)), 
and (2.5b) (right) follows for y, via (2.la). Theorem 2.1 is proved. m 
3. SCHR~DINGER EQUATION WITH HOMOGENEOUS NEUMANN B.C. 
AND INTERIOR POINT CONTROL 
3.1. Statement of Result 
In this section we consider the following Schrodinger equation in the 
unknown y( t, x): 
y, = i dy + 6(x) u(t) in Q = (0, T] x Sz; (3.la) 
y(0, x) = 0 in 0; (3.lb) 
Ylz,-0 in Z,= (0, T] x f,; (3.lc) 
in L’, = (0, T] x rl ; (3.ld) 
where again the origin 0 is an interior point of 0. The boundary r is 
assumed divided into two parts I-= f, v f,, f, open in I-, say To 
non-empty (this is not essential). Now we define the positive operator 
A= -A; heH’(Q):h,,=O$ 
I I 
=o ; (3.2a) 
Fl 
9(A”*) = H’(Q); 9(A’14) = H”*(Q) = H$2(Q). (3.2b) 
The statement of Theorem 2.1 in the Dirichlet case (2.1) with A in (2.2) 
replaced now with A in (3.2) holds true also for the Neumann problem (3.1). 
It is enough to verify that again 
C( CO, Tl; C%A3’4)1’, N= 3; (3.3a) 
w . Vh C([O, T]; [9(A”*)]‘, N= 2; (3.3b) 
C( [0, T]; [9(Ali4)]‘, N= 1; (3.3~) 
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(counterpart of (2.34)), where 4 solves (2.12) and satisfies Proposition 2.3. 
Indeed, for N= 3, we take g E 9(A314) c H”/‘(Q) so that IV41 g E Hi’*(Q) 
since tj = 0 near r and (*) JQ g V$ . V$ dQ is well defined with 
IVq6 EH-~‘~(Q) by (2.12a). For N=2, we let gE9(A’j2)=H’(Q) so that 
IV+/ gE HA(Q) and the integral in (*) is well defined with IV41 E H-‘(Q) 
by (2.14a). Finally, for N= 1, we let gE9(A’!4)=H’12(SZ) so that 
lV$l gE HA/,‘(Q) since II/ z 0 near r and the integral in (*) is well defined 
with IV41 E [H$2(sZ)]’ by (2.15a) and [L-Ml, p. 851. The remainder of the 
proof is essentially the same. A duality theorem like Theorem 2.3 also 
holds, of course, with A in (2.2) replaced by A in (3.2). 
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