MSA-level estimates of a housing supply schedule must offer a solution to the twin problems of simultaneity and stationarity that plague the time series data for local housing prices and stock. An Error Correction Model (ECM) is shown to provide a solution to stationarity, but not simultaneity. A Vector Error Correction Model (VECM) is suggested to handle both the stationarity and endogeneity problems. Such models also nicely distinguish between (very) long run elasticities and a variety of short term impacts. We estimate these models separately for 68 US MSA using quarterly data on housing prices and residential construction permits since 1980. The results provide long run supply elasticity estimates for each market that are better bounded than previous panel-based attempts and also correspond with much conventional thought. We find these elasticities are well explained by geographic and regulatory barriers, and that inelastic markets exhibit greater price volatility over the last two decades. Using the models' short run dynamics we make several forecasts of prices over the next decade. In current dollars, some MSA will still not recover to recent peak (2007) house price levels by 2022, while others should exceed it by as much as 70%.
I. Introduction
There has been a revival of interest in the supply schedule that characterizes urban housing markets. It has been argued that variation in the elasticity of this schedule may explain the wide differences observed across US metropolitan statistical areas (MSA) in house price levels, their growth and also volatility [ (Campbell-Davis-Martin (2009) , Capozza-Hendershott-Mack (2004) , Cannon-Miller-Pandher (2006) , Glaeser-Gyourko- Saiz (2005) , Paciorek (2013) , Davidoff (2013) ]. It has also been argued that housing supply elasticities impact the allocation of labor across MSAs and can affect aggregate productivity [Nieuwerburgh-Weil (2009) , Eckhout-Pinheiro-Schmidheiny (2010) ]. Thus there is much interest in the possible "determinants" of local housing supply elasticities, be they related to intrinsic geographic land supply [Saiz (2010) ], local land use regulations [Gyourko-Saiz-Summers (2008) ], or the organizational structure of the homebuilding industry [Somerville (1999) ]. Despite all this interest, much of the discussion is conducted in an empirical vacuum, for there are no individual time series estimates of long or short run housing supply elasticities in San Francisco versus Dallas or any of the other 300 US MSAs. The literature review section that follows will make this more apparent.
One purpose of this study therefore is to apply modern time series analysis to quarterly data on MSA constant dollar (repeat sale) house prices, new housing construction and the growth of the stock -covering 1980:1 through 2012:2. We do this individually for each of the largest 68 MSA. At the start, we find that (real) house price levels and stock are not stationary -in all but a few MSA. This calls into question much of the early empirical research on this topic. Both series, however, are stationary in differences, or I(1). Most importantly house prices and stock (measured in levels) are cointegrated (again in all but a handful of markets). This suggests that an error-correction methodology is the proper framework for understanding the relationship between these two variables -at least at the MSA level.
Within this framework we estimate a single equation Error Correction Model (ECM) in which stock determines prices, and then a Vector Error Correction Model (VECM) in which both variables are simultaneously determined as well as determining.
The cointegrating vector between the two variables yields a consistent estimate of the long run elasticity of supply and across our 68 MSA the results are extremely plausible: ranging from .2 to 3.1. The short run dynamic impacts estimated through both models are also significant however and provide us with an alternative short-run measure of housing supply elasticity. With the ECM we ask what recovery in prices -from their current (2012:2) levels -will be needed to support anticipated new supply over the next decade.
To allow for the possibility that demographic aging will slow long run growth of housing demand from its historic trend, we set the anticipated new supply at 80% of that built in previous decades. With the VECM we simply do an out-of-sample forecast of both stock and price for the next 10 years. The ratio of the stock/price forecasts then provides a measure of the effective short run elasticity to be observed over the next decade.
We find great consistency between these supply elasticities, with correlations in the .9 range. We also find that they relate statistically to those "determinants" of supply elasticity recently hypothesized in the literature. Larger cities, with geographic land constraints, that have high scores on a survey of regulatory barriers have significantly lower supply elasticities -as we have measured them.
We then investigate the role of supply elasticity in an MSA's price experiences over the 2001-2012 period characterized by the housing "boom" and "bust". Consistent with the conventional thinking that this period was marked by housing demand shocks, markets with more inelastic supply exhibit both greater price increases over 2001-2007, and greater price declines from 2007 to 2012.
Finally, we use the short run forecasts generated by the models to assess the degree of housing price growth and eventual price recovery that is likely across our 68 MSA, beginning in 2012:3. We find that markets with inelastic supply will experience faster price growth between 2012 and 2022, thus exhibiting similar dynamics to the prior decade. That said inelastic markets generally have no greater tendency to recover or exceed their 2007 "bubble" peak levels -in constant dollars. We suspecte that this finding is due to the fact that areas with inelastic supply generally experience slower demand growth than areas with more elastic supply.
In the next section we review the empirical literature on housing supply and its determinants. Section III reviews the standard model of land development that underlies much of the supply elasticity discussion, while Section IV then examines the data series available on prices, construction and the stock -testing for stationarity and cointegration.
Section V lays out our ECM and VECM models, along with some alternative estimation strategies. Section VI presents results from estimating the various models, and displays their long and short run implied elasticities. In section VII we examine whether these elasticities line up with often used supply "instruments". Section VIII examines the relationship between these elasticity estimates and market behavior from 2001 through 2012, while Section IX examines the magnitude and patterns in housing price recovery over the next decade that is likely across our 68 MSA.
II. Housing Supply Literature
There is an early literature on housing supply [Alberts (1962) , Burns-Grebbler (1982) ] that looks at housing construction as a "business" in which the level of price relative to some opportunity cost (including credit) drives housing "investment" or unit flows (permits, starts or completions). The most recent elaboration of this approach is Topel-Rosen (1988) in which great attention is given to the expectation mechanism for future prices. Following Abel-Blanchard (1986) , DiPasquale-Wheaton (1992 , 1994 add to this approach with the notion that expected price levels determine a "desired" stock towards which the actual stock adjusts slowly with new investment. In this approach the existing stock is a critical additional variable (to prices) in explaining new investment.
Much of this early literature is summarized in Blackley (1999) , who notes that it contains little or no application of true time series analysis. For example the series are rarely tested for stationarity or cointegration, and regressions contain mixed I(0) and I(1) series. Mayer-Somerville (2000) redefines the entire discussion of supply elasticity and links it more explicitly to land development. In their framework the key ingredient necessary for cities to grow through new construction is the development of additional land. Following a long and voluminous literature on urban spatial models -this requires higher land values which are simply a residual from housing prices. Thus like DiPasqualeWheaton the underlying "supply" relationship is between housing price levels and housing stock, rather than price levels and housing flows. They also argue that any empirically estimated relationship between house price levels and stock is likely to be miss specified as both variables are I(1) and not I(0). They present estimates of a relationship between changes in both housing stock and price that they argue is reflective of that between housing price and stock levels. We return to this specification issue in the next section.
All of the literature above uses US national data to estimate some supposed national supply elasticity. But if the supply elasticity is really about land development, then surely there should be significant variation across cities of different sizes, with different geographies, transportation systems and regulatory processes. The availability of widespread MSA-level housing price indices has prompted a series of more recent analysis of differences in price movements across MSA. Capozza-Hendershott-Mack income (rather than stock or households) and does not test for cointegration between these two variables. By allowing for a market specific constant term in the long run cointegrating relationship, she is able to calculate a price response to an income shock that is unique to each market. Then assuming a common price elasticity of demand, she is able calculate an implicit estimate of each market's supply elasticity. Not surprising, the result is a very narrow range of implicit supply elasticities; for example, she finds that no markets are inelastic. 
III. Long-Run models of Local Housing Supply.
As discussed above, newer models of housing supply are actually models of land development and city expansion -rather than of "investment" in housing. In this literature, monocentric land use models yield relationships between equilibrium city size (housing stock) and the difference between central housing prices and edge housing prices 1 . This latter can be thought of as a crude "average" city price. This relationship begins with the set of variable definitions in (1) below. Here we use the most simple of monocentric models where transport costs are constant and exogenous, and where land consumption is similarly. The voluminous literature on such models often has land consumption determined by agent utility and prices, while congestion can make transport costs non-linear and endogenous.
The equations below derive a set of equilibrium relationships between these variables. Equation (2) requires that house price differences between the center and edge equal the capitalized value of traveling from the edge to center. This is a spatial equilibrium condition. Equation (3) links edge prices to replacement costs using capital and agricultural land (both exogenous), while (4) links the urban border with total housing stock. Combining equations, we get the result in (5) where equilibrium average house prices (the difference between center and edge prices) depend positively on the size of the housing stock. While (5) expresses price as a function of stock, it is equally true that to provide a larger stock of urban land prices must rise and hence stock is a function of price; in other words equilibrium implies joint causality. Expression (5) has often been interpreted as an inverse housing "supply" schedule [Saiz (2010) , Mayer and Somerville (2000) ]. Expression (5) illustrates that the long term relationship between house prices and stock may also depend on land availability and the efficiency of the city transportation system (Saiz, 2010) . Economists also have modeled a competitive system of cities Nieuwerburgh-Weil (2009), Eckhout-Pinheiro-Schmidheiny (2010) ]. In these models a "national" population selects where to reside among cities. Jobs or employment do likewise. In addition to productivity and amenity considerations, these choices are influenced in no small part by house prices. Thus through the migration of population and the relocation of employment there can arise a parallel (but negative) "demand" relationship D(…) between prices and stock. Ceteris paribus, lower prices eventually attract an expanding population and job base (E). In equilibrium this base must equal the stock (S). Expressions (6) and (7) can be combined with (5) to complete any full model of a system of cities.
In recent years monocentric models have given away to "polycentric" theory wherein a city has multiple centers or locations of economic activity. Each such center however behaves like a "sub-center" -following similar conditions as in (2)-(5). The main difference from the monocentric framework is that some sub centers compete with each other over land, rather than just with agricultural uses. Some theory of "agglomeration" is also necessary to determine whether the city is composed of many small sub centers or a few very large ones. With endogenous employment location, this family of models does not always yield the same comparative static results as with single centered city models.
For example, in monocentric models higher transportation costs raise land rent and generate more dense cities. In polycentric models, higher transportion costs lead to greater employment dispersal and little or no increase in land rents [McMillen-Smith (2003) , Helsley-Sullivan (1991) ]. The empirical implication of these models is that often they have almost infinite long run housing (land) supply. With a single fixed center, increasing the supply of land requires greater commuting and hence land rent. With multiple endogenous centers more land can be had by expanding the number of centers with little attendant increase in commuting since the dominant pattern of commutes is within a center and not between centers. Hence land rents also need not increase.
Finally, it is important to remember that (1) - (7) inform us only about long run equilibrium relationships and provide very little guidance in terms of short term dynamics.
Short run dynamics are often thought to involve the capital portion of housing rather than land: the difficulty of constructing new structures and their durability once built. GlaeserGyourko (2005) for example convincingly show that even over decade long intervals the derivative of house prices with respect to stock is asymmetric: falling prices do little to shrink the stock, but rising prices are needed to expand it. Put differently, the identity between S and E in (6) rarely holds over short run intervals, when the stock of housing adjusts slowly.
While this discussion is certainly not new, it does highlight a range of important issues that any empirical study of local housing supply elasticities must address. The first such issue is that estimation must be flexible enough to accommodate a full range of potential long run elasticity values, matching the variation anticipated from polycentric as opposed to monocentric urban models. Secondly, the estimation should allow for short run dynamic effects that may be distinct from long run equilibrium impacts. For example, if the stock increases from a true "shock" then prices may fall in the short run rather than rise along the long run schedule. Finally, stock and prices are jointly determined in equilibrium and so there is a high likelihood of simultaneity between the series Using local economic data as an instrument to resolve this simultaneity is certainly not valid in the long run. Given that structural identification is difficult, non-structural macroeconomic time series analysis may offer more viable solutions.
IV. Empirical Tests of MSA House Price and Housing Stock Series
The data used in this analysis consists of two time series for each of 68 US To test for stationarity we undertake augmented Dickey-Fuller tests (ADF) of house price and stock in levels, using 4 and then 8 lags. For house prices, we can reject the null of a unit root in only 15 of 68 MSA -using 4 lags and a liberal 10% criterion 2 . With 8 lags the null is rejected in only 16 of 68 MSA. With the housing stock, the results are not much better, with only 18 of 68 MSA exhibiting stationarity using 4 lags and 14 of 68 using 8 lags (again applying a 10% criterion). However, the first differences of both the stock and price series are stationary in all but a handful of MSA (7 and 6 with the 4 and 8 lags respectively). These are clearly very noisy series with surprisingly little mean reversion in levels. We note that this contrasts sharply with the much smoother national time series on prices and stock (Case and Shiller (1988) ).
With two non-stationary series any direct regressions of prices on stock would be subject to a range of problems -as would any derived estimates of a long run elasticity (such as in much early literature). Recognizing this possibility Mayer-Somerville (2000) suggest a regression (using national data) in first differences, but obtain a very small short run elasticity since only a few lags of price (changes) are included. With a model estimated in differences a permanent alteration of price levels has an impact on stock that lasts only as long as the number of lagged price changes included in the model. In our MSA level data the vast majority of the series are I(1), or stationary in differences, but using such an approach would preclude estimating our main objective -a true long run elasticity.
An alternative approach for using statistical analysis with variables that are still measured in levels would be to apply an error-correction framework. This approach does not require that each variable be stationary in levels, but does necessitate that they exhibit co-integration. To this end, Appendix 1 presents the results of several augmented cointegration tests. The first two columns essentially test for whether the errors from a regression of price on stock -a simplified version of equation (5) -are stationary.
Differences in the errors (of price predicted by stock) are regressed against previous error levels controlling for lagged changes in the errors. The results depend considerably on the number of lags used -a common dilemma with such tests. We experimented using both the Akaike Information Criteria (AIC) for the number of lags, as well as selecting the number of lags that gives the highest test statistic. These two criteria yielded very similar results in terms of lag selection which is shown in the 1st column of Appendix 1. In the 2 nd column we present the R2 of the error regression and in the next two columns the coefficient on lagged error level (the cointegration test) and its T value. It's clear that in 10 of 68 markets, the series are just not cointegrated, while in 49 they are (at 10% or higher criteria). In 9 markets the results suggest some weak cointegration (passing at between 10% and 20%).
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V. Error Correction Models of Housing Supply.
With these tests validating cointegration for virtually all of the markets, the first approach would be to estimate a simple version of equation (5) directly -ignoring the possible specification issue raised by equations (6) and (7). This has not been done in the literature, despite the fact the application of an ECM not only gets around the issue of nonstationarity, but also nicely separates long run relationships from short run dynamics. Our statistical ECM version of equation (5) is illustrated in (8), where the β parameters represent the long run cointegrating relationship between the variables in levels. The parameter α 0 estimates the speed (or degree) of reversion back to the cointegrating relationship. The α i and λ i account for short run impacts on price movements that arise from lagged price movements or stock changes.
The issue with this single equation ECM is that it assumes that the right hand variable (stock) is exogenous. There are two reasons why this is not likely to be true. First, while (5) expresses price as a function of stock (households must be compensated for farther commutes), it is equally true that to provide a larger stock of urban land prices must be higher. Here stock is a function of price. Secondly, if long run equilibrium exists between cities, equations (6) and (7) stock. An approach that is far more agnostic regarding causality is the application of a Vector Error Correction Model (VECM). This is represented in (9). In this system, we allow for the same single cointegrating vector (with parameters β), but there are two sets of adjustment coefficients (with parameters α, λ versus α', λ').
The estimation of equation (8) Hence the number of lags in either (8) or (9) should be the same or similar to that which was used to establish cointegration (for example in the previous section). This same 2-stage procedure is suggested more recently by Lutkepohl (2007) as a simple and consistent way to estimate the vector system in (9). He refers to this an OLS-VECM.
An alternative has been developed by Johansen (1995) who devises a single step Maximum Likelihood Estimator (MLE) since both (8) and (9) are nonlinear in their parameters. The one-step procedure has the advantage of also testing for cointegration at the same time as estimating the model. In this procedure the model is often re-estimated multiple times, each with a different lag structure, until some criteria is met and cointegration determined (or not). A problem with the Johansen MLE estimator, however, is that its statistical properties are known only under the assumption that the errors of (8) and (9) are normally distributed. We initially experimented with the MLE estimator with results that were often insignificant, and with model parameters that frequently led to instability. To further investigate we applied a test for error normality (Jarque and Bera (1987) ). The p-values for this test statistic are reported in Appendix 2 and they represent the probability that the null (normality) is true given observed data. It is clear that there are just a very few market/equations that have even a modest likelihood of normal error. More than 90% of the market/equations fail the test by a wide margin.
Since OLS estimation in general is quite robust to the assumption of error normality, we proceed to estimate both models (8) and (9) with the OLS 2-step procedure originally suggested by Engle and Granger (1987) and then subsequently by Lutkepohl (2007). Our OLS VECM results exhibit none of the stability or significance problems we encountered with the Johansen procedure.
VI. Estimation Results: ECM, VECM.
Appendix 3 presents the OLS estimates of the ECM model for 68 MSA. We present the R2, the convergence coefficient α o, and its t statistic, as well as the number of lags used on lagged stock and price changes (the same as used to establish cointegration).
We also provide two measures of the "elasticity of supply". The first elasticity measure is simply equal to the coefficient β 2 , estimated in the first stage by OLS, and converted into an elasticity using current stock and price values.
The second is a more a "short run" elasticity and is derived from undertaking a 40 period price forecast -that begins in 2012:2 -using an assumed trajectory for the housing stock. The trajectory assumed is the same as the average growth in each market's housing stock during the decade before the recent housing "bubble"-1993:1-2003:1 -but scaled by 80%. This latter figure is derived from national estimates of household formation expected over the coming decade relative to that of 1993-2003 [U.S. Census (2012) ]. In effect we ask what increase in price will be required to get the stock to grow in the next decade at 80% of the amount it did during the pre-bubble decade -starting from where prices and stock are in 2012:2. The required price change relative to assumed supply is then converted into a "short run" forecast elasticity. It is important to remember that if current prices are below the long run cointegrating relationship, they will have to "catch up" a bit to provide the targeted new supply. Conversely, if current prices are above the cointegrating relationship, little if any price increases may be needed to generate the assumed supply. Thus this short run elasticity could differ considerably from the long run estimates.
On the surface, the ECM elasticities look gratifyingly reasonable. Looking over the results we draw the following observations. 1). There are 6 negative elasticities, which occur in most Texas markets and two other south central cities. All these markets display continual real price declines over the last 30 years despite significant stock increases. This negative relationship, however still exhibits cointegration. Presumably cities like Dallas are able to expand with just nominal appreciation because the real cost of travel, construction costs, or the value of edge rural land has fallen over time.
2). There also are 3 "anomalies". Baton Rouge has a positive very elastic long run (LR) cointegrating relationship but a small negative forecast price increase. This is because current prices are actually above the values implied by the cointegrating relationship and anticipated supply needs no further price increase. Charlotte's ECM is dynamically unstable. Finally the large elasticity in Memphis is possibly due to the fact that stock and price are not well cointegrated in that market.
3). As for the rest of the markets, the short run elasticities (SR) are all well below their long run elasticity value. Without the anamolies, the R 2 between short and long run is .43 and at the means the average market short run elasticity is 32% of its long run value.
This results because virtually all markets have prices that are currently well below values implied by their cointegrating relationship; therefore to meet even modest target increases in supply, the forecast of price growth has to be quite pronounced (generating a lower forecast elasticity).
4). The adjustment coefficient is statistically significant at the 5% level or higher in all but 2 markets and even in these MSA it passes a 10% test. Adjustment speeds back to the underlying cointegrating relationship average about 5% per quarter or 20% per annum. "Error correction" is an important feature of the relationship between stock and price. In 62 of 68 markets the cointegrating coefficient in the stock equation is insignificant. In 6 markets it is significant negative and in 1 market significant positive. A significant negative coefficient implies that when prices are above the value implied by the long term cointegrating value the stock tends to grow more slowly (or declines). This would be illustrative of the migration relationship hypothesized in (6)- (7). A significant positive relationship would be consistent with supply "mean reversion". In general there is no strong pattern as to how the stock behaves -other than to short run price shocks and its own momentum. 7). Despite the estimation results for the stock equation, the overall OLS-VECM produces remarkably similar forecast elasticity estimates to the ECM model with its exogenous stock targets. Excluding two "anomalies" (Baton Rouge and Charlotte again) the simple average forecast price appreciation between 2012:2 and 2022:3 is 29.5% with the ECM using an assumed average stock growth of 10.9% (based on the 80% rule discussed in the previous section). Under the OLS-VECM framework the average forecast price appreciation is 39.2%, with an endogenous average forecast growth in stock of 13.3%. The OLS-VECM has generally greater price appreciation since it forecasts slightly greater stock growth -as opposed that we assumed based on a national demographic slowdown in household formation.
8). The small differences in the supply forecasts translate into very similar short run supply elasticity estimates between the two models. The average forecast-based supply elasticity with the ECM is .276 as opposed to .257 with the OLS-VECM.
Furthermore the correlation between the two elasticities (across 66 markets) is .92. This degree of similarity is interesting because the OLS-VECM derived elasticity is theoretically a different concept from the ECM one. The former is an equilibrium -based derivative as opposed to a partial derivative for a structural equation in the ECM. This suggests that joint endogeneity just makes little difference.
VII. Correlates of Market Supply Elasticity
This paper presents several alternative ways of estimating supply elasticities at the MSA level when the underlying data is non-stationary, and arguably subject to bi- In Table 1 , we examine how our elasticity estimates vary with these three common variables. WRI is the Gyourko et. al regulatory index and the land constraint variable is the Saiz measure of land unavailability. Population is measured as of 2012. We report equations for each of our three elasticities: the long run and the two short run measures based on the ECM and OLS-VECM 10 year forecasts. The results are all significant, and in the anticipated direction. The fact that the LR elasticity is more highly explained also seems plausible as it filters out short run market dynamics, and disequilibrium. Using the equation for the long run elasticity, the difference in geographic land unavailability between Boston (index value of 33.9) and Washington DC (index value of .14) lowers the Boston housing supply by -.24. Similarly the regulatory differences between these two markets (1.7 versus .3) generate a further reduction in the elasticity of -.63. The actual elasticity in the Boston MSA is .36 versus Washington's .70 In virtually all of our 68 markets, the period from 2000:1 through 2007:2 exhibits an unprecedented rise in real house prices, followed by a huge decline over 2007:2 to 2012:2. There is consensus that this resulted from a positive shock to housing ownership, although there is disagreement over whether this shock originated with the relaxation of mortgage underwriting standards, or simply changed expectations about the returns from housing [Foote-Gerardi-Willen (2012) ]. With a national housing finance system, these shocks are widespread, impacting all markets to some extent. In such a case we should expect that the degree of housing price rise and then fall would naturally depend (negatively) on the supply elasticity of each market. The relationship, however, could be quite imperfect as there were nuances to the rise and fall that were unique to each area. For example second home havens seem to have experienced a larger "bubble [Chinco-Mayer (2012) ].
In Figures 3 and 4 To help see patterns across markets we present Figures 5 and 6. In Figure 5 we see that the average market will appreciate about 40% -in real terms -over the next decade and that those markets which are forecast to have the highest rates of price appreciation from 2012:2 to 2022:2 are again those with lower supply elasticity. This relationship is quite significant statistically and is consistent with the historic pattern of greater volatility for such markets over the last decade (Figures 3 and 4 ). In Figure 6 we see that by 2022:2 the average market will be back to 2007 price levels (adjusted for inflation), but that there is no relationship between this rate of price recovery and a market's long run supply elasticity. Markets with inelastic supply should appreciate more in real terms over the long run -but only if demand growth is the same as in elastic markets. The OLS-VECM forecasts tend to have the stock growing somewhat faster in elastic markets -generating comparable price levels relative to 2007:1 as in inelastic markets with slower forecast stock growth. Finally, these forecasts suggest that housing will generally be a fine investment in most cases over the coming decade. Across our 68 markets cumulative nominal price inflation will average around 60% -ranging from just 10% in many Texas markets to 80% or more in many areas hard hit by the "bubble" years. With housing capital gains largely untaxed, mortgage rates in the 5% range and the mortgage interest deduction continuing, the annual long run cost of owning a home [Poterba, (1984) 
