Abstract-The Assured Forwarding (AF) service of the IETF DiffServ architecture provides a qualitative service differentiation between classes of traffic, in the sense that a low-priority class experiences higher loss rates and higher delays than a high-priority class. However, the AF service does not quantify the difference in the service given to classes. In an effort to strengthen the service guarantees of the AF service, we propose a Quantitative Assured Forwarding service with absolute and proportional differentiation of loss, service rates, and packet delays. We present a feedback-based algorithm which enforces the desired classlevel differentiation on a per-hop basis, without the need for admission control or signaling. Measurement results from a testbed of FreeBSD PC-routers on a 100 Mbps Ethernet network show the effectiveness of the proposed service, and indicate that our implementation is suitable for networks with high data rates.
I. INTRODUCTION
The Assured Forwarding (AF, [1] ) service of the Differentiated Services (DiffServ, [2] ) architecture is an attempt to provide a scalable solution to the problem of service differentiation in the Internet. In the AF service, flows with similar QoS requirements are grouped into classes, using the DiffServ CodePoint field (DSCP, [3] ) in the IP header. An attractive feature of the AF service is that it does not require admission control or per-flow classification, and is therefore scalable on both the control and data paths. However, the AF service only provides qualitative differentiation between classes, in the sense that some classes receive lower delays and a lower loss rate than others, but the differentiation is not quantified, and no absolute service bounds are offered.
Recently, research efforts have tried to strengthen the guarantees that can be provided within the context of the AF service without sacrificing its scalability and its simplicity, either by trying to quantify the difference in the level of service received by different classes, or by offering absolute bounds on service parameters, e.g., delays, to a specific set of classes. For instance, the proportional This work is supported in part by the National Science Foundation through grants NCR-9624106 (CAREER), ANI-9730103, and ANI-0085955.
service differentiation model [4] , [5] quantifies the difference in the service by making the ratios of delays or loss rates of different classes roughly constant. This type of service can be implemented through scheduling algorithms [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] and/or buffer management algorithms [5] , [12] . Recent works have tried to combine the scheduling and dropping decisions in a single algorithm [13] , [14] . Most scheduling and/or buffer management algorithms aim at proportional differentiation, but do not support absolute service guarantees.
In a different approach to strengthening the AF service, the Alternative Best-Effort (ABE) service considers two traffic classes. The first class obtains absolute delay guarantees, and the second class has no delay guarantees, but is given a better loss rate than the first class. Scheduling and buffer management algorithms for the ABE service are presented in [15] . The service model in [16] also supports absolute delay bounds, and qualitative loss and throughput differentiation, but no proportional differentiation.
These recent efforts to strengthen the AF service raise questions on the best possible class-based service model that can be achieved by entirely relying on scheduling and dropping algorithms at routers, and without admission control, traffic policing, or signaling. In an attempt to explore the limits of such a class-based service, we define in this paper a "Quantitative Assured Forwarding" 1 service that offers, on a per-hop basis, both absolute and proportional guarantees to classes. Each node enforces any mix of absolute and proportional guarantees. Absolute guarantees apply to loss rates, delays, or throughput, and define a lower bound on the service received by each class. Proportional guarantees apply to loss rates and queueing delays. As an example of the guarantees in the Quantitative Assured Forwarding service for three classes of traffic, one could specify service guarantees of the form "Class-1 Delay ≤ 2 ms," meaning that no Class-1 packet should experience a queueing delay greater than two milliseconds, "Class-2 Delay ≈ 4·Class-1 Delay," meaning that Class-2 packets should experience queueing delays roughly twice as large as Class-1 packets, "Class-2 Loss Rate ≤ 1%," meaning that the loss rate of Class 2 should never exceed 1%, "Class-3 Loss Rate ≈ 2·Class-2 Loss Rate," and "Class-3 Service Rate ≥ 1 Mbps," meaning that the aggregate of flows belonging to Class 3 should get a throughput of at least 1 Mbps. The Quantitative Assured Forwarding service supports any mix of such service guarantees, and the QoS parameters (e.g., delay bound of 1 ms) are configurable by the network operator. Clearly, without admission control, it is not feasible to satisfy all absolute guarantees at all times. Thus, when absolute constraints cannot be satisfied, we allow that some service guarantees can be temporarily relaxed according to a specified order.
We present a formal description of the Quantitative Assured Forwarding service, and we devise an algorithm that enforces guarantees on loss, delay and throughput for classes by adjusting the service rate allocation to classes and by selectively dropping traffic. We apply linear feedback control theory for the design of the algorithm, and, to this effect, make assumptions which approximate the non-linearities in the system of study, similar to [17] , [18] , [19] . This paper is organized as follows. In Section II, we define the Quantitative Assured Forwarding service. In Sections III and IV, we describe the algorithms which provide the Quantitative Assured Forwarding service. In Section V, we present an implementation of these algorithms in FreeBSD PC-routers. We evaluate the algorithms using the implementation in Section VI, and present brief conclusions in Section VII.
II. THE QUANTITATIVE ASSURED FORWARDING SERVICE
In this section, we describe the Quantitative Assured Forwarding Service, and outline a solution for an algorithm that realizes this service.
A. Formal Description
We assume that all traffic that arrives to the transmission queue of the output link of a router is marked to belong to one of N classes. We use a convention whereby a class with a lower index receives a better service. We consider a discrete event system, where events are traffic arrivals. We use t(n) to denote the time of the n-th event in the current busy period 2 , and ∆t(n) to denote the time elapsed between the n-th and (n + 1)-th events. We use a i (n) and l i (n), respectively, to denote the class-i arrivals and the amount of class-i traffic dropped ('lost') at the nth event. We use r i (n) to denote the service rate allocated 2 The beginning of the current busy period is defined as the last time when the transmission queue at the output link was empty. to class-i at the time of the n-th event. The service rate of a class i is a fraction of the output link capacity, which can vary over time, and is set to zero if there is no backlog of class-i traffic in the transmission queue. For the time being, we assume bursty arrivals with a fluid-flow service, that is, the output link is viewed as simultaneously serving traffic from several classes. Such a fluid-flow interpretation is idealistic, since traffic is actually sent in discrete sized packets. In Section V, we discuss how the fluidflow interpretation is realized in a packet network.
All service guarantees are enforced over the duration of a busy period. An advantage of enforcing service guarantees over short time intervals is that the output link can react quickly to changes of the traffic load. Further, enforcing guarantees only within a busy period requires little state information, and, therefore, keeps the implementation overhead limited. As a disadvantage, at times of low load, when busy periods are short, enforcing guarantees only with information on the current busy period can be unreliable. However, at underloaded links transmission queues are mostly idle and all service classes receive a high-grade service.
The following presentation specifies the service differentiation independently for each busy period. Let t(0) define the beginning of the busy period. The arrival curve of class i at the n-th event, A i (n), is the total traffic that has arrived to the transmission queue of an output link at a router since the beginning of the current busy period, that is, tered into the transmission queue at the n-th event,
The output curve is the traffic that has been transmitted since the beginning of the current busy period, that is,
In Figure 1 , we illustrate the concepts of arrival curve, input curve, and output curve for class-i traffic. At any time t(n), the service rate is the slope of the output curve. In the figure, the service rate is adjusted at times t(n 1 ), t(n 2 ) and t(n).
As illustrated in Figure 1 , for event n, the vertical and horizontal distance between the input and output curves, respectively, denote the class-i backlog B i (n) and the class-i delay D i (n). For the n-th event, we have
and
Eqn. (4) characterizes the delay of the class-i traffic that departs at the n-th event.
We define the 'loss rate' to be the ratio of dropped traffic to the arrivals. That is
Since, from the definition of A i (n) and R in i (n), the p i (n) are computed only over the current busy period, they correspond to long-term loss rates only if busy periods are long. We justify our choice with the observation that traffic is dropped only at times of congestion, i.e., when the link is overloaded, and, hence, when the busy period is long.
With these metrics, we can express the service guarantees of a Quantitative Assured Forwarding service. An absolute delay guarantee on class i is specified as
where d i is the delay bound of class i. Similarly, an absolute loss rate bound for class i is defined by
An absolute rate guarantee for class i is specified as The proportional guarantees on delay and loss, respectively, are defined, for all n such that B i (n) > 0 and
where k i and k i are constants that quantify the proportional differentiation desired.
B. Rate Allocation and Drop Decisions
We now sketch a solution for providing the service guarantees specified in Eqs. (6)- (10) at the output link of a router with capacity C and buffer size B. We assume per-class buffering of incoming traffic, thus, each class is transmitted in a First-Come-First-Served manner. In the proposed solution, the service rates r i (n) and the amount of dropped traffic l i (n) are adjusted at each event n so that the constraints defined by Eqs. (6)- (10) are met. If not all constraints in Eqs. (6)- (10) can be met at the n-th event, then some service guarantees need to be temporarily relaxed. We assume that the order in which guarantees are relaxed is given.
The absolute delay guarantee on class i, d i , imposes a minimum required service rate in the sense that all backlogged class-i traffic at the n-th event will be transmitted within its delay bound if
This condition can be verified by inspection of Figure 2 . If the condition holds for any n, the delay bound d i is never violated. If class i has, in addition, an absolute rate guarantee µ i , the expression for the minimum rate needed by class i at the n-th event, becomes
The service rate that can be allocated to class i is upper bounded by the output link capacity minus the minimum service rates needed by the other classes, that is,
Therefore, the service rate can take any value r i (n) with
Given this range of feasible values, r i (n) can be selected to satisfy proportional delay differentiation.
We view the computation of r i (n) in terms of the recursion
where ∆r i (n) is selected such that the constraints of proportional delay differentiation are satisfied at event n. From Eqs. (3) and (4), the delay D i (n) at the n-th event is a function of r i (k) with k < n. By monitoring D i (n) we can thus determine the deviation from the desired proportional differentiation resulting from past service rate allocations, and infer the adjustment ∆r i (n) = f (D i (n)) needed to attenuate this deviation. If no feasible service rate allocation for meeting all delay guarantees exist at the n-th event, or if there is a buffer overflow at the n-th event, traffic must be dropped, either from a new arrival or from the current backlog. The loss guarantees determine which class(es) suffer(s) traffic drops at the n-th event.
To enforce loss guarantees, we rewrite the loss rate, defined by Eqn. (5), as a difference equation
From Eqn. (16), we can determine how the loss rate of class i evolves if traffic is dropped from class i at the n-th event. Thus, we can determine the set of classes that can suffer drops without violating absolute loss guarantees. In this set, we choose the class whose loss rate differs by the largest amount from the objective of Eqn. (9) . Having expressed the service rate and the loss rate in terms of a recursion, we can characterize the service rate allocation and dropping algorithm as feedback control problems. In the next sections, we will describe two feedback problems: one for delay and absolute rate differentiation ('delay feedback loop'), and one for loss differentiation ('loss feedback loop'). We describe the interaction of the two feedback problems in Section V.
III. THE DELAY FEEDBACK LOOP
In this section, we present feedback loops which enforce the desired delay and rate differentiation given by Eqs. (6), (8) , and (9). We have one feedback loop for each class with proportional delay guarantees. In the feedback loop for class i, we characterize changes to service rate ∆r i (n) by approximating the non-linear effects of the service rate adjustment on the delays by a linear system, and derive stability conditions for the linearized control loop.
A. Objective
Let us assume for now that all classes are offered proportional delay guarantees. Later, this assumption will be relaxed. The set of constraints given by Eqn. (9) leads to the following system of equations:
Let m i = i−1 j=1 k j for i > 1, and m 1 = 1. We define a 'weighted delay' of class i at the n-th event, denoted by
By multiplying each line of Eqn. (17) with j =i m j , we see that the desired proportional delay differentiation is achieved for all classes if
Eqn. (19) is equivalent to
where
We set D * (n) to be the set point common to all delay feedback loops. The feedback loop for class i reduces the
Remark: We view event numbers, n, as sampling times on a virtual time axis in which events are equidistant. Hence, convergence of the control loop applies to virtual time. However, the relationship between delay and rate is independent of the time axis chosen. By virtue of this independence, and since real-time is monotonically increasing with virtual time, we make the assumption that the skew between virtual-time and real-time can be neglected, and that the convergence condition we present later applies to real-time as well.
B. Service Rate Adjustment
Next, we determine how to adjust the service rate to achieve the desired delay differentiation. Let e i (n), referred to as "error", denote the deviation of the weighted delay of class i from the set point, i.e.,
Note that the sum of the errors is always zero, that is, for all n,
If proportional delay differentiation is achieved, we have e i (n) = 0 for all classes. We use the error e i (n) to compute the service rate adjustment ∆r i (n) needed for class i to satisfy the proportional delay differentiation constraints. From Eqn. (22), we note that if
, class i delays are too high with respect to the desired proportional delay differentiation. Therefore, r i (n) must be increased. Conversely, e i (n) > 0 indicates that class i delays are too low, and r i (n) must be decreased. Hence, the rate adjustment ∆r i (n) is a decreasing function of the error e i (n), written as ∆r i (n) = f (e i (n)), where f (.) is a monotonically decreasing function. We choose
where K(n) < 0, which, in feedback control terminology, is the controller. An advantage of this controller is that it requires a single multiplication, and hence is easily implemented in a real system. Another advantage is that, at any n, we have
Therefore, the controller produces a work-conserving system, as long as the initial condition i r i (0) = C is satisfied. Note that systems that are not work-conserving, i.e., where the link may be idle even if there is a positive backlog, are undesirable for networks that need to achieve a high resource utilization. We then express limits on K(n) so that the feedback loops are stable. Let us define r i (n) as the average service rate experienced by the class-i traffic departing at the nth event over the time this class-i traffic was backlogged. Under the assumption that the backlog B i (n) does not change significantly during the time a particular traffic arrival is backlogged, we can write
Further, if we can assume that changes to the average service rate, defined as ∆r i (n) = r i (n)−r i (n−1), are small compared to the average service rate, i.e., ∆r i (n) r i (n), then we can approximate the effects of changes to the rate allocation on the changes to the delay by a linear relationship. We refer to [20] for details of these arguments.
With the above approximations, we can design K(n) so that the feedback loop, composed of the controller and the effects of the service rate adjustment on the delay, is linear and time-invariant. We can then derive a stability condition on the worst-case of the approximate, linearized model.
The stability condition on the linearized approximate model, presented in detail in [20] , results in the following condition
We emphasize that the assumptions made do not hold in general. Thus, while we cannot make any claim as to the stability of the delay feedback loops resulting from the analysis presented here, the numerical data in Section VI suggests that the loops converge adequately well. To satisfy the constraints r i (n) ≥ r i,min (n), we may need to clip ∆r i (n) when the new rate is below the minimum. This, however, may violate the work-conserving property resulting from Eqn. (25) . Hence, we use the following to compute K(n) that would satisfy the saturation constraint
and apply that K(n) to all control loops. The above implies that we must have
If max i ri,min(n)−ri(n−1) ei(n)
> 0, we see that we cannot have K(n) < 0. In other words, we cannot satisfy absolute delay and rate guarantees and proportional delay differentiation at the same time. In such a case, we relax either Eqn. (26) or (28) according to the given precedence order on the service guarantees. Remark: If proportional delay differentiation is requested for some, but not for all classes, constraints as in Eqn. (17) can be defined for each group of classes with contiguous indices. Then, the feedback loops are constructed independently for each group.
IV. THE LOSS FEEDBACK LOOP
We now describe the feedback loop which controls the traffic dropped from a class i to satisfy proportional loss differentiation within the limits imposed by the absolute loss guarantees. As before, we assume that all classes have proportional loss guarantees. The assumption is relaxed similarly as described in the remark at the end of Section III.
Traffic must be dropped at the n-th event either if there is a buffer overflow or if absolute delay guarantees cannot be satisfied given the current backlog. To prevent buffer overflows at the n-th event, the following condition must hold:
To provide absolute delay and rate guarantees, the following condition must be satisfied
To choose the amount of traffic to drop from each class so that Eqs. (29) and (30) hold, we define the weighted loss rate to be 
We choose the following set point for the loss feedback loopp
and we use the set point to describe an error
To reach the set point, the error is decreased by increasing p * i (n) for classes that have e i (n) > 0 as follows. Let i 1 , i 2 , . . . , i R be an ordering of the class indices from all backlogged classes, that is,
Absolute loss guarantees impose an upper bound, l * i (n), on the traffic that can be dropped at event n from class i. The value of l * i (n) is determined from Eqs. (7) and (16) as
If the conditions in Eqs. (29) and (30) are violated, traffic is dropped from class i 1 until the conditions are satisfied, or until the maximum amount of traffic l * i1 (n) has been dropped. Then traffic is dropped from class i 2 , and so forth. Suppose that the conditions in Eqs. (29) and (30) are satisfied for the first time if l *
(n) traffic is dropped from class ik, then we obtain:
otherwise .
. . , i R , we allow absolute delay and rate conditions to be violated. In other words, condition (30) is relaxed.
The loss feedback loop never increases the maximum error e i (n), if e i (n) > 0 and more than one class is backlogged. Thus, the errors remain bounded and the algorithm presented will not engage in divergent oscillations around the target value p * (n). Additionally, the loss feedback loop and the delay feedback loops are independent of each other, since we always drop traffic from the tail of each per-class buffer, losses do not have any effect on the delays of traffic admitted into the transmission queue.
V. IMPLEMENTATION
We implemented the algorithms presented in Sections III and IV on PC-routers running the FreeBSD v4.3 [21] operating system, using the ALTQ v3.0 package [22] . ALTQ allows programmers to modify the operations of the transmission queue in the IP layer of the FreeBSD kernel. Our implementation is available to the public at http://qosbox.cs.virginia. edu/software.html. For a detailed discussion of the implementation issues, we refer the reader to [23] . In this paper, we will only discuss the operations performed in our implementation when a packet is entered into the transmission queue of an IP router (packet enqueueing) and when a packet is selected for transmission (packet dequeueing).
We use the DSCP field in the header of a packet to identify the class index of an IP packet. The DSCP field is set by the edge router; in our testbed implementation, this is the first router traversed by a packet.
In our implementation, we chose the following precedence order for relaxing constraints. Absolute loss guarantees have higher precedence than absolute delay and rate guarantees, which have in turn higher precedence than proportional guarantees.
A. Packet Enqueueing
The enqueue procedure are the operations executed in the IP layer when a packet is entered into the transmission queue of an output link. Since the FreeBSD kernel is single-threaded, the execution of the enqueue procedure is strictly sequential.
The enqueue procedure performs the dropping decisions and the service rate allocation. We avoid floating point operations in the kernel of the operating system, by expressing delays as machine clock cycles, service rates as bytes per clock cycle (multiplied by a scaling factor of 2 32 ) , and loss rates as fractions of 2 32 . Then, 64-bit (unsigned) integers provide a sufficient degree of accuracy.
In our modified enqueue procedure, the transmission queue of an output link has one FIFO queue for each class, implemented as a linked list. We limit the total number of packets that can be queued to B = 200. Whenever a packet is entered into the FIFO queue of its class, the arrival time of the packet is recorded, and the waiting times of the packets at the head of each FIFO queue are updated.
The enqueue procedure uses the loss feedback loop described in Section IV to determine if and how much traffic needs to be dropped from each class. In our implementation, the algorithm of Section IV is run twice. The first time, buffer overflows are resolved by ignoring condition (30); The second time, violations of absolute delay and rate guarantees are resolved by ignoring condition (29).
Next, the enqueue procedure computes new values for r i,min (n) from Eqn. (12) , and determines new service rates, using Eqs. (15) and (24), with the constraints on K(n) given in Eqs. (26) and (28). If no feasible value for K(n) exists, Eqn. (26) is ignored, thereby giving absolute delay guarantees precedence over proportional delay guarantees.
B. Packet Dequeueing
The dequeue procedure selects one packet from the backlog for transmission. In our implementation, dequeue selects one of the traffic classes, and picks the packet at the head of the FIFO queue for this class.
The dequeue procedure uses a rate-based scheduling algorithm to adapt the transmission rates r i (n) from a fluid-flow view to a packet-level environment. In our implementation, we use a modified Deficit Round Robin (DRR, [24] ) scheduling algorithm. Let Xmit i (n) denote the number of bytes of class-i traffic that have been transmitted in the current busy period, the scheduler selects a Fig. 3 . Network Topology. All links have a capacity of 100 Mbps. We measure the service provided by Routers 1 and 2 at the indicated bottleneck links. packet from class i for transmission if
Class Service Guarantees
In other words, the dequeue procedure selects the class which is the most behind its theoretical output curve.
VI. EVALUATION
We present experimental measurements of our implementation of the Quantitative Assured Forwarding service on a testbed of PC routers. The PCs are Dell PowerEdge 1550 with 1 GHz Intel Pentium-III processors and 256 MB of RAM. The system software is FreeBSD 4.3 and ALTQ 3.0. Each system is equipped with five 100 MbpsEthernet interfaces.
In our experiments we determine if and how well our algorithm provides the desired service differentiation on a per-node basis. In addition, we want to observe the stability of the feedback loops.
We use a local network topology using point-to-point Ethernet links as shown in Figure 3 . All links are fullduplex and have a capacity of C = 100 Mbps. Three PCs are set up as routers, indicated in Figure 3 as Router 1, 2 and 3. Other PCs are acting as sources and sinks of traffic. The topology has two bottlenecks: the link between Routers 1 and 2, and the link between Routers 2 and 3. As mentioned earlier, the buffer size at the output link of each router is set to B = 200 packets.
We consider four traffic classes with service guarantees as summarized in Table I . Recall that all service guarantees are per-node guarantees. They are enforced independently at each router.
Sources 1, 2 and 3 send traffic to Sinks 1, 2 and 3, respectively. Each source transmits traffic from all four classes. The traffic mix, the number of flows per class, and the characterization of the flows, is identical for each source, and as shown in Table II . Each source transmits 6 flows from each of the classes. Class 1 traffic consists of on-off UDP flows, and the other classes consist of greedy TCP flows. All sources start transmitting packets with a fixed size of 1024 Bytes at time t = 0 until the end of the experiments at t = 60 seconds. Traffic is generated using the netperf v2.1pl3 tool [25] . The network load is initially zero and quickly ramps up to generate an overload at the bottleneck links of Figure 3 . Congestion control at the TCP sources maintains the total load at a level of about 99% of the link capacity [20] .
We measure the delay, the loss rate, and the through- put of each traffic class at the output links of Routers 1 and 2 (the links which go to the bottleneck links). Delays are measured as the waiting time of a packet in the transmission queue, i.e., as the difference of the times read of the machine clock when the packet enters and departs the transmission queue. Throughput and loss rates are obtained from reports generated every 0.5 sec by the OS kernel. In the plots, which summarize our measurements, we depict delay measurements of individual packets. Measurement of delay ratios, loss rates, ratios of loss rates and throughput are shown as averages over a sliding window of size 0.5 sec.
In Figures 4 and 5 , we present our measurements of the service received at the bottleneck links of Routers 1 and 2, respectively. Figs. 4(a) and 5(a) depict the ratios of the delays of Classes 4 and 3, and the delays of Classes 3 and 2. The plots show that the target value of k = 2 (from Table I ) is achieved. The plots indicate that the delay feedback loops appear to be stable, despite the simplified model we used for determining K(n) in Section III.
In Figs. 4(b) and 5(b) we show the delay of Class-1 packets at Router 1 and Router 2. The delay bound of d 1 = 8 ms is satisfied, with few (< 1.5%) exceptions at times when it is not possible to satisfy simultaneously absolute loss and delay guarantees; as discussed in Section V, such a conflict is resolved by giving precedence to the loss guarantee. Note that even if delay bounds are violated, no class-1 packet experiences a delay which exceeds 10 ms at either Router 1 or 2. Delay values, averaged over sliding windows of size 0. ) indicate, the bound on the loss rates for Class 1 of L 1 = 1 % is always kept (Recall that we give highest precedence to absolute loss guarantees.) We note that the maximum loss rate of classes 2-4 (not shown) is below 2% over the entire experiment.
Finally, in Figs. 4(e) and 5(e) we include the throughput measurements of all classes. We observe that the rate guarantee for Class 2 of µ 2 = 35 Mbps is maintained. The total throughput of all classes, labeled in Figs. 4(e) and 5(e) as 'Total', is close to the link capacity of 100 Mbps at each router.
In summary, the measurement experiments of an overloaded network with multiple bottlenecks show that our feedback algorithms achieve the desired service differentiation, and utilize the entire available bandwidth, while maintaining stability throughout.
We present a brief evaluation of the overhead of the feedback-based algorithms. We have measured the number of CPU cycles consumed by the enqueue and dequeue procedures, by reading the timestamp counter register of the Pentium processor. We measured the average and standard deviation of the number of cycles over 500,000 packet transmissions on a heavily loaded link, using the topology and traffic pattern described in Figure 3 and Table II . We compare measurements for a set of four classes with constraints given in Table I , to a system of four classes without any guarantees. The measurements of the number of cycles, collected for Router 1, are shown in the following The table shows that the overhead for the enqueue operation, which implements the feedback algorithms, is significant. At the same time, the numbers indicate that a 1 GHz PC can enqueue and dequeue more than 50,000 packets per second. Considering that the average size of an IP packet on the Internet is P = 451.11 bytes [26] , this results in a maximum throughput of 186 Mbps.
VII. CONCLUSIONS
We presented the Quantitative Assured Forwarding service, which provides proportional differentiation on loss and delay and absolute service guarantees on loss, throughput and delay for classes of traffic. We proposed a feedback based algorithm for realizing the Quantitative Assured Forwarding service at a router. The algorithm does not require prior knowledge of traffic arrivals, and does not rely on signaling. At times when not all absolute service guarantees can be satisfied simultaneously, the algorithm relaxes some of the guarantees by using a priority order. The algorithm has been implemented in FreeBSD PC-routers and the implementation is available at http://qosbox.cs.virginia.edu/ software.html. Through experiments in a network of PC-routers, we showed that the proposed algorithm could fully utilize the available capacity of 100 Mbps. The measurements showed that the service guarantees of the Quantitative Assured Forwarding service are enforced. In ongoing work, we are conducting experiments for an empirical evaluation of the robustness of the proposed feedback algorithms, where we vary the network topology, the service guarantees, and the network load.
