Abstract. Given two strings, a pattern P of length m and a text T of length n over some alphabet Σ of size σ, we consider the exact string matching problem, i.e. we want to report all occurrences of P in T . The well-known Backward-Nondeterministic-DAWG-Matching (BNDM) algorithm is one of the most efficient algorithm for short to moderate length patterns. In this paper -as a prelude -we take the underlying nondeterministic suffix automaton and apply it to the text instead of to the pattern. The resulting algorithm is surprisingly simple, and efficient for relatively short patterns and small alphabet sizes in practice. We then show how the algorithm can be easily adapted to construct the suffix tree of T in a lazy manner. Both of the algorithms are efficient if the text is static but the patterns are given on-line (without possibility to batch the queries). We discuss various variants of the algorithms, and conclude with some experimental results.
Introduction
We address the well studied exact string matching problem. The problem is to search the occurrences of the pattern P = p 0 p 1 p 2 . . . p m−1 from the text T = t 0 t 1 t 2 . . . t n−1 , where the symbols of P and T are taken from some finite alphabet Σ of size σ. Numerous efficient algorithms solving the problem have been obtained. The first O(n) time algorithm was given in [23] , and the first sublinear expected time algorithm in [6] . The sublinearity is obtained by skipping some characters of the input text by shifting the pattern over some text positions by using the information obtained by matching only a few characters of the pattern. An average optimal O(n log σ (m)/m) time algorithm (BDM) is obtained e.g. in [9] . It is also possible to obtain slightly sublinear worst case time [5] .
Bit-parallelism has been shown to lead to the most efficient algorithms for relatively short patterns, in practice. The first algorithm in this class was ShiftOr [4, 35] , which runs in time O(n m/w ) time, where w is the number of bits in computer word. Currently one of the fastest algorithms in practice (for m ≤ w) is BNDM [27] and its many variants (see e.g. [25, 29] ). BNDM is bit-parallel version of BDM, and shares its optimal O(n log σ (m)/m) average case, as well as O(nm) worst case time. This is possible to improve to O(n) in a number of ways [8, 2, 27, 19] . For more references see e.g. [28, 10] .
Another line of work is indexing. In this case the text is available for preprocessing, so that the subsequent queries for one or more patterns can be executed efficiently. One such data structure is a suffix tree. Suffix tree for the text can be built in O(n) time [34, 24, 33, 12] , and then the queries take O(m + occ) worst case time each, where occ denotes the number of occurrences. However, the O(n) building (and space) cost is in practice so high that it does not amortize [16] for searching a moderate number of patterns (in such a case e.g. Aho-Corasick automaton [1] is usually a better alternative). One method to alleviate this is to use lazy suffix trees [16] , so that the suffix tree is (partially) built as needed.
There are also several succinct full text indexes that take space close to the information theoretical minimum. However, the construction can be intricate and have high cost in practice. Various query costs are also higher than for a suffix tree, both in theory and practice. We do not go into the details, the interested reader is referred to [26] .
Suffix trees have a myriad of other applications as well [3] , e.g. the text book [18] has about 70 pages devoted to the suffix tree applications only.
Model of computation.
We assume word RAM model of computation. In this model addressing a memory location and standard arithmetic and bit-wise operations on O(log(n)) bit integers take O(1) time, where n is the input size. Hence the theoretical model imposes that the word length is w = Ω(log(n)) bits. The practical view is that w = 32 or w = 64 in current typical CPU architectures, and growing: e.g. the multimedia extensions, such as the widely available SSE instruction set introduced in 1999 with Intel Pentium III have word size of w = 128, and the Intel's upcoming AVX extensions will at first double this. Thus it is expected that bit-parallelism will become even more competitive approach in the future. We note also that graphics processing units (GPUs) can offer even higher (bit-)parallelism. Standard desktop computers can contain GPUs having hundreds of processing units (with w = 32), and these can be used to get considerable speed-ups for bit-parallel string matching algorithms [11] .
We note that the wide word assumption occurs more and more often in algorithmics (outside of string matching) [31, 32, 22] . This model is called broad word computation by D. Knuth [22] .
Our contributions in context. Nondeterministic suffix automaton can be used to recognize all suffixes (and factors, substrings) of the string it is built on [27] . The automaton for a string of length m can be simulated in O( m/w ) time per input character, by using bit-parallelism. Each state is represented as one bit, and w states can be updated in one shot. Using this to replace the suffix automaton in the BDM algorithm results in a very simple and in practice very efficient BNDM algorithm [27] . The algorithm runs in O( m/w n log σ (m)/m) average time, which is optimal for short patterns ( m/w = O(1)).
In this work we build the nondeterministic suffix automaton for the text, and derive two new string matching algorithms. However, applying it to the text one cannot no longer assume that n = O(w), and hence "indexing" the text in this manner does not seem to be a good idea. However, this is only true if one compares the resulting algorithm against indexing; comparing it against on-line string matching yields a different conclusion.
The first of our algorithms basically just uses the nondeterministic suffix automaton for the text and feeds the pattern to it. We show how this can be simulated efficiently by maintaining only the active states of the automaton. The preprocessing time per a given text is O(min(σ, m) n/w + n) and the search for each subsequent pattern then takes O( n/w log σ (w) + m + occ) average and O( n/w m) worst case time. We discuss various trade-offs between the preprocessing and search times.
The second algorithm takes the first one a step further. As the patterns are searched we save each of the search states, so that if another pattern with the same prefix is searched later on, we just use the precomputed state. This process can be viewed as a lazy evaluation of the suffix tree of T . Another point of view is that the process determinizes (but does not minimize) a nondeterministic suffix automaton (which in turn can be viewed as a "transposed" Shift-And algorithm [4] ). We take the suffix tree point of view, as that is what the end result is and it is more useful to the analysis. The preprocessing and worst case search times are as for the first algorithm, as well as the average time for searching the first pattern. However, the average search time approaches O(m + occ) as the number of queries grows, so that the construction is amortized over the queries.
Both of the algorithms are simple to implement and have simple main loops that run efficiently in modern processors. Both also have n/w terms in their complexities, which should be compared against the "standard" m/w terms in most of the bit-parallel string matching algorithms. That is, for relatively short patterns our algorithms parallelize more efficiently. Our experimental results show that these traits together make the algorithms very competitive.
We note that there are other ways to save bits, e.g. for multiple string matching by packing more patterns in a word [20] , so that searching r patterns (of any length) takes O( r log σ (w)/w n + occ) average case time. When applicable, this is superior to our approach (the first algorithm). Likewise, when searching a very large pattern set e.g. plain Aho-Corasick achieves O(n + rm + occ) worst case time, which is the same as if first building a suffix tree and then searching each pattern separately. However, traditional suffix tree construction is complicated and slow in practice, and as in [16] we consider the situation where the queries are on-line, so that the searches cannot be batched for multiple matching algorithms. In particular, our algorithms are very efficient for small alphabets and relatively short patterns. Both of these conditions can be somewhat relaxed if enough queries are executed. positions j. String p 0...i is a prefix of P , string p i...m−1 is a suffix of P , and p i...j is a substring (factor) of P . Any of these can be also an empty string. We use xy to denote the concatenation of strings x and y. Let w denote the number of bits in computer word. We number the bits from the least significant bit (0) to the most significant bit (w − 1). C-like notation is used for the bit-wise operations of words; & is bit-wise and, | is or, ∼ negates all bits, << is shift to left, and >> shift to right, both with zero padding. We sometimes use the notation z [i] to denote the ith bit of the word z.
Preliminaries
Suffix trie, tree and automaton. A trie [13] is a tree storing a set of strings. Each node of the tree corresponds to a prefix of the (sub)set of the strings. The root node represents an empty string. If no string is a prefix of another string, then each leaf corresponds to exactly one string in the set. Each node has (at most) σ children, and the edges are labeled by symbols in Σ. Thus a path from the root to some node spells out a prefix of a string in the set. Compacted trie is a regular trie except that each unary path is compacted into a single edge, labeled with a string obtained by concatenating all the symbols on the original path. Fig. 1 illustrates both structures.
Suffix trie of a string T is then just a trie storing all the suffixes of T , and suffix tree is compacted suffix trie. When building a suffix tree (trie) the string is usually appended with some special symbol that does not occur anywhere else in the string. This guarantees that no suffix is a prefix of another suffix. Hence each leaf of the tree corresponds to exactly one suffix. The labels in suffix tree edges are represented by pointers to the original text string, so that each edge takes only O(1) space and the whole tree takes O(n) space. Finally, suffix automaton (a.k.a. DAWG, Directed Acyclic Word Graph) is basically a trie interpreted as a finite state automaton, and then minimized. DAWG can also be compacted to form a CDAWG.
Given the suffix tree (or trie) for the text T , and a pattern P , clearly all suffixes that have P as a prefix can be found in O(m + occ) time, where occ is the number of matching suffixes. We note that the actual search cost, as well as the building cost and space depend on how the nodes are stored. For constant size alphabets one can use a table of size O(σ) in each node to represent the pointers to children, so that each child can be found in O(1) time. On the other hand, the space grows accordingly. Another solution is to use space only for the children that actually exist, so that it does not depend on σ, but accessing a child node takes O(log(σ)) time. Using perfect hashing addresses both problems, but the construction cost is multiplied by O(σ 2 ) [30] . There are a lot of work to reduce the space in practice, but even the best of them take about 10n bytes of space, see e.g. [16] for a brief review.
Although the construction cost can be linear, in practice it is very high, and the algorithms are intricate to implement. One possible solution to both problems is to build the tree in a lazy manner, so that only the parts of the tree that are needed for the queries are built incrementally [16] . This approach is experimentally shown to be superior to the other alternatives. We also take this approach in Sec. 4.
BNDM. Backward DAWG Matching algorithm (BDM for short) [8] is an average optimal string matching algorithm. The algorithm needs a method to recognize all factors of the reverse pattern, such as a DAWG, or a suffix tree. The algorithm is based on a sliding window of m symbols over the text. The window is scanned backwards with the automaton, recognizing the reverse pattern suffixes. If a suffix of a length m is found, then an occurrence is found. The matching pattern factors also give a powerful method for shifting the window, resulting in O(n log σ (m)/m) average time, which is optimal [36] . BNDM [27] works exactly as BDM, but the automaton is nondeterministic and is simulated using bit-parallelism. This results in much simpler and more efficient implementation in practice for short patterns. We do not go into the details of the algorithm. The automaton simulation part (backward matching) is basically the same as covered in detail in Sec. 3.
Basic algorithm
We now take a different view of the problem. Assume that we had a suffix tree (or suffix automaton) for the text T . Then searching pattern occurrences can be done in O(m + occ) time. If the suffix tree is not available, it can be built in O(n) time when needed, so that the total complexity is O(n + m + occ). This method can also be implemented bit-parallely, which leads into an interesting hybrid between on-line searching and indexing. That is, to search the pattern occurrences, we first build a nondeterministic suffix automaton (or tree) for the text, and then simulate the standard suffix tree traversal bit-parallely to search the pattern occurrences.
The automaton is similar to that in BNDM. We have states q 0 . . . q n , and there is a transition from state q i to state q i+1 with the character t i , denoted as q i t i − → q i+1 . In addition, we have an initial state ('R', root) that has an ε-transition to every other state. The state q n is the accepting state. Again, iff the state q n is active, then some suffix of T is recognized (including an empty string). Fig. 2 illustrates.
This automaton can be easily simulated with bit-parallelism if n ≤ w. This assumption is obviously unreasonable, but we first make it to simplify the presentation, and then show the unrestricted version. The simulation is basically as in standard Shift-And algorithm [4] . The preprocessing algorithm builds a table B, having one bit-mask entry for each c ∈ Σ. For 0 ≤ i ≤ n − 1, the mask B[c] has ith bit set to 1, iff
We also need a bit-vector D of n bits for the states of the automaton: iff D [i] = 1 then the state q i is active. Note that this does not include the state 0, which will be handled implicitly. Initially each bit is set to 1 to simulate the ε-transitions from root state R. The automaton is simulated in two steps as follows. For each subsequent pattern symbol p i the vector is first updated by the formula
The & operation leaves every 1 bit in D to 1 iff there was a corresponding transition with character p i in the automaton. Thus for each surviving 1 bit the next state should be activated, which can be simply done using the shift operation:
Hence we can simulate suffix tree traversal with the automaton, by executing the simulation step for symbols p 0 . . . Alg. 1 shows the complete pseudo code. This is much simpler than BNDM, and in fact can be seen as a particular implementation of Shift-And algorithm.
The real algorithm
If n ≤ w, then the above algorithm runs in O(σ + n + m) worst case time. As per usual, it is quite easy to simulate longer machine words by simply allocating n/w words and doing the & and << operations in n/w steps. The algorithm then runs in O(σ n/w +n+ n/w m) worst case time. This should be contrasted to the O(n m/w ) worst case time of BNDM 1 ; i.e. if m w, then much of the parallelism is effectively lost. However, the search complexity O( n/w m) assumes that each w-bit piece of D is needed at each step. In practice most of the pieces become all zeros after a few (we make this precise shortly) steps. To this end, let us define an ordered set L: 
The assumption m ≤ w means that no 1-bit can be shifted more than w steps, and together with the looser definition of the set L it follows that can only decrease during the simulation, which in turn allows (slightly) simpler and more efficient set updating. The drawback is that now L may contain some j such that D[j] cannot change in the next simulation step (but it is possible that it will change in later steps). We will later denote the search state by the pair (L s , D s ), i.e. L and D after the prefix s of P has been processed. The initial state then corresponds to (L ε , D ε ). Alg. 5 shows the complete pseudo code implementing everything described above. The worst case time is not affected.
Final touches
Let us look at the preprocessing. Computing the table B costs O(σ n/w + n) time. The first term comes from the need to clear σ bit-vectors. However, for large alphabets many of these vectors may also remain all zeros, and hence need not be explicitly represented. That is, the vectors need to be computed only for alphabet symbols that actually occur in the pattern. If some text symbol c does not occur in the pattern, we immediately know that B[c] is never accessed, and thus need not to be initialized. This brings the preprocessing cost down to O(min(σ, m) n/w + n + m). Another simple observation is that if we forget that improvement, then the preprocessing does not depend on the pattern at all, and thus the preprocessing needs to be done only once per given text, and its possibly high cost is quickly amortized.
The linear O(n) term of the preprocessing comes from scanning the text once and setting one bit to 1 in B for each text symbol. It is possible to parallelize this work somewhat by manipulating the bit patterns of the symbols with some bit trickery. This would give O(min(σ, m) log(σ)n/w ) time, which can be faster than the simple method for small alphabets. However, for constant size alphabets both are asymptotically the same. We omit the details; similar technique can be found in [14] . Yet another method is suggested in Sec. 4.2. Interestingly, it is also possible to avoid the whole preprocessing. The trick is (as already observed in [27] ) to treat P and T as binary vectors of lengths m log 2 (σ) and n log 2 (σ) , respectively. Hence we have reduced the alphabet size to σ = 2 by making P and T longer by a factor of log 2 (σ) . The real benefit is that now by definition B [1] = T , and B[0] = ∼T , and thus we do not need any preprocessing. In other words T (in binary form) implicitly represents its own suffix automaton. The search algorithm is not affected, except that we accept only well aligned matches, i.e. every real occurrence must start in bit position of the form i log 2 (σ) .
Average case time
Consider now the average case time of Alg. 5. To this end, we assume uniformly random text. This model is reasonably good e.g. for DNA and protein sequences. For illustrative purposes we present the analysis by drawing parallels between a suffix trie and the nondeterministic suffix automaton of the text. We relate the search process in a suffix trie and nondeterministic suffix automaton by their state: if we have matched a pattern prefix s, we have ended up in some node v in the trie, such that the path from the root to v spells out s; likewise the suffix automaton is in state (L s , D s ). We make this connection more explicit in Sec. 4 .
In the uniform model, (roughly) all strings of length ≤ h (or equivalently, all nodes at depth ≤ h) exist in the suffix trie, for h = log σ (n). In other words, the number of nodes at depth i in the trie is Θ (min(σ  i , n) ). The root node of the trie corresponds to all suffixes of the text, which in our nondeterministic automaton means the search state (L ε , D ε ), and |L ε | = n/w . The σ children of the root node each correspond to approximately n/σ suffixes, their children to n/σ 2 suffixes, and so on, until depth h, where only one suffix remains. That is to say that for a search state (
i ) bits set to 1, assuming that i ≤ h. However, |L| is not always decreased even if the number of set bits decrease, as zeroing a particular bit may not make the corresponding word all zeros. The number of set bits per word of D decreases to O(1) after O(log σ (w)) steps. The search complexity of the algorithm up to this is therefore O( n/w log σ (w)). After this, |L| decreases exponentially, and summing up, the rest of the search takes at most 
Lazy suffix tree
As already mentioned in Sec. 3.2 we can obtain a rudimentary indexing algorithm by noticing that the preprocessing is needed only once per a given text. However,
Alg. 1 NDIMa(T, n, P, m)
Assumes that n ≤ w
Alg. 5 can be easily adapted to compute the suffix trie (or tree) of T , and we do it lazyly, i.e. build only the nodes of the tree that are actually needed when searching the patterns. The method was already hinted in Sec. 3.3. We describe the method for building the suffix trie. Algorithm for suffix tree follows easily.
As the preprocessing step, we compute the (global) table B and initialize the root node. Each node has one outgoing edge for each alphabet symbol, and these are initialized to nil. Each unevaluated node u (only) stores its state (L u , D u ) , where u denotes the string spelled by the path from the root to u. The root then stores (L ε , D ε ) .
The search goes as in any suffix trie, i.e. follows the edges corresponding to the pattern symbols. In our case, when matching some symbol p i , we may run into unevaluated node u, such that the edge u pi − → v is not computed. Such a node stores (L u , D u ), and hence the state (L v , D v ) for node v can be computed simply as
and then computing L v . Both steps can be done in
is stored to the newly found node v. Either case, (L u , D u ) can be discarded if u became evaluated. We can do this only for p i (lazier = true in Alg. 11), or for all σ alphabet symbols at once (lazier = false). The latter alternative requires O(σ|L u |) time, but has the benefit that u becomes evaluated in one shot, and hence (L u , D u ) can be immediately discarded, reducing the space usage significantly. Note that it is possible to use a hybrid approach too, e.g. to use the latter method near the root only.
As the (L u , D u ) pairs need to be stored to all found unevaluated nodes, some care is needed to store them efficiently. In particular, the previous representation stored all O( n/w ) words of D even if most words were zeros. We fix this as follows. L u is defined as previously:
However, instead of storing D u , we store D u defined as:
i.e. the non-zero words of D u stored consecutively. Mapping bits to suffixes is still simple:
With this arrangement, and assuming that lazier = false, the total space for all (L, D ) pairs in any phase of the construction is at most O(n). Computing the search state is still simple.
However, if lazier = true, the space can be O( n/w m). This can be easily mitigated as follows. First the vector D v is computed just as detailed above, given D u and p i ; then the state (L u , D u ) is updated by first computing
and then updating L u accordingly. In other words, the suffixes recorded in the found children of u are not duplicated in D u . I.e. node u and its found children nodes together use at most as much space as the children of u would use when u becomes fully evaluated. This increases the time only by a factor of two. W.l.o.g., for the sequel we assume that lazier = false unless otherwise stated.
From suffix trie to suffix tree
The above described algorithm computes the suffix trie of T , that is, the unary paths are not compacted. First note that handling the case where the unary path leads to a leaf node is easy to handle. Assume that we just found a node v (and the corresponding edge, u 
The string cs can be represented in a standard way, i.e. buy using a pointer to the text itself.
This technique alone makes the average space complexity O(n), under the same assumptions as in Sec. 3.3. Furthermore, the leaves need not be explicitly represented, and we can make the method even more lazier by just stopping adding new children to any node u when |L u | ≤ threshold, for some threshold = O(1), as it is then possible (and simple) to use just the while-loop from Alg. 5 to compute them in O(1) time on the fly. Alg. 11 shows the pseudo code.
Consider now the unary paths that do not end up in a leaf node. These can be also computed in a lazy way as follows. Assume that we have computed an edge u Finally, the algorithm can be easily converted to compute the whole suffix tree of T in "eager" manner by pre-order depth-first traversal of the tree, in each node computing all the σ children before entering any of them. For the eager construction the time is O(n log n) on average, but in the worst case O(n n/w ).
Sparse suffix trees
Sparse suffix trees can be used to reduce the space requirements. The algorithm in [21] constructs evenly spaced sparse suffix tree, so that the tree stores only every qth suffix. Their construction time remains O(n), but the space is reduced to only O(n/q) (for the tree itself; the original text must be kept as well). This space saving comes with a cost: the search becomes more complicated and slower. We briefly sketch here another method that has the same space reduction factor, but our construction cost is also reduced by the same factor. The search algorithm becomes slower for a fully built suffix tree, but combined with the lazy evaluation we can get significantly faster average search times as well, for a moderate number of patterns. However, the method is applicable only if (m − q + 1)/q ≥ 1 and useful only if m/q > c log σ (n) for some c > 1 and thus can be applied only when the minimum m is known beforehand.
We borrow the idea from [15] , used for on-line string matching. Conceptually, we build the tree for the string
T is a subsequence of T , containing only every qth text symbol. (A somewhat similar idea was used in [7] , but their subsequence is based an sampling the alphabet, resulting in irregular subsequences.) Thus |T | = n/q . Note that this is different from [21] ; their suffixes still have O(n) length.
Consider now the search. As T contains only every qth symbol of the original text, we also use only every qth symbol of P . This means that a matching subsequence must be verified, using the original P and T . However, this finds only the matches that are correctly aligned with respect to q. Hence we must generate all q possible alignments of P , and search each separately. That is, we search patterns of the form
The following is then immediate:
As both the text and the pattern (pieces) are shorter than before, the lazy construction will create less nodes, and the nodes are created faster. The result is that doing q searches for patterns of length O(m/q), plus some verifications, is faster than doing one search with a pattern of length m, provided that the suffix tree is only partially built, and m/q is large enough. More precisely, the number of verifications per search is on average (n/q)/σ m/q , the average time per verification is O(1), and we execute q searches. Thus we want to have q(n/q)/σ m/q < 1, i.e. q < m/ log σ (n). Note also that the combined length of the pieces is m, so that for our q the search time tends to O(m + occ).
The method obviously works for Alg. 5 as well. In this case the expected search time is as stated in Theorem 1, when one just substitutes "n" with "n/q", and taking that q < m/ log σ (n): In other words, the preprocessing cost can be reduced while keeping the average search cost the same. Table 1 . Left: the minimum number of patterns (r) for some m where Alg. 5 starts to beat BNDM, using q = 1 and the optimal q. Right: (time for Alg. 11) / (time for WOTD) × 100%, to search r patterns of length m. Both for 10MB DNA sequence. 
Preliminary experimental results
We have implemented "quick-and-dirty" prototypes of the algorithms in C. We ran the experiments in 3.0GHz Intel Core2 with 2GB RAM, 4MB L2 cache, running GNU/Linux 2.6.23. We compared against BNDM [27] and WOTD [16] (lazy suffix tree construction, their implementation). As for our algorithms, we implemented the versions given in Alg. 5 and Alg. 11. In particular, we did not implement the advanced preprocessing techniques, and we (effectively) compact only the unary paths leading to the leaves in the suffix trie. On the other hand we implemented the sparse tree technique from Sec. 4.2 (pseudo code not given).
We ran experiments on DNA, protein and English text. The patterns were randomly picked from the text, so each pattern has at least one occurrence. Table 1 summarizes the results for DNA. In general Alg. 5 is more competitive for shorter patterns; for long patterns the preprocessing can always be amortized by doing many enough queries. On the other hand, Alg. 11 is more competitive for long patterns. In general it is better than WOTD when r/m is not "too large". Alg. 11 is never slower than Alg. 5. For proteins and English text Alg. 5 is not very attractive, but Alg. 11 still is; the large alphabet makes the sparse tree technique of Sec. 4.2 useful, and the node evaluation is still efficient if done only partially (parameter lazier in Alg. 11). Still it becomes relatively worse as the alphabet grows. We leave a proper implementation and experiments for a future work.
Final remarks
Our techniques can be applied to many (bit-parallel) approximate matching algorithms as well. In fact, the approximate matching algorithm under Levenshtein distance in [14] can be seen an example of this (albeit the method was not presented like this). Other possibilities include e.g. the Shift-Add algorithm [4] (or its more efficient variant [17] ) for Hamming distance. One could in principle even build a "suffix tree" like structure with it, although the space complexity would be very high, unless some cut-off threshold is used to limit the number of nodes.
