Abstract. In this paper we obtain some noncommutative multiplier theorems and maximal inequalities on semigroups. As applications, we obtain the corresponding individual ergodic theorems. Our main results extend some classical results of Stein and Cowling on one hand, and simplify the main arguments of Junge-Le Merdy-Xu's related work [15] .
Introduction and Preliminaries
Let L be a densely defined positive operator on L 2 (Ω), where Ω is a σ-finite measure space. Suppose that {P λ } is the spectral resolution of L:
If m is a bounded function on [0, ∞), then by the spectral theorem, the multiplier operator m(L) defined by
is bounded on L 2 (Ω). Let (T t ) t>0 = (e −tL ) t>0 be the operator semigroup, which we always assume satisfies the contraction property:
wherever 1 ≤ p ≤ ∞. Stein [29] developed a Littlewood-Paley theory for such semigroups, with some additional hypotheses. By use of transference techniques, Coifman and Weiss [4] , Cowling [5] presented an alternative and simpler approach to obtain some multiplier results and maximal inequalities. Indeed, Cowling [5] showed that m(L), originally defined on L 2 (Ω) via the spectral theorem, is exactly a bounded operator on L p (Ω) for 1 < p < ∞, whenever m has a bounded analytic extension on some sector Σ φ with φ > π|1/p − 1/2|, where Σ φ = {z ∈ C : | arg z| < φ}.
More precisely, the following estimate holds:
In other words, the generators of the symmetric contraction semigroups have a H ∞ functional calculus on each sector Σ φ with φ > π|1/p − 1/2|.
Recently, more attention was turned to diffusion semigroups on noncommutative space L p (M) associated to a von Neumann algebra, see for instance [15, 16, 17, 19, 20, 24] . In this paper, we consider the semigroup (T t ) t>0 acting on noncommutative L p -space associated with (M, τ ), where M is a von Neumann algebra with a normal finite faithful trace τ . Under reasonable hypotheses, we obtain some noncommutative multiplier theorems, the noncommutative version of (1.1), which positively answers the question raised in [15, Remark 5.9] . Namely, the generators of the noncommutative diffusion semigroups also have a H ∞ functional calculus on each sector Σ φ with φ > π|1/p − 1/2|. By means of the multiplier theorems, we establish some noncommutative maximal inequalities and individual ergodic theorems. It is worth pointing out that the key point of Cowling's method in [5] is to combine the transference technique and Fendler's dilation theorem. A noncommutative version of Fendler's dilation theorem has been recently achieved by Junge-Ricard-Shlyakhtenko [18] (see also Dabrowski [8] ). Armed with this result, we can extend Cowling's method to the noncommutative setting. In this way, we recover the main results of [15] by a very simple method. This is a major advantage of our method over that of [15] . Now we introduce some preliminaries which will be used in the sequel. We shall work on a von Neumann algebra M equipped with a normal finite faithful trace τ.
is the completion of M with the norm x p = (τ (|x| p )) 1/p , where |x| = (x * x) 1/2 is the modulus of x. By convention we set L ∞ (M) = M, equipped with the operator norm. Like the commutative L p -spaces, one has the duality:
, y ∈ L q (M) with 1 ≤ p < ∞ and 1/p + 1/q = 1. It is also well known that L p (M) has UMD property for 1 < p < ∞. We refer to [28] for more information and more historical references on noncommutative L p -spaces.
We say an operator T on M is completely positive if T ⊗ I n is positive on M ⊗ M n for each n. Here, M n is the algebra of n × n matrices and I n is the identity operator on M n . Now we introduce the standard noncommutative semigroup. That is, (T t ) is a semigroup of completely positive maps on a finite von Neumann algebra M satisfying the following conditions:
1) Every T t is normal on M such that T t (1) = 1; 2) Every T t is selfadjoint with respect to the trace τ , i.e. τ T t (x)y = τ xT t (y) ;
3) The family (T t ) is strongly continuous, i.e. lim t→0 T t x = x with respect to the strong operator topology in M for any x ∈ M.
Let us note that the first two conditions imply that τ (T t x) = τ (x) for all x, so T t is faithful and contractive on L 1 (M). By interpolation technique, T t can be extend to a contraction on L p (M) for 1 ≤ p < ∞ and satisfies lim t→0 T t x = x in L p (M) for any x ∈ L p (M). Let us recall that such a semigroup admits an infinitesimal generator L, i.e., T t = e −tL . We refer to [19] for more details.
We say that a standard semigroup (T t ) on a finite von Neumann algebra M admits a Markov dilation if there exists a larger finite von Neumann algebra N , an increasing filtration (N s] ) s≥0 with conditional expectation N s] = E s] (N ) and trace preserving *-homomorphisms
In [18] , the authors proved that every semigroup of completely positive unital selfadjoint maps on a finite von Neumann algebra admits a Markov dilation. Moreover, the authors in [18] extended the Markov dilation above to all of R by using the ultraproduct argument. Namely, there exists a new finite von Neumann algebra N , an increasing filtration (N s] ) −∞<s<∞ with conditional expectation N s] = E s] (N ) and trace preserving *-
Our paper is organized as follows. Section 2 is on noncommutative multiplier theorems. The noncommutative maximal inequalities are proved in Section 3. As applications, in Section 4, we give some individual ergodic theorems.
In the rest of the paper we use the same letter C to denote various positive constants which may change at each occurrence. Variables indicating the dependency of constants C will be often specified in the parenthesis. We use the notation X Y or Y X for nonnegative quantities X and Y to mean X ≤ CY for some inessential constant C > 0. Similarly, we use the notation X ≈ Y if both X Y and Y X hold.
Noncommutative multiplier theorems
In this section, we first give a noncommutative Fourier multiplier theorem by applying the following Junge-Ricard-Shlyakhtenko dilation theorem [18, Theorem 5 and Corollary 4.5], which plays a crucial role in our proof. Theorem 2.1. Let (T t ) be a semigroup of completely positive unital and selfadjoint maps on a finite von Neumann algebra (M, τ ). Then (T t ) admits a Markov dilation.
In the sequel, we suppose that the spectral projection P 0 onto the kernel of L is trivial on L p (M) and we hence do not need to consider the definition of m(0).
Theorem 2.2. Suppose that m is a bounded holomorphic function on the sector Σ π/2 . Let Φ be the distribution on R whose Fourier transform is the bounded function defined (almost everywhere) by the formulaΦ
(v) = m(iv), v ∈ R, where m(iv) is the non-tangential limit. If for some p ∈ [1, ∞] and all f in L p R, L p (M) Φ * f Lp R,Lp(M) ≤ C f Lp R,Lp(M) , for some positive constant C, then for all x ∈ M, m(L)x p ≤ C x p . (2.1)
Consequently, m(L) extends uniquely to a bounded operator on
Proof We proceed the proof by a standard transference argument. Since the distribution Φ is defined as follows:Φ
Hence by the Paley-Wiener theorem, Φ must be supported in [0, ∞). A concrete computation (see, page 77 in [10] ) shows that
Thus by the spectral theory
By the noncommutative Markov dilation Theorem 2.1,(T t ) admits a Markov dilation. We notice that the dilation property can be extended verbatim to all of R by using the ultraproduct argument (see [18, 
Where π −t (x) := β(π t (x)) for all x ∈ M, β is the automorphism of N appeared in Corollary 4.5 in [18] . Especially, for any t ∈ [0, +∞) and
, ∀s ∈ R, which implies that for any
Enlarging the integral domain from [−N, N] to R we see that the expression on the right in (2.3) is smaller than
The proof is complete.
For later use, we record the following corollary on the imaginary powers of L.
where C is an absolute constant.
Proof Let Φ be the distribution with Fourier transform
In this case, Φ(t) = Γ(−iu) −1 t −iu−1 if t > 0, otherwise Φ(t) = 0, where and in the sequel Γ(·) is the Gamma function.Φ is the boundary value of the holomorphic function
We note that m satisfies the Hörmander-Mihlin condition:
By the Hörmander multiplier theorem (see [1] or [32] ) and the UMD property of noncom-
.
By a result of Parcet in [26] , we can give an explicit estimate of the constant C(p) = C[p+
]. In fact, let T be the Calderón-Zygmund operator associated to the kernel Φ(t). Since
Namely, the kernel Φ(t) satisfies the size and smoothness conditions with the Lipschitz smoothness parameter γ = 1. It follows from Theorem A in [26] 
where C is a constant independently on p. Hence we deduce from Theorem 2.2 that 
C(p, φ, m) is a constant depending only on p, φ and m.
Proof Let Φ be the distribution on R satisfyinĝ
Since m extends analytically to Σ φ , Φ must be supported in R + ∪ {0}. If v ∈ R \ {0}, then the disc D with center iv and radius r is contained in Σ φ provided that r < sin(φ − π/2)|v|.
By the Cauchy formula, we have
This implies that
Consequently,Φ(v) satisfies the Hörmander-Mihlin condition. Since the noncommutative L p (M) space has UMD property, we claim that for 1 < p < ∞,
The desired result immediately follows from Theorem 2.2.
The theorem above shows that L admits a bounded H ∞ (Σ φ ) functional calculus with π/2 < φ ≤ π. 
for some constant C(p, ψ, m).
Remark 2.7. By tensoring M with M n , the algebra of n × n matrices, for any n, the theorem above implies that L has a completely bounded H ∞ functional calculus in Σ ψ with φ > | 
|π.
Then for any x ∈ L p (M) the following hold:
(1) For 1 < p < 2,
where the infimum runs over all
Remark 2.9. It is worth noticing that a similar result is obtained in [15, pp. 68 ] with a different method. We should emphasize here that the ours is much simpler and works without the hypothesis of H ∞ -functional calculus for L.
Noncommutative maximal inequalities
We now turn to maximal inequalities. We first recall the definition of noncommutative maximal functions introduced by Pisier (see [27] ) and Junge (see [14] ). Let 1 ≤ p ≤ ∞, we define L p (M, ℓ ∞ ) to be the space of all sequences x = (x n ) n≥1 in L p (M), which admit a factorization of the following form: there exist a, b ∈ L 2p (M) and a bounded sequence
where the infimum is taken over all factorizations of x as above. It is easy to see that L p (M, ℓ ∞ ) is a Banach space with the norm · Lp(M,ℓ∞) , and a positive sequence x = (x n ) belongs to L p (M, ℓ ∞ ) if and only if there is a ∈ L + p (M) such that x n ≤ a for all n. Moreover, in this case,
The norm of x in L p (M, ℓ ∞ ) is conventionally denoted by sup + n≥1 x n p . Please note that sup + n≥1 x n p is just a notation since sup n≥1 x n does not make any sense in the noncommutative setting. We use this notation only for convenience. 
the infimum running over all factorizations as above. As before, this norm is also denoted by sup + i∈I x i p . Remark 3.2. One can easily check that for any index set I and 1
If this is the case, then sup i∈I
The main result of this section is relevant to the noncommutative maximal function sup
T z x , where Σ ψ is a sector in C, which generalizes the Theorem 5.1 and Corollary 5.11 in [19] , and Corollary 5.7 in [17] . Moreover, we will see in the next section that our maximal inequality implies that (T z x) z converges bilaterally almost uniformly for any x ∈ L p (M). In addition, for p > 2 the bilateral almost uniform convergence can be improved to the almost uniform convergence. For formulating this result we need further notation from [9] . Let 2 ≤ p ≤ ∞ and I be an index set. We define the space L p (M, ℓ c ∞ (I)) as the family of all (x i ) i∈I ⊂ L p (M) for which there are an a ∈ L p (M) and (y i ) i∈I ⊂ L ∞ (M) such that x i = y i a and sup i∈I y i ∞ < ∞.
is then defined to be the infimum {sup i∈I y i ∞ a p } over all factorizations of (x i ) as above. It is easy to check that
To state our maximal inequalities we also need the following lemma. Let Σ ψ be the sector {z ∈ C : | arg z| < ψ}. Then there exists a constant C depending only on p and ψ such that
where |θ| < ψ. It follows from Fourier transform that
By functional calculus we have,
Let z = te iθ with |θ| < ψ and t > 0, then it follows from (3.4), by functional calculus, that
It follows from Corollary 2.3 and Remark 2.4, we have
where the finiteness of last integral can be found in [10, page 81 ]. Thus we deduce that (3.9) sup t>0,|θ|<ψ
Similarly, we also get that
On the other hand, Theorem 4.5 in [19] implies that
Combining (3.7), (3.9) and (3.11) implies the desired estimate (3.2). And the desired estimate (3.3) follows from (3.7), (3.10) and (3.12).
Individual Ergodic Theorems
In this section, motivated by Proposition 7 in [31] , we apply the maximal inequalities proved in the previous section to the pointwise ergodic convergence. To this end we need an appropriate analogue for the noncommutative setting of the usual almost everywhere convergence. This is the almost uniform convergence introduced by Lance in [22] . Then for any x ∈ L p (M) the following hold:
(1) The operators T z x converge bilaterally almost uniformly to x for 1 < p ≤ 2 and almost uniformly to x for 2 < p < ∞ as z tends to 0 in Σ ψ . (2) The operators T z x converge bilaterally almost uniformly to P (x) for 1 < p ≤ 2 and almost uniformly to P (x) for 2 < p < ∞ as z tends to ∞ in Σ ψ , where P denotes the projection from L p (M) onto the fixed point subspace of the semigroup (T t ) t>0 .
and s > 0. Let D be the disc of center s and radius r with r < s sin ψ. For any z ∈ D, by the vector-valued Cauchy formula, we have
By the convexity of the operator valued function: x −→ |x| 2 ,
, where C denotes a positive constant independent of z and a = ∂D |T ζ (x)| 2 |dζ|. Note that a ∈ L 1 (M). It follows that there exists a contraction u ∈ L ∞ (M) (depend on z and s) such that
For any ε > 0, let e = e (0, a 1/2 2 /ǫ 1/2 ) (a 1/2 ) be the spectral projection of a 1/2 on the interval (0, a 1/2 2 /ε 1/2 ). Then
Consequently,
, our desired results then follows from Theorem 3.4. Indeed, for x ∈ L p (M) and ǫ > 0, take a sequence (x n ) in the span of
Let e 1,n = e (0,1/2 n ) (|x − x n |) be the spectral projection of |x − x n | on the interval (0, 1/2 n ), then
(1/2 n ) p < ε 2 n and |x − x n |e 1,n ∞ < 1 2 n . Set e 1 = n e 1,n . We have
From inequality (3.2) in Theorem 3.4, we know that (1/2 n ) p ε 2 n and e 2,n T z (x − x n )e 2,n ∞ ≤ 1 2 n .
Set e 2 = n e 2,n . We have τ (1 − e 2 ) ε and e 2 T z (x − x n )e 2 ∞ ≤ 1 2 n . (4.3)
Since lim z→0 T z x n = x n almost uniformly for all n, there is a projection e 3,n such that τ (1 − e 3,n ) < ε 2 n and lim
(T z x n − x n )e 3,n ∞ = 0.. Let e 3 = n e 3,n , then τ (1 − e 3 ) < ε and lim z∈Σ ψ (T z x n − x n )e 3 ∞ = 0. (4.4) Take e = e 1 ∧ e 2 ∧ e 3 , then τ (e ⊥ ) ε, and e(T z x − x)e ∞ ≤ e(T z x − T z x n )e ∞ + e(T z x n − x n )e ∞ + e(x n − x)e ∞ .
Thus it follows from formulas (4.2)-(4.4) that lim Σ ψ ∋z→0 e(T z x − x)e ∞ = 0.
Thus the first part of (1) is proved. The case for p > 2 can be similarly proved by using inequality (3.3) . This completes the proof of (1).
(2) Now we turn to the second part of the theorem. First L induces a canonical splitting on L p (M) for 1 < p < ∞ : L p (M) = N(L) ⊕ R(L). Moreover, N(L) is the fixed point subspace of the semigroup (T t ) t>0 . Thus it suffices to prove that for any x ∈ R(L), T z x converge bilaterally almost uniformly to P (x) for 1 < p ≤ 2 when z → ∞. Using (3.2) in Theorem 3.4 as in the previous part of the proof, we need only to do this for x in a dense subset of R(L). It is well known that {T t+s (y) − T s (y) : s > 0, t > 0, y ∈ L p (M)} is such a subset. Thus we are reduced to prove the above convergence for x = T t+s (y) − T s (y). Let Γ be the boundary of Σ ψ . Noting that λ(λ − L) −1 is bounded onΓ, we have the integral representation of T z
Then for x = T t+s (y) − T s (y), where C denotes a positive constant independent of z and a is a positive operator in L 1 (M). The remaining part of the proof is similar to that of (1) and we omit it here.
