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ABSTRACT 
Let IBM(n, p) denote the set of all n × n irreducible Boolean matrices with 
period p. This paper generalizes the concept of the index of maximum density of A, 
where A ~ IBM(n, p) with p > 1, and obtains upper bounds on the generalized 
maximum density index of IBM(n, p). © Elsevier Science Inc., 1997 
1. INTRODUCTION 
The maximum density index of a power sequence of n x n irreducible 
Boolean matrices with period p is an important combinatorial parameter. We 
consider such a memoryless cornmunieation system associated with a network 
D. Every vertex of D can have several different bits of information simulta- 
neously. Let t denote the time. When t = 0, there are k bits of information 
distributing on k vertices of D respectively. When t = 1, every vertex 
transfers its information to its heads and loses its original information for the 
same time. The system operates in that way. I f  D is strong, the problems are: 
how much information can it store, and when will it attain this maximum? 
Based on the above mathematical model, we generalize the concept of 
maximum density. 
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I f  A is an n × n Boolean matrix, in the power sequence A, A 2, A3, . . . ,  
let /zJ(i) denote the number  of l 's in the ith row of AJ. I f  X c {1, 2 . . . . .  n}, 
we define: 
DEFINITION 1. /2J(X) := Ei~ x / zj(i)" 
DEFINITION 2. The generalized maximum density on X of A: 
 A(X) :=  max j~Z + 
DEFINITION 3. The generalized index of maximum density on X of A: 
hA(X ) := min{m : m ~ Z+, tz~'( X) = /xA(X)}. 
DEFINITION 4. The k-generalized maximum density of A: 
 A(k) :=  max 
IXl=k 
DEFINITION 5. The k-generalized index of maximum density of A: 
ha(k  ) := min{m : m ~ Z +, and there exists X c {1, 2 . . . . .  n} with 
IXI = k such that /x~(X)  = /ZA(k)}. 
DEFINITION 6. hA(n, p, k) := max{hA(k): A ~ IBM(n,  p)}. 
For undefined terminology, the reader is referred to [2]. 
I f  a Boolean matrix A is primitive, we have /XA(X) = kn, where n = I X [. 
So the problems are solved if p = 1. 
Let h(A):---hA(n) denote the maximum density index of A, and let 
h(n,p):= max{h(A) :A~IBM(n ,p)} ,  where n =rp  +s ,  r= [n/p]. In 
1988, Shao Jiayu and Li Qiao [4] obtained the following results: 
h(n,p)  = 
I p( r -2 r+ 2), r > 1, s = O, 
p(r z 2r+ 3), r>  1, 0<s  <p,  
p.  r= l ,  0<s<p,  
~1, r= l ,  s=0.  
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THEOREM 1.1. I f  A ~ IBM(n, p), then there exists a permutation ma- 
trix Q such that A has the normal fo rm 
AQ = QTAQ = 






where A k (k = 1, 2 . . . . .  p - 1) is an n k × nk+ 1 matrix, so that the diagonal 
blocks are square. Furthermore, we have n 1 + n 2 + .." +r ip  ~- n. 
THEOREM 1.2 [3]. I f  A E IBM(n, p), then fo r  any integer ~ >~ 07 A~ p 
has the fo rm 
where C k (k = 1, 2 . . . . .  p) is an n k x n k primitive matrix, and the expo- 
nents o f  the C k differ by at most unity. 
Let D(A)  denote the digraph associated with a Boolean matrix A. By 
these two theorems, we can see that for every A ~ IBM(n, p), the digraph 
D(A)  is a p-partite digraph with the partition (V1, V 2 . . . . .  Vp) and ]V~P = ni. 
And it is easy to see that from each vertex of Vi one can reach every vertex of 
Vj of D(A)  by walks of the same and sufficient length. We have 
/xa(1 ) = max {n,}.  
i=1  . . . .  ,p  
I f  A ~ IBM(n, p), let AQ be the normal form of A in Theorem 1.1. Of 
the n i (i = 1, 2 . . . . .  p), some may be equal. We denote by {'11, 7/.2 . . . . .  ~,,,} 
with r/l > r/2 > .-- > ~?m the set of the multiset {nl, n z . . . .  , rip}. In the 
partition of D(A) ,  there are x i subsets with r/i vertices (i = 1, 2 . . . . .  p), 
x 1 + x 2 + "" +x m = p. Thus we have: 
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THEOREM 1.3. I f  A ~ IBM(n, p), then 
k~?l, 1 ~< k ~< Xl~l, 
Xl~ 2 + (k - xI~I)T/2, XI~ 1 + 1 ~< k ~< xl~? 1 + x2~? 2, 
~ ( ~ ) i i+1 
j=l j=l j=l j=l 
E xj~?~+ k -  E xj~lj ~1,,~, E xj + l<<.k<~n.  
j=l j=l j=l 
In particular, ixa(n) = ~'~' = 
Therefore, the problem of the k-generalized maximum density of A is 
completely solved. Now, we state the main theorem as follows: 
THEOREM. 
for  n = p, 
fo rn  = 2p, 
For any p > 1, we have that 
h (n ,p ,k )= l l <~k <~n; 
h (n ,  p ,k )  = kl  
1, k=l ,  
2 <<. k <<. p, 
p+ l<~k<~n;  
for  n = 3p, 
3p, 
h(n ,p ,k )  = 2p +k~ 
3 <~k <~p, 
otherwise; 
fo r  n = rp and r >~ 4, 
h (n ,p ,k )  = ( r  2 -  3r + 2)p  + k; 
for  n = p +sand l <~ s <<. p - 1, 
h(n, p, k) = { max{ 1, s - 1} ,  
P, 
k~l ,  
2<<.k<~n; 
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fo r  n = rp + s and r >>, 2, 1 <~ "s <~ p - 1, 
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h(n ,p ,k )  = 
( r  - 3r  + 2 + k )p  + max{l, s - 1}, 
( r  2 2r  + 2)p ,  
( r  2 2r  + 3)p,  
l<k~r -1 ,  
k=r ,  
r+ l~k~n.  
2. SOME PRELIMINARY LEMMAS 
Let D(A)  be a strong digraph, and let Rt(i) denote the set of vertices 
which can be reached from vertex i through a walk with length t in D(A). In 
order to prove the main theorem, we need the following lemmas. 
LEMMA 2.1 [1]. Let A be an n × n primitive matrix. Then 3J( A)  <~ n 2 - 
2n + 2 and 7(A)  = n 2 - 2n + 2 i f  and only i f  A and W~ are isomorphic, 
where 
v¢.  = 
70 1 
0 1 0 
0 1 
1 . . .  1 0 
(n  >t3) 
LEMMA 2.2. For D(W n) we have 
(1) Rn~_3n+2(n) = {2,3 . . . . .  n}, 
(2) R~_2n÷~(i)  = {1,2 . . . . .  n} / f i  ~ {2,3 . . . . .  n}. 
Proof. Both results are easy to prove. 
LEMMA2.3[2]. hwo(k) = n 2 -3n  + k +2,  where l <~ k <~ n. 
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LEMMA 2.4 [2]. I f  A is an n × n primit ive matrix, and s is the shortest 
cycle length of  D(  A), then 
s(n - 1/ 
hA(k)~ s(n l+~-s )  
LE~a~an 2.5 [2]. 
LEMMA 2.6. I f  
"0 
0 






I f  k is an integer wi th  1 <~ k <~ n, then 
h(n , l , k )  = n 2 -  3n + k +2.  
1 1 0 ... O" 
0 1 0 ... 0 
0 
0 0 0 "" 1 
1 0 0 "" 0 nXn 
(n >_-3), 
is primitive, and when t = n 2 - 3n + 2, B t has an all 1 row. 
Proof. We can see that the shortest cycle length is n - 1 and another  
cycle length is n (see F igure 1). So B n is primitive. 
We have RI(1) = {2,3}; . . . ;  R(n_3~n(1) = {1,2 . . . . .  n - 1}; Rn2_3n+2(1) 
= {1,2 . . . . .  n - 1, n}. So, when t = n 2 - 3n + 2, the first row of Bn t is 
all 1. • 
! 
FIe. 1. D( B.). 
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The following two lemmas are obvious by Theorems 1.1 and 1.2. 
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LEMMA 2.7. I f  A ~ IBM(n, p), and a subset of  the partition of  D(A)  
has only one vertex, then % = 1 ( i = 1, 2 . . . . .  p ). 
LEMMA 2.8. I f  A ~ IBM(n, p), then for  every 1 <~ k <~ n we have 
ha(k)  <~ (max14, ,< p {Ti})P- 
LEMMA 2.9. Set A ~ IBM(n, p) with n = rp, r >1 2. I f  the normal form 
of A has n 1 = n e . . . . .  np = r and Tt = re - 2r  + 2 for  every i 
{1, 2 . . . . .  p}, then D( A) is isomorphic to the digraph W(r ,  p) (see Figure 2). 
Proof. It is obvious that the adjacency matrix of W(r ,  p) belongs to 
IBM(n, p). Since Ti = r2 - 2r  + 2, C i is isomorphic to W r. Without loss of 
generality, suppose C l = W~. We will show that for i ~< i ~< r - 1, 1 ~< t ~ p, 
we have IRt_l(i)l = 1. First, any two distinct Rt_ l ( i )  have no common 
vertex. If t is different, the result is obvious. If  v t ~ Rt_ l( i  ]) f-) Rt_l(i2), so 
that v t can attain a vertex vjo in V 1 through a path with length p - t + 1, 
then the entries ( i l , jo)  and ( i2, jo) of C 1 are both 1, which contradicts 
C 1 = Wr. Since C 1 = Wr, there exists an u t ~ R t_ l (r)  (1 ~< t ~< p) which 
can attain vertex 1 of V 1 through a path with length p - t + 1. And we have 
u t (E Rt_  l(i) (i = 1, 2 . . . . .  r - 1); otherwise there would exist i 0 with 1 ~< i0 
r - 1 and u t ~ R t_ 1(i0), and thus i 0 could attain vertex 1 of V 1 through a 
path with length p, which contradicts C 1 = W r. Since there are only r 
vertices in Vt, we have I R t_ 1(i)1 = 1 for 1 ~< i ~ r - 1, 2 ~< t ~< p. Define 
v(t, r) as the vertex of R t_ 1(i), and v(t, r) as u t. There must exist an arc 
I r ~~__..~ p[i  
FIG. 2. W(r, p). 
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from v(t, r) to v(t + 1, 1) for some t (1 ~ t ~< p); otherwise C 1 ~ W r. We 
will show that there is only one such arc. Suppose there are arcs from 
v(t 1,r)  to v(t 1 + 1,1) and v(t 2 , r )  to v(t 2 + 1, 1) with l~<t  1 <t  z ~<p. 
Note that v (p  + 1, 1 )=2,  v (p  + 1 ,2 )=3 . . . . .  v (p  + 1, r -  1 )=r ,v (p  
+ 1, r)  = 1, and Rp(r)  = {1, 9,}. Consider the paths 
v( t  z , r -  1) ~v( t  2+ 1, r -  1) ---> ,-- - - ->v(p , r -  1) 
---> v (p  + 1, r - 1) [=  r = v(1,  r ) ]  --> v(2, r )  ---> ... 
v( t  1 + 1, r)  --* ... ~ v ( t  2 - 1, r)  ~ v(t2,  r)  
v ( t , , r )  ~v( t l  + 1,1) ---> .-. - - ->v( te -  1, r)  --->v(te,1) 
Therefore, the values of entries ( r  - 1, 1) and (r  - 1, r) of Ct~ are both 1. 
Consider also the following paths: 
v(t2,  r)  
v( t  2+ 1. r) ~ "" -~v(p . r )  ~v(p  + 1. r) [= 1=v(1 .1) ]  
-~ v(2.1) -~ ... -~  v(t, .  : )  
--*v(t 2 + 1. r) ---> -" --->v(p.1) ov(p  + 1.1) [=2 =v(1 .2) ]  
-~ v(2.2) - . .  -~ ~(t , .2) .  
So the values of entries (r,  1) and (r, 2) of Ct2 are both 1. The above 
conclusions imply that Ct~ is not similar to W r, a contradiction. Hence, 
without loss of generality, we can assume that t = p; thus D(A)  is isomor- 
phic to W(r ,  p). • 
LEMMA 2.10. Suppose A ~ IBM(n ,p )  with n =rp ,  and r>12. I f  
n 1 = n 2 . . . . .  np = r and ~/1 = r2 - 2r  + 2, where i = 1, 2 . . . . .  p, then 
hA(k) = (r  z - 3r + 2)p + k. 
Proof. By Lemina 2.9, D(A)  is isomorphic to W(r ,  p). Thus we have 
Rt(n) = an_,+l(i)  if 1 ~< i ~< n. Now Ro(n) = {n} = {rp}, Rl(n) = {p + 
1,1} . . . . .  Rp(n) = {2p, p} . . . . .  Rrp(n) = {rp,2p,  p}; . . . ;  R~r~_3r+2~p(n) 
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= {rp , ( r  - 1)p . . . . .  2p) ;  R(r2_3r+2)p+l(n) = {(r - 1)p + 1, ( r  - 2)p + 
1 , . . . ,2p  + 1, p + 1, 1}; and so on. Thus we have that Int(n) l  ~< r - 1 if 
t < ( r  2 - 3 r  + 2); ]Rt(n)l = r if t = ( r  e - 3 r  + 2)p  + 1; and IRtl(i)l <~ 
IRtz(i)l if t 1 ~< t 2 and 1 ~< i ~< n. By Theorem 1.3, we have hA(k)  = ( r  e - 3r  
+2)p  +k .  • 
LEMMA 2.11. Suppose A ~ IBM(n ,  p)  with n = rp and in the normal 
fo rm o f  A there are n 1 = n 2 . . . . .  np = r. Then fo r  any 2 <~ k <~ n, we 
have ha(k )  <~ hA(k - 1) + 1. 
Proof. I f  the number  of  nonzero e lements  of  the j th  row of A t is r,  
then there are walks with length t from vj ~ V i to all vertices of V i +t, where 
(V1, V 2 . . . . .  Vp) is the part i t ion of D(A) .  Since D(A)  is strong, there are 
walks with length t + 1 from Vj to all vertices of V i + t + 1" Hence  the number  
of nonzero e lements  of the j th  row of A z÷ 1 is r too. 
For  any 2 <~ k <~ n, let /3 = ha(k - 1). There are at least k - 1 rows of 
A ~ whose number  of  nonzero e lements  is r. Let U denote the set of  vertices 
which correspond to previous rows in the digraph D(A) .  Thus ]U] >1 k - 1. 
I f  [U[ = n, we have ha(k - 1) = hA(k)  . . . . .  ha(n)  = /3 and hA(k)  
<~ ha(k  - 1) + 1. 
I f  IUI < n, since D(A)  is strong, there must  be a vertex v 0 of  D(A)  with 
v 0 ff U such that there is an arc from v 0 to a vertex of U. So [U u {v0}] >/k 
in A ~+1. Hence  hA(k)  <~/3 + 1 = hA(k - 1) + 1. • 
LEMMA 2.12. Suppose A ~ IBM(n ,  p)  with n = rp + s, 1 <~ s <~ p - 1. 
I f  min I ~< i~< p {n~} = r in the normal fo rm o f  A, then hA(r)  <~ (r  e -- 2 r  + 2)p.  
Proof. Without  loss of generality, we assume n 1 --- maxl~<~<p{ni} >~ r
+ 1 and n 1 >np >~ r. I f  maxl<i4p{ni} = r + 1, then np= r. I f  
max1 -< i ~< p{ni} >t r + 2, then s >/2  and nq = r, where p - s + 2 ~< q ~< p. 
We consider the following two eases: 
Case1.  yq <~ rZ - 2 r  + 1. Since yq <~ r2 - 2 r  + 1, maxl<~<p{Ti} <~ 
r 2 - 2 r  + 2. So ha( r )  <~ (r  2 -- 2 r  + 2)p.  
Case 2. yq ~<r 2 -2r+2.  Label the vertices of Vq with{ l ,2  . . . . .  r} 
so that Cq = W r. Thus there is a path with length p from i to i + 1 where 
1 ~<i ~<r -  1, and there is a path with length p from r to 1. Obviously, 
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each pair of these paths are disjoint unless they are in V, ,  for otherwise 
Cq ~ W r. Hence eacl~ of these r paths reaches only one ~stinct vertex in 
each V i (i = 1, 2 . . . . .  p) .  Denote by v(x ,  i )  the vertex that the path depart- 
ing from the ith vertex in Vq reaches in V x. All these r paths together form a 
cycle C with length rp. There is another path with length p from vertex r to 
vertex 2 in Vq, and this path must intersect with the path from vertex 1 to 
vertex 2 in a subset of the partition of D(A),  say V t, where t is the smallest 
such integer in 1 ~< t ~< p. We consider two subcases: 
(1) q + l~<t  <~p or t = 1. There is a path with length p -q  + 1 
from vertex r to v(1, 1). Denote by X the set of vertices in V~ not belonging 
to the cycle C. Suppose there exists a vertex v(1,  0) of X from which there is 
a path with length q - 1 reaching a vertex in {2, 3 . . . . .  r} of Vq. By Lemma 
2.2, for any i of {2, 3 . . . . .  r} of Vq and any j of V 1, there exists a path with 
length ( r  2 -2r+ 2)p -q  + 1 from i to j. Hence from any vertex of 
{v(1, 0), v(1, 1) . . . . .  v(1,  r - 1)} one can reach any vertex of V 1 through a 
path with length ( r  e - 2 r  + 2)p .  That, is hA( r )  <<, ( r  e -- 2 r  + 2)p. Sup- 
pose, on the other hand, that from any vertex of X one can only reach vertex 
1 in Vq through paths with length q - 1. Then from vertex r one can reach 
any vertex of X U {v(1, 1), v( l ,  r)} through a path with length p - q + 1. 
Hence, by Lemma 2.2, from vertex r one can reach any vertex of V 1 through 
a path with length ( r  e - 3r  + 2)p + p - q + 1. So from vertex i of V,t one 
can reach any vertex of V~ through a path with length ( r  e - 3 r  + 2)p  + ( r  
- i  + 1)p -q  + l~<(r  e -2r+ 2)p -q -  1. Hence we have 
hA( r  ) <~ ( r  2 -2r+ 2)p- -q  + l < ( r  2 -2r+ 2)p .  
(2) 2~<t  ~<q. Let v t_l be the vertex in V t_l which locates the path 
with length p from r to 2. Then v t_ 1 -~ v ( t  - 1, i), where i = 1, 2 . . . . .  r - 
1; otherwise Cq 4: W~. I f  v t_ 1 = v ( t  - 1, r), then from it one can reach any 
vertex in Vq through paths with length ( r  2 - 3r + 2)p + q - t + 1. Hence 
from any vertex of {v( t  - 1, 1), v ( t  - 1, 2) . . . . .  v ( t  - 1, r)}, one can reach 
any vertex of V 1 through paths with length ( r  2 - 2 r  + 2)p  - t + 2. So we 
have hA( r )  <~ ( r  2 -- 2 r  + 2)p -- t + 2. Since 2 ~< t ~< q, we have ha( r )  <~ 
( r  2 - 2 r  + 2)p. I f  v t_ ~ ~ v ( t  - 1, r) ,  from any vertex of {v( t  - 1, 1),v(t  
- 1, 2) . . . . .  v ( t  - 1, r - 1), v t_ 1}, one can reach some vertices of{2, 3 . . . . .  r} 
in Vq through a path with length q - t + 1. And then, by Lemma 2.2, one 
can reach any vertex of V 1 through paths with length ( r  2 - 2 r  + 2)p - t + 
2. So we have hA( r )  <~ ( r  2 -  2 r  + 2)p  + 2 -- t <~ ( r  2 - 2 r  + 2)p .  The 
proof is completed. • 
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4. THE PROOF OF THE MAIN THEOREM 
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In order to prove the Theorem, we divide the proof into six lemmas. 
LEMMA 4.1. Zfn =pthen 
h(n, p, k) = 1, where 1 <k,<n. 
The proof is obvious. 
LEMMA 4.2. Zf n = 2p, then p -1, k = 1, 
h(n,p,k) = p, 2<k<p, 
k, p+l,<k<n. 
Proof. For any A E IBM(n, p), we consider the following two cases: 
Case 1. In the normal form of A, we have n1 = n2 = 0.’ = nP = r = 2. 
(1) For any i = 1,2,. . . , p, we have yj = r2 - 2r + 2. By Lemma 2.10, we 
have 
h,(k) = (r” - 3r+2)p+k=k (1 Q k Q n). 
(2) For some t, yt = 1. That is, 
cc1 l t [ I 1 1’ 
so there are two nonzero entries in a row of A. By Theorem 1.3 we can see 
that h,(l) = 1. And by Lemma 2.11, we have 
h,(k) < h,(l) + k - 1 = k. 
Case 2. In the normal form of A, there are i, j, with ni # nj. In this 
case, there must exist ni = 1. By Lemma 2.7, we have yi = 1 for any 
i = 1,2 >.**1 p. Hence h,(k) < p, where 1 < k Q n. Without loss of general- 
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FIG. 3. D 3. 
ity, we assume n x = 1; then the number  of nonzero entries in the first row of 
A t is nt+ 1. So hA(l) ~< p - 1. On the other hand, if D(A)  is isomorphic to 
D 3 (see Figure 3), then ha( l )  = p - 1. If D(A)  is isomorphic to D 4 (see 
Figure 4), then we have hA(l) = 1 and ha(k) = p, where 2 ~< k ~< p. 
Combining cases 1 and 2, Lemma 4.2 follows. 
LEMMA 4.3. I f  n = rp and r >t 4, we have 
h(n ,p ,k )  = ( r  2 - 3r  + 2)p  +k.  
Proof. For any A ~ IBM(n, p) there are two cases: 
Case 1. In the normal form of A, we have n 1 = n 2 . . . . .  np 
If ~/i = r2 - 2 r  + 2 for any i = 1, 2 . . . . .  p, by Lemma 2.10, we have 
---- r .  
hA(k ) = ( r  2 -3r+ 2)p  +k .  
If Yi < r2 - 2 r  + 2 for some t, let s be the length of a min imum cycle of 
D(C,). 
(1) If s ~< r - 2, then by Lemma 2.4, 
hA(1) ~-~ (/,.2 -- 3 r  + 2)p  < (/ .2 _ 3 r  -[- 2 )p  + 1. 
FiG. 4. D 4. 
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(2) I f  s = r -- 1, then there is an r-cycle in D(Ct). Since C t is not similar to 
Wr, D(C t) must be isomorphic to D(B r) in Lemma 2.6. Hence 
hA(1 ) ~< (r  2 - 3r + 2)p  < (r  2 - 3r + 2)p + 1. 
By Lemma 2,11 we have 
hA(k ) <~hA(k -  1) + 1 ~< ... ~<hA(1 ) +k-  1, 
i.e., ha(k) < (r 2 - 3r + 2)p + k. 
Case 2. In the normal form of A, i f there i s  some t with n t~r -  1, 
then by Lemma 2 .1we have Tt ~( r -  1) 2 -2 ( r -  1 )+2=r  2 -4r+5,  
and by Theorem 1.2, Ti ~< Tt + 1 ~<r 2 -4r+6 ~<r 2 -3r+ 2 (i = 
1, 2 . . . . .  p) when r >/4. By Lemma 2.8, we have 
hA(k ) ~ (r  2 - 3r + 2)p  < ( r  2 - 3r  + 2)p  + k (1 ~ k ~< n).  
Combining cases 1 and 2, we can see that when r >~ 4 for any A 
IBM(n, p), 
hA(k ) <~ ( r  2 - 3r + 2)p  + k. 
Recalling the result of  case 1, we have 
h(n ,p ,k )  =( r2 -3r+2)p+k,  where n=rp  and r~>4.  • 
LEMMA 4.4. I f  n = 3p, then 
= [3p,  3<~k~p,  
h (n ,p ,k )  
2 p + k otherwise. 
Proof. For any A ~ IBM(n, p), there are two cases: 
Case 1. In the normal form of A, suppose n 1 = n 2 . . . . .  np = 3. 
Thus a similar argument to the proof of  Lemma 4.3 yields 
ha(k  ) <~ ( r  z - 3r + 2)p  + k = 2p  + k, 
and these upper bounds can be attained. 
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Case 2. In the normal form of A, there exist 1 <~ i, j ~ p with n~ 4~ nj. 
I f  m in l~ i~p{n i} = 1, by Lemrna 2,7, T~--- 1 (i = 1,2 . . . . .  p). Hence ha(k) 
~< p (k = 1, 2 . . . . .  n). I f  min 1 ~ i.< p{n i}  = 2, without loss of generality, we 
assume that n 1 = 2. 
(1) I f  Tl = 1, then for any 1 ~< i ~< p we have T~ ~< 2; thus 
ha(k  ) <~ 2p  (1 4%< k ~< n).  
(2) If Yl = 2, i.e. C 1 = W2, then for any 1 ~< i ~< p we have Yi ~< 3. By 
Lemma 2.8, we have 
hA(k  ) <~ 3p  (1 ~< k ~< n).  
Next, let n t = maxl~<i~p{ni}. I f  there exists i0, 2 ~< i0 ~ t, such that 
R i _ l (2 )=V i then hA(b)~<t -  1. S inceC 1 =W2,  wehave  R~+, t 1,(1)= 
0 0 '  P ~ --  / 
Rt_l(2) = V t and Rp+~t_l)(2) = Rt_l(2) = V t. Hence hA(2) ¢ p + (t -- 1). 
Since 2 <~ t <~ p, we have ha(2) <~ 2p  - 1 < 2p .  Now for any 2 <~ i <~ t, we 
have R i_ 1(2) ~ V~. Hence there exists v i ~ V i such that v i ~ R i_ 1(2). Since 
D(A)  is strong, v~ ~ R~_ 1(1). In particular, there exists v t ~ V t such that 
v t ~- R t - 1(1), t~ t ~ R t_ 1(2). Thus from v t we can reach vertex 2, but not 1, in 
V 1 through a path with length p - t  + 1. Since C 1 =Wz,  there exists a 
vertex v o ~ R t_ 1(2) such that from it we can reach vertex 2 through a path 
with length p - t + 1. On the other hand, from vertex 2 we can reach all 
vertices of V t through paths with length p + t - 1, i .e., Rp+t_ l (2 )  = V t. 
Thus from v t and v 0 we can reach any vertex of V t through a path with 
length (p  + t - 1) + (p  - t + 1) = 2p,  i.e., hA(2) ~< 2p. Furthermore, we 
have hA(l) ~< hA(2) <~ 2 p. So in case 2, we have 
2p,  k = 1,2, 
hA(k) ~< 3p,  3 ~k  ~<n. 
Combining cases 1 and 2, we have 
3p, 3 <k p, 
hA(k) ~< 2p +k  otherwise. 
Consider the digraph D 5 (see Figure 5). Its adjacency matrix A 
IBM(n, p) with ha(3) = hA(4) . . . . .  hA(3 p)  = 3p. Hence we have 
h(n,  p, k) = 3p (3 ~< k ~< p). The proof is completed. • 
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FIG. 5. D 5. 
LEMMA 4.5. I f  n = rp + S with 1 <~ s <~ p - 1, and r >1 2, we have 
h(n, p ,k)  --- 
( r  -3 r+2+k)p  + max(1, s -  1}, 
( r  2 2r  + 2)p ,  
( r  2 2r  + 3)p  
1 -<<k~<r-1 ,  
k~--r, 
r + l <~k <~n. 
Proof. We consider two cases: 
Case 1. s = 1. For  any A ~ IBM(n ,p)  with n =rp  + land  r>/2 ,  
we have: 
(1) In the normal form of A, it has minl_<i<,,{ni} < r; let n t = 
minl<i<p{n i} <r- -  1. So "Yt <( r -  1) 2 -2 ( r -  1~+2 =r  2 - 4 r  + 5. 
Thus % ~< 3tt + 1 ~<r 2 -4r+6 for any 1 ~<i <p.  Since r 2 -4r+6 ~< 
r e -3r+3where  r>~3,  
hA(k ) ~< ( r  2 -4r+6)p  < ( r  2 -3r+3)p  + 1 (1 ~<k ~<n). 
I f  r = 2, then min 1 _< i-<-~ {hi} = 1. By Lemmas 2.7 and 2.8 we have Ti = 1 
(i = 1, 2 , . . . ,  p)  andhA(k)  <~ p (1 -<< k ~< n). 
(2) In the normal form of A, it has min 1.< i< p {ni} = r. When s = 1, without 
loss of generality, we assume n 1 = r + 1 and n 2 --- n 3 . . . . .  np = r. Thus 
% ~<r 2 -2r+2 (i =2 ,3  . . . . .  p)  and 3tt <~r 2 -2r+ 3. By Lemmas 2.5 
and 2.12, for any A ~ IBM(n,  p)  with n = rp + 1 and r >1 2, we have 
( r  - 3r  + 2 + k )p  + 1, 
hA(k ) ~ ( r  e 2 r  + 2)p ,  
( r  2 3r  + 3) p, 
l<k~<r-1 ,  
k=r ,  
r+ l<k<~n.  
(A) 
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Consider the p-part ite digraph D 6 (see Figure 6) with IVll = r + 1 and 
Iv~l = r ,  i = 2, 3 . . . . .  p. Its adjacency matrix A ~ IBM(n,  p)  has 
! r  e -  3r + 2 + k)p  + 1, 
hA(k ) = r 2 2r w 2)p, 
r e 2r  + 3)p ,  
l~k~r -1 ,  
k=r ,  
r+ l~k~n.  
So the upper bound of (A) can be attained. 
Case 2. 2 ~<s ~<p-  1. For  any A ~ IBM(n ,p)  with n =rp  +s ,  
2 ~< s ~< p - 1, and r >/2, we consider two cases: 
(1) In the normal form of A, it has min l~ < ~ p{n i}  < r. A similar argument 
to case 1(1) yields 
i r  z -  3r + 2 + k )p  + s -  1, 
hA(k ) < r 2 2r + 2)p, 
r 2 2r  + 3)p ,  
14k4r -1 ,  
k=r ,  
r+14k~n.  
(2) In the normal form of A, it has minl<~i<~p{n i} = r. Without loss of 
generality, we assume that n 1 = max 1 ~i~< e{ni} >np. It's obvious that there 
exists t where p - s + 2 ~< t ~< p such that n t = r. I f  1 ~< k ~< r - 1, by 
Lemma2.5 ,  wehave  hA(k) <~ (r 2 -  3r + 2 + k)p + (p - t + 1)~<(r  2 -  
3r+2+k)p  +s-  1. I f  k =r ,  we have hA(r)<<,(r 2 -2r+2)p  by 
Lemma 2.12; if r+  1 ~< k ~<n, noting that Yi <~r2-  2r + 3 (i = 
1, 2 . . . . .  p), we have hA(k) <~ (r 2 - 2r + 3)p. 
¢, 
FIG. 6. D 6. 
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Combining cases 1 and 2, for any A ~ IBM(n ,p )  with n =rp  +s ,  
r /> 2, and s >/2, we have 
( rZ -3r+2+i )p+s-1 ,  l<k~r -1 ,  
hA(k ) ~ ~( r  2 2r + 2)p ,  k = r, (B) 
[ ( r  2 2 r+3)p  r+ l~k~n.  
For r >/ 2 and 2 ~< s < p - 1, consider the p-partite digraph D 7 (see 
Figure 7) with fV, I = IV21 . . . . .  IWs-21 = r + 1, IWs-,l = r + 2, and IV, r 
= IWs÷~l . . . . .  IWpl = r. It is easy to check that its adjacency matrix 
A ~ IBM(n, p) has 
hA(k)  = I 
( r  - 3 r+2 + k )p  + s - 1, 
( r  2 2 r  + 2)p ,  
( r  2 2 r  + 3)p  
l~k~r -1 ,  
k=r ,  
r+ l~k~n.  
So the upper bounds of  (B) can be attained. 
Hence Lemma 4.5 follows. 
LEMMA4.6. I f  n = p + s with 1 <~ s ~ p - 1, we have 
= /max{1,  s - 1},  k = 1, 
h(n ,p ,k )  
p, 2<k~n.  
" - - -~- - - - - - - - - - - -  ~, ,~\  -~  _ ~ 
_ - -  - - _ -2 -  - - 
FIG. 7. D 7. 
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FIG. 8. D s. 
Proof. We consider the following two cases: 
Case 1. s = 1. For any A ~ IBM(n ,p )  with n =p + 1, D(A)  must 
be isomorphic to the digraph D s in Figure 8. So we have 
lp k=l ,  
ha(k )  = ', 2 ~<k ~<n. 
Case 2. 2~<s ~<p-  1. For any A E IBM(n ,p )  with n =p +s ,  in 
the normal form of A, there must exist n t = i. By Lemma 2.7 we have 
Y /= 1 for any i=  1,2 . . . . .  p. By Lemma 2.8, we have ha(k )~p for 
1 < k ~< p. I f  max{n i} -= 2, then there are s subsets of the partition contain- 
ing two vertices. Without loss of generality, we assume n 1 = 2 and np= 1. 
It's obvious that ha( l)  = 1. I f  max{n i} >~ 3, we assume n 1 = max{ni}. There 
exists with p - s + 2 ~< t ~< p such that n t = 1. Hence the vertex of V t can 
reach all vertices of V 1 through some paths with length p - t + 1. So 
ha(1)~<p- t  + l<s -  1. Hence we have 
=/s - l ,  k= l ,  
ha(k )  p, 2 ~ k ~< n. (c) 
Consider the digraph D 9 in Figure 9. Its adjacency matrix A ~ IBM(n, p) 
with n =p +s ,  2 ~<s ~<p-  1 and 
=fs -1 ,  k=l ,  
ha(k )  \ p, 2<~k<~n.  
So the upper bounds of (C) can be attained. 
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FIG. 9. D 9. 
Combining cases 1 and 2, we have 
k) = [max{ l ' s -  1}, k=l ,  
h( n, P, p, 2<~k<~n. 
The problem of determining h(n, p, k) is completely solved. 
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