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We consider approximability of two natural variants of classical dominating set problem,
namely minimum majority monopoly and minimum signed domination. In the minimum
majority monopoly problem, the objective is to ﬁnd a smallest size subset X ⊆ V in a
given graph G = (V , E) such that |N[v] ∩ X |  12 |N[v]|, for at least half of the vertices
in V . On the other hand, given a graph G = (V , E), in the signed domination problem one
needs to ﬁnd a function f : V → {−1,1} such that f (N[v]) 1, for all v ∈ V , and the cost
f (V ) =∑v∈V f (v) is minimized.
We show that minimum majority monopoly and minimum signed domination cannot be
approximated within a factor of ( 12 −) lnn and ( 13 −) lnn, respectively, for any  > 0, un-
less NP ⊆ Dtime(nO (log logn)). We also prove that, if  is the maximum degree of a vertex in
the graph, then both problems cannot be approximated within a factor of ln − D ln ln,
for some constant D , unless P = NP.
On the positive side, we give ln( + 1)-factor approximation algorithm for minimum ma-
jority monopoly problem for general graphs. We show that minimum majority monopoly
problem is APX-complete for graphs with degree at most 3 and at least 2 and minimum
signed domination problem is APX-complete, for 3-regular graphs. For 3-regular graphs,
these two problems are approximable within a factor of 43 (asymptotically) and 1.6, respec-
tively.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We consider the minimum majority monopoly problem and the minimum signed domination problem on graphs. These
two problems are deﬁned as follows.
Min-Majority-Monopoly: Given an undirected simple graph G = (V , E), the minimum majority monopoly problem (Min-
Majority-Monopoly) is to ﬁnd the smallest possible set X ⊆ V such that |N[v] ∩ X |  12 |N[v]|, for at least half of the
vertices in V .
Min-Sign-Dom: Given an undirected simple graph G = (V , E), a function f : V → {−1,1} is called a signed domination
function of G , if f (N[v]) =∑v∈N[v] f (v) 1, for all v ∈ V . The cost of f is f (V ) =∑v∈V f (v). In the Minimum Signed
Domination (Min-Sign-Dom) problem, given a graph G = (V , E), it is required to ﬁnd a signed domination function f for
G with minimum cost.
These two problems are variations of the well known minimum dominating set problem (Min-Dom-Set). Given a graph
G = (V , E), a subset S of the vertex set V is called a dominating set of G if N[v]∩ S = ∅, for all v ∈ V . In Min-Dom-Set, it is
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50 S. Mishra / Journal of Discrete Algorithms 10 (2012) 49–60required to ﬁnd a dominating set S of minimum size in a given graph G . There may be possible applications for certain kind
of problems which arise in the following context. By assigning yes and no (or +1–1, agree-disagree, like-dislike, etc.) to the
vertices of a graph, one can model these objects as networks of people, organizations or computers where global decisions
must be made. In such a context, for example, minimum majority monopoly number represents the minimum number of
people whose positive votes can assure that at least half of all local groups (closed neighborhoods) have more yes voters
than no voters, even though the network may have very few people who vote yes. Apart from similar contexts, Min-Sign-
Dom has applications in discrepancy theory [8]. The Min-Sign-Dom was ﬁrst introduced by Dunbar et al. [5] and known
to be NP-complete even when restricted to bipartite graphs or chordal graphs [11]. Various researchers studied bounds
on the minimum signed domination number of a given graph. For bounded degree graphs (regular as well as graphs with
minimum degree r) Füredi and Mubayi [8] gave bounds on the minimum signed domination number and later Matoušek
[15] gave sharper bounds by proving a conjecture of Füredi and Mubayi.
The problem that is similar to Min-Majority-Monopoly is the minimum majority dominating set. Given an undirected
simple graph G = (V , E), a function f : V → {−1,1} is called a majority domination function of G , if f (N[v])  1, for at
least half of the vertices v ∈ V . In the majority domination problem, it is required to ﬁnd a majority domination function
with minimum cost f (V ) =∑v∈V f (v) = 2|X | − |V |. This is a known NP-complete problem and the majority domination
number of a connected graph is at most 2 [2]. For a survey on this problem we refer to [10]. The objective functions of
these two problems are similar in nature. In Min-Majority-Monopoly we minimize the size of X whereas in the minimum
majority dominating set we minimize 2|X |− |V |. Also the constraints of these two problems are of similar nature. However,
there are no approximability results (both lower and upper bound for approximation factor) known to us on these two
problems.
The minimum monopoly problem (Min-Monopoly) is another well studied optimization problem which arises in a sim-
ilar context. The minimum monopoly problem (Min-Monopoly) [17] is the problem of ﬁnding a subset X ⊆ V of minimum
cardinality in a given graph G = (V , E) such that |X ∩ N[v]|  |N[v]|2 , for all v ∈ V . Min-Monopoly is known to be NP-
complete and can be approximated by a greedy algorithm within a factor of 1 + ln |E| [17]. It is conjectured that, for any
 > 0, Min-Monopoly cannot be approximated within a factor of (1− ) lnn, unless NP ⊆ Dtime(nO (log logn)), where n is the
number of vertices in G [17]. In [14], it has been proved that, for any  > 0, Min-Monopoly cannot be approximated within
a factor of ( 13 − ) lnn, unless NP ⊆ Dtime(nO (log logn)). For 3-regular graphs, Min-Monopoly is APX-complete and can be
approximated within a factor 1.6154 [14].
Before giving an overview of our results we mention few deﬁnitions and notations which we shall use in this paper. All
the graphs considered in this paper are simple and contain no isolated vertex. For a vertex v ∈ V , the open neighborhood of
v is deﬁned as N(v) = {u ∈ V | (v,u) ∈ E} and the closed neighborhood of v is deﬁned as N[v] = N(v) ∪ {v}. Sometime, we
shall use NH (v) and NH [v] to denote the open neighborhood and closed neighborhood of v in the graph H , respectively.
For S ⊆ V , G[S] is the subgraph of G induced by the vertices in S and E[S] is the edge set of G[S]. In G = (V , E), S ⊆ V is
called a vertex cover if {u, v} ∩ S = ∅, for all (u, v) ∈ E . A set I ⊆ V is called an independent set of G if (u, v) /∈ E , for every
pair of vertices u, v ∈ I and is a maximal independent set of G if I ∪ {v} is not an independent set of G , for all v ∈ V \ I .
In Section 2, we obtain a ln( + 1) approximation algorithm for Min-Majority-Monopoly by observing it as a partial
multi-set multi-cover problem and using a greedy algorithm of Li et al. [20] for minimum partial multi-set multi-cover
problem, where  is the maximum degree of a vertex in the input graph. However, we do not have any approximation
algorithm for Min-Sign-Dom. Here, we would like to note that minimum signed domination number of a graph can be
negative [5]. Therefore, we restrict ourself to the class of graphs for which minimum signed domination number is positive
while considering the approximation properties of Min-Sign-Dom. By using the bound results for Min-Dom-Set and Min-
Set-Cover, we show that, for any  > 0, Min-Majority-Monopoly and Min-Sign-Dom cannot be approximated within a
factor of ( 12 − ) lnn and ( 13 − ) lnn, respectively, unless NP ⊆ Dtime(nO (log logn)). These lower bound results are weaker
than that of Min-Set-Cover because we use several copies of set cover instances in the respective reductions.
In Section 3, we use the results of Trevisan [19] for Min-Set-Cover- to derive similar inapproximability results for
these two problems. Here, we add more vertices to the natural inclusion bipartite graph associated with an instance of
Min-Set-Cover-. In these reductions, we do not need multiple copies of the set cover instance and the lower bound
results obtained for Min-Majority-Monopoly- and Min-Sign-Dom- match the lower bound for Min-Set-Cover-.
In Section 4, we show that Min-Majority-Monopoly and Min-Sign-Dom are approximable with factors of 43 and 1.6 for
3-regular graphs, respectively. We prove that Min-Majority-Monopoly for graphs with degree of each vertex either 2 or
3 and Min-Sign-Dom for 3-regular graphs are APX-hard by establishing L-reductions [16] from the minimum vertex cover
problem for 3-regular graphs (Min-VC-3). Given a 3-regular graph G = (V , E), in Min-VC-3, we are asked to ﬁnd a vertex
cover S of minimum size. By using lower bound for Min-VC-3 we obtain lower bounds for these two problems for graphs
with degree at most 3.
2. Hardness results
2.1. Minimum majority monopoly problem
We show that Min-Majority-Monopoly can be approximated to within a factor ln( + 1) in polynomial time, where 
is the maximum degree of a vertex in the graph. For this we cast it as a partial multi-set multi-cover problem. In multi-set
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multi-cover problem, we are given a collection C of multi-sets of a universe U . A multi-set contains a speciﬁed number of
copies of each element. It is required to cover each element u ∈ U a prescribed number of times, say requ , and we assume
that requ is not larger than the sum of the occurrences of u in the instance. We need to compute a sub-collection X of C , of
smallest size, such that the union of all multi-sets in X has at least requ copies of all elements u in U . In k-partial multi-set
multi-cover problem, it is required to compute a sub-collection X of C of smallest size such that the union of all multi-sets
in X satisﬁes the requirement condition for at least k elements in U . This is a generalization of set cover [4] and partial
set cover [18]. Based on the greedy algorithms [4,18] for set cover and partial set cover, Li et al. [20] designed a greedy
algorithm for partial multi-set multi-cover with approximation factor ln, where  is the maximum size of all multi-sets.
Now, given a graph G = (V , E) with n vertices, we construct an instance of the k-partial multi-set multi-cover problem
as follows. The universe U is the set of vertices of G . For each vertex v ∈ V , we construct a set Sv consisting of v and
all its neighbors. The vertex v is required to appear in at least reqv = 
|N[v]|/2 sets of the n2 -partial cover. By using the
algorithm in [20], we can approximate Min-Majority-Monopoly within a factor of ln( + 1). Therefore, we have
Theorem 1.Min-Majority-Monopoly can be approximated within a factor of ln(+1), where  is the maximum degree of a vertex
in the graph.
Next, we shall show that there is no approximation algorithm for the majority monopoly problem with approximation
factor better than ( 12 − ) logn, for any constant  > 0, unless NP ⊆ Dtime(nO (log logn)). For this we will use the following
result of Feige [7].
Theorem 2. Unless NP ⊆ Dtime(nO (log logn)), both Min-Set-Cover and Min-Dom-Set cannot be approximated within a factor of
(1− ) lnn, for any  > 0.
We shall derive a similar lower bound result for Min-Majority-Monopoly by establishing an approximation preserving
reduction from minimum dominating set problem.
Theorem 3. Unless NP ⊆ Dtime(nO (log logn)), Min-Majority-Monopoly cannot be approximated within a factor of ( 12 − ) lnn, for
any  > 0.
Proof. Let G = (V , E) be an instance of Min-Dom-Set. We assume that n = |V | and  is the maximum degree of a vertex
in G . From G , we shall construct a graph G ′ = (V ′, E ′), an instance of Min-Majority-Monopoly, in polynomial time as
follows. After making n copies G1 = (V1, E1),G2 = (V2, E2), . . . ,Gn = (Vn, En) of the graph G , we introduce two sets F and
L consisting of entirely new vertices with |F | = n2 + 2 and |L| = 2. Then, we make a complete graph with the vertices
of F . Let U ⊂ F with |U | =  be any ﬁxed set of vertices. Join each vertex of L with each vertex of U . Next, we introduce
edges between the vertices for G1,G2, . . . ,Gn and vertices of U . For each v ∈ Vi , connect v to d(v) vertices in U . This
completes the construction of the graph G ′ . For a sketch of this construction we refer to Fig. 1.
Clearly, |V ′| = 2n2 + 4. In the rest of the proof, we shall denote S and SM as the minimum dominating set of G and
minimum majority monopoly set of G ′ , respectively.
Claim 4. |SM | n|S| + .
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deﬁnition of S ′ that |S ′| = n|S| + . Since the local majority condition is satisﬁed at each vertex in the set V1 ∪ V2 ∪ · · · ∪
Vn ∪ L, and the cardinality of this set is n2 + 2, S ′ is a majority monopoly set of G ′ . From this, the claim follows. 
Claim 5. If SM is a minimum majority monopoly set of G ′ then |N[v] ∩ SM | < |N[v]|2 , for v ∈ F .
Proof. If |N[v] ∩ SM |  |N[v]|2 for some vertex v ∈ F \ U then SM must have at least n
2
2 +  vertices from F because
d(v) = n2 + 2 − 1, for each v ∈ F \ U . Thus |SM | n22 +  > 2n
2
5 + . It is known that size of a minimum dominating set
of a connected graph with at least 8 vertices and minimum degree 2 is at most 2n5 [13]. Therefore with Claim 4, we have
|SM | 2n25 + , which is a contradiction.
Since degree of a vertex in U is more than the degree of a vertex in F \ U , by same arguments it can be shown that
|N[v] ∩ SM | < |N[v]|2 , for v ∈ U . 
From the proof of Claim 5, it follows that a minimum majority monopoly set will not satisfy the majority requirement at
any vertex of F . Since |F | = |V ′|2 a minimum majority monopoly set will satisfy the majority requirement at each vertex of
V1 ∪ V2 ∪ · · · ∪ Vn ∪ L. For a given minimum majority monopoly set SM of G ′ , if SM ∩ L = ∅ then we can construct another
minimum majority monopoly set S ′M of G ′ with S ′M ∩ L = ∅. If v ∈ SM ∩ L then there exists at least one vertex u ∈ NG ′(v)
such that u /∈ SM . Otherwise, SM cannot be a minimum majority monopoly set of G ′ (this is true as L is an independent
set). Thus, S ′M is obtained from SM by replacing each vertex v ∈ SM ∩ L by a vertex u ∈ NG ′ (v) ∩ [V ′ \ SM ]. Therefore, we
assume that any minimum majority monopoly set S ′ of G ′ does not contain any vertex from the set L ∪ [F \ U ].
Next we shall show that, for any minimum majority monopoly set S ′ of G ′ , the set Si = S ′ ∩ Vi is a dominating set of Gi .
Since the local majority at each vertex v of Gi is satisﬁed, |NG ′ [v] ∩ S ′| |NG′ [v]|2 = |NGi [v]|, for all v ∈ Vi . As v is adjacent
to |NGi (v)| vertices in U , Si ∩ NGi [v] = ∅, for all v ∈ Vi . Therefore, Si is a dominating set of Gi . From this it follows that
n|S| |SM |. Thus along with Claim 4, we have n|S| |SM | n|S| + n.
Now, suppose there is a polynomial time algorithm for approximating Min-Majority-Monopoly within a factor of ( 12 −
) lnN , for graphs with N vertices. Then, by the above inequality, we obtain a polynomial time approximate solution for
Min-Dom-Set instance of size at most
1
n
|SM |
(
1
2
− 
)
ln
(
2n2 + 4) (1+ |S|)
(
1
2
− 
)
ln
(
2n2 + 4).
Since, 2n2 + 4 3n2, for large enough n, we have
(
1+ |S|)
(
1
2
− 
)
ln
(
3n2
)=
(
1
2
− 
)
|S|
(
1+ 1|S|
)
ln
(
n2
)(
1+ ln3
lnn2
)
.
As n increases the size of minimum dominating set increases. Hence, for suﬃciently large n, we can bound (1 + 1|S| ) by
(1+ 10 ) and the term (1+ ln3lnn2 ) by (1+ 10 ) to get a dominating set of size at most (1−2) lnn(1+ 10 )2|S| (1−′) lnn|S|,
where ′  1503 + 391002 + 95 . Hence by Feige’s theorem, the result follows. 
2.2. Minimum signed domination problem
It has been observed that minimum signed domination number of a graph may not be positive always [5]. Since the cost
of a solution needs to be positive, while considering the approximability of Min-Sign-Dom, we consider the graphs G for
which minimum signed domination number is positive.
Theorem 6. Unless NP ⊆ Dtime(nO (log logn)),Min-Sign-Dom cannot be approximated within a factor of ( 13 − ) lnn, for any  > 0.
Proof. We prove this theorem by reducing Min-Set-Cover to Min-Sign-Dom. Let C = (U , F) be an instance of Min-Set-
Cover, where U is the universe and F is the family of subsets of U . Assume that |U | + |F | = n. For u ∈ U , let d(u) = |{F ∈
F | u ∈ F }|. We associate a natural inclusion bipartite graph Gc with C where F ∪ U is the vertex set of Gc and an element
of U is connected by an edge to all sets those contain it. In order to construct an instance G of Min-Sign-Dom, we make
n2 disjoint copies of Gc . To these we add a complete graph with n2 vertices (let W be the set of these n2 vertices). Each
vertex of the n2 copies of Gc corresponding to the set S ∈ F is connected to |S| + 2 distinct vertices in W , and each vertex
corresponding to the element u ∈ U is connected to d(u) distinct vertices in W . Finally, we introduce a set P of n2 +n3 new
vertices and connect them to vertices of W such that degree of each vertex in P is 1 and each vertex in W is connected to
at least one vertex in P . We allocate all the edges to vertices of W as equally as possible. Clearly G has 2n2(n+ 1) vertices.
For a sketch of G we refer to Fig. 2.
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Claim 7. 2n2[1+ OPTSC(C)] fo(G) 2n2 OPTSC(C), where fo(G) is the cost of a minimum signed domination function for G.
Proof. It is important to observe that for any signed domination function f of G , f (v) = 1 for all v ∈ P ∪W . This is because
degree of each vertex in P is 1 and they are adjacent to vertices in W .
For a given set cover I of the instance C , we construct a signed domination function f I for G as follows. f I (v) = 1
for v ∈ P ∪ W ; f I (v) = 1 for v ∈ IG , where IG is the set of n2 copies of the vertices corresponding to the sets in I; and
f I (v) = −1 for all other vertices in G . Next, we show that f I is a signed domination function of G i.e. f I (N[v]) 1, for all v
in G . From the construction of G , it follows that there are at most n4 edges connecting the vertices of W and the n2 copies
of Gc . Hence, the total number of edges incident on the vertices of W is at most n2(n2 − 1) + n3 + n2 + n4 = n3(2n + 1).
Since we allocate these edges evenly among the vertices of W , degree of a vertex in W is at most 2n2 + n. Also, for each
vertex v ∈ W , N[v] contains n2 + n + 1 vertices from W ∪ P . Hence f I (N[v])  1, for all v ∈ W . Since d(v) = 1, for all
v ∈ P , and its neighbor is in W , f I (N[v]) = 2, for all v ∈ P . If v is a vertex in any of the n2 copies of Gc which corresponds
to an element in the universe U then f I (N[v])  1. This is because, out of 2d(v) + 1 vertices in N[v], at least d(v) + 1
vertices are assigned with +1 under f I (as d(v) vertices of N[v] are from W and at least one neighbor of v is in the set
cover). Similarly, it can be proved that f I (N[v]) 1, if v is a vertex in n2 copies of Gc corresponding to a set S ∈ F . The
cost of this signed domination function is f I (V ) = n3 + 2n2 + n2|I| − (n3 − n2|I|) = 2n2(1 + |I|). From this it follows that
2n2(1+ OPTSC(C)) fo(G).
For the second inequality, let f be any signed domination function for G . Let Ii be the set of vertices in the ith copy
of Gc for which f (v) = 1. If any of these vertices corresponds to an element u ∈ U , exchange it for a vertex (from the
same copy of Gc) corresponding to a set containing u. Then, the resulting set I ′i corresponds to a set cover of C . Hence,
f (V ) 2n2 OPTSC(C). 
Now, suppose there is a polynomial time algorithm for approximating Min-Sign-Dom within a factor of ( 13 − ) lnN ,
for graphs with N vertices and some 0 <  < 13 . Then, by the above claim, we obtain in polynomial time, an approximate
solution for Min-Set-Cover instance of size at most
1
2
fo(V )
(
1 − 
)
ln
(
2n2(n + 1)) 1
2
2n2
(
1+ OPTSC(C))
(
1 − 
)
ln
(
2n2(n + 1)).2n 3 2n 3
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(
1
3
− 
)(
1+ OPTSC(C)) ln(3n3)=
(
1
3
− 
)(
1+ OPTSC(C)) ln(n3)
(
1+ ln3
lnn3
)
.
As n increases, the size of the optimal set cover will increase. Hence, for suﬃciently large n, we can bound the term
(1+ 1OPTSC(C) ) by (1+ 10 ) and the term (1+ ln 3lnn3 ) by (1+ 10 ) to get a set cover of size
(1− 3) lnn
(
1+ 
10
)2
OPTSC(C) (1− ′) lnnOPTSC(C),
where ′  145 + 59
2
100 + 3
3
100 . Hence, by Feige’s theorem, unless NP ⊆ Dtime(nO (log logn)), this is not possible. 
3. Hardness results for bounded degree graphs
In this section we consider the inapproximability of these two problems for bounded degree graphs. We shall denote
Min-Majority-Monopoly-B as the minimum majority monopoly problem in which the instances are restricted to graphs
with maximum degree at most B . Similarly, we deﬁne the problem Min-Sign-Dom-B . We prove inapproximability result in
terms of the maximum degree of the graph by using the following result of Trevisan for minimum set cover problem. In our
reductions, we add more vertices to the bipartite graphs that naturally arise from the set cover instance without increasing
the maximum degree of the entire graph arbitrarily. Interestingly, in these reductions we do not need to make multiple
copies of the set cover instance as in the reductions in the previous section. Also, these reductions do not deteriorate the
lower bounds for these two problems.
Theorem 8. (See [19].) There exist constants o and C such that, for all  > o , Min-Set-Cover- cannot be approximated within
a factor of ln − C ln ln, unless P = NP.
This result is obtained by establishing a reduction from 3SAT to Min-Set-Cover-. We shall use some properties of an
instance of Min-Set-Cover- constructed in this reduction. The parameters involved in this reduction are as follows. Let
C = (U , F ) be such an instance of Min-Set-Cover-. We need three parameters m,n, l to deﬁne the sizes of U and F and
they are set as n = 2 lnmln lnm , l = 8c ln lnm and m = ((ln)32/c ) .
In the reduction, |U | = nl52lm and |F | = ( 5n3 )l7l . Thus, |U |  |F |/7l , i.e. |U |  |F | (ln)p for p  56/c . Let f () =

(ln)p . Since |F | + |U | = N , |F |  N/(1 + f ()) and |U |  N f ()1+ f () . It is important to mention that the constructed in-
stances of Min-Set-Cover- have a property that the maximum size of a set S ∈ F is larger than the frequency of an
element in U . Since the size of the universe is bounded from below and each set has size at most , the optimum set cover
OPTSC(C) |U |/ N
+(ln)p .
Theorem 9. There exist constants Bo and D such that, for all B > Bo,Min-Majority-Monopoly-B cannot be approximated within a
factor of ln B − D ln ln B, unless P = NP.
Proof. Given such an instance C = (U , F) of Min-Set-Cover- we shall construct an instance G of Min-Majority-
Monopoly-B in polynomial time as follows.
Let Gc be the inclusion bipartite graph for C . We introduce two copies U1 and U2 of the vertex set U . For each set
S = {u1, . . . ,uk} in F , which is also a vertex in Gc , we connect this vertex with the corresponding vertices in U1 and U2
by introducing 2k new edges. We shall denote this bipartite graph as G ′c . Let W be a set of 7N ln new vertices. Each vertex
of G ′c corresponding to the set S ∈ F is connected to |S| + 1 distinct vertices in W . For every element u ∈ U , each one
of the three vertices u, u1 and u2 are connected to d(u) distinct vertices in W . We allocate these edges to vertices of W
as equally as possible. To each vertex in W , we attach 3 new vertices of degree 1 each. Finally, we introduce a cycle of
2|U | + 3|W | + N − 7N
 ln new vertices and connect it to a vertex in W by an edge. This completes the construction of G
(for a sketch of G see Fig. 3).
Clearly, G has 2N+4|U |+6|W | vertices. We show that the maximum degree of a vertex in G is at most B = (ln)p+1.
If |Ec| is the number of edges in Gc , then 6|Ec | + |F | edges are incident on W from the vertices in G ′c . Therefore, the total
number of edges incident on W is 6|Ec |+ |F |+3|W |. Since |Ec||F |, 6|Ec |+ |F |+3|W | 7|F |+3|W | = 7 N(ln)p+1 +
21N
 ln = 7N(ln)p( +1 + 3 ln(ln)p ) 7N(ln)p , for large values of . From this it follows that the maximum degree of
G is at most max{6 + 1, 7N(ln)p|W | }(ln)p+1.
Claim 10. OPTSC(C) |Mo| OPTSC(C) + |W |, where Mo is an optimal majority monopoly set of G.
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Proof. Let So be an optimal set cover for the instance C of Min-Set-Cover-. Clearly the set So ∪W is a majority monopoly
set in G . Therefore, |Mo| OPTSC(C) + |W |.
In order to establish the other inequality, we prove that any optimal majority monopoly set of G will contain W and
vertices from F . Since G has 2N+6|W |+4|U | vertices, a majority monopoly set in G must satisfy the majority requirement
at least at N + 3|W | + 2|U | vertices. Let T = V − (F ∪ U ∪ U1 ∪ U2). Since |V − T | = N + 2|U |, any majority monopoly set
M in G must satisfy the majority requirement at 3|W | vertices from T . Since 3 degree one vertices are adjacent to each
vertex in W , W ⊂ M . From the construction it follows that M satisfy the majority requirement at each vertex in F and the
majority requirement at each vertex in U ∪ U1 ∪ U2 is short by one unit. If the set M contains a vertex from U ∪ U1 ∪ U2
then we replace it by one of its neighbors in F . Since the resulting set is again a majority monopoly set without increasing
the cardinality we shall assume that M does not contain any vertex from U ∪ U1 ∪ U2. If M contains a vertex p from
T − W , then it can be observed that there exists at least one vertex u ∈ U such that the majority requirement at u,u1,u2
is not satisﬁed. Therefore, we can replace p by a neighbor of u in F to obtain a new majority monopoly set of G without
increasing the cardinality. From this observation we shall assume that a majority monopoly set M in G contains all the
vertices from W and some vertices from F . From the deﬁnition of majority requirement it follows that S = M ∩ F is a set
cover for C and |M| = |W | + |S|. Hence OPTSC(C) |Mo|. 
Suppose there is an algorithm with properties as mentioned in the statement of the theorem. This algorithm will produce
a majority monopoly set whose value is at most (ln B − D ln ln B)|Mo|. From this, we can extract a set cover S with |S|
(ln B − D ln ln B)|Mo|. By Claim 10, |S| (ln B − D ln ln B)OPTSC(C)(1+ |W |OPTSC(C) ) (ln B − D ln ln B)OPTSC(C) (1+ 4ln).
Since B (ln)p+1, ln B  ln+ (p+1) ln ln and ln ln B ∼ ln ln. Using these inequalities, the approximation factor
is at most (ln − (D − p − 1) ln ln)(1 + 4ln). If we set D = p + C + 2 (where C is the constant accompanying the
ln ln term in Trevisan’s proof), then we get an approximation factor for MIN-SC which is better than the lower bound of
Trevisan. 
Theorem 11. There exist constants Bo and D such that, for all B > Bo, Min-Sign-Dom-B cannot be approximated within a factor of
ln B − D ln ln B, unless P = NP.
Proof. Given an instance C of Min-Set-Cover- we shall construct an instance G of Min-Sign-Dom-B in polynomial time
as follows. Let Gc be the inclusion bipartite graph for C . Let W and P be two sets of 3N ln and (1− 3 ln)N new vertices,
respectively. For large values of  |P | |W |. Each vertex of Gc corresponding to the set S ∈ F is connected to |S|+2 distinct
vertices in W . Each vertex corresponding to the element u ∈ U is connected d(u) distinct vertices in W . We allocate these
edges to vertices of W as equally as possible. Next, we introduce a matching of |W | edges between vertices of W and P .
Let T be a tree of (1 − 3
 ln)N − |W | vertices from P which are not yet connected with W . T has a property that all its
internal vertices are of degree 3 except for at most two internal vertices of degree 2. If |T | is even then there will be two
internal vertices of degree 2 otherwise T will have one such internal vertex. Let t be a vertex in T of degree 2. Finally,
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connect T with a vertex of W by introducing the edge (t,w), where w ∈ W . This completes the construction of G . For a
sketch of G see Fig. 4.
We now compute the maximum degree of a vertex in G . We claim that the number of edges from Gc into W is at
most 2N(ln)p . Note that there are 2(|Ec | + |F |) + |W | + 1 edges incident on W , where Ec is the edge set in Gc . Since
|Ec||F |, for large values of , we have 2(|Ec | + |F |) + |W | + 1 2( + 1)|F | + |W | + 1 3|F | + |W | 3N(ln)p .
Since |W | = 3N
 ln , the degree of a vertex in W will be at most (ln)
p+1. As degree of a vertex in G corresponding to
a set S ∈ F will be at most 2( + 1), the maximum degree of a vertex in G (we shall denote it as B) will be at most
(ln)p+1.
Next, we claim that fo(V ) = 2OPTSC(C), where fo(V ) is the optimal value of Min-Sign-Dom-B for the instance G . Given
an optimal set cover I of C , we construct a function f I : V → {−1,1} with f I (v) = 1, for v ∈ P ∪ W ∪ I and f I (v) = −1,
for other vertices in G . It can be observed that f I is a signed dominating function of G as f I (N[v])  1, for all v ∈ V .
Also f I (V ) = |I| + N − (N − |I|) = 2|I|. From this equation it follows that fo(V )  2OPTSC(C). It remains to show that
fo(V )  2OPTSC(C). If f is a signed domination function of G then f (v) = f (u) = 1, for all degree 1 vertex v and its
unique neighbor u in G . Since fo is a signed domination function of G , fo(v) = 1, for all v ∈ P ∪ W . Let X be the set of
elements S of F for which fo(S) = 1. If fo(u) = 1 for some vertex u ∈ U , then include a set S containing u in X . Clearly, X
is a set cover and |{v | fo(v) = 1 for v ∈ F ∪ U}| |X |. Hence, fo(V ) = 2|{v | fo(v) = 1 for v ∈ F ∪ U}| 2|X | 2OPTSC(C).
From this it follows that, for any signed domination function f of G , we have
|S f |
OPTSC(C) = f I (V )fo(V ) .
Suppose there is an algorithm for Min-Sign-Dom- with properties as mentioned in the theorem. Then the algorithm
will output a signed domination function with value at most (ln B − D ln ln B) fo(V ). From this we can construct a set cover
of size at most (ln B − D ln ln B) 12 fo(V ). This is at most (ln B − D ln ln B)OPTSC(C).
Since B (ln)p+1, ln B  ln + (p + 1) ln ln and ln ln B ∼ ln ln. Using these, the approximation factor is at most
ln − (D − p − 1) ln ln. If we set D = p + C + 1 (where C is the constant accompanying the ln ln term in Trevisan’s
proof), then we get an approximation factor of ln − C ln ln for Min-Set-Cover-. 
4. Approximability for 3-regular graphs
In this section, we consider the approximability of Min-Majority-Monopoly and Min-Sign-Dom for 3-regular graphs
and we shall denote these two restricted problems as Min-Majority-Monopoly-3 and Min-Sign-Dom-3. We show that
these two problems are in APX. We prove lower bound results for Min-Majority-Monopoly for graphs with degree of each
vertex either 2 or 3 and Min-Sign-Dom-3 by establishing reductions from Min-VC-3. From these results we conclude that
these two problems are APX-complete. However, we do not know any APX-hardness result for Min-Majority-Monopoly-
3. In order to derive lower bound results we use the following inapproximability result for Min-VC-3. For details about
gap preserving reduction and lower bond results for various standard NP-optimization problems we refer to the survey
article [1].
Theorem12. (See [3].) It is NP-hard to decidewhether an instance of Min-VC-3with n vertices hasminimum vertex cover of size above
0.51549586n or below 0.5103305n. Equivalently, it is NP-hard to approximateMin-VC-3 within a factor smaller than 1.0101215.
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Using Theorem 12 we show that Min-Majority-Monopoly is APX-complete for graphs in which degree of each vertex is
either 2 or 3.
Theorem 13. It is NP-hard to approximateMin-Majority-Monopolywithin a factor of 1.000793478, when restricted to graphs with
degree of each vertex either 2 or 3.
Proof. Let G = (V , E) be a 3-regular graph, an instance of Min-VC-3. From G we construct a 3-regular graph G ′ = (V ′, E ′),
an instance of Min-Majority-Monopoly with degree of each vertex either 2 or 3, as follows.
Let G = (V , E) be a 3-regular graph which is an instance of Min-VC-3. Since G is 3 regular it has 3n2 edges. Let e′ be an
edge in G . Replace each edge e ∈ E − {e′} by a gadget T1(e) and the edge e′ by the gadget T2(e) as shown in Fig. 5. Clearly
it can be observed that degree of each vertex in G ′ is either 2 or 3 and |V ′| = n′ = 23n.
Claim 14. For any minimum size vertex cover C of G and any minimum size majority monopoly set S of G ′ , |S| = 6n + |C |.
Proof. If C is a minimum vertex cover of G then SC = C ∪ {e1, e3, e5, e6 | e ∈ E} is a majority monopoly set in G ′ . SC is a
majority monopoly set in G ′ as the majority requirement is satisﬁed at V ∪ {e1, e2, e3, e4, e5, e6, e7 | e ∈ E} and the size of
this set is 232 n. Since SC = 6n + |C |, we have the inequality |S| 6n + |C |.
Let S be a minimum majority monopoly set in G ′ . In the rest of the proof of this theorem, for each edge e = (u, v) ∈ E ,
we shall denote the set of vertices {e1, e3, e5, e6,u, v} as the canonical set of vertices. We shall also assume that S ∩ T1(e) ⊆
{e1, e3, e5, e6,u, v} and S ∩ T2(e′) ⊆ {e′1, e′3, e′5, e′6,u, v}. Since only one edge gadget T2(e′) has a long induced cycle P we
shall assume that S does not contain any vertex from P . If S satisﬁes the majority requirement at each vertex in P then
|S| = 23n3 and hence cannot be a minimum majority monopoly set (as 23n3 > 6n + |C |). Therefore, the majority monopoly
requirement is not satisﬁed at each vertex in P by S . Since each edge gadget (except for e′) has 7 additional vertices and
G ′ has 23n vertices, if S ∩ P = ∅ then there exists a vertex t in an edge gadget at which the majority requirement is not
satisﬁed by S . Since P is a simple cycle, it can be easily observed that G ′[S ∩ P ] must be a matching (set of independent
edges). Let (p,q) be an edge in G ′[S ∩ P ] such that deletion of the vertices p and q from S will violate the majority
requirement at k vertices, where 2 k  3. Such a pair of vertices exists in S ∩ P because S does not satisfy the majority
requirement at all the vertices in P . We shall remove p and q from S and add two new vertices s and t which are from a
canonical set of vertices, for some e ∈ E . Inclusion of s and t into S will always satisfy the majority requirement at least at
k new vertices. This is because, if S does not contain any vertex from an edge gadget then choosing {s, t} = {e5, e6} we can
satisfy majority requirement at 3 vertices in it. For some e ∈ E , if S does not satisfy majority requirement at some vertices
in {e1, e2, . . . , e7} and S contains at least one canonical vertex from the corresponding edge gadget then inclusion of two
vertices from the remaining canonical vertices from this edge gadget into S will satisfy the majority requirement at least at
k new vertices. With the help of this process, we can construct a new majority monopoly set S ′ in G ′ such that S ′ ∩ P = ∅
and |S ′| |S|.
Therefore, for each e ∈ E , S contains e1, e3, e5, e6 and at least one of the end vertices of e. Hence S ∩ V is a vertex cover
of G and |S| = 6n + |S ∩ V |. Since C is a minimum vertex cover in G , we have |S| 6n + |C |. 
From Theorem 12 and Claim 14, we conclude that it is NP-hard to decide whether minimum majority monopoly set
of G ′ is greater than 0.2832824|V ′| or smaller than 0.2830578|V ′|. Therefore, it is NP-hard to approximate Min-Majority-
Monopoly with degree at most 3 within a factor smaller than 1.000793478. 
Lemma 15. If G is a 3-regular graph then a majority monopoly set of G has size at least n4 .
Proof. Let S be a majority monopoly set of G and let S = V \ S . Let P be the set of vertices v for which |N[v] ∩ S| 2 and
let Q = V \ P . By the deﬁnition of majority monopoly set we have |P |  n . Let |P ∩ S| = a, |P ∩ S| = b and |Q ∩ S| = c.2
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Clearly, a+b  n2 . It can be observed that every vertex in P ∩ S has at least 2 neighbors in S , each vertex in P ∩ S contains at
most 2 neighbors in S and each vertex in Q ∩ S has all its neighbors in S ∩ Q . Now consider the cut set C(S, S) = {(u, v) ∈
E | u ∈ S and v ∈ S}. From the above observations it follows that 2a  |C(S, S)| 2b + 3c, i.e. b  12n − a and c  23a − 23b.
From these inequalities it follows that |S| = b + c  23a + 13b  16n + 13a. If a < 14n then |S| = b + c  12n − a > 14n. If a  n4 ,
then |S| 16n + 13a n4 .
Moreover, this inequality is tight as there are 3-regular graphs for which the minimum majority monopoly set has
cardinality n4 . 
From the above proof it also follows that size of a minimum majority monopoly set is at least n4 in a graph with degree
of each vertex is either 2 or 3.
Theorem 16.Min-Majority-Monopoly-3 can be approximated within a factor of 43 +  , for all  > 0.
Proof. Consider the following greedy algorithm. Given a 3-regular graph G = (V , E), starting from an empty set S we
construct a majority monopoly set S by choosing an edge (u, v) ∈ E[V \ S] and updating the set S by S ∪ {u, v} in each
step till S becomes a majority monopoly set. In each step, we choose an edge (u, v) ∈ E[V \ S] that maximizes the size of
the set {p | |N[p] ∩ (S ∪ {u, v})| 2, ∀p ∈ V } − {p | |N[p] ∩ S| 2, ∀p ∈ V }. In other words, the induction of the vertices u
and v to S satisﬁes the majority requirement at maximum number of new vertices than that of S among all the edges in
G[V \ S].
For each choice of the edge (u, v), the pair of vertices u and v can satisfy the majority requirement at 4, 3 or 2 new
vertices. Let t be the number of edges chosen by the algorithm such that their end vertices satisfy the majority requirement
at 4 new vertices. Similarly, let k be the number of edges chosen by the algorithm that satisﬁes the majority requirement at
2 new vertices. Then |S| 2t+2k+ ( n2 −4t−2k) 23 = n3 + 23 (k− t). Thus |S||So |  43 + 8(k−t)3n . The theorem follows as 8(k−t)3n → 0
as n → ∞. 
It can be observed that the algorithm described in the proof of Theorem 16 also produces solutions of similar factor for
Min-Majority-Monopoly when restricted to the graphs with degree of each vertex either 2 or 3.
Theorem 17. It is NP-hard to approximateMin-Sign-Dom-3 within a factor of 1.00114522.
Proof. We prove this theorem by establishing an L-reduction from Min-VC-3 to Min-Sign-Dom-3. For a given 3-regular
graph G = (V , E), an instance of Min-VC-3, we construct another 3-regular graph G ′ = (V ′, E ′), an instance of Min-Sign-
Dom-3, by replacing each edge e = (u, v) ∈ E by an edge gadget H(u, v) as shown in Fig. 6. It can be observed that G ′ is 3
regular with 16n vertices.
Claim 18. For any minimum vertex cover S of G and for any minimum signed domination function f for G ′ , f (V ′) = 8n + 2|S|.
Proof. Let S be a minimum vertex cover of G . We deﬁne a function f S associated with S as f S (u) = 1, for u ∈ S , and
f S (u) = −1, for u ∈ V \ S . For an edge (u, v) ∈ E with both u, v in S , we set f S (uv4), f S (uv9) as −1 and f S (uv1), f S (uv2),
f S (uv3), f S (uv5), f S(uv6), f S (uv7), f S (uv8), f S(uv10) as 1. For an edge (u, v) ∈ E with u ∈ S and v /∈ S , we set f S (uv3),
f S (uv9) as −1 and f S (uv1), f S (uv2), f S (uv4), f S (uv5), f S(uv6), f S(uv7), f S (uv8), f S (uv10) as 1. Here it is important to
note that if for an edge (u, v) ∈ E with u /∈ S and v ∈ S then f S(uv3) cannot be assigned −1 as f S(u) = −1. Now it will not
be diﬃcult to show that the function f S associated with S is a signed domination function for G ′ . Also f S (V ′) = 8n + 2|S|.
From this observation it follows that a minimum signed domination function f for G ′ , f (V ′) 8n + 2|S|.
S. Mishra / Journal of Discrete Algorithms 10 (2012) 49–60 59Let f be a minimum signed domination function for G ′ . From the structure of the edge gadget H(u, v), it follows that
any signed dominating function f ′ for G ′ can assign −1 to at most two vertices in each edge gadget. If f assigns −1 to
more than two vertices in H(u, v), for some (u, v) ∈ E , then there will be a vertex p in H(u, v) such that f (N[p]) < 1,
which would imply that f is not a signed domination function. Since f is a minimum signed dominating function for G ′ ,
f (p) = −1 for exactly two vertices in H(u, v), for each edge (u, v) ∈ E . Without loss of generality, we shall assume that
f assigns value −1 to exactly one vertex from {uv3,uv4} and exactly one from {uv9,uv10}, in each edge gadget H(u, v).
Suppose f assigns −1 to a pair of vertices s, t in H(u, v), for some (u, v) ∈ E , such that s and t does not satisfy the above
mentioned property. Then one of s and t must be from {uv1,uv2} and this implies that f (u) = f (v) = 1. Now, we can
construct a new signed dominating function f ′ from f by replacing these pair of vertices by a pair of vertices p,q such
that p ∈ {uv3,uv4} and q ∈ {uv9,uv10}. It can be observed that f ′(V ′) = f (V ′). In an edge gadget H(u, v), since exactly
one of f (uv3) and f (uv4) is −1, both f (u) and f (v) cannot be −1. Therefore, for each edge (u, v) ∈ E , at least one of
f (u) and f (v) is 1. Hence, S f = {u | f (u) = 1} is a vertex cover in G and f (V ′) = 8n + 2|S f |. Since |S f |  |S| we have
f (V ′) 8n + 2|S|. 
From Theorem 12 and Claim 18, it follows that it is NP-hard to decide whether f (V ′) is greater than 0.564436892|V ′|
or less than 0.563791312|V ′|. Hence, it is NP-hard to approximate Min-Sign-Dom-3 within a factor of 1.00114522. 
The following theorem gives bounds on signed domination function for k-regular graphs. We use these results to design
constant approximation algorithms for Min-Sign-Dom-3.
Theorem 19. (See [6,9].) Let G be a k-regular graph having n vertices. Then nk+1  fo(G) 
n(k+1)
k+3 if k is even and
2n
k+1  fo(G) 
n(k+1)2
k2+4k−1 if k is odd.
Theorem 20.Min-Sign-Dom-3 can be approximated within a factor of 1.6.
Proof. Let G = (V , E) be a 3-regular graph with n vertices. Let f be a signed domination function for G , V− = {v ∈ V |
f (v) = −1} and V+ = V \ V− . In the rest of this proof we shall interpret f in terms of V− . It can be observed that, if
(u, v) ∈ E and u ∈ V− then all the neighbors of v other than u are in V+ . From this observation, one can conclude that
V− is a signed domination function of G if and only if V− is an independent set of G2 (where G2 is obtained from G by
introducing the edges (p,q) to G if p and q are of distance 2 in G). Since G is a 3-regular graph, the average degree a of
G2 will be at most 9. It is also known that with the help of a greedy algorithm [12] one can compute an independent set
V− of G2 in polynomial time such that |V−| na+1 . From Theorem 19, it follows that f A(G)f O (G) 
2(a−1)
a+1 . Since, a 9 we have
f A(G)
f O (G)
 1.6. 
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