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Abstract
We consider the main notions of G-quasiasymptotic (G-q.a.) analysis: G-q.a. behavior at zero,
G-q.a. expansion at infinity, Sc-asymptotic and boundedness, Sc-expansion at infinity and their ap-
plications to the asymptotic behavior of the solution to some types of nonlinear PDEs in Colombeau
algebra of generalized functions G.
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1. Introduction
The q.a. behavior [27] and S-asymptotic [24] play important role in the investigations of
the asymptotic behavior of the generalized functions’ integral transforms. Also, asymptotic
behaviors of distributions were used in investigations of analytical properties of quantum
field elements. These results pushed forward the study of analytical properties of distrib-
utions and so the mathematical tool was developed (cf. [5,11,25,27]). Notions of q.a. and
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(cf. references of these monographs). Systematic and simplified approach to asymptotic
expansions by the use of distributions is given in [8].
Distributions in the framework of asymptotic analysis allow preformation of many an-
alytical operations and assign values of divergent integrals. These notions are extended to
Colombeau algebra by the authors in [18,21,22]. Definition of G-q.a. expansion at zero,
basic properties and evaluation of some generalized functions in G \D′ are given in [21]
and [22]. We refer to [19] for related questions via G-q.a. behavior at zero.
Asymptotic analysis in Colombeau algebra of generalized functions G which is the
larger space than the space of distributions D′ allowing their multiplications, has a lot of
advantages. We prove that the properties of S-asymptotic and boundedness, q.a. behavior
and expansion inD′ are preserved in G, but the space G is a source of new properties, useful
for application. It preserves the classical properties but it gives new ones not available in
classical approach. We introduced and investigated in [17] and [20] the G-q.a. behavior at
zero in G. We give a new way of q.a. analysis and expansion in Colombeau setting outside
the classical approach since we consider elements from G \D′.
In this paper we consider the three main notions in q.a. analysis: q.a. behavior at zero,
q.a. expansion and S-asymptotic at infinity in G. We give the systematical extension of the
q.a. method from Schwartz theory of distributions to Colombeau algebra G. The applica-
tions of G-q.a. behavior and Sc-asymptotic and boundedness to PDEs are displayed.
We show that the Cauchy problem for a semilinear strictly hyperbolic (n×n)-system (2)
in two independent variables, has a solution whose G-q.a. behavior at zero is determined
by the G-q.a. behavior at zero of the initial data.
We give the definition of G-q.a. expansion at infinity in Colombeau space Gt and
describe its basic properties. We evaluate powers of δn, n ∈ N. We expanded quasias-
ymptotically the δ2(x, t) with respect (w.r.) to the corresponding scale and apply it in the
analysis, of the singular part of wave equation of the form (20) below. We obtain the G-q.a.
expansion of the solution along the characteristic lines which is a consequence of G-q.a.
expansion of the initial data which are (δ2, δ2).
In spite of the fact that the embedding of distributions is not canonical in simplified
version of Colombeau algebra that version is in the line with other Colombeau algebras.
The nonuniqueness of the embedding is not obstacle for the application of the theory.
We give the extension of the notion of S-asymptotic and boundedness from S ′ to Gt ,
as the notions of Sc-asymptotic, respectively Sc-boundedness at infinity in Colombeau al-
gebra of tempered generalized functions as the analogous to the corresponding ones in
classical theory. We give the main characterizations of these notions and application of
them in solving semilinear parabolic equations with singular initial data. Results concern-
ing this subject are given mostly in one space dimension. In many dimensional case instead
of interval [0,∞), a cone Rn+ is used, and in the case of general cone Γ , the assertions are
slightly complicated (cf. [25]). We analyze a semilinear parabolic equation with conser-
vative nonlinear term (or without it) and singular initial data through the Sc-asymptotic,
respectively Sc-boundedness of the initial data. In appropriate cases the Sc-asymptotic,
respectively Sc-boundedness of the solution is obtained.
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expand as an example element δ2 ∈ Gt \ S ′. We give only the sketch of the Sc-asymptotic
expansion at infinity and the possibilities for expansion of elements in Gt outside the S ′.
2. Preliminaries
In [1,6,7,10,14,16] is described Colombeau algebra of generalized functions as a use-
ful tool for solving nonlinear problems due to the fact that it allows the multiplication of
generalized functions. The essences of the framework of Colombeau generalized function
algebras are: equality in Gd sense and association, possibility of multiplication of gener-
alized functions (and embedded distributions) and unrestricted differentiation in G. Recall
the simplified version of that theory.
Let Ω be an open set in Rn, ε ∈ (0,1). Notation K Ω means that K is compact subset
of Ω and ω Ω means that ω is open and ω¯ is compact in Ω . Then, E(Ω) is the space of
families fε(·) of C∞ functions on Ω ; EM(Ω) is the space of families Gε ∈ E(Ω) with the
property that for every K Ω , and α ∈ Nn0 there exists r ∈ R such that supx∈K |G(α)ε (x)| =O(εr ); N (Ω) is the space of families Gε(x) ∈ EM(Ω) with the property that for every
K Ω , for all α ∈ Nn0 and for every q ∈ R, supx∈K |G(α)ε (x)| = O(εq) (O is Landau
symbol). If Gε does not depend on x we obtain a family of generalized numbers in CM ,
andN0 (which correspond to EM(Ω) andN (Ω)). Then, G(Ω) = EM(Ω)/N (Ω), and C¯ =
CM/N0. In the case of real numbers we have R¯ = RM/NR0 with appropriate definitions
of RM and NR0 .
For families of smooth functions in EM(Rn), various types of “equalities” are defined.
If F,G ∈ G(Rn), Fε and Gε being representatives of F and G, respectively, then
F = [Fε] = [Gε] = G if Fε − Gε ∈ N (Rn). (Both families define the same generalized
function.) If for every ψ ∈ C∞0 (Rn),
∫
Rn Fε(x)ψ(x) dx and
∫
Rn Gε(x)ψ(x) dx represent
the same complex number in C¯, then they are equal in Gd sense ([Fε] = [Gε] in Gd sense).
If for every ψ ∈ C∞0 (Rn) limε→0[
∫
Rn(Fε(x) − Gε(x))ψ(x) dx] = 0, then, they are asso-
ciated in D′ sense, i.e., [Fε] ∼ [Gε].
Generalized constant B ∈ C¯ is associated to a constant b ∈ C, B ≈ b if limε→0 Bε = b
for its representative Bε . Let G,H ∈ G(Ω). Elements G,H ∈ G(Ω), are L∞-associated
on Ω if for every ω  Ω , limε→0 ‖Gε − Hε‖L∞(ω) = 0, where Gε and Hε are repre-
sentatives of G and H , respectively. If g ∈ L∞(Ω), then G ∈ G(Ω) is associated to g if
‖g −Gε‖L∞(ω) → 0, as ε → 0 for every ωΩ and every representative Gε of G.
OM(Cp) denotes the space of functions f of C∞(Cp) for which f (α) is slowly in-
creasing at infinity (bounded by a polynomial) for every α ∈ N2p0 , where f (z1, . . . , zp) =
f (x1, y1, . . . , xp, yp) and
f (α) = ∂
|α|f
∂x
α1
1 ∂y
α2
1 . . . ∂x
α2p−1
p ∂y
α2p
p
.
The embedding of E ′(Ω) into G(Ω) given by i0,Ω :w 	→ (w ∗ φε|Ω)ε>0, where
φ ∈ S(Rn),
∫
φ(x) dx = 1,
∫
xαφ(x) dx = 0, ∀α ∈ Nn0, |α| 1 (1)
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f (· − t)g(t) dt). The mapping i0,Ω can be extended to an embedding ofD′(Ω) employ-
ing the sheaf property of G(Ω) along the line of [14, Chapter III, Appendix to Section 9].
Recall, G(Ω) is a fine sheaf of differential algebras over open sets of Rn. There is a unique
sheaf morphism of complex vector space i :D′ → G which extends the canonical embed-
ding i0,Ω :E ′(Ω) → G(Ω). Note, i commutes with the operation of differentiation and
its restriction to C∞(Ω) constitutes a sheaf morphism of algebras. We will describe this
mapping.
If A ⊂ Rn, then by (A)r is denoted the set (A)r = {x ∈ A; d(x,CA) > r}.
Denote by κφε a function in C∞(Ω) which is equal 1 on (Ω¯)2ε and suppκφε ⊂ (Ω¯)ε . If
Ω¯2ε = ∅, then κφε ≡ 0. If f ∈ C0(Ω), then the mapping
i : (φε, x) 	→ (f κφε ∗ φˇε)(x)=
∫
Rn
(κφεf )(t + x)φε(t) dt, x ∈ Ω,
is an element in EM(Ω). This mapping defines i :C0(Ω) → G(Ω). If f ∈D′(Ω), then the
corresponding element in G(Ω), i(f ), is defined by [f κφε ∗ φˇε|Ω ]. Following our previous
notation, we put Cdf = i(f ) (Cd means Colombeau distribution). If an element F ∈ G is
not of the form Cdf then we write F ∈ G \D′.
In order to embed E ′(Ω) into G(Ω) for the sake of G-q.a. behavior at zero we use
another embedding: Instead of mollifier φε , we use φε2 , ε ∈ (0,1)
(
φε2 = 1ε2n φ
( ·
ε
))
. If
T ∈ E ′(Ω), then Iφ(T ) = [T ∗ φε2]. One embeds D′(Ω) into G(Ω), Iφ :D′(Ω) → G(Ω),
by using the sheaf property of both spaces.
The use of embedding Iφ implies that distributions having the q.a. behavior at zero in
D′(Ω) have the G-q.a. behavior as embedded elements of G. For the sake of G-q.a. at
infinity we use usual mollifiers φε = 1ε φ
( ·
ε
)
.
Recall [10] the construction of the space of Colombeau algebra of tempered generalized
functions Gt . Let I = (0,1]. Then,
Et (Rn) =
{
(uε)ε ∈
(
C∞(Rn)
)I | ∀α ∈ Nn0 ∃N ∈ N:
sup
x∈Rn
(
1 + |x|)−N ∣∣∂αuε(x)∣∣=O(ε−N) as ε → 0},
Nt (Rn) =
{
(uε)ε ∈
(
C∞(Rn)
)I | ∀α ∈ Nn0 ∃p ∈ N ∀m ∈ N:
sup
x∈Rn
(
1 + |x|)−p∣∣∂αuε(x)∣∣=O(εm) as ε → 0}.
Elements of Et (Rn) and Nt (Rn) are called moderate, respectively negligible. Algebra
of tempered generalized function on Rn is defined as Gt (Rn) = Et (Rn)/Nt (Rn). Note
Nt (Rn)∩ EM(Rn) =N (Rn).
Let θ ∈ C∞(R) such that θ(x) = 1 for |x| > 2 and θ(x) = 0 for |x| < 1. Then, θε(x) =
θ(εx) ∈N (Rn)∩ EM(Rn) but θε /∈Nt (Rn).
Elements of Gt (Rn) determine elements of G(Rn) in an obvious way.
If f ∈ S ′(Rn), then the embedding of f into Gt (Rn) is denoted by f 	→ Ctdf . More
precisely, as in the case of embedding i we put Ctdf = [f ∗ φε], where φ ∈ S(Rn) satis-
fies (1). Clearly, for every ψ ∈ C∞c (Rn) =D(Rn), Nε = (ψ ∗ φε −ψ) ∈N (Rn).
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appearances.
3. G-q.a. at zero of a solution to semilinear hyperbolic system
We denote by K a set of positive measurable functions defined on (0,1) with the prop-
erty A−1εp  c(ε)Aε−p, ε ∈ (0,1), for some A> 0 and p > 0.
Let Ω denote an open set in Rn which contains 0.
Definition 1. Let F ∈ G(Ω). It is said that an F ∈ G(Ω) has the G-q.a. behavior at zero
(w.r.) to c(ε) ∈K if there is Fε , a representative of F , such that for every ψ ∈D(Ω) there
is Cψ ∈ C such that
lim
ε→0
〈
Fε(εx)
c(ε)
,ψ(x)
〉
= Cψ
and Cψ = 0 for some ψ .
It is proved in [17] that there exists g ∈D′(Ω) such that Cψ = 〈g,ψ〉, ψ ∈D(Ω). For
the main properties of G-q.a. behavior at zero cf. [17].
If Fε ∈N (Ω), then for every c ∈K and every ψ ∈D(Ω),
lim
ε→0+
〈
Fε(εx)
c(ε)
,ψ(x)
〉
= 0.
Recall, when we deal with the G-q.a. behavior or expansion (later) at zero we use the
embedding Iφ :D′(Ω) → G(Ω) (with mollifier φε2(x)= 1ε2n φ
(
x
ε2
)
, x ∈ Rn, ε ∈ (0,1)).
Let(
∂t +Λ(x, t)∂x
)
u(x, t) = F (x, t, u(x, t)), (x, t) ∈ R2,
u(x,0)= (u1(x,0), . . . , un(x,0))= (a1(x), . . . , an(x)) ∈ (G(R))n, (2)
be a semilinear strictly hyperbolic system where Λ(x, t) is a diagonal matrix with the
real distinct smooth functions on the diagonal and (x, t, u) 	→ F(x, t, u) is a smooth func-
tion on R2 × Cn, with the unbounded gradient ∇zF (x, y, z). By assumption on matrix
(‖Λ‖  c < ∞) the characteristic curves globally exist, i.e., for every (x, t) ∈ R2 there
exists a compact set K such that the characteristic curves which pass through (x, t) start
from K . It is proved in [14] that the Cauchy problem (2) is uniquely solvable in the algebra
of generalized functions (G(KT ))n if: (1) Cn  u 	→ F(x, t, u) is polynomially bounded
together with all derivatives, uniformly for (x, t) ∈ K , for any compact set K  R2;
(2) Cn  u 	→ ∇uF (x, t, u) is globally bounded, uniformly (w.r.) to (x, t) ∈ K , for any
compact set K  R2. Here, KT is a domain of determinacy bounded by extremal char-
acteristics emanating from the end points of a given compact interval K , and the lines
t = ±T , T > 0. In the sequel we will assume ˚KT to be a neighborhood of 0.
We find a regularization for a nonlinear term such that the regularized equation is
uniquely solvable in G. Moreover, if a local continuous solution to (2) exists under some
mild assumptions, then it is associated to the solution of regularized equation and G-q.a.
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equation and Euler–Lagrange equation in one space dimension with distributions as initial
data.
3.1. h-regularized system
Assume that F(x, y,u, v) ∈ C∞(R2+2n) and that ∇(u,v)F (x, y,u, v) is not necessarily
bounded for (x, y) ∈ K for every K  R2. Fix a decreasing function h : (0,1) → (0,∞)
such that
h(ε) =O(| logε|1/2), h(ε) → ∞, as ε → 0. (3)
Let Br , be the cube |x|  r , |t|  r , |u|  r , and u = (u1, v1, . . . , un, vn). Denote by εi
a decreasing sequence of positive numbers such that h(εi+1) = i , i ∈ N. We have h(ε)
i − 1 for εi+1  ε < εi . Set for i ∈ N,
Si = Bi ∩
{
(x, t, u, v),
∣∣F(x, t, u, v)∣∣ i − 1},⋂{
(x, t, u, v),
∣∣∇(u,v)F (x, t, u, v)∣∣ i − 1}.
Let κi be the characteristic function for Si , i ∈ N, and α ∈ C∞0 (R),
∫
α(t) dt = 1,
α  1, α = 1 in a neighborhood of t = 0 and αε(t) = 1ε α
(
t
ε
)
, t ∈ R. Put αε(x, t, u, v) =
αε(x)αε(t)αε(u1) . . .αε(un)αε(v1) . . .αε(vn),
κh(ε) = (κi ∗ αh(ε)−1), ε ∈ [εi+1, εi), i ∈ N,
F kh(ε) = Fkκh(ε), ε ∈ (0, ε1), k = 1, . . . , n.
Then, there exists a constant C > 0 such that
‖Fh(ε)‖L∞(R2n+2)  Ch(ε), ‖∇(u,v)Fh(ε)‖L∞(R2n+2)  Ch(ε)2. (4)
The integral curves for (2), which pass through (x0, t0) at time τ = t0, are the solutions to
∂
∂τ
γi(x0, t0, τ ) = λi(γi(x0, t0, τ ), τ ), γi(x0, t0, t0) = x0. In the sequel, we assume that the
integral curves x = γi(x0, t0, τ ), i ∈ {1, . . . , n}, which are called characteristic curves of
the system, exist globally. Using representatives, h-regularized system has the form(
∂t +Λ(x, t)∂x
)
uh(ε)(x, t) = Fh(ε)
(
x, t, uh(ε)(x, t)
)+ d1ε(x, t), (5)
uh(ε)(x,0) = Aε(x)+d2ε(x), where Aε ∈ (EM(R))n, d1ε ∈ (N (R2))n, and d2ε ∈ (N (R))n.
Proposition 1 [13]. (i) Assume that every component of the mapping y 	→ F(x, t, y)
belongs to OM(Cn) and has uniform bounds for (x, t) ∈ K for any K  R2. Then the
regularized system (5) has a unique solution in (G(R2))n whenever the initial data are in
(G(R))n.
(ii) Let the initial data (a1, . . . , an) in (2) belong to (C(R))n and K0 = [−J,J ], J > 0.
The solution uh(ε) to the regularized system (5) is L∞-associated with the continuous local
solution u to (2) in ˚KT0 , for some T0 > 0.
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every characteristic curve γ to (5) (which pass through εx at τ = εt),
lim
ε→0
ai,ε(γi(εx, εt,0))
c(ε)
exists in D′(R2), i = 1, . . . , n,
where c(ε) ∈K, and
lim
ε→0
ε| logε|1/2
c(ε)
= 0, (6)
or
ε
c(ε)
,
ε| logε|
c(ε)
sup
(x,t)∈K
∣∣aε(γi(εx, εt,0))∣∣→ 0,
for every K R2, i = 1, . . . , n. (7)
Then, the solution ([u1,h(ε)(x, t)], . . . , [un,h(ε)(x, t)]) to (5) has the G-q.a. behavior at zero
(w.r.) to c(ε), i.e.,
lim
ε→0
〈
ui,h(ε)(εx, εt)
c(ε)
,ψ(x, t)
〉
= Ci,ψ , Ci,ψ ∈ C, ψ ∈D(R2), i = 1, . . . , n.
(ii) Assume that the conditions of Proposition 1(ii) hold as well as ε
c(ε)
→ 0, ε → 0.
Assume
lim
ε→0+
ai(γi(εx, εt,0))
c(ε)
exists in D′((−J,J )× (−T0, T0)) (8)
for some T0 > 0, where c(ε) ∈K. Then, the local continuous solution to (2) has the G-q.a.
behavior at (0,0) which is the same as the G-q.a. behavior at zero of the generalized solu-
tion to (5), where Aε(x)= [(A1ε(x), . . . ,Anε(x))], Aiε(x)= (aiβε)∗φε2(x), i = 1, . . . , n,
and βε is the characteristic function of (−J + ε, J − ε).
Proof. (i) Let ψ ∈ D(R2), suppψ ⊂ K  R2, K0 and T be such that K  ˚KT . If
i = 1, . . . , n, ε ∈ (0, ε0), then there exists the solution to (5) (with d1ε = 0, d2ε = 0) or
equivalently to
ui,h(ε)(εx, εt) = ai,ε
(
γi(εx, εt,0)
)
+
εt∫
0
F ih(ε)
(
γi(εx, εt, τ ), τ, ui,h(ε)
(
γi(εx, εt, τ ), τ
))
dτ, (9)
(x, t) ∈ KT , uh(ε) = (u1,h(ε), . . . , un,h(ε)) ∈ (EM( ˚KT ))n.
Note that for 0 θ  1, ε ∈ (0, ε0),
F ih(ε)
(
γi(εx, εt, τ ), τ, ui,h(ε)
(
γi(εx, εt, τ ), τ
))
= F ih(ε)
(
γi(εx, εt, τ ), τ,0
)
+ (u1,h(ε)(γi(εx, εt, τ ), τ), . . . , un,h(ε)(γi(εx, εt, τ ), τ ))
× ∇uF i
(
γi(εx, εt, τ ), τ, θui,h(ε)
(
γi(εx, εt, τ ), τ
))
.h(ε)
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ui,h(ε)(εx, εt) = ai,ε
(
γi(εx, εt,0)
)+
εt∫
0
F ih(ε)
(
γi(εx, εt, τ ), τ,0
)
dτ
+
εt∫
0
(
u1,h(ε)
(
γi(εx, εt, τ ), τ
)
, . . . , un,h(ε)
(
γi(εx, εt, τ ), τ
))
× ∇uF ih(ε)
(
γi(εx, εt, τ ), τ, θui,h(ε)
(
γi(εx, εt, τ ), τ
))
dτ,
where 0 θ  1, ε ∈ (0, ε0). By Gronwall’s inequality, we have for 0 θ  1, ε ∈ (0, ε0),
sup
(x,t)∈KT
∣∣ui,h(ε)(εx, εt)∣∣

(
sup
(x,t)∈KT
∣∣aε(γi(εx, εt,0))∣∣+ |εT | sup
(x,t)∈KT
∣∣F ih(ε)(x, t,0)∣∣)
× exp
(
εnT sup
(x,t)∈KT
u∈Cn
∣∣∇uF ih(ε)(x, t, u)∣∣)

(
sup
(x,t)∈KT
∣∣aε(γi(εx, εt,0))∣∣+Cε) exp(CT nε| ln ε|).
The last inequality follows due to the boundedness of F i(x, t,0) on compact sets and
|∇uF ih(ε)| C| log ε| on R2n+2, i = 1, . . . , n. Thus, we obtain that there exists C > 0 such
that
sup
(x,t)∈KT
∣∣ui,h(ε)(εx, εt)∣∣ C( sup
(x,t)∈KT
∣∣aε(γi(εx, εt,0))∣∣+ ε), ε ∈ (0, ε0). (10)
We shall estimate the integral part of (9). We have
εt∫
0
∣∣F ih(ε)(γi(εx, εt, τ ), τ, ui,h(ε)(γi(εx, εt, τ ), τ ))∣∣dτ

εt∫
0
∣∣F ih(ε)(γi(εx, εt, τ ), τ,0)∣∣dτ
+
εt∫
0
∣∣ui,h(ε)(γi(εx, εt, τ ), τ )∣∣ sup
(x,t)∈KT
u∈C
∣∣∇uF ih(ε)(x, t, u)∣∣dτ.
Applying (10) we obtain
εt∫
0
∣∣F ih(ε)(γi(εx, εt, τ ), τ, ui,h(ε)(γi(εx, εt, τ ), τ ))∣∣dτ
 Cε
(
1 + | logε| sup ∣∣aε(γi(εx, εt,0))∣∣). (11)(x,t)∈KT
S. Pilipovic´, M. Stojanovic´ / J. Math. Anal. Appl. 302 (2005) 97–128 105We have〈
ui,h(ε)(εx, εt)
c(ε)
,ψ(x, t)
〉
=
〈
ai,ε(γi(εx, εt,0))
c(ε)
,ψ(x, t)
〉
+
∫ ∫
(x,t)∈KT
εt∫
0
1
c(ε)
F ih(ε)
(
γi(εx, εt, τ ), τ, ui,h(ε)
(
γi(εx, εt, τ ), τ
))
dτ
× ψ(x, t) dx dt.
Now, if (6) holds, by (3) and (4) the assertion follows. Let us consider case (7). Apply-
ing (11) we obtain
∣∣∣∣∣
∫ ∫
(x,t)∈KT
εt∫
0
1
c(ε)
F ih(ε)
(
γi(εx, εt, τ ), τ, ui,h(ε)
(
γi(εx, εt), τ
))
dτψ(x, t) dx dt
∣∣∣∣∣

〈
Cε(1 + | logε| sup(x,t)∈KT |aε(γi(εx, εt,0))|)
c(ε)
,ψ(x, t)
〉
→ 0.
Thus, the assertion follows by (7).
(ii) We note that assumption (8) implies that
lim
ε→0+
〈
Aiε(γ (εx, εt,0))
c(ε)
,ψ(x, t)
〉
exists for ψ ∈ D((−a, a)× (−T0, T0)). This follows by the properties of the convolution
in the definition of Ai,ε .
Let K0 = [−J,J ], ui be the exact solution to (2) in KT0 for some T0 > 0 such that ui
is bounded on KT0 , i = 1, . . . , n. By the same arguments as in the proof of (i) we have the
assertion. Note, |F i(x, t, u)| and |F i(x, t, ui,h(ε))| are bounded on KT0 . 
3.2. Examples
Example 1. Consider the wave equation
utt (x, t)−∆u(x, t) = f
(
x, t, u(x, t)
)
, u|t=0 = u˜0(x), ut |t=0 = u˜1(x), (12)
u˜0, u˜1 ∈ D′(R), where f is C∞ function with the unbounded gradient such that
f (x, t,0) = 0. With the substitution u2 = u, u1 = ut − ux , u2(x,0) = a2(x) = u˜0(x),
u1(x,0)= a1(x) = u˜1(x)− u˜0x(x), it can be considered as a semilinear strictly hyperbolic
system (2) with the diagonal matrix
Λ =
[
1 0
0 −1
]
, U =
[
u1
u2
]
, F =
[
f (x, t, u2)
u1
]
.
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Equivalently to (12) we have, with a1(x)= u˜1(x)− u˜0x(x), a2(x) = u˜0(x), that
u1(x, t) = a1(x − t)+
t∫
0
f
(
u2(x − t + s, s)
)
ds,
u2(x, t) = a2(x + t)+
t∫
0
u1(x + t − s, s) ds.
We use the regularization from Section 3.1 and find the generalized solution to
(∂t + ∂x)u1,ε = fh(ε)(u2,ε) + d1,ε(x, t), (∂t − ∂x)u2,ε = u1,ε,
ui,ε(x,0) = ai,ε(x)+ d2i,ε, (13)
where
aiε(x) = aiβε ∗ φε2(x), i = 1,2, (14)
βε is the characteristic function of (−1/ε,1/ε) (d1,ε ∈N (R2), d2i,ε ∈N (R)). We call (13)
and the corresponding equation in (G(R)2)2 the h-regularized systems related to the
h-regularized wave equation. Since (3) holds, the assumption on h implies
sup
x∈R
∣∣f ′h(ε)(x)∣∣ C| logε| for some C > 0. (15)
By Proposition 1, the h-regularized system is uniquely solvable in (G(R2))2.
Proposition 3. Let a1, a2 ∈D′(R) and c(ε) ∈K. Assume
lim
ε→0
a2(εx + εt)
c(ε)
exists in D′(R2), (16)
lim
ε→0
ε| logε|
c(ε)
sup
(x,t)∈K
{∣∣a1,ε(εx − εt)∣∣+ ∣∣a2,ε(εx + εt)∣∣}= 0
for every K R2 (17)
(aiε is given by (14), i = 1,2). Then, the solution [u2,h(ε)(x, t)] to the h-regularized sys-
tem (13) has the G-q.a. behavior at zero (w.r.) to c(ε), i.e.,
lim
ε→0
〈
u2,ε(εx, εt)
c(ε)
,ψ(x, t)
〉
= C2,ψ , C2,ψ ∈ C, ψ ∈D(R2).
Remark 1. In fact we shall prove that the generalized solution uε = u2ε to the h-regular-
ized wave equation has the corresponding G-q.a. behavior.
Proof. We note that (16) holds with a2,ε instead of a2. This follows from [26].
Let ψ ∈D(R2), suppψ KT for enough large compact set K0 ⊂ R and T > 0. Due to
f (x, t,0)= 0, we have
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x∈R
{|f ′h(ε)|}
εt∫
0
∣∣u2,ε(εx − εt + τ, τ )∣∣dτ,
∣∣u2,ε(εx, εt)∣∣ ∣∣a2,ε(εx + εt)∣∣+
εt∫
0
∣∣u1,ε(εx + εt − τ, τ )∣∣dτ,
ε ∈ (0, ε0), for suitable ε0. Gronwall’s inequality and (15) imply
sup
(x,t)∈KT
√∣∣u1,ε(εx, εt)∣∣2 + ∣∣u2,ε(εx, εt)∣∣2
 C sup
(x,t)∈KT
√∣∣a1,ε(εx − εt)∣∣2 + ∣∣a2,ε(εx + εt)∣∣2. (18)
We apply these estimates in the examination of the G-q.a. behavior of u2,ε ,
lim
ε→0
∣∣∣∣
〈
u2,ε(εx, εt)
c(ε)
,ψ(x, t)
〉∣∣∣∣= lim
ε→0
〈
a2(εx + εt)
c(ε)
,ψ(x, t)
〉
+
〈∫ εt
0 u1,ε(εx + εt − τ, τ ) dτ
c(ε)
,ψ(x, t)
〉
.
By assumptions in (16) and (17) and by (18) it follows that
lim
ε→0
〈
u2,ε(εx, εt)
c(ε)
,ψ(x, t)
〉
= C2,ψ , C2,ψ ∈ C, ψ ∈D(R2). 
Example 2. As another example of a semilinear hyperbolic system we consider the Euler–
Lagrange equation with one space variable. The existence and uniqueness of generalized
solutions to this equation are given in [9], especially when V (x) is the delta function. For
the Euler–Lagrange equation x¨ + V ′(x) = 0, x(0) = x0, x˙(0) = x˙0, x0, x˙0 ∈ R¯, or in the
form of representatives x¨ε + V ′ε(xε) = 0, xε(0) = x0ε, x˙ε(0) = x˙0ε , x0ε, x˙0ε ∈ RM , it is
proved in [9] that there exists a unique solution in G(R), [Vε] is a tempered generalized
function of L∞-log type, i.e., |V ′′ε | C| logε|, ε ∈ (0,1).
Let V be a C∞ function with unbounded second derivative. We find a regularization
Vh(ε) = V κh(ε), such that |V ′′h(ε)(x)|  C| logε|3/2, for some C > 0. Setting xε = u2,ε ,
u1,ε = u˙2,ε we obtain the regularized system
d
dt
u1 = −
[
V ′h(ε)(u2ε)
]
,
d
dt
u2 = u1, u2(0) = [x0ε], u1(0) = [x˙0ε]
which corresponds to h-regularized equation
x¨ + [V ′h(ε)(x)]= 0, x(0)= [x0ε], x˙(0)= [x˙0ε]. (19)
Then, there is C > 0 such that supt∈[−T ,T ]
√|u1,ε(εt)|2 + |u2,ε(εt)|2  C(x20ε + x˙20ε)1/2.
Using this inequality and u2,ε(εt) = x0ε +
∫ εt
u1,ε(εu) du, we directly obtain0
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the solution [u2,ε(t)] = [xε(t)] to (19) has the G-q.a. behavior at zero (w.r.) to c(ε), i.e.,
lim
ε→0
〈
xε(εt)
c(ε)
,ψ(t)
〉
= Cψ, Cψ ∈ C, ψ ∈D(R2).
4. G-q.a. expansion at infinity
The G-q.a. behavior at infinity is defined for tempered generalized functions since for
c(1/ε) ∈K and (η)ε ∈Nt (Rn) we have
lim
ε→0+
〈
ηε(t)
c(1/ε)
,ϕ(t)
〉
→ 0 as ε → 0+ for every ϕ ∈D(Rn).
We give the definition of the notion of G-q.a. expansion at infinity. This includes the
G-q.a. behavior at infinity.
For the sake of G-q.a. expansion at infinity we use the usual mollifier net (φε)ε .
Recall, if θ ∈ S(Rn), then (θ − θ ∗ φε) ∈Nt (Rn) and if f ∈ S ′(Rn), then Ctdf = [fε],
where fε = f ∗ φε , ε ∈ (0,1) (φ is described in (1)).
Recall, K is defined in Section 3.
Definition 2. We denote by Λ the set N or a finite set of the form {1,2, . . . ,N}, N ∈ N.
Let ck ∈K, k ∈ Λ, such that
lim
ε→0
ck+1(1/ε)
ck(1/ε)
→ 0, k = 1, . . . ,N − 1 (or k ∈ N, if Λ = N) and
Pk = [Pkε] ∈ Gt (R), k ∈ Λ.
Then G = [Gε] ∈ Gt (R) has the G-q.a. expansion at infinity as∑k∈ΛPkε (w.r.) to {ck(1/ε);
k ∈ Λ} if
(Gε −∑mk=1 Pkε)(x/ε)
cm(1/ε)
→ 0, ε → 0+, in D′(R) for every m ∈ Λ.
In this case we write
G
q.e.c.∼
∑
k∈Λ
Pk (w.r.) to
{
cm(1/ε), m ∈ Λ
}
,
and say that G has the G-q.a. expansion at infinity in Colombeau sense.
We refer to [22] for corresponding definition at zero.
Proposition 5. Let f ∈ S ′(R). Then f q.e.∼ ∑k∈ΛAkPk (w.r.) to {cm(1/ε), m ∈ Λ} if and
only if
Ctdf
q.e.c.∼
∑
k∈Λ
Ak[Pkε] (w.r.) to
{
cm(1/ε), m ∈ Λ
}
.
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(f ∗ φε)(x/ε)−∑mk=1 Ak(Pk ∗ φε)(x/ε)
cm(1/ε)
,α(x)
〉
=
〈
ε(f (x)−∑mk=1 AkPk(x))
cm(1/ε)
,
(
φˇε(t) ∗ α(tε)
)
(x)
〉
=
〈
f (x/ε)−∑mk=1 AkPk(x/ε)
cm(1/ε)
,ψε(x)
〉
,
where
ψε(x) =
∞∫
−∞
φˇε(t)α(x − tε) dt =
∞∫
−∞
φˇ(t)α(x − tε2) dt ∈ S(R).
Due to the convergence ψε
S→ α as ε → 0, this implies
lim
ε→0
〈
(f ∗ φε)−∑mk=0 Ak(Pk ∗ φε)(x/ε)
cm(1/ε)
,α(x)
〉
=
〈
g(x)−
m∑
k=0
AkPk(x),α(x)
〉
and the assertion follows. 
In the next propositions we give the G-q.a. expansion of an element in Gt \ S ′.
Proposition 6. Let δn = [ 1
εn
φn
( ·
ε
)]
, where n ∈ N, φ ∈ C∞0 ,
∫
φ = 1, ∫ xjφ(x) dx = 0,
j N . Then
δn(·) =
[
1
εn
φn
( ·
ε
)]
q.e.c.∼
j∑
k=0
(−1)k µk
k!
[
1
εn
φ(k)
( ·
ε
)]
(w.r.) to {ε−n+2+2j , j = 0,1, . . . ,N}.
Proof. Let µk =
∫
xkφn(x) dx , k ∈ N0. We have ε → 0, j = 0,1, . . . ,N ∈ N,
1
ε−n+2
∫ ( 1
εn
φn
(
x
ε2
)
− µ0
εn
φ
(
x
ε2
))
ψ(x) dx ⇒
∫
φn(x) dx −µ0 = 0
as ε → 0,
...
1
ε−n+2+2j
∫ ( 1
εn
φn
(
x
ε2
)
− µ0
εn
φ
(
x
ε2
)
+ · · · + (−1)
j
εn(j)!µjφ
(j)
(
x
ε2
))
ψ(x) dx→0.
Thus,[
1
εn
φn
( ·
ε
)]
q.e.c.∼
j∑
k=0
(−1)k µk
k!
[
1
εn
φ(k)
( ·
ε
)]
(w.r.) to {ε−n+2+2j , j = 0,1, . . . ,N ∈ N}. 
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As an application, we consider the wave equation(
∂2t − ∂2x
)
v = 0, v|t=0 = a0(x), vt |t=0 = a1(x), vx|x=0 = 0 (20)
and give the evaluation of the solution when initial data are (a0, a1) = (δ2, δ2). Note that
this Cauchy problem has no sense in Schwartz type spaces. This equation is a singular part
of a general wave equation considered in [15]. We find G-q.a. expansion of the solution
to (20) along the characteristic curves.
Our intention is to give some information on the behavior of the solution [vε] along the
characteristics with argument (x/ε, t/ε) which reflect the growth order at infinity, since
ε → 0.
We will apply our theory to the solution of (20). We will use the form of a solution for
this equation given in [15]. Note, in [15] it was assumed that the initial values (a0, a1) are
supported by finitely many points 0 < ξ1 < ξ2 < ξ3 < · · · < ξn. But, for us it is interesting
to consider this equation with (a0, a1) = (δ2, δ2) because with such condition the given
equation does not have any sense in the framework of Schwartz distributions. On the other
hand we are able to apply the form of the solution of [15] for expressing the solution
[vε] which is to be analyzed through generalized asymptotic expansion at infinity. Thus,
without a loss of generality we shall give the expansion of δ2(x ± t) for the sake of G-q.a.
expansion of the solution [vε] to wave equation since the translation x−ξi ± t → x± t does
not influence on G-q.a. expansion. Proposition 6 imply the following useful expansions.
Let φ ∈ C∞0 ,
∫
φ = 1, ∫ xmφ(x) dx = 0, m = 0,1, . . . ,N , N ∈ N, and δ2(x ± t) =[ 1
ε2
φ2
(
x±t
ε
)]
. Then,
δ2(x ± t) q.e.c.∼
j∑
k=0
(−1)k
k! µk
[
1
ε2
φ(k)
(
x ± t
ε
)]
,
where µk =
∫
ukφ2(u) du, k = 1, . . . ,N , (w.r.) to {ε2j , j = 0,1, . . . ,N ∈ N}. In particu-
lar, let δ2(2·) = [ 1
ε2
φ2
( 2·
ε
)]
. Then,
[
1
ε2
φ2
(
2·
ε
)]
q.e.c.∼
j∑
k=0
(−1)k
k!
µk
2k+1
[
1
ε2
φ(k)
( ·
ε
)]
(w.r.) to {ε2j , j = 0,1, . . . ,N}.
Let δ2(x + t − 2s) = [ 1
ε2
φ2
(
x+t−2s
ε
)]
. Then in R3,
[
δ2(x + t − 2s)] q.e.c.∼ j∑
k=0
(−1)k
k! µk
[
1
ε2
φ(k)
(
x + t − 2s
ε
)]
(w.r.) to {ε2j , j = 0,1, . . . ,N ∈ N}. (21)
In particular, let δ2(2x − 2s) = [ 1
ε2
φ2
( 2x−2s
ε
)]
. Then in R2,
[
1
ε2
φ2
(
2x − 2s
ε
)]
q.e.c.∼
j∑
k=0
(−1)k
k!
µk
2k+1
[
1
ε2
φ(k)
(
x − s
ε
)]
(w.r.) to {ε2j , j = 0,1, . . . ,N ∈ N}.
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linear problem in Colombeau algebra:

(∂2t − ∂2x )vε = 0,
vε |t=0 = aε0(x), vεt |t=0 = aε1(x),
vεx|x=0 = 0.
Setting χε1 = (∂t + ∂x)vε , χε2 = (∂t − ∂x)vε (cf. [15]), we have the evaluation along the
characteristic lines (i) as x  t ,
vε(t, x) = aε0(x + t) +
t∫
0
(
aε1(x + t − 2s)−
(
aε0
)′
(x + t − 2s))ds;
(ii) as x < t ,
vε(t, x) = aε0(x + t) +
(x+t )/2∫
0
(
aε1(x + t − 2s)−
(
aε0
)′
(x + t − 2s))ds
+
t∫
(x+t )/2
((
aε0
)′
(2s − x − t) + aε1(2s − x − t)
)
ds.
We shall give the expansion at infinity to the singular part of the wave equation when
x  t .
Let x > t . Then,
vε
(
t
ε
,
x
ε
)
= 1
2
(
aε0
(
x + t
ε
)
+ aε0
(
x − t
ε
))
+
t/ε∫
0
aε1
(
x + t
ε
− 2s
)
ds = Aε +Bε,
where Bε = 1
ε
∫ t
0 a
ε
1
(
x+t−2s
ε
)
ds. Let(
aε0
( ·
ε
)
, aε1
( ·
ε
))
= (δ2ε , δ2ε ), where δ2 = [δ2ε ]=
[
1
ε2
φ2
( ·
ε
)]
.
We have
[Aε] q.e.c.∼
j∑
k=0
(−1)k
k!
µk
2
([
1
ε2
φ(k)
(
x + t
ε
)]
+
[
1
ε2
φ(k)
(
x − t
ε
)])
.
Let us see Bε . Integrand of Bε has the evaluation (21). Then,
[Bε] q.e.c.∼
j∑
k=1
(−1)k
k!
µk
2
([
1
ε2
φ(k−1)
(
x + t
ε2
)]
−
[
1
ε2
φ(k−1)
(
x − t
ε2
)])
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1
ε0
∫ ∫ (
vε
(
t
ε
,
x
ε
)
− µ0
2
(
1
ε2
φ
(
x + t
ε2
)
+ 1
ε2
φ
(
x − t
ε2
))
− 1
ε
t∫
0
µ0
ε2
φ
(
x + t − 2s
ε2
)
ds
)
ψ(x, t) dx dt → 0
(w.r.) to ε0 = 1, where ∫ t0 1ε2 φ( x+t−2sε2 )ds → 0,
1
ε2
∫ ∫ (
vε
(
t
ε
,
x
ε
)
− µ0
2
(
1
ε2
φ
(
x + t
ε2
)
+ 1
ε2
φ
(
x − t
ε2
))
+ µ1
2
(
1
ε2
φ′
(
x + t
ε2
)
+ 1
ε2
φ′
(
x − t
ε2
))
− 1
ε
t∫
0
µ0
ε2
φ
(
x + t − 2s
ε2
)
ds
+ µ1
2
(
1
ε
φ
(
x − t
ε2
)
− 1
ε
φ
(
x + t
ε2
)))
ψ(x, t) dx dt → 0
(w.r.) to ε2, where ∫ t0 1ε2 φ( x+t−2sε2 )ds → 0.
Finally, we obtain in R2,
[
vε(t, x)
] q.e.c.∼ j∑
k=0
(−1)k
k!
µk
2
([
1
ε2
φ(k)
(
x + t
ε
)]
+
[
1
ε2
φ(k)
(
x − t
ε
)])
+
j∑
k=1
(−1)k
k!
µk
2
([
1
ε
φ(k−1)
(
x + t
ε
)]
−
[
1
ε
φ(k−1)
(
x − t
ε
)])
(w.r.) to {ε2j , j = 0,1, . . . ,N ∈ N}.
Consider the case x = t . Then,
vε
(
x
ε
,
x
ε
)
= 1
2
(
aε0
(
2x
ε
)
+ aε0(0)
)
+ 1
ε
x∫
0
aε1
(
2x − 2s
ε
)
ds
and
vε
(
x
ε
,
x
ε
)
= 1
2
1
ε2
φ2
(
2x
ε2
)
+ 1
ε
x∫
0
1
ε2
φ2
(
2x − 2s
ε2
)
ds + 1
2
1
ε2
φ2(0)
= vε1
(
x
ε
)
+ 1
2
1
ε2
φ2(0).
We shall evaluate part vε1
(
x
ε
)
. We have
1
ε0
∫ (
vε1
(
x
ε
)
− 1
2
µ0
ε2
φ
(
x
ε2
)
− µ0
2ε
x∫ 1
ε2
φ
(
x − s
ε2
)
ds
)
ψ(x) dx → 0,0
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∫ x
0
1
ε2
φ
(
x−s
ε2
)
ds = 12 since φ is even (see Section 3),
1
ε2
∫ (
vε1
(
x
ε
)
− 1
2
µ0
ε2
φ
(
x
ε2
)
+ 1
4
µ1
ε2
φ′
(
x
ε2
)
− µ0
2ε
x∫
0
1
ε2
φ
(
x − s
ε2
)
ds
+ 1
ε
µ1
4
(
φ′
(
x
ε
)
− φ′(0)
))
ψ(x) dx → 0,
1
ε4
∫ (
vε1
(
x
ε
)
− 1
2
µ0
ε2
φ
(
x
ε2
)
+ 1
4
µ1
ε2
φ′
(
x
ε2
)
− 1
16
µ2
ε2
φ′′
(
x
ε2
)
− µ0
2ε
x∫
0
1
ε2
φ
(
x − s
ε2
)
ds + 1
ε
µ1
4
(
φ′
(
x
ε
)
− φ′(0)
)
− 1
ε
µ2
16
(
φ′′
(
x
ε
)
− φ′′(0)
))
ψ(x) dx → 0.
Thus,
vε
(
x
ε
,
x
ε
)
= vε1
(
x
ε
)
+ 1
2ε2
φ2(0)
and
[vε] q.e.c.∼ 1
2
j∑
k=0
(−1)k
k!
µk
2k+1
[
1
ε2
φ(k)
(
x
ε
)]
+
[
1
ε
µ0
4
]
−
j∑
k=1
(−1)k
k!
µk
2k+1
([
1
ε
φ(k)
(
x
ε
)
− 1
ε
φ(k)(0)
])
+
[
1
2ε2
φ2(0)
]
(w.r.) to {ε2j , j = 0,1, . . . ,N}, when x = t .
Let x < t . Then,
vε
(
x
ε
,
t
ε
)
= aε0
(
x + t
ε
)
+ 1
ε
(x+t )/2∫
0
(
aε1
(
x + t − 2s
ε
)
− (aε0)′
(
x + t − 2s
ε
))
ds
+
t∫
(x+t )/2
((
aε0
)′(2s − x − t
ε
)
+ aε1
(
2s − x − t
ε
))
ds
and
vε
(
x
ε
,
t
ε
)
= 1
2
(
aε0
(
x + t
ε
)
+ aε0
(
t − x
ε
))
+ 1
ε
(x+t )/2∫
aε1
(
x + t − 2s
ε
)
ds + 1
ε
t∫
aε1
(
2s − x − t
ε
)
ds.0 (x+t )/2
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aε1
( ·
ε
)
, aε0
( ·
ε
))
= (δ2ε , δ2ε )
we obtain
vε
(
x
ε
,
t
ε
)
= 1
2
Aε + 1
ε
Bε + 1
ε
Cε.
Similarly as in previous part we obtain
[Aε] q.e.c.∼
j∑
k=0
(−1)k
k! µk
([
1
ε2
φ(k)
(
x + t
ε
)]
+
[
1
ε2
φ(k)
(
t − x
ε
)])
,
[Bε] q.e.c.∼ 1
4
µ0 +
j∑
k=1
(−1)k
k!
µk
2
([
1
ε2
φ(k−1)
(
x + t
ε
)]
−
[
1
ε2
φ(k−1)(0)
])
,
[Cε] q.e.c.∼ −1
4
µ0 −
j∑
k=1
(−1)k
k!
µk
2
([
1
ε2
φ(k−1)
(
t − x
ε
)]
−
[
1
ε2
φ(k−1)(0)
])
.
Finally, for x < t we obtain (in R2)
[vε] q.e.c.∼ 1
2
j∑
k=0
(−1)k
k! µk
([
1
ε2
φ(k)
(
x + t
ε
)]
+
[
1
ε2
φ(k)
(
t − x
ε
)])
+
j∑
k=1
(−1)k
k!
µk
2
([
1
ε
φ(k−1)
(
x + t
ε
)]
−
[
1
ε
φ(k−1)
(
t − x
ε
)])
(w.r.) to {ε2j , j = 0, . . . ,N, N ∈ N}.
5. Sc-asymptotic, respectively Sc-boundedness
5.1. Sc-asymptotic in Colombeau algebra
First, we shall recall the definition of regularly varying function (cf. [4]). A function
ρ : (a,∞) → R, a ∈ R, is called regularly varying at infinity if it is positive, measurable
and there exists a real number α such that for each x > 0, limk→∞ ρ(kx)ρ(k) = xα . If α = 0,
ρ is called slowly varying at infinity and for such a function the letter L is used [25].
Recall [4] ρ : (a,∞)→ R is regularly varying at infinity if and only if it can be written
as ρ(x) = xαL(x), x > a, for some real number α and some slowly varying function L at
infinity. (L is slowly varying if L(kx)
L(k)
→ 1 as k → ∞, for every x > a.)
The same conclusions hold for regularly varying functions at zero. Then, we just have ρ
(and L) defined on (0, a) for some a (cf. [4]).
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one defines a translation τhU , h ∈ R, by its representative τh(uε)(x) = Uε(x − h). Clearly,
τhU ∈ G(Rn).
Let Rn+ = {(ξ1, . . . , ξn); ξi > 0, i = 1, . . . , n}. By
∑
(Rn+) we denote the set of func-
tions c : Rn+ → R+ which are positive continuous and equal 1 in Rn+ \ B(0, r), where
B(0, r) = {x ∈ Rn, ‖x‖< r}, r > 0.
Proposition 7. (a) Let Rε ∈Nt (Rn). Then for every c ∈∑(Rn+), ξ = (ξ1, . . . , ξn) ∈ Rn+,
and for every ψ ∈D(Rn),
lim
ε→0
〈
Rε(x1 + ξ1/ε, x2 + ξ2/ε, . . . , xn + ξn/ε)
c(1/ε)
,ψ(x1, . . . , xn)
〉
= 0.
(b) Let F ∈ G(Rn), c ∈∑(Rn+) and
lim
ε→0
〈
Fε(x + ξ/ε)
c(1/ε)
,ψ(x)
〉
= Cψ, (22)
Cψ = 0 for some ψ ∈ D(Rn), holds. Then, (22) holds for every representative Fε of F .
(The limit is independent of a representative.)
(c) Sc-boundedness does not depend on representatives.
Proof. (a) is obvious since Rε ∈Nt (Rn). (b) Suppose that there exist two representatives
F1ε,F2ε with the same property. Then, F1ε −F2ε ∈Nt (Rn) and due to (a) it tends to zero.
(c) follows from (a). 
Definition 3. Let F ∈ Gt (Rn). Then, F has the Sc-asymptotic in Rn+ related to some c ∈∑
(Rn+) if there exists a representative Fε of F , and a ∈ Rn, such that for every ψ ∈D(Rn),
and every ξ ∈ Rn+,
lim
ε→0
〈
Fε(t + ξ/ε)
c(1/ε)
,ψ(t)
〉
(23)
exists and does not depend on ξ ∈ Rn+.
By the Banach–Steinhaus theorem, we know that the existence of limit in (23) implies
also that there exists U ∈D′(Rn) such that〈
Fε(t + ξ/ε)
c(1/ε)
,ψ(t)
〉
→ 〈U,ψ〉, ψ ∈D(Rn).
Then, we write
Fε(t + ξ/ε) Sc∼ c(1/ε) ·U(t), ξ ∈ Rn+, ε → 0.
We shall give the definition of Sc-boundedness.
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∑
(Rn+) if there
exists a representative Fε of F and a ∈ Rn, such that for every ψ ∈ D(Rn), and every
ξ ∈ Rn+,
lim
ε→0 sup
∣∣∣∣
〈
Fε(t + ξ/ε)
c(1/ε)
,ψ(t)
〉∣∣∣∣< ∞.
We shall give properties of Sc-asymptotic and Sc-boundedness by starting with classi-
cal properties of S-asymptotic which are analogous to the corresponding one for G-q.a.
behavior (cf. [21]).
Let a ∈ Rn. We denote by ηa a function of the form ηa(t) = ηa1(t1) . . . ηan(tn), where
ηa(t) ∈ C∞(Rn),
ηa(t) =
{
1, t > a +µ,
0, t < a −µ,
for some µ > 0.
Proposition 8. (a) Let f ∈D′(R) and c(h), h > 0, be a positive and continuous. Assume
that for every ψ ∈D(R),
lim
h→∞
〈
f (x + h)
c(h)
,ψ(x)
〉
exists (24)
and it is different from zero for some ψ .
(i) The limit distribution g is of the form g(x)=C exp(αx) and c(h)= exp(αh)L(exp(h)),
where L is a regularly varying function;
(ii) If f ∈ S ′(R) and the limit in (24) exists with (ηaf ) instead of f , for every ψ ∈ S(R),
then g(x) = C = 0 and c(h) = L(exp(h)), h > h0.
(b) Let f ∈ S ′(R), ε > ε0. Then, the following statements are equivalent:
(i) (ηaf ) S∼ c(1/ε)g in S ′(R), ε → 0, in R+ related to some c ∈∑(R+);
(ii) f S∼ c(1/ε)g in D′(R), ε → 0 and { (ηaf )(·+1/ε)
c(1/ε) , ε > 0
}
is bounded in S ′(R) in R+
related to some c ∈∑(R+);
(iii) lim
ε→0
((ηaf ) ∗ φε)(· + 1/ε)
c(1/ε)
= gε in S ′(R), gε = 0, (25)
and (ηaf )(·+1/ε)
c(1/ε) is bounded in S ′(R) in R+ related to some c ∈
∑
(R+).
(c) Let f ∈ S ′(R), a ∈ R, ε < ε0. Then, the following statements are equivalent:
(i) (ηaf ) is S-bounded in S ′(R) related to some c ∈∑(R+);
(ii) ((ηaf )∗φε)(·+1/ε)
c(1/ε) is bounded in S ′(R) related to some c ∈
∑
(R+).
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(b) (i) ⇒ (iii) Clearly, (ηaf )(x+1/ε)
c(1/ε) is S-bounded in R+ related to some c ∈
∑
(R+) in
S ′(R). Let us prove (25). Let α ∈ S(R), ε > 0. We have〈
((ηaf ) ∗ φε)(x + 1/ε)
c(1/ε)
,α(x)
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,
(
φˇε ∗ α(x)
)〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,
∞∫
−∞
φε(x − t)α(x) dx
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,
∞∫
−∞
1
ε
φε
(
x − t
ε
)
α(x) dx
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,
∞∫
−∞
φ(−u)α(t − εu) du
〉
,
where we used substitution (x − t)/ε = −u. Thus,〈
((ηaf ) ∗ φε)(x + 1/ε)
c(1/ε)
,α(x)
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,ψε(x)
〉
, (26)
where
ψε =
∞∫
−∞
φ(−u)α(· − εu) du. (27)
Note ψε is a net in S(R) which converges to α ∈ S(R) in S . Thus, (26) and (i) imply
lim
ε→0
〈
(f ∗ φε)(x + 1/ε)
c(1/ε)
,α(x)
〉
= 〈g,α〉, α ∈ S(R).
(iii) ⇒ (i) Let α ∈ S(R) and ψε be defined by (27). We have〈
(ηaf )(x + 1/ε)
c(1/ε)
,α(x)
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
,ψε(x)
〉
+
〈
(ηaf )(x + 1/ε)
c(1/ε)
, (α −ψε)(x)
〉
=
〈
((ηaf ) ∗ φε)(x + 1/ε)
c(1/ε)
,α(x)
〉
+
〈
(ηaf )(x + 1/ε)
c(1/ε)
, (α −ψε)(x)
〉
.
Since the set{
ψε; ψε =
∫
α(· − εu)φˇ(u) du, α ∈ S(R), ε ∈ (0,1)
}
is dense in S(R), the boundedness of (ηaf )(·+1/ε) in S ′(R+), implies the assertion.c(1/ε)
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((ηaf ) ∗ φε)(x + 1/ε)
c(1/ε)
,ψ(x)
〉
=
〈
(ηaf )(x + 1/ε)
c(1/ε)
, (φˇε ∗ψ)(x)
〉
< ∞
since (φˇε ∗ψ)(·) =
∫∞
−∞ φ(u)ψ(· − εu) du, ε ∈ (0,1), is bounded in S(R). 
Proposition 9. (a) Let f ∈ S ′(R) and c(t) = L(exp(t)), t  t0. Then, the following condi-
tions are equivalent:
(1) lim
ε→0
f (· + 1/ε)
c(1/ε)
= M in D′(R), M = 0;
(2) Generalized function F = Ctdf = [fε] ∈ Gt (R) (with representative fε = f ∗φε) has
Sc-asymptotic in R+ (w.r.) to c(1/ε) related to some c ∈∑(R+) with the limit M in
D′(R), for every n ∈ N.
(b) If f ∈ S ′(R) is S-bounded in R+ related to some c ∈∑(R+) than F = Ctdf = [fε]
is Sc-bounded in R+ related to some c ∈∑(R+).
Proof. Let ψ ∈D(R). Then, by the equivalence of strong and weak convergence,
lim
ε→0
〈
(f ∗ φε)(x + 1/ε)
c(1/ε)
,ψ(x)
〉
= lim
ε→0
〈
f (x + 1/ε)
c(1/ε)
, (φˇε ∗ψ)(x)
〉
= 〈M,ψ〉.
This implies (1) ←→ (2).
(b) Follows from Proposition 8(c). 
The previous proposition can be formulated in the multidimensional case with some
cone.
In the next proposition we shall prove that multiplication of distributions in G preserves
the Sc-asymptotic.
Proposition 10. (a) Let g,T ∈ S ′(Rn) and gε, Tε ∈ EM(Rn) be their representatives (as
above, Ctdg = [gε], CtdT = [Tε]). Let c(1/ε), c1(1/ε) ∈∑(R+). Assume that for every
ξ ∈ Rn+ and α ∈ Nn0 ,
1
c(1/ε)
g(α)ε (· + ξ/ε) → V (α)(·) (28)
as ε → 0, uniformly on compact sets. Moreover, assume that
Tε(t + ξ/ε) Sc∼ c(1/ε)U, ξ ∈ Rn+.
Then,
gε(t + ξ/ε)Tε(t + ξ/ε) Sc∼ c(1/ε)c1(1/ε)UV, ξ ∈ Rn+.
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instead of (28) a weaker condition: For every compact set K ⊂ Rn, every α ∈ Nn0 and every
ξ ∈ Rn+,
sup
t∈K
ε∈(0,1)
1
c1(1/ε)
∣∣g(α)ε (· + ξ/ε)∣∣< ∞. (29)
Then, [gεTε] is Sc-bounded in Rn+ related to c(1/ε)c1(1/ε).
Proof. We will prove only assertion (a). By assumption (28), for every φ ∈D(Rn),
1
c1(1/ε)
gε(· + ξ/ε)φ → V φ ∈D(Rn)
as ε → 0, in the sense of convergence in D(Rn) (ξ ∈ Rn+). We have
1
c1(1/ε)c(1/ε)
〈
gε(t + ξ/ε)Tε(t + ξ/ε),φ(t)
〉
=
〈
1
c(1/ε)
Tε(t + ξ/ε), 1
c1(1/ε)
gε(t + ξ/ε)φ(t)
〉
=
〈
1
c(1/ε)
Tε(t + ξ/ε)−U(t), 1
c1(1/ε)
gε(t + ξ/ε)φ(t)
〉
+
〈
U(t),
1
c1(1/ε)
gε(t + ξ/ε)φ(t)
〉
.
Since the set {1/c1(1/ε)gε(· + ξ/ε)φ; ε ∈ (0,1)} is bounded in D(Rn), the first summand
converges to zero. Clearly, the second one converges to 〈U,V φ〉 as ε → 0. This proves the
assertion. 
Proposition 11. (i) Let T1, T2 ∈ S ′(Rn) such that for some a ∈ Rn+, (ηaT1) = (ηaT2). Let
T1ε = T1 ∗ δε , T2ε = T2 ∗ δε , δε = 1εn φ
( ·
ε
)
, φ ∈D(Rn), ∫ φ(x) dx = 1. If T1ε(t + ξ/ε) Sc∼
c(1/ε)U(t), ξ ∈ Rn+, then T2ε(x + ξ/ε) Sc∼ c(1/ε)U(t), ξ ∈ Rn+.
(ii) Let T1, T2 ∈ Gt (Rn+) and let T1 = T2, in Gtd sense. If T1(x + ξ/ε) Sc∼ c(1/ε)U(t),
then T2(x + ξ/ε) Sc∼ c(1/ε)U(t).
(iii) If T ∈ G and T (t + ξ/ε) Sc∼ c(1/ε)U(t), ε → 0, then for every k ∈ Nn0 , T (k)(t +
ξ/ε)
Sc∼ c(1/ε)U(k)(t), ε → 0.
Proof. We will prove only (ii) and (iii).
(ii) Let T1ε, T2ε are the corresponding representatives. Then, since T1ε − T2ε ∈Nt (Rn)
then for ξ ∈ Rn+,
lim
ε→0
〈
T1ε(t + ξ/ε)− T2ε(t + ξ/ε)
c(1/ε)
,φ(t)
〉
= lim
ε→0
〈
dε(t + ξ/ε)
c(1/ε)
,φ(t)
〉
= 0,
since dε(t + ξ/ε) ∈Nt (Rn) (cf. Proposition 7).
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lim
ε→0
〈
T
(k)
ε (t + ξ/ε)
c(1/ε)
,φ(t)
〉
= (−1)k lim
ε→0
〈
(Tε)(t + ξ/ε)
c(1/ε)
,φ(k)(t)
〉
= (−1)k 〈U(t),φ(k)(t)〉= 〈U(k)(t), φ(t)〉. 
Similarly, we have
Proposition 12. (1) Let T1, T2 ∈ S ′(Rn), such that for some a ∈ Rn+, (ηaT1) = (ηaT2). Let
T1ε = T1 ∗ φε and T2ε = T2 ∗ φε , where φ ∈D(Rn),
∫
φ(x) dx = 1. If [T1ε] is Sc-bounded
in Rn+ related to c(1/ε), then [T2ε] is Sc-bounded in Rn+ related to c(1/ε). The converse
also holds.
(2) Let T1, T2 ∈ Gt (Rn) such that T1 and T2 are equal in Gtd sense, then the Sc-
boundedness of T1 implies the Sc-boundedness of T2.
(3) If T ∈ Gt (Rn) is Sc-bounded, then T (k), k ∈ Nn0 , is also Sc-bounded.
Proof. (1)–(3) follows from the corresponding definitions and Proposition 7(a). 
5.2. Application to nonlinear problems
5.2.1. Semilinear parabolic equation
Consider the Cauchy problem for the semilinear parabolic equation (cf. [3])
∂tu−∆u+ g(u) = 0, t > 0, x ∈ Rn, (30)
where g(u) is locally Lipschitz real valued function and the initial data are
u(0, ·) = µ ∈Mk(Rn) ⊂D′(Rn), k ∈ N0,
whereMk(Rn) is the strong dual of the Banach space Ckb(Rn) of all Ck(Rn) functions with
bounded derivatives till the order k. (M1(Rn) =M(Rn) is the space of Radon measures.)
As examples, we can take
µ =
∞∑
j=1
∑
|α|k
bjα∂
α
x δ(· − ξj ), k ∈ N0, bjα ∈ R, ξj ∈ Rn, j  1,
∞∑
j=1
|bjα| < ∞, |α| k > 0, (31)
or
µ = Dkψ, ψ ∈ Lp(Rn), for some k  0, 1 p ∞. (32)
We will use µε(·) = µ ∗ 1εn φ
( ·
ε
)
, where φ ∈ D(Rn), φ(x)  0, ∫Rn φ(x) dx = 1. Linear
Cauchy problem in G(R+ × Rn), ∂tu − ∆u = 0, (t, x) ∈ R+ × Rn, [uε(0, ·)] = [µε(·)],
considered in the framework of representatives has the unique solution U0µε(t, x) = et∆µε(heat semigroup), where
En(t, x) =
{
1
(4πt)n/2 exp
(−|x|24t ), t > 0, x ∈ Rn,
0, t < 0,
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the heat operator (cf. [3]). Note, for every t > 0, En(t, ·) ∈ S(Rn). So we will consider
S-asymptotic and Sc-asymptotic at infinity in S ′(Rn) and Gt (Rn), respectively.
Cauchy problem (30) can be rewritten in integral form as uε(t, ·) = K(uε)(t, ·) =
et∆µε +K0(uε)(t, ·) where K0(uε)(t, ·) =
∫ t
0 e
(t−τ )∆g(uε(τ, ·)) dτ . Thus,
uε(t, ·) =
∫
Rn
En(t, x − y)µε(y) dy +
t∫
0
En(t − τ, ·) ∗ g
(
uε(τ, ·)
)
dτ. (33)
Proposition 13. Assume that [µε] has Sc-asymptotic at infinity in Gt (Rn) (w.r.) to c(1/ε)
in Rn+. The solution [uε(t, x)] to the problem (30) has the same Sc-asymptotic as µε if
K0(uε)(t, · + ξ/ε)
c(1/ε)
→ 0 as ξ ∈ Rn+, ε → 0. (34)
In particular, this is true if g is bounded and c(1/ε)→ ∞.
Proof. Let ξ ∈ Rn+. By (33) we have
lim
ε→0
uε(t, x + ξ/ε)
c(1/ε)
= lim
ε→0
1
c(1/ε)
〈
En(t, x + ξ/ε − y),µε(y)
〉
+ lim
ε→0
K0(uε)(t, x + ξ/ε)
c(1/ε)
= lim
ε→0
1
c(1/ε)
〈
En(t, x − y),µε(y + ξ/ε)
〉
due to (34). 
We will examine the Sc-asymptotic of generalized functions which serve as initial data.
Delta waves (31) have the Sc-asymptotic with the limit zero with respect to any c(1/ε)
∈K. Clearly, since δε =
[ 1
εn
φ
( ·
ε
)]
we have, for ξ ∈ Rn+, ψ ∈ S(Rn),〈
δε(x + ξ/ε)
c(1/ε)
,ψ(x)
〉
=
〈 [1/εnφε((x + ξ/ε)/ε)]
c(1/ε)
,ψ(x)
〉
=
〈
φε(u),
ψ(u − ξ/ε)
c(1/ε)
〉
→ 0
(we used substitution (x + ξ/ε)/ε = u). The same holds for derivatives of delta distribu-
tion.
In the case (32) in Rn+, we have〈
µ(x + ξ/ε)
c(1/ε)
,ψ
〉
=
〈
Dkψ(x + ξ/ε)
c(1/ε)
,ψ(x)
〉
= (−1)k
〈
ψ(x + ξ/ε)
c(1/ε)
,Dkφ(x)
〉
= 〈g(k)(x),φ(x)〉,
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lim
ε→0
ψ(· + ξ/ε)
c(1/ε)
= g(·), ξ ∈ Rn+
(i.e., ψ(· + ξ/ε) Sc∼ c(1/ε)g(·)).
Now we shall discuss Sc-boundedness of the solution to (33) if we have Sc-boundedness
of the initial data. Suppose that g(u) has
(1) sublinear growth, |g(u)| C|u|s , s < 1;
(2) superlinear growth, |g(u)| C|u|s , s > 1,
and (a) c(1/ε) → ∞; (b) c(1/ε)→ 0.
(1) Sublinear growth, in case (a) for c(1/ε). From
∣∣∣∣K0(uε)(t, x + ξ/ε)c(1/ε)
∣∣∣∣
t∫
0
∞∫
−∞
En(t − τ, x −m)
∣∣∣∣g(uε)(τ, ξ/ε +m)c(1/ε)
∣∣∣∣dτ dm
we have∣∣∣∣K0(uε)(t, x + ξ/ε)c(1/ε)
∣∣∣∣ C
t∫
0
∞∫
−∞
En(t − τ, x −m)
∣∣∣∣usε(τ, ξ/ε +m)c(1/ε)
∣∣∣∣dτ dm
and by (33),∣∣∣∣uε(t, x + ξ/ε)c(1/ε)
∣∣∣∣
∣∣∣∣Uµε(t, x + ξ/ε)c(1/ε)
∣∣∣∣
+
(
1
c(1/ε)
)1−s t∫
0
∞∫
−∞
∣∣∣∣uε(τ,m+ ξ/ε)c(1/ε)
∣∣∣∣
s
dτ dm,
since by [12], |En(t, ·)| 1.
It means that it is impossible that uε(t,·+ξ/ε)
c(1/ε) “oscillates in infinity” if µε is Sc-bounded.
Thus, uε(t,·+ξ/ε)
c(1/ε) is Sc-bounded if µ is Sc-bounded. The Sc-boundedness of the solution is
the consequence of the Sc-boundedness of the initial data.
(2) Superlinear growth in case (b) for c(1/ε). Since |g(u)| C|u|s , s > 1, we have
∣∣∣∣K0(u)(t, x + 1/ε)c(1/ε)
∣∣∣∣ cs−1(1/ε)
t∫
0
∞∫
−∞
En(t − τ, x −m)
∣∣∣∣u(τ, ξ/ε +m)c(1/ε)
∣∣∣∣
s
dτ dm.
Then, we have the same conclusion as in previous case. The analysis of quoted cases is our
next goal.
5.2.2. Semilinear parabolic equation with nonlinear conservative term
We transfer the properties of Sc-asymptotic, respectively Sc-boundedness to the solution
of semilinear parabolic equation with nonlinear conservative term and initial data from
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nonlinear conservative term (cf. [2])
∂tu−∆u+ ∂x g(u) = 0, t > 0, x ∈ Rn, µ = Dkψ, (35)
where g(u) = (g1(u), . . . , gn(u)) ∈ C1(R : Rn), ∂x · g(u) = g′(u) ·∇u =∑nj=1 g′j (u)∂xj u,
k  0, D = (−∆)1/2, ψ ∈ Lp(Rn) for some 1 p ∞.
Let En(t, x), t > 0, x ∈ Rn, be the fundamental solution of the heat operator as in
previous example. Then,
U0µ(t, x)=
(
En(t, ·) ∗µ
)
(x) ∈ C([0,∞) : S ′(Rn))
is the solution to the linear Cauchy problem (cf. [2])
∂tu−∆u= 0, (t, x) ∈ R+ × Rn, u(0, ·) = µ ∈ S ′(Rn).
Cauchy problem (35) can be rewritten as an integral equation
uε(t, ·) = K(uε)(t, ·) = U0µε (t, ·)+K0(uε)(t, ·)
= En(t, ·) ∗Dkψ +K0(uε)(t, ·), (36)
where
K0(uε)(t, ·) =
t∫
0
∇En(t − τ, ·) ∗ g
(
uε(τ, ·)
)
dτ. (37)
We shall prove that Sc-asymptotic of the solution when Sc-asymptotic of the part (37) (w.r.)
to c(1/ε) tends to zero.
If
K0(uε)(t, · + ξ/ε)
c(1/ε)
→ 0 as ε → 0, ξ ∈ Rn+,
we obtain
uε(t, · + ξ/ε)
c(1/ε)
= (En(t, · + 1/ε) ∗D
kψ)(x)
c(1/ε)
=
〈
En(t, · + ξ/ε − y)
c(1/ε)
,Dkψ(y)
〉
=
〈
En(t, · −m)D
kψ(m + ξ/ε)
c(1/ε)
〉
.
If the initial data has Sc-asymptotic, i.e., if for ξ ∈ Rn+,
lim
ε→0
〈
Dkψ(m + ξ/ε)
c(1/ε)
,φ(m)
〉
= 〈Dkψ0(m),φ(m)〉,
then
lim
ε→0
u(t, · + ξ/ε)
c(1/ε)
= (En(t, ·) ∗Dkψ0)(·), ξ ∈ Rn+.
We have just proved the following proposition.
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consequence of the Sc-asymptotic of the initial data, if it exists, in a case when
K0(uε)(t, · + ξ/ε)
c(1/ε)
→ 0 as ε → 0, ξ ∈ Rn+.
In particular, it holds if g is bounded and c(1/ε)→ ∞.
Remark 2. Similar discussion for Sc-boundedness as after Proposition 13 holds.
6. Sc-asymptotic expansion at infinity
Finally, as an example we give the Sc-asymptotic expansion of δ2 at infinity. The similar
characterization and application as in a case of G-q.a. expansion hold and they are omitted.
The first we give the definition of Sc-asymptotic expansion at infinity.
Definition 5. We denote by Λ the set N or a finite set of the form {1,2, . . . ,N}, N ∈ N.
Let ck ∈K, k ∈ Λ, such that
lim
ε→0
ck+1(1/ε)
ck(1/ε)
→ 0, k = 1, . . . ,N − 1 (or k ∈ N, if Λ = N),
and Pk = [Pkε] ∈ Gt (R), k ∈ Λ. Then G = [Gε] ∈ Gt (R) has the Sc-asymptotic expansion
(the strong Sc-asymptotic expansion) at infinity as ∑k∈ΛPkε (w.r.) to {ck(1/ε); k ∈ Λ} if
(Gε −∑mk=1 Pkε)(x + 1/ε)
cm(1/ε)
→ 0, ε → 0+, in D′(R) for every m ∈ Λ(
(Gε −∑mk=1 Pkε)(x + 1/ε)
cm(1/ε)
→ 0,
ε → 0+, for every x ∈ R, x = 0 and every m ∈ Λ
)
.
In this case we write
G
Sc.e.∼
∑
k∈Λ
Pk (w.r.) to
{
cm(1/ε), m ∈ Λ
}
(
G
sSc.e.∼
∑
k∈Λ
Pk (w.r.) to
{
cm(1/ε), m ∈ Λ
})
and say that G has the Sc-asymptotic expansion at infinity in Colombeau sense.
One can simply prove that this definition does not depend on representatives. We have
the following proposition.
Proposition 15. Let f ∈ S ′(R). Then f S.e.∼ ∑k∈Λ AkPk (w.r.) to {cm(1/ε), m ∈ Λ} if and
only if
Ctdf Sc.e.∼
∑
Ak[Pkε] (w.r.) to
{
cm(1/ε), m ∈ Λ
}
.k∈Λ
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(f ∗ φε)(x + 1/ε)−∑mk=1 Ak(Pk ∗ φε)(x + 1/ε)
cm(1/ε)
,α(x)
〉
=
〈
(f (t) −∑mk=1 AkPk(t))
cm(1/ε)
, (φˇε ∗ α)(t − 1/ε)
〉
=
〈
f (x + 1/ε)−∑mk=1 AkPk(x + 1/ε)
cm(1/ε)
,ψε(x)
〉
,
where
ψε(x) =
∞∫
−∞
φˇε(t)α(x − t) dt =
∞∫
−∞
φˇ(t)α(x − tε) dt, x ∈ R, ε ∈ (0,1).
This implies, due to the convergence of ψε
S→ α, ε → 0,
lim
ε→0
〈
((f ∗ φε)−∑mk=0 AkPk ∗ φε)(x + ξ/ε)
cm(1/ε)
,α(x)
〉
=
〈
g(x)−
m∑
k=0
AkPk(x),α(x)
〉
and the assertion follows. 
In the next propositions we give the Sc-asymptotic expansion of an element in
Gt (R) \ S ′(R).
Proposition 16. Let δ2 = [ 1
ε2
φ2
( ·
ε
)]
, where φ ∈ C∞0 ,
∫
φ = 1, ∫ xnφ(x) dx = 0, n  N ,
N ∈ N. Then
δ2(· + h) =
[
1
ε2
φ2
( · + h
ε
)]
Sc.e.∼
n∑
j=0
εj
µj
j !
n−j∑
i=0
(−1)i h
i
i!
[
1
ε
φ
( ·
ε
)](i+j)
(38)
(w.r.) to the scale {ε−n, n= 0,1, . . . ,N ∈ N}, where
µj =
∫
ujφ2(u) du, j = 1, . . . ,N.
Setting h = 1/ε we obtain
δ2ε (· + ξ/ε) S.e.∼
n∑
j=0
µj
j !
n−j∑
i=0
(−1)iεj−i 1
i!
[
1
ε
φ
( ·
ε
)](i+j)
instead of (38).
Proof. Let
I = 1
p
∫ 1
2 φ
2
(
x + h)
ψ(x) dx.
ε ε ε
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εp+1
∫
φ2(u)ψ(εu − h) du. Then, we ex-
pand ψ at the point εu and then at zero. We have
I = 1
εp+1
∫
φ2(u)
(
ψ(εu)− hψ ′(εu)+ h2/2!ψ ′′(εu)− h3/3!ψ ′′′(εu)
+ h4/4!ψ(4)(εu)+ · · · )du,
and
I = 1
εp+1
∫
φ2(u)
{
ψ(0) + εuψ ′(0)+ (εu)2/2!ψ ′′(0)+ (εu)3/3!ψ ′′′(0)+ · · ·
− h(ψ ′(0)+ εuψ ′′(0)+ (εu)2/2!ψ ′′′(0)+ (εu)3/3!ψ(4)(0)+ · · · )
+ h2/2!(ψ ′′(0)+ εuψ ′′′(0)+ (εu)2/2!ψ(4)(0)+ · · · )
− h3/3!(ψ ′′′(0)+ εuψ(4)(0)+ · · · )
+ h4/4!(ψ(4)(0)+ εuψ(5)(0)+ · · · )− · · ·},
I = ε−p−1{µ0(ψ(0) − hψ ′(0)+ h2/2!ψ ′′(0)− h3/3!ψ ′′′(0)+ · · · )
+ εµ1
(
ψ ′(0)− hψ ′′(0)+ h2/2!ψ ′′′(0)+ · · · )
+ ε2/2!µ2
(
ψ ′′(0)− hψ ′′′(0)+ h2/2!ψ(4)(0)+ · · ·)
+ ε3/3!µ3
(
ψ ′′′(0)− hψ(4)(0)+ h2/2!ψ(5)(0)− h3/3!ψ(6)(0)+ · · · )+ · · ·}.
By ordering the terms we obtain
I = ε−p−1
(
µ0
n∑
i=0
(−1)i h
i
i! ψ
(i)(0)+ ε/1!µ1
n−1∑
i=0
(−1)i h
i
i! ψ
(i+1)(0)
+ ε2/2!µ2
n−2∑
i=0
(−1)i h
i
i! ψ
(i+2)(0)+ ε3/3!µ3
n−3∑
i=0
(−1)i h
i
i! ψ
(i+3)(0)+ · · ·
+ εn/n!µn
n−n∑
i=0
(−1)i h
i
i! ψ
(i+n)(0)
)
= ε−p−1
n∑
j=0
εj
µj
j !
n−j∑
i=0
(−1)i h
i
i! ψ
(i+j)(0).
Thus, we obtain (38). Let h = 1/ε. Then
δ2ε (x · +1/ε) Sc.e.∼
n∑
j=0
µj
j !
n−j∑
i=0
(−1)iεj−i 1
i!
[
1
ε
φ
( ·
ε
)](i+j)
(w.r.) to the scale ε0, ε−1, . . . , ε−n, nN ∈ N. 
This expansion also has applications in expansion of the solution to some types of PDEs.
Techniques are the similar as the techniques described in previous sections and will be
omitted.
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given in [8, Theorem 22, p. 96 and formula (3.3.13), p. 97]. Recall them.
Let f ∈ E ′(R) and let {µn} be its moment space. Then,
f (λx) ∼
∞∑
n=0
(−1)nµnδ(n)(x)
n!λn+1 as λ → ∞,
in the sense that for any φ ∈ E(R) we have
〈
f (λx),φ(x)
〉= N∑
n=0
µnφ
(n)(0)
n!λn+1 +O
(
1
λN+2
)
as λ → ∞.
As an example of the moment asymptotic expansion in the space E ′(R) is given
δ(k)(λx − x0) ∼
∞∑
n=0
(−1)nxn0 δ(n+k)(x)
n!λn+k+1 as λ → ∞.
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