This paper considers a Gaussian broadcast channel with two unmatched degraded components, three particular messages, and a common message that is intended for all three receivers. It is shown that for this channel superposition coding and Gaussian signalling is sufficient to achieve every point in the capacity region.
I. INTRODUCTION
In a broadcast (BC) channel a single transmitter sends messages to multiple receivers [1] . When the BC channel is degraded, superposition coding (SPC) [2] is known to be capacity achieving [3] , [4] . Although degraded channels provide a useful model for single-input single-output BC systems, many practical systems give rise to non-degraded channels, including those that employ multicarrier transmission [5] , and the class of multiple-input multiple-output systems [6] .
Characterizing the capacity region of general non-degraded BC channels when common messages are to be transmitted along with a particular message for each receiver is an open problem. However, some partial results are available. For instance, characterizations of the capacity region of a BC channel with two receivers, two unmatched parallel degraded components, a common message intended for both receivers and a particular message intended for each receiver were provided in [7] . For a class of BC channels with three receivers, a common message and one particular message, a characterization of the capacity region was provided in [8] , and for general BC channels with common, partially common and particular messages, fundamental constraints on the geometry of the capacity region were provided in [9] .
In this paper we consider a different class of BC channels with three receivers. In contrast to [8] , in which there is only one particular message, in the class considered herein a particular message is sent to each of the three receivers, in addition to the common message. The channel is assumed to be Gaussian and memoryless with two unmatched degraded components. It will be shown that for the degradation orders considered in this paper, superposition coding and Gaussian signalling are sufficient to attain any point on the boundary of the capacity region. A more detailed exposition is available in [10] . Our methodology for obtaining this result involves three stages. First, we provide an ostensibly relaxed characterization of the rate region that can be attained by superposition
Transmitter coding and Gaussian signalling. Using the Karush-Kuhn-Tucker (KKT) optimality conditions, this relaxation is shown to be tight; see Sections III-VII. Second, we use informationtheoretic analysis to obtain bounds on any achievable rate vector; see Section VIII. Finally, by combining the tight relaxation and the information-theoretic bounds, we establish the desired converse, i.e., that every achievable rate vector can be attained by superposition coding and Gaussian signalling; see Section IX.
II. SYSTEM MODEL
We consider the discrete-time BC channel depicted in Figure 1. For this channel the transmitter sends messages to three receivers over two parallel unmatched Gaussian memoryless degraded subchannels. The transmitted signal on subchannel i is denoted by X i and its power is denoted by P i . The signal observed by receivers Y , Z and W on the i-th subchannel is denoted by Y i , Z i and W i , i = 1, 2, respectively. The variance of the Gaussian noise at degradation level j on subchannel i is denoted by
The transmitter wishes to send particular messages of rates R 1 , R 2 and R 3 to receivers Y , Z, and W , respectively, and also wishes to send a common message of rate R 0 to all three receivers. We will show that, for the scenario in Figure 1 , the region of rate vectors (R 0 , R 1 , R 2 , R 3 ) that are achievable using superposition coding and Gaussian signalling is the region of all achievable rates; i.e., the capacity region. To simplify our notation, we use C(x) 0.5 log(1 + x), and
III. THE SPC RATE REGION
We begin our analysis by considering the case in which the transmit powers P 1 and P 2 are given. By coding the common message jointly over the sub-channels [7] and coding the components of the particular messages that are transmitted on each sub-channel separately [7] , it can be shown that a rate vector R can be achieved using superposition coding and Gaussian signalling with given transmit powers, (P 1 , P 2 ), and power partitions, θ, if the following inequalities are satisfied:
. The set of rates on the boundary of the region characterized by (2) can be expressed as the set of rates generated by for all non-negative weight vectors v ∈ R 4 . We will refer to the rate vector generated by a certain power partition θ and a weight vector v as R * (θ, v). Let S N be the set of partitions that do not yield rates on the boundary of the region described by (2) . That is, S N is the set of partitions that do not solve (3) for any weight vector v,
It is clear that excluding S N from the set of feasible power partitions does not affect the set of rates that are achievable by superposition coding and Gaussian signalling. We now define equivalence classes of power partitions: The partition θ is said to be equivalent to the partition ϑ with respect to v if and only if R * (θ, v) = R * (ϑ, v). The set of partitions that are equivalent to θ for a given weight vector, v, can be denoted by [θ] v and can be represented by an element θ v . If we restrict the set of feasible partitions to the quotient space (S \ S N )/∼, the set of rates that are achievable by superposition coding and Gaussian signalling remains the same as that generated by the constraints in (2) for all θ ∈S. Furthermore, restricting our attention to partitions in
yields the following result, which we will use in Section IV. Lemma 1: The restriction of the power partitions to S establishes a one-to-one correspondence between points on the boundary of the rate region that can be achieved by superposition coding and Gaussian signalling and the power partitions that enable these rates to be achieved.
2 Now, let us define the SPC-Region for a given power allocation (P 1 , P 2 ) to be the region containing partition-rate vectors (θ, R) such that the rate vector R is achievable using superposition coding and Gaussian signalling with the power partitions specified by θ; i.e.,
SPC-Region
The association of partitions with rates is introduced to enable us to express the SPC-Region as the intersection of two regions, namely, Region 1 and Region 2 , below. For a system in which the transmission powers P 1 and P 2 may be allocated arbitrarily, subject to a total power constraint of the form
Given the structure of the expression in (7), to establish the converse it is sufficient to consider each power allocation (P 1 , P 2 ) separately, and to show that for every rate vector R that is achievable with a given power allocation there exists a vector of power partitions, θ, such that the inequalities in (2) are satisfied; i.e., such that (θ, R) ∈ SPC-Region(P 1 , P 2 ).
In our development of the converse, we will show that for any rate vector R that is achievable with transmission powers P 1 and P 2 there exist power partitions θ and θ such that
where \ denotes the removal of a constraint. Hence, Region 1 contains all the achievable rates, as does Region 2 , and thus so does their intersection. This intersection can be written as
which is the SPC-region in (6) .
IV. THE BOUNDARY OF THE SPC-REGION
Lemma 1 implies that points on the boundary of the (partition-rate) SPC-Region can be found by maximizing weighted-sum-rates and associating with each rate vector a partition that achieves it. Using (9), we will find the boundary of the SPC-Region by considering the boundaries of Region 1 and Region 2 separately. First, we observe [7] , [11] that
Now, consider the partition-rate region with the boundary:
Remark 1: The (partition-rate) SPC-Region can be constructed from the intersection of the region bounded by (11) and the region bounded by the counterpart of (11) for Region 2 . In particular, the boundary of this region can be constructed in the following way. Suppose that for a given R 0 and given {w k } 3 k=1 the partition-rate vector generated by the problem in (11) is feasible for the corresponding problem for Region 2 . Then the partition θ is a representative of an equivalence class of partitions that maximize the weighted sum-rate, and we can choose this partition to be the representative in S. If, however, the partition-rate vector generated by (11) does not belong to the feasible set of the corresponding problem for Region 2 , then taking the intersection of the region bounded by (11) and the region with the corresponding boundary for Region 2 , analogous to (9) , eliminates such a vector. A particular instance in which we implement this intersection will be considered in Remark 2 below.
2 Given the observation in the above remark, we will henceforth refer to the region bounded by (11) as Region 1 . The corresponding analysis for Region 2 follows an analogous path that exploits the symmetry between receivers Y and W in Figure 1 .
A. KKT necessary optimality conditions for (11) In order to expose the structure of Region 1 we consider the KKT conditions [12] corresponding to (11) . In doing so, we will seek solutions for which R > 0, θ > 0 and θ 1 i + θ 2 i < 1, i = 1, 2. The continuity of the rate functions implies that these assumptions are not restrictive.
For the problem in (11) , the KKT conditions can be obtained in a straightforward manner (see Sec. IV-B of [10] ). Although we will not write them explicitly here, we will let {β i } 11 i=0 denote the Lagrange multipliers. Since it is not known whether the optimization problem in (11) is convex, for any regular point, the KKT conditions are only necessary for optimality [12] .
V. AN OUTER BOUND ON REGION 1
Let us now introduce three power partition vectors α, α and α . An outer bound on Region 1 can be obtained by solving
That (12) is a relaxation of the problem in (11) is clear from the fact that they can be made equivalent by adding the constraints α = α = α to (12) . Hence, for a given set of weights, the weighted sum-rate generated by (12) is greater than or equal to that generated by (11) . However, in the following analysis we will show that for all relevant nonnegative weights, w 1 , w 2 and w 3 , and allocated powers P 1 and P 2 , any maximum weighted sum-rate generated by (12) is equal to the maximum weighted sum-rate generated by (11) .
A. KKT conditions for (12)
As in Sec. IV-A we will consider solutions to the KKT conditions for (12) for which R > 0, (α, α , α ) > 0,
Without writing the KKT conditions explicitly (see Sec. V-A of [10] ), we will make the following definitions: Let λ 0 , λ 01 , λ 012 , λ 0123 denote the Lagrange multipliers associated with the constraints in (12) that involve f 0 , f 01 , f 012 and f 0123 , respectively. Let η 0 , η 02 , η 012 , η 0123 denote the multipliers associated with the constraints that involve g 0 , g 02 , g 012 and g 0123 , respectively, and ξ 03 , ξ 023 , ξ 0123 denote the multipliers associated with the constraints that involve h 0 , h 03 , h 023 and h 0123 , respectively.
B. Analysis of the KKT system corresponding to (12)
For the KKT system corresponding to (12) , we have the following results, which are proved in App. A of [10] .
Lemma 2: Any solution of the KKT system for (12) must satisfy: (i) λ 0 = η 0 = ξ 0 = 0; (ii) either λ 01 = λ 012 = λ 0123 = 0 or {λ 01 , λ 012 , λ 0123 } > 0; (iii) either η 02 = η 012 = η 0123 = 0 or {η 02 , η 012 , η 0123 } > 0 and (iv) either ξ 03 = ξ 023 = ξ 0123 = 0 or {ξ 03 , ξ 023 , ξ 0123 } > 0. 2 (12) is tight we now provide an explicit characterization of solutions of the KKT system corresponding to (11) that also solve the KKT system corresponding to (12) . (See Apps B-D of [10] for proofs.)
VI. COMMON SOLUTIONS FOR THE KKT SYSTEMS To show that the relaxation in
Theorem 1: Given R 0 satisfying (10) and a weight vector with w 1 > w 2 > w 3 , there exists a solution of the KKT system corresponding to (11) , (β, θ, R), such that this solution solves the KKT system corresponding to (12) with (λ, η, ξ) = β, α = θ and with identical rates R.
2 Theorem 2: Given R 0 satisfying (10) and a weight vector with w 2 > w 1 > w 3 , there exists a solution of the KKT system corresponding to (11) , (β, θ, R), such that this solution solves the KKT system corresponding to (12) with (λ, η, ξ) = β, α = θ and with identical rates R.
2 Theorem 3: Given R 0 satisfying (10) and a weight vector with w 1 > w 3 > w 2 , any locally optimal solution of (11) must have R 2 = 0, as must the optimal solution to (12).
2 Corollary 1: Given R 0 satisfying (10) and a weight vector with w 1 > w 3 > w 2 , then there exists a solution of the KKT system corresponding to (11) , (β, θ, R), with θ 2 1 = θ 2 2 = 0 and R 2 = 0 such that this solution solves the KKT system corresponding to (12) with (λ, η, ξ) = β, α = θ and with identical rates R.
2 Remark 2 (Other cases): When w 3 > w 2 > w 1 and w 3 > w 1 > w 2 the symmetry between receivers Y and W can be used to derive the corresponding results mutatis mutandis.
When w 2 > w 3 > w 1 , it is shown in App. F of [10] that there is no solution of the KKT system corresponding to (11) that lies in Region 2 . Hence, using the construction discussed in Remark 1, for this weight ordering, the partition-rate vectors generated by (11) do not lie in the SPC region (cf. (9)), and can hence be eliminated. See Remark 3, below.
2 An observation regarding Theorems 1-3, Corollary 1 and Remark 2 is that for every weight ordering only one of the partitions α, α or α is used to yield a rate vector on the boundary of the SPC rate region. (12) In this section we show that for all relevant weight orderings, i.e., all orderings except w 2 > w 3 > w 1 , the rate region generated by (12) is identical to that generated by (11) . To begin, we have the following result which is based on a transformation of the problem in (12) into a convex optimization problem (see App. H of [10] ).
VII. TIGHTNESS OF THE RELAXATION IN
Theorem 4: The KKT conditions are necessary and sufficient optimality conditions for the problem in (12) .
2 Theorem 4 implies that for any R 0 satisfying (10) and any relevant weight vector, w, any solution of the KKT system corresponding to (12) yields the maximum weighted-sum-rate. Hence (see Sec. VII of [10] ), Theorem 5: The rate region generated by solving (12) for all relevant weight vectors, i.e., all orderings except w 2 > w 3 > w 1 , is identical to that generated by solving (11) . 2
Using the symmetry between receivers Y and W , we have Theorem 6: For all relevant weight vectors, i.e., all orderings except w 2 > w 1 > w 3 , the rate region generated by Region 2 is identical to that generated by its relaxation.
2 Remark 3: For all weight orderings other than w 2 > w 3 > w 1 , solving (12) yields SPC achievable rates. When w 2 > w 3 > w 1 , SPC achievable rates can be obtained by solving the corresponding relaxation of Region 2 . Alternatively, for all weight orderings other than w 2 > w 1 > w 3 SPC achievable rates can be obtained by solving the corresponding relaxation of Region 2 , and when w 2 > w 1 > w 3 , SPC achievable rates can be obtained by solving (12) .
2 Our goal now is to show that for every achievable rate vector R, there exists a power partition θ ∈ S such that (θ, R) ∈ Region i , i = 1, 2. Now the equivalence between (11) and (12) implies that (for Region 1 ) this is equivalent to showing that for every achievable rate vector R, there exists power partitions α, α , α ∈ S, such that the constraints (12b)-(12l) are satisfied. An analogous argument can be used to show that Region 2 contains all achievable partition-rate vectors.
VIII. BOUNDS ON ACHIEVABLE RATES
Let M 0 ∈ {1, . . . , 2 nR0 } denote the common message intended for all receivers, and let M k ∈ {1, . . . , 2 nR k }, k = 1, 2, 3 denote the particular messages intended for receivers Y , Z and W , respectively; see Figure 1 . Let the decoder of receiver Y be denoted by g 1 , where g 1 maps a length n block of the signal received by receiver Y to the set of receiver Y 's messages; that is, g 1 : (Y 1 , Y 2 ) → (M 0 ,M 1 ). An error event for receiver Y occurs if (M 0 ,M 1 ) = (M 0 , M 1 ). The average probability of this event is denoted by P n e1 . In a similar manner, we define the decoders and the associated average error probabilities of receivers Z and W and denote them by P n e2 and P n e3 , respectively. A rate vector (R 0 , R 1 , R 2 , R 3 ) is achievable if for every > 0 there exists a sequence of codes (indexed by n) such that for all sufficiently large n the probability of error P n e < , where P n e = max{P n e1 , P n e2 , P n e3 }. Let i , i = 1, 2, 3 be a small positive number and let
In App. I of [10] we use Fano's inequality to show that
where X i is the symbol transmitted on subchannel i. In App. J of [10] we show that
In App. J of [10] we also show that
. Using similar observations for Z 2 along with the entropy power inequality, in [10] we use (13a)-(13d) and (14) to show that Region 1 is an outer bound on the capacity region. Similarly we use (13a)-(13d) and (15) to show that Region 2 is also an outer bound on the capacity region.
IX. THE CAPACITY REGION
From Section VII we have that the rate regions generated by Region 1 and Region 2 are equivalent to those generated by their corresponding relaxations. Hence, to show the converse it suffices to show that the rate vectors contained in intersection of these relaxations form an outer bound on the capacity region. That is, for every achievable rate vector there exist three independent sets of power partitions such that the inequalities in (12b)-(12l), and the corresponding inequalities for Region 2 are satisfied. In order to do that we invoke the inequalities in (13), (14) and (15) in the case in which the subchannels are Gaussian. Indeed, in Apps K and L of [10] we show that Theorem 7: The rate region generated by (12) is an outer bound on the achievable rate region and the rate region generated by the corresponding relaxation of Region 2 is also an outer bound on the achievable rate region.
2 We are now ready to present the main result of the paper. Theorem 8: The capacity region of the BC channel in Figure 1 is the closure of rate vectors contained in the SPC region defined in (2).
2 Proof: Let P 1 and P 2 be an arbitrary power allocation. Achievability is immediate from the construction of the inequalities in (2) . The converse is shown as follows: The SPC region in (2) is equivalent to Region 1 Region 2 ; cf. (9) . From Theorem 5 and Theorem 6, we have that the rate vectors in Region 1 and Region 2 are identical to those generated by the corresponding relaxations. Now, from Theorem 7, the rate region generated by (12) and that generated by the relaxation corresponding to Region 2 are outer bounds on the achievable rate region. Hence, the rate vectors contained in Region 1 Region 2 form an outer bound on the achievable rate region, which establishes the desired converse.
X. CONCLUSION
This paper considered the broadcast channel in Figure 1 , wherein three particular messages and a common message are transmitted. It was shown that, for this scenario, every achievable rate vector can be attained by superposition coding (SPC) and Gaussian signalling. To establish this result we provided an ostensible relaxation of the characterization of the SPC rate region and showed that this relaxation is tight. We then derived an outer bound on the capacity region and showed that this bound coincides with the relaxed characterization. Although the focus of this work has been restricted to the BC channel in Figure 1 , we suspect that the same methodology can be applied to systems with alternate degradation orders and possibly with more receivers.
