We introduce two direct quadrature methods based on linear rational interpolation for solving general Volterra integral equations of the second kind. The first, deduced by a direct application of linear barycentric rational quadrature given in former work, is shown to converge at the same rate, but is costly on long integration intervals. The second, based on a composite version of the rational quadrature rule, looses one order of convergence, but is much cheaper. Both require only a sample of the involved functions at equispaced nodes and yield a stable, infinitely smooth solution of most classical examples with machine precision.
1 Introduction: Volterra integral equations and the direct quadrature method for their solution
The modelling of certain physical phenomena with history leads to Volterra integral equations of the second kind y(t) = f (t) + t a K t, s, y(s) ds (1) for the unknown function y(t) given on some interval I := [a, T ]. The functions f and K are assumed here to be known on a discrete subset of I and on Ω := I × I × (−∞, ∞), respectively. In practice, we shall use f and K (except for its third variable) only at equispaced values of the variable. Classical theorems, among them the following one, on the existence and uniqueness of the solution of (1) can be found in [10, 17, 18, 19] . Theorem 1. Let f be continuous on I, K be continuous in Ω and assume that K satisfies a Lipschitz condition with respect to its third variable. Then (1) possesses a unique continuous solution y. Moreover, this solution is r times continuously differentiable on I whenever f and K are r times continuously differentiable on I and Ω, respectively.
Most Volterra integral equations must be solved by numerical means, among which the direct quadrature method is the simplest. One seeks an approximation of y only at a finite number of values t m of t, which we shall call nodes:
We shall take these nodes equispaced: t m := a + mh, h := (T − a)/N , m = 0, . . . , N (this is not at all necessary, but natural in this context); together they yield a partition T N of [a, T ].
Starting from the given value y 0 := y(a), the integral in (1) is replaced by a quadrature rule of nonzero weights hw 
As described, the method has one drawback, though: computing y m involves precisely the m+1 values y 0 , . . . , y m , so that the quadrature rule cannot contain more than m+1 nodes. For the first (small) values of m, the accuracy of the rule (its order) will be very low, and this lack of precision will be carried through the whole integration. To avoid this, one considers integrals involving at least a certain number of subintervals, say n; then the upper limit in the sum in (2) becomes max{m, n}. Moreover, the first n equations in (2) all contain the unknowns y 1 , . . . , y n and must be solved simultaneously. This is called the starting procedure of the direct quadrature method and requires knowledge of K on a discrete subset of the square [a, t n ] × [a, t n ] (for the first two variables); the corresponding y m are the starting values.
To study the convergence of the method, [18] introduces some notation. Let C be a class of equations of the form (1). The (global discretization) error is defined as
is convergent if, for all equations in C, one has ∀ t ∈ [a, T ] fixed with t = t m for some m for every suitable h,
It is convergent of order p if
for some constant M > 0, and if p is maximal with this property. Definition 1.2. Let y be the solution of (1). The function
is called the local consistency error for (1).
the approximation method (2) is said to be consistent with (1) for the class of equations C. If for every equation in C there exists a constant c (independent of h, but usually dependent on K and f ) such that
then the method is said to be consistent of order p in C.
Sufficient conditions for the convergence of the direct quadrature method are given in the following theorem, whose proof is presented in [18, p. 102] ; the discussion following the theorem in that reference implies part b).
Theorem 2.
Consider the approximate solution of (1) by (2)-taking max{m, n} as upper limit of the sum, n ∈ N fixed-and assume that i) C is the class of equations (1) whose kernel K satisfies a Lipschitz condition in the third variable;
ii) the solution y and the kernel K are such that the approximation method is consistent of order p with (1);
iii) the weights satisfy
iv) the starting errors e k , k = 0, . . . , n, tend to zero as h → 0.
Then a) the method (2) is convergent; b) moreover, if the starting errors tend to 0 with order p − 1, i.e.,
then the order of convergence is at least p.
In order to reach relative machine precision, a direct method (2) requires quadrature rules with large N . In view of their limited convergence and their instability, NewtonCotes formulae cannot be used (they do not satisfy (3) either). One therefore resorts to composite rules [18] , with the drawback that the same one (except the trapezoid) cannot be used throughout the interval, since a rule is required for every m.
In contrast, we may take advantage of the accuracy and stability of the linear barycentric quadrature scheme introduced in [13] to apply it to Volterra integral equations. In Section 2, we briefly review some facts on linear barycentric rational interpolation and the aforementioned quadrature scheme. In the following section, we describe a global method for the solution of Volterra equations, whose convergence we prove in Section 4. This method is very accurate, but slow; we therefore present a more efficient alternative using composite quadrature rules in Section 5. We illustrate our theoretical results with some numerical examples in the final section.
Barycentric rational interpolation and quadrature
Quadrature methods are usually based on (linear) interpolants. Here we recall the ideas that have led to the introduction of linear barycentric rational quadrature in [13] . Let t 0 , . . . , t m be m + 1 real abscissae and f 0 , . . . , f m corresponding values. A barycentric rational interpolant to these data will here be an expression of the form
with all β j = 0 (so that all points are indeed considered in the interpolant). An important advantage of the barycentric representation is that it guarantees interpolation independently of the β j , which are called the barycentric weights of r m . We shall denote a vector of β j by β. One sees that r m is a rational function with numerator and denominator both of degree at most m by multiplying these by m k=0 (t − t k ). Barycentric rational interpolants were first used by Schneider and Werner to solve the classical rational interpolation problem, in which the β j are allowed to depend on the f j , making r m nonlinear in these values. In [6] , the first author has introduced linear barycentric rational interpolants, in which the β j depend only on the t j , not on the f j , making r m linear in the latter. Then every choice β = (β 0 , . . . , β m )
T usually defines another linear space of interpolants. One example is to take β j = 1 i =j (t j − t i ), which guarantees (see [7] ) a denominator of degree 0 and therefore yields the interpolating polynomial. In [6] it was suggested to reorder the nodes in such a way that t 0 < . . . < t m and to use
as the weights, independently of the particular t j . This choice for β was demonstrated there as better than the first one of taking all β j equal in absolute value; it coincides with the weights of polynomial interpolation for Chebyshev points of the second kind. It has been shown in the same paper that they guarantee a pole-free interpolant for all {t j } and in [8] that they retain the exponential convergence of the polynomial interpolant for analytic functions, when the t j are conformal maps of these same Chebyshev points. For other nodes than these special ones, the situation was much less satisfactory: for equispaced ones, for instance, it has been conjectured in [8] and proven in [11] that the convergence is merely O(h 2 ), a rate that renders the points inadequate for the solution of differential equations.
In the just mentioned paper [11] , Floater and Hormann have given weights β that, in principle, provide an arbitrary high rate of convergence. For equispaced nodes, their results may be summarized as follows: to interpolate a function
, the weights may simply be chosen proportional to
as mentioned by the authors, these β j differ from 1 only in the vicinity of the extremities and the values different from 1 should be considered as endpoint corrections to the interpolant with all weights equal (d = 0) given in [6] . Eq. (5) is the special case d = 1. As mentioned in [11] , the rational interpolants with the weights in (6) can be written in a form different from (4), namely
, with λ j (t) = (−1)
and where p j is the unique polynomial of degree at most d that interpolates the d + 1 consecutive values f j , . . . , f j+d . We shall call this the original form of the barycentric interpolants with the Floater-Hormann weights. In [13] , two quadrature methods based on rational interpolants (4) have been introduced, called direct, respectively indirect rational quadrature. We concentrate here on the direct version; it simply consists in numerically integrating (4), which is a rational function and whose integral thus cannot be computed analytically as for the Newton-Cotes formulas. The idea in [13] is to take advantage of the excellent stability properties of the barycentric form (4) at any point to integrate r m with arbitrary precision by means of an efficient nonequispaced quadrature rule such as Gauss-Legendre or Clenshaw-Curtis.
To obtain the quadrature along this path, we rewrite (4) as
where the superscript (β) refers to the particular choice of the barycentric weights β 0 , . . . , β m , and we define the corresponding quadrature weights as
which leads to the quadrature formula:
In practice we use the Floater-Hormann weights (6); notice that they change with m. The integrals (9) are then computed numerically, for instance by means of routines implemented in the Chebfun system [2, 20, 22] or alternatively with Gauss-Legendre or Clenshaw-Curtis rules, to yield approximate weights ω
to the desired accuracy. The convergence of the resulting integration scheme is given by the following theorem, derived from [13, Thm 6.1] and [12] .
and r m is the rational interpolant (8) with equispaced nodes t j and β from (6). Then, for any = 0, . . . , m,
where C is a constant depending only on d, on derivatives of f and on the length of the interval t − t 0 .
In all our numerical tests we have chosen a sufficiently high precision for the computation of the integrals, so that the discretization error stems essentially from the rational approximation. For that reason we refrain from mentioning the superscript D in what follows; it should nevertheless be kept in mind.
In practice, we will always take a fixed value of d; this avoids Runge's phenomenon; see [11] .
A result similar to Theorem 3 also holds in the case when the number of nodes m is constant and h shrinks. This setting will show up in the starting procedure; see Section 3. If f ∈ C d+2 [t 0 , t m ], one obviously has for = 0, . . . , m
Moreover, if m − d is odd the bound on the interpolation error, as given in [11, Thm. 2] , involves an additional factor mh, so that one can expect an increase to d + 3 of the order of the related quadrature rule, which is not the case if m − d is even.
To close this section, we present a result on the weights in the above quadrature method, which will be used to prove the corresponding Theorem 2 for the rational quadrature method. Proposition 1. Suppose m and d, d ≤ m/2 − 1, are positive integers and let the nodes be equispaced. Then the quadrature weights (9) with the barycentric weights from (6) satisfy ω
where the constant C does not depend on m.
Proof. We prove (12) for 0 ≤ k ≤ (m + 1)/2 since the quadrature rule is symmetric; see [13, Thm 6.3] . By the definition of the weights,
where we switched from the barycentric form to the original form (7); see [11, Sec. 4] . We begin by looking at the two subintervals [t k−1 , t k ] and [t k , t k+1 ], provided they both exist:
, then we also split this first part into three smaller ones, provided they arise, namely
The middle part has already been dealt with and the two others can be treated in a very similar way as above, so that the absolute value of the integrals can be shown to be bounded from above by d!h d+1 log(d + 2) as well.
The third major part of the interval does not contain t k by assumption. The absolute value of the integral over that part can again be shown to be bounded by d!h d+1 log(d+2) in a similar fashion as above.
Only the middle major part remains to be treated. We reuse the following notation from [13, 12] ,
As before, we begin with the case k ≤ d and now apply partial integration:
With the hypothesis on d, the assumption on k made here and similar arguments as in the proof of Theorem 6.1 in [13] , the absolute value of the first term on the right-hand side may be bounded from above by Ch d+1 , with a constant C that does not depend on m (from now on we will denote such constants generically by C). For the second term, we observe that (t − t k ) 2 is positive, so that we may again apply the mean value theorem for integrals and, after a few basic computations, bound the absolute value of that term by |Ω m (ξ)|/h for some ξ ∈ [t d+1 , t m−d−1 ]. It was shown in [12] that |Ω m (ξ)| is bounded by Ch d+2 . Therefore, this second major part is also bounded by
. Otherwise, we split this part into three others, as we did with the first major part, apply partial integration and similar arguments as for the previous case for k, to come to the same conclusion. From (13) and the bounds on the three major parts of the integral in that equation, the claimed bound on |ω 
Description of the global method
Let T N = {a = t 0 , . . . , t N = T } be a uniform partition of the given interval I with the step length h = T −a N , N ∈ N, as in Section 1. Applying the linear barycentric rational quadrature formula (10) to the integral part of (1) yields
for the approximation y m of the exact value y(t m ). To comply with (2), we define here w
k /h. As mentioned in the introduction, a starting procedure must be devised to guarantee the adequate accuracy of the first approximate values y 0 , . . . , y n . We obtain y m , m ≤ n, by approximating the integral from t 0 to t m on its turn with a barycentric rational quadrature formula (10) with the n + 1 mesh points t 0 , . . . , t n . This yields the system of equations
where, only for the starting procedure,
and the β j depend on n, not on m.
Convergence of the global method
In this section, we prove the convergence of the proposed rational global method for Volterra integral equations of the second kind. We begin with the convergence of the starting values.
Theorem 4. Let y n = (y 0 , . . . , y n ) T be the approximate starting values given by the system (15) and e n = (e 0 , . . . , e n )
T the errors, and assume that f ∈ C d+3 (I) and K ∈ C d+3 (Ω) in (1). Then, as h → 0, we have e n ∞ → 0 as O(h d+2 ).
Proof. Applying the linear barycentric rational quadrature formula (10) to the integral part of (1) yields at t = t m
where R m is the error of the quadrature, R m = O(h d+2 ) (see Theorem 3) and R 0 = 0. Subtracting (15) from (16) gives
where we used the mean value theorem and ξ k is between y(t k ) and y k . To write this in vector form, we introduce the matrix W n := w m,k n k,m=0
, whose entries are given by
. Then (17) may be written as
where R n := (R 0 , . . . , R n ) T and I n is the (n + 1) × (n + 1) identity matrix. Note that we take the exact solution at the left end of the interval, so that e 0 = 0.
We now show that the matrix hW n may be made smaller than 1 in norm by choosing h small enough. To this end, we rewrite the quadrature weights (9) with the change of variable v = (s − a)/(mh) as
Notice that for the starting procedure n is fixed and only h is variable. Thus the (n + 1)
k /h have a maximum absolute value, and also the ∂ ∂y K(t m , t k , ξ k ) because of the differentiability hypothesis on K, so that there is a constant V 1 such that W n ∞ ≤ V 1 n. Since n is fixed, h W n ∞ may be made as small as necessary by diminishing h. With h small enough, I n − hW n in (18) is nonsingular by a well-known result (e.g., [1, Thm 7.11]) so that
and there is a constant V 2 such that
Our main theorem now follows from Theorems 2, 3 and 4, and Proposition 1.
Theorem 5. Let m, n, n ≤ m, and d, d ≤ m/2 − 1, be positive integers, let the nodes be equispaced, f ∈ C d+3 (I) and K ∈ C d+3 (Ω) in (1). Consider the approximate solution of (1) by (14) and (15) . If the starting values are computed with parameter at least d − 1 and the consecutive approximations with parameter d, then the method is convergent of order d + 2.
We can construct an infinitely smooth approximate solution by interpolating the discrete approximations y 0 , . . . , y N with a linear barycentric rational interpolant (4) and the weights from (6) . Under the hypotheses of Theorem 5 and with the choice d+1 of the parameter in that interpolant, the absolute maximum error of that global approximation r N will behave as
where Λ N is the Lebesgue constant associated with r N (see [9] ) and C again is a generic constant that does not depend on N .
A composite method
As mentioned in Section 3, the global method requires computing new quadrature weights for every y m . Since the number N of integrals increases as h decreases, the computational cost of these weights grows with N . To remedy this, we present a cheaper method, based on composite linear barycentric rational quadrature, to obtain an approximate solution of (1) with a simpler structure and good approximation properties.
Let T N again be a uniform partition of the interval I. To define our composite rational quadrature rule over an interval [a, t m ], with m ≤ N , we choose a parameter d, a number of nodes n with d ≤ n ≤ m/2 for the local quadrature rule and we set p := m n − 1. It can easily be seen from (19) that the quadrature weights w (m) k are scale and translation invariant. Therefore, we may approximate a definite integral with a composite rule as follows:
The last part in the above composite rule is longer, in fact, up to twice as long, than the others to guarantee similar approximation and stability properties over the whole interval. From this construction and since each local quadrature formula has an error O(h d+2 ) and there are p + 1 = O(h −1 ) of them, this composite rule behaves as follows.
Proposition 2.
Under the same hypotheses as in Theorem 3, the absolute error in the approximation with the composite quadrature rule (21) is bounded by Ch d+1 , where the constant C depends only on d, on derivatives of f and on the interval length t m − a.
Moreover, if n ≥ 2(d + 1) and n − d is odd, one can expect the order of convergence to be up to one unit larger than stated above, for the same reasons as explained just after (11) .
We can now describe the composite method for the solution of the Volterra integral equation of the second kind (1). The starting procedure described in Section 3 remains unchanged, so that the starting values are again given by the solution of the system (15) . Thereafter, for the computation of y m for n < m < 2n, we continue in the same way as with the global method from Section 3. Only for m ≥ 2n we begin applying the composite quadrature rule to the integral part of (1) as in (21), with the same n as for the starting procedure, so that
The composite method is very similar to the global method, only the consistency order is typically one less than that of the global method under the same hypotheses. Therefore, the following result can be proven with the same ingredients as Theorem 5.
Theorem 6. Let m, n, n ≤ m, and d, d ≤ m/2 − 1, be positive integers, let the nodes be equispaced, and f ∈ C d+3 (I) and K ∈ C d+3 (Ω) in (1). Consider the approximate solution of (1) by (15) and the composite method (22) . If the starting values are computed with parameter at least d − 1 and the approximations following it with parameter d, then the method is convergent of order d + 1.
Again, the order might be up to one unit larger if n − d is odd and n ≥ 2(d + 1). Here also, an infinitely smooth approximate solution can be obtained by interpolating the discrete approximations y 0 , . . . , y N by a linear barycentric rational interpolant with the parameter d if n − d is even and d + 1 otherwise. The reason for this choice of parameter can easily been seen from (20) .
Numerical experiments
In this section we present some numerical results of our global and composite methods with various values of d, n and N applied to linear and nonlinear Volterra integral equations, to demonstrate the efficiency and accuracy of the schemes. The starting values are computed with parameter d − 1 since this is sufficient according to the hypotheses of Theorems 5 and 6. The interpolation of the discrete approximation of the solution is carried out with parameter d + 1 except for the composite method when n − d is even. For every example, the approximation quality is revealed via e S , the maximal absolute error of the approximation of the n + 1 starting values, and e N , the error at t = t N , the extremity of the whole interval for both the global and the composite methods. To get an impression of the approximation throughout the interval, we display in the tables the maximal absolute error e I of the interpolation of the approximations y m , m = 0, . . . , N , evaluated at about 3000 equispaced points in the interval. Moreover, we display the respective experimental approximation orders, O S for the starting procedure, O N for the approximation of y(t N ) and O I for the interpolation. We took advantage of Chebfun for the computation of the quadrature weights.
As a first example, we consider the integral equation
where
The exact solution is Runge's function y(t) = 1/(1 + 25t 2 ). Table 1 shows the numerical results with d = 3 and n = 4. Since n − d is odd, we took the parameter d + 1 for the interpolation of the values obtained from the global and the composite methods. The errors decrease until about machine precision with N , as predicted by the theoretical results, and there is no Runge phenomenon, since it does not occur with this kind of rational interpolants, as already explained in [11] . The starting values are approximated with parameter d S = 2 and the observed order is 4, which is d S + 2 as one could expect from (11) . The errors by the global method decrease with order 5, as well as their interpolation with d = 4, as predicted by Theorem 5 and the remark following it. The composite method and the interpolation with d = 4 of the discrete solution behave similarly since n − d is odd (see Theorem 6), however with slightly larger errors. The computation time with the composite method is significantly shorter than with the Next we study the classical test example from [10, Table 8.2 .3a],
with the exact solution y(t) = 1 3
t cos(
t) . We display the results from our methods with d = 3 and n = 7 in Table 2 . Again, they match the theoretical expectations very well. This time, n − d is even and therefore the order with the composite method is only 4. Our methods give similar results as in [10] and remain stable even with larger numbers of nodes.
We also studied the classical nonlinear Volterra integral equation
from [10, 16] with the exact solution y(t) = log(t + e). To solve the nonlinear system for the starting values and the nonlinear equations for the subsequent approximations, we used Newton's method, which is applicable, since we need to impose higher order differentiability of the involved functions to satisfy the hypotheses of our theoretical results. Table 3 shows the absolute errors and the estimated approximation orders of the proposed methods with d = 6 and n = 8. Here we achieve higher orders than in the cited references. Moreover, the errors with the composite method are at least as small as those obtained from the global method, and due to the high order they reach machine precision with N = 640, which explains the smaller experimental orders in the last row of the table.
As a final example, we study the classical stiff nonlinear Volterra integral equation from [15, 
where f (t) = (1 + t)e −10t + 1 1 2 + (1 + t)(1 − e −10t ) + 10(1 + t) log(1 + t) and with the exact solution y(t) = (1 + t)e −10t + 1 1 2 . A Volterra integral equation is called stiff [10] when ∂K/∂y 0 or the Lipschitz constant of the kernel with respect to y is large; in our example ∂K/∂y = −20. We refrain from providing a table for this example, as the relative error jumps from about 100% as long N is too small to resolve the stiffness to the unavoidable rounding error when N becomes large enough to accommodate the exponentially decreasing solution. Instead, we illustrate with one sample that our rather general purpose composite rational method is stable enough to resolve even stiff equations until close to machine precision. With N = 2000, n = 10 and d = 5 we observed e S = 7.0e−09, e N = 4.8e−14 and e I = 4.5e−08. We did not carry out experiments on this example with the global method since the computation time and cost would have be excessively high, whereas the composite method combined with Newton's method was still very fast.
Conclusion
We have presented two versions of an elegant and efficient quadrature method, based on linear rational barycentric interpolation, for the numerical solution of Volterra integral equations. Like classical quadrature methods using composite Newton-Cotes rules, its input merely consists of an equidistant sample of values of f and K. The global version is especially elegant, as it integrates a single infinitely smooth interpolant on every interval. The composite version is somewhat more involved, but much faster on long intervals. Both deliver an infinitely smooth approximation of the solution. The order may in principle be increased at will.
As other methods for such integral equations, it would be a little harder to implement when K was merely known on the triangle a ≤ s ≤ t ≤ T : a smaller interval length h would have to be used in the starting procedure than in the main method. Further questions to address in the future include the stability behavior; see [10] .
