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Introduction
Contexte
La décision collective est une problématique essentielle qui se retrouve dans
toutes les strates de la société. Elle permet d’élire les représentants d’un gouver-
nement, choisir une date de réunion qui arrange tous les participants, établir un
programme de vacances approuvé par toute la famille, choisir un groupe syndica-
liste représentant le personnel d’une société, etc. Nous nous intéressons dans cette
thèse à la décision collective. L’objectif est de prendre une décision consensuelle
parmi un ensemble d’alternatives soumises au point de vue d’une collectivité.
La théorie de la décision collective a des aspects pluridisciplinaires. Par exemple,
la psychologie sociale se préoccupe de l’interaction sociale dans la collectivité.
L’économie, de par la théorie du choix social, s’intéresse au concept de décision
consensuelle. Les mathématiques permettent de formaliser cette problématique,
alors que l’informatique s’intéresse à l’aspect computationnel de la décision.
La décision collective, dans le domaine de l’informatique, s’inscrit dans le cadre
de plusieurs communautés. En intelligence artiﬁcielle, les systèmes multi-agents
permettent de modéliser les processus de décision collective. Ils déﬁnissent aussi
les règles régissant les interactions entre les membres de la collectivité. En aide
à la décision, le but est de rechercher un consensus au sein de la collectivité. Ce
consensus peut être établi au moyen d’une fonction d’agrégation sur les préfé-
rences des membres de la collectivité. En informatique théorique, on s’intéresse
à la complexité d’obtention d’une solution consensuelle et de sa construction al-
gorithmique. Toutes ces thématiques se joignent pour former la théorie du choix
social computationnel qui traite, analyse et construit des méthodes dédiées à la
décision collective (Chevaleyre et al., 2007b).
Notre approche du problème se place au carrefour de l’optimisation combina-
toire et du choix social computationnel. Ainsi, les problèmes que nous traitons font
appel à une modélisation par une structure combinatoire classique : les matroïdes.
Nous utilisons les outils de l’informatique théorique tels que la théorie de la com-
plexité, l’algorithmique et l’approximation avec garantie de performance. Enﬁn, la
problématique traitée et les concepts appliqués dans cette thèse proviennent de la
théorie du choix social computationnel.
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Le but de cette thèse est de déterminer une solution de compromis pour des
problèmes soumis à de multiples points de vue. Nous développons cette problé-
matique à travers les concepts suivants : solution, points de vue et compromis.
La solution est déterminée parmi plusieurs alternatives possibles, c’est-à-dire
qu’elle doit être réalisable pour le problème considéré. Nous nous intéressons dans
le cadre de cette thèse à des problèmes qui ont une structure combinatoire. Plus
précisément, il s’agit de la classe des systèmes d’ensembles qui ont une structure
de matroïde. Un matroïde est déﬁni par un ensemble ﬁni X d’éléments et une
collection F de sous-ensembles de X qui satisfont les propriétés suivantes : (i)
l’ensemble vide appartient à la collection F ; (ii) l’hérédité qui signiﬁe que si un
ensemble Fi ∈ F alors tout sous-ensemble Fj ⊆ Fi appartient également à F ;
(iii) la propriété d’augmentation qui signiﬁe que pour tout couple F1, F2 ∈ F tel
que |F1| < |F2|, il existe x ∈ F2\F1 tel que F1 ∪ {x} est aussi dans la collection
F . Les ensembles qui appartiennent à F sont dits indépendants et les ensembles
indépendants maximaux pour l’inclusion sont les bases du matroïdeM. La théorie
des matroïdes est centrale en optimisation combinatoire, elle a permis d’uniﬁer des
structures apparemment séparées comme les arbres et les transversaux dans les
graphes et elle a engendré des algorithmes eﬃcaces pour résoudre des problèmes
d’optimisation non triviaux en temps polynomial. Le point commun entre tous les
problèmes traités dans cette thèse est qu’une solution réalisable est toujours déﬁnie
par une base d’un matroïde. Nous reviendrons plus en détail sur la déﬁnition des
matroïdes et des bases dans la section 1.3.
Les matroïdes ont des applications diverses et permettent de modéliser des pro-
blèmes connus dans plusieurs disciplines. En algèbre linéaire, le matroïde matriciel
modélise l’ensemble des colonnes linéairement indépendantes d’une matrice. En
ordonnancement, le matroïde transversal permet de capturer les ordonnancements
réalisables de tâches unitaires sur une machine. Dans les graphes, le matroïde
graphique permet de modéliser les forêts et les arbres couvrants. Le matroïde de
couplage permet de caractériser les sommets saturés par un couplage dans un
graphe. Le matroïde des chemins disjoints caractérise les couples de sommets ad-
mettant des chemins arêtes disjointes dans un graphe. En choix social, le matroïde
uniforme permet de modéliser des problèmes d’élection à vainqueurs multiples. Le
matroïde laminaire permet de sélectionner des représentants de communautés hié-
rarchiques. Enﬁn, le matroïde de partition modélise des problèmes d’aﬀectation et
d’allocation de ressources. Puisque nous travaillons sur un matroïde général, nos
résultats s’appliquent à tous ces problèmes.
Nous portons un intérêt particulier au problème classique d’allocation de biens
indivisibles qui se modélise à l’aide du matroïde de partition. Le problème clas-
sique d’allocation de biens indivisibles consiste à répartir, de façon équitable, un
2
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ensemble d’objets indivisibles sur un ensemble d’agents. C’est un problème usuel
qui s’applique par exemple lors d’un héritage ou encore dans le partage de biens en
cas de divorce. Le but étant de satisfaire les parties concernées en tenant compte
de leurs préférences représentées sous forme d’utilités pour l’ensemble des biens.
C’est un thème central en choix social computationnel (Chevaleyre et al., 2006).
La collectivité est constituée d’un groupe de membres qui expriment leurs points
de vue sur toutes les alternatives (ou solutions réalisables). Les membres de la
collectivité ainsi que leurs points de vue peuvent être formalisés à l’aide de l’un
des concepts suivants :
• Agents : les agents déﬁnissent les membres de la collectivité. Chaque agent
exprime son point de vue sur les alternatives (ou solutions réalisables) à
travers des préférences ordinales ou cardinales (fonctions d’utilité). Il s’agit
alors de l’étude d’un système multi-agents. Le principe d’équité d’une solu-
tion est ici crucial.
• Objectifs (ou critères) : Le point de vue de chaque membre s’exprime via
une fonction objectif associée d’une direction d’optimisation (maximisation
ou minimisation). La problématique de décision collective correspond ici à
un problème d’optimisation multi-objectif.
• Scénarios : chaque membre de la collectivité est assimilé à un scénario
qui peut se réaliser. La réalisation d’un scénario induit une satisfaction
sur chaque acte (ou solution réalisable). L’objectif est de rechercher une
solution robuste, c’est-à-dire qui est satisfaisante à l’égard de n’importe
quel scénario qui pourrait se réaliser. Ce formalisme caractérise la décision
dans l’incertain.
Bien que ces trois aspects aient des interprétations diﬀérentes, leur formalisme
reste analogue pour les problèmes que nous traitons. Nous utiliserons dans cette
thèse la terminologie des systèmes multi-agents. Nous ferons également appel à
certains concepts en optimisation multi-objectif pour caractériser la solution de
compromis.
Un compromis est une solution réalisable qui satisfait au mieux tous les membres
de la collectivité (les agents, les objectifs ou les scénarios). La solution de com-
promis doit également être équitable pour tous les membres. Il convient alors de
déﬁnir la notion d’équité.
L’équité d’une solution est une caractéristique importante que toute solution
de compromis se doit de respecter. L’équité constitue une part importance de
la théorie du choix social (Steinhaus, 1948; Young, 1995; Brams et Taylor, 1996;
Moulin, 2004). Young (1995) soutient que l’équité ne se résume pas à une formule
et qu’il n’existe pas de principe d’équité qui soit objectif. L’équité doit tenir compte
3
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de la satisfaction de la collectivité, appelée aussi bien-être social (social welfare) en
théorie du choix social. À cette ﬁn, plusieurs concepts de bien-être social ont été
déﬁnis dans la littérature. Par exemple, le critère utilitariste qui cherche la plus
grande satisfaction globale en maximisant la somme des utilités des agents pour
la solution de compromis. Un autre exemple est le critère égalitariste qui cherche
à rendre le plus heureux possible, l’agent le plus défavorisé. Ces principes d’équité
peuvent être appliqués pour choisir une solution de compromis.
Notre attention porte sur l’aspect computationnel de l’obtention d’une solution
de compromis. En particulier, nous nous intéressons à des constructions algorith-
miques de cette solution. La solution de compromis peut être déterminée par les
agents en interagissant ensemble, il s’agit alors de déterminer un algorithme ou
protocole dit décentralisé. Il est également possible qu’un coordinateur prenne la
décision ﬁnale, dans ce cas la quête d’un algorithme centralisé est plus adéquate.
Puisque nous généralisons le problème classique d’allocation de biens indivi-
sibles, il est possible qu’il n’existe pas d’allocation qui satisfasse les critères d’équité
les plus courants (absence d’envie, etc.). De plus, de façon générale il est NP-
complet de décider de l’existence d’une telle solution. Ce résultat est valable pour
le problème général de la base d’un matroïde multi-agents (ou multi-objectif). Par
ailleurs, il est notoire que la plupart des problèmes d’optimisation combinatoire
mono-objectifs deviennent NP-complets dès lors qu’un objectif supplémentaire est
ajouté. Ce constat est malheureusement valable pour déterminer l’existence d’une
solution (base) d’un matroïde multi-objectif qui satisfait certaines performances.
Une alternative pour trouver une solution de compromis est de construire une
solution approchée avec garantie de performance en temps polynomial.
La théorie de l’approximation s’intéresse à fournir des solutions approchées
pour des problèmes d’optimisation avec garantie de performance dans le pire des
cas. Nous nous intéressons à fournir des algorithmes d’approximation polynomiaux
pour déterminer une solution de compromis pour des problèmes multi-agents (ou
multi-objectifs). Cela permet de s’intéresser à la qualité de la solution de compro-
mis en fournissant une garantie par rapport à l’optimum. Nous nous concentrons
sur l’approximation du point idéal du problème multi-objectif. Le point idéal est
une solution rarement réalisable dont l’image atteint l’optimum sur tous les ob-
jectifs. Cela permet de donner une garantie sur l’utilité de chaque agent pour la
solution de compromis par rapport à son optimum.
Contribution
Nous nous intéressons à des problèmes dont les solutions sont déﬁnies par
un matroïde. Une solution réalisable est une base évaluée par plusieurs agents
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au moyen de fonctions d’utilité. Chaque agent souhaite maximiser son utilité.
L’objectif est de trouver une solution de compromis et de la partager sur les agents,
en tenant compte de l’équité du partage de cette solution.
Ce manuscrit est organisé comme suit :
Le chapitre 1 présente le cadre général des théories abordées et des techniques
appliquées. La section 1.1 présente la théorie de l’approximation polynomiale pour
des problèmes d’optimisation mono-objectifs. La section 1.2 présente les concepts
les plus répandus pour approcher des problèmes multi-objectifs avec garantie de
performance. La section 1.3 déﬁnit la théorie des matroïdes en ciblant certains
concepts qui seront utilisés dans le développement des prochains chapitres. Dans
cette même section, nous apportons notre contribution à la théorie des matroïdes,
en particulier sur le partitionnement des bases et leur interchangeabilité (section
1.3.3).
Le chapitre 2 retrace les problèmes d’allocation de ressources. La section 2.1
introduit un problème générique d’allocation de ressources et présente quelques
cas particuliers comme le problème classique d’allocation de biens indivisibles,
et sa généralisation aux matroïdes qui est le problème que nous étudions dans
cette thèse. Le problème classique d’allocation de biens indivisibles revêt d’une
importance particulière dans ce manuscrit puisqu’il représente un cas particulier
de notre problème et pour lequel nous améliorons quelques résultats d’approxima-
bilité. Certains concepts d’équité seront également déﬁnis dans la section 2.2 aﬁn
de les appliquer à notre problème.
Le problème traité dans cette thèse est déﬁni par un matroïde. Chaque élément
a n utilités représentant les points de vue de n ≥ 2 agents. Ces utilités sont toutes
additives, c’est-à-dire que l’utilité d’un agent pour un sous-ensemble d’éléments
est la somme de ses utilités pour les éléments de ce sous-ensemble. L’objectif est
de trouver une base et de la partitionner en n parts réparties sur les agents. Ce
problème généralise le problème classique d’allocation de biens indivisibles.
Dans le chapitre 3, nous nous intéressons à l’équité du partage d’une base
d’un matroïde sur n agents. Nous étudions quelques notions d’équité qui sont
couramment utilisées dans les problèmes d’allocation de ressources. Il s’agit de
l’équitabilité (section 3.2), l’absence de jalousie que nous introduisons (section 3.3),
la proportionnalité (section 3.4) et l’absence d’envie (section 3.5). Nous adaptons
les déﬁnitions de ces notions au partage d’une base d’un matroïde. Nous proposons
également des relaxations de ces concepts aﬁn de garantir l’existence d’une solution
équitable selon ces déﬁnitions relaxées, et sa construction en temps polynomial.
Cette relaxation consiste à atteindre la notion d’équité considérée à un élément
près, et sera dite proche de l’équité.
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Dans les chapitres 4 et 5, nous nous intéressons à fournir une base d’un matroïde
partitionnée en n parts, avec une garantie dans le pire cas sur l’utilité de chaque
agent pour sa part. Les fonctions d’utilités des agents sont toutes additives. D’un
point de vue multi-objectif, le problème consiste à trouver une solution réalisable
qui est une approximation du point idéal du problème avec une garantie de perfor-
mance. De façon générale, ce problème n’admet pas de rapport d’approximation
constant même pour n = 2. Nous nous intéressons alors à fournir des résultats
d’approximation en fonction de n et d’un paramètre, noté αi (i = 1, ..., n), re-
présentant l’utilité maximum de l’agent i pour un élément du matroïde dans une
instance normalisée. Cette approche étend les travaux de Demko et Hill (1988);
Markakis et Psomas (2011) établis pour le problème classique d’allocation de biens
indivisibles.
Dans le chapitre 4, nous proposons un algorithme polynomial centralisé qui
construit une base partitionnée en n parts avec une garantie sur l’utilité de chaque
agent i (i = 1, ..., n) en fonction de n et de αi (section 4.2). Cette garantie est
au moins aussi bonne que celle connue pour le problème classique d’allocation de
biens indivisibles et est valable pour tous les problèmes ayant une structure de
matroïde. Une meilleure garantie est proposée dans la section 4.3 pour le cas de
n = 2 agents. Nous fournissons également une borne supérieure sur l’utilité de
l’agent le plus défavorisé pour tout n ≥ 2 dans la section 4.4.
Dans le chapitre 5, nous proposons, pour le même problème, un algorithme
décentralisé qui fournit une garantie, toujours en fonction du paramètre αi (i =
1, ..., n) pour n = 2 (section 5.2), n = 3 (section 5.3) et n ≤ 9 (section 5.4)
agents. L’intérêt des algorithmes décentralisés est de permettre aux agents d’in-
teragir librement aﬁn qu’ils construisent ensemble une solution. Ces algorithmes
permettent également de réduire la communication de certaines informations que
les agents peuvent juger privées comme leurs utilités. La garantie obtenue améliore
la garantie existante pour le problème classique d’allocation de biens indivisibles.
Le chapitre 6 étudie une extension du problème précédent (dans le cas de
deux agents) à un type particulier d’utilités sous-modulaires. L’objectif est de
proposer quelques pistes de recherche lorsqu’on modélise les utilités des agents par
des fonctions plus complexes. Chaque élément du matroïde est évalué par deux
agents diﬀérents qui ont des fonctions d’utilités hétérogènes. La première fonction
d’utilité est additive. La seconde fonction d’utilité est une coloration pondérée,
c’est-à-dire que chaque élément du matroïde a une couleur et chaque couleur a un
coût. Le coût des couleurs d’une solution est la somme des coûts de chaque couleur.
Même si une couleur apparaît plusieurs fois, on ne compte son coût qu’une seule
fois. Cette fonction d’utilité est sous-modulaire et est connue sous le nom de prix
chromatique (the chromatic price) dans sa version minimisation (Maﬃoli et al.,
2007). Nous proposons des algorithmes polynomiaux qui construisent une solution
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de compromis avec garantie de performance pour plusieurs variantes du problème.
Les garanties proposées sont des approximations du point idéal et sont toutes à
rapport constant.
Tous les algorithmes présentés dans ce manuscrit sont déterministes et polyno-
miaux, sous l’hypothèse que l’oracle qui détermine si un sous-ensemble d’éléments
est indépendant pour un matroïde donné est polynomial. Tous les résultats (théo-
rèmes, propositions, etc.) non originaux sont suivis d’une référence.
Nous concluons ce rapport par quelques perspectives de recherche autour de la
problématique traitée.
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Première partie
État de l’art
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Chapitre 1
Théories de l’approximation et des
matroïdes
Ce chapitre présente le cadre général dans lequel s’inscrit cette thèse, ainsi que
les outils nécessaires pour le développement des chapitres suivants. À savoir, les
algorithmes d’approximation en optimisation mono-objectif et multi-objectif et la
théorie des matroïdes.
Sommaire
Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
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1.1 Théorie de l’approximation en optimisation
mono-objectif
Nous considérons que les bases de la théorie de la complexité sont connues du
lecteur. Autrement, nous invitons les personnes intéressées à lire Garey et Johnson
(1979). Nous supposons dans ce qui suit que P 6= NP.
En optimisation combinatoire, beaucoup de problèmes d’optimisation sont in-
traitables, c’est-à-dire qu’il est peu probable de les résoudre à l’optimum en temps
polynomial. Une solution naturelle est d’utiliser des méthodes approchées qui four-
nissent certaines garanties sur la qualité de la solution en temps polynomial.
Les algorithmes d’approximation avec garantie de performance sont des mé-
thodes non exactes qui produisent des solutions réalisables en temps polynomial
avec des bornes sur leur qualité. Ils sont apparus dans les années 1960 (Vizing,
1964; Graham, 1966) avant la construction de la théorie de la NP-complétude qui
a été formalisée par Cook (1971). Une déﬁnition formelle des algorithmes d’ap-
proximation a été proposée par Garey et al. (1972).
Nous présentons dans cette section quelques concepts généraux sur les algo-
rithmes d’approximation pour des problèmes d’optimisation mono-objectifs.
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1.1.1 Généralités sur l’approximation
Soit I une instance d’un problème d’optimisation π. Notons XI l’ensemble des
solutions réalisables de I. Si x ∈ XI alors V AL(I, x) est la valeur de cette solution.
Soit OPT (I) la valeur optimale de I. De façon formelle, les solutions approchées
sont déﬁnies comme suit.
Définition 1.1 (Solution approchée) Une solution réalisable x ∈ XI est ǫ-
approchée pour une instance I de π avec ǫ ∈]0, 1[ pour un problème de maxi-
misation (ou ǫ > 1 pour un problème de minimisation), si sa valeur V AL(I, x) est
garantie d’être à un facteur ǫ de l’optimum OPT (I), c’est-à-dire V AL(I,x)
OPT (I)
≥ ǫ pour
un problème de maximisation (ou V AL(I,x)
OPT (I)
≤ ǫ pour un problème de minimisation).
V AL(I, .)OPT (I)ǫOPT (I)
Figure 1.1 – Solutions ǫ-approchées pour un problème de maximisation.
L’axe représenté dans la ﬁgure 1.1 contient des points représentant les valeurs
des solutions réalisables pour une instance I d’un problème de maximisation. Les
solutions dont les valeurs se trouvent entre ǫOPT (I) et OPT (I) (segment de droite
en gras) sont des ǫ-approximations du problème où ǫ ∈]0, 1[.
Définition 1.2 (Algorithme d’approximation) Un algorithme A est dit
ǫ-approché si pour toute instance I de π, A retourne une solution ǫ-approchée.
L’algorithme A est polynomial s’il s’exécute en temps polynomial en |I|.
Le facteur, aussi appelé rapport d’approximation ou performance garantie, vé-
riﬁe ǫ ∈]0, 1[ pour les problèmes de maximisation et ǫ > 1 pour les problèmes de
minimisation. L’objectif est de trouver un algorithme polynomial qui fournit le
rapport d’approximation le plus le proche de 1.
Le rapport d’approximation ǫ peut être constant ou dépendre de l’instance I.
Lorsque ǫ est constant, l’algorithme A est dit à rapport constant. La classe des
problèmes d’optimisation admettant un algorithme à rapport constant est notée
APX.
Lorsque le rapport d’approximation est non-constant, ce dernier peut dépendre
d’un paramètre α ∈ X où X peut prendre ses valeurs dans IN, IR, [0, 1], etc. Dans
ce cas, l’approximation prend la forme d’une fonction f : X →]0, 1[ pour un pro-
blème de maximisation (ou f : X→ [1,+∞[ pour un problème de minimisation).
Demko et Hill (1988); Markakis et Psomas (2011) appliquent cette approche pour
le problème classique d’allocation de biens indivisibles. Le but est de fournir une
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garantie dans le pire cas sur l’utilité des agents selon les paramètres α et αi re-
présentant respectivement l’utilité maximum d’un bien parmi tous les agents et
l’utilité maximum de l’agent i pour un bien (voir la section 2.3, page 62).
Certains problèmes dans APX admettent de très bons rapports d’approxima-
tion qui se rapprochent de 1. Dans ce cas, le déﬁ est de trouver des algorithmes
qui fournissent des rapports d’approximation aussi proches de 1 que l’on souhaite.
Ces algorithmes sont appelés schémas et sont déﬁnis de la façon suivante.
Définition 1.3 (Schémas d’approximation)
• Un problème d’optimisation π admet un schéma d’approximation polyno-
mial (PTAS pour Polynomial Time Approximation Scheme) si pour tout
ǫ ∈]0, 1[, il existe un algorithme Aǫ polynomial en |I| qui est (1−ǫ)-approché
pour un problème de maximisation (ou pour tout ǫ > 0, l’algorithme est
(1 + ǫ)-approché pour un problème de minimisation).
• Un schéma d’approximation complètement polynomial (FPTAS pour Fully
Polynomial Time Approximation Scheme) est un PTAS dont la complexité
en temps est bornée par un polynôme en |I| et en 1
ǫ
.
Les problèmes d’optimisation admettant des schémas d’approximation sont
considérés comme les problèmes les moins difficiles de la classe NP-diﬃcile. Quant
aux problèmes qui n’admettent pas de schémas, en plus de chercher le rapport
d’approximation qui soit le plus proche de 1, on peut s’intéresser aux limites de
cette approximation, c’est-à-dire montrer l’impossibilité d’obtention de certains
rapports d’approximation. Ceci constitue l’étude de l’inapproximabilité d’un pro-
blème.
L’inapproximabilité consiste à montrer qu’obtenir un certain rapport d’approxi-
mation α ∈]0, 1[ pour un problème de maximisation (ou α > 1 pour un problème
de minimisation) contredirait une hypothèse de complexité (par exemple P 6= NP).
Il est donc peu probable qu’il existe un algorithme polynomial α-approché. Il est
alors intéressant de connaître la valeur du plus petit α d’un problème de maximisa-
tion (ou le plus grand α d’un problème de minimisation) pour lequel le problème
est inapproximable. Ceci peut être naturellement fait au moyen de réductions
comme la KARP -réduction utilisée surtout pour des problèmes de décision. Un
autre exemple est la GAP -réduction utilisée initialement par Sahni et Gonzalez
(1976) pour montrer l’inexistence de f(n)-approximations pour le TSP (Travel-
ling Salesman Problem ou problème du voyageur de commerce, voir le problème
24, page 200) pour toute fonction f calculable en temps polynomial. Il y a égale-
ment la L-réduction introduite par Papadimitriou et Yannakakis (1991). Pour plus
d’informations sur l’inapproximabilité des problèmes d’optimisation, se référer à
Hochbaum (1997); Paschos (2004).
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Il existe d’autres mesures de l’approximation comme l’erreur relative déﬁnie par
|OPT (I)−V AL(I,x)|
OPT (I)
que l’on cherche à minimiser, c’est-à-dire que le but est de réduire
la distance entre la solution trouvée et l’optimum. Cette mesure est équivalente
au rapport d’approximation classique à une bijection près. En eﬀet, en partant du
rapport d’approximation classique : V AL(I,x)
OPT (I)
≥ ǫ pour un problème de maximisa-
tion (ou V AL(I,x)
OPT (I)
≤ ǫ pour un problème de minimisation), on peut déduire l’erreur
relative déﬁnie par OPT (I)−V AL(I,x)
OPT (I)
≤ ǫ′ pour un problème de maximisation (ou
V AL(I,x)−OPT (I)
OPT (I)
≤ ǫ′ pour un problème de minimisation) en posant ǫ′ = 1− ǫ pour
tout ǫ ∈]0, 1[ pour un problème de maximisation (ou ǫ′ = ǫ − 1 pour tout ǫ > 1
pour un problème de minimisation).
Une autre mesure, fort intéressante en approximation, est la mesure absolue
déﬁnie par |V AL(I, x)−OPT (I)|. Le but est de chercher un algorithme polynomial
qui fournit, pour toute instance I, une solution x ∈ XI telle que |OPT (I) −
V AL(I, x)| ≤ ǫ avec ǫ > 0. Très peu de problèmes d’optimisation admettent une
telle constante ǫ > 0. Par exemple, la coloration des arêtes d’un graphe (problème
12, page 199) utilise au moins ∆ couleurs où ∆ est le degré maximum des sommets
du graphe. Mais elle peut utiliser au plus ∆+1 couleurs (Vizing, 1964) qui est une
borne au plus à 1 de l’optimum. D’autres exemples sont mentionnés par Hochbaum
(1997).
On cite également le rapport diﬀérentiel qui tient compte, non seulement de
la solution optimale du problème d’optimisation, mais également de la pire solu-
tion. Notons PIR(I) la valeur de la pire solution d’un problème d’optimisation π,
c’est-à-dire la valeur d’une solution optimale lorsque l’on interchange l’objectif du
problème ; minimum en maximum et inversement. Le rapport diﬀérentiel est déﬁni
par |V AL(I,x)−PIR(I)||OPT (I)−PIR(I)| qui s’améliore en se rapprochant de 1, c’est-à-dire qu’on essaie
de se rapprocher de l’optimum ou de s’éloigner de la pire solution. Monnot et al.
(2003) et Paschos (2004) abordent ces mesures de façon détaillée.
1.1.2 Conception d’algorithmes d’approximation
Il existe plusieurs techniques pour concevoir des algorithmes d’approximation
dont les plus connues sont : les gloutons, la programmation dynamique, la re-
cherche locale, la programmation mathématique, les algorithmes aléatoires, etc.
Les lecteurs intéressés peuvent se référer à Hochbaum (1997); Cormen et al. (2001);
Vazirani (2001); Williamson et Shmoys (2011).
En approximation, les algorithmes gloutons sont souvent les premiers algo-
rithmes que l’on cherche à appliquer. Globalement, les gloutons opèrent de la façon
suivante : on part d’une solution non réalisable (par exemple d’une solution vide),
puis on prend une série de décisions irrévocables qui modiﬁent la solution jusqu’à
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obtenir une solution réalisable. Les gloutons sont souvent simples à construire et
à analyser.
Le glouton peut fournir, dans certains cas, une solution exacte comme pour
les bases d’un matroïde dont la déﬁnition fera l’objet de la section 1.3. D’ailleurs,
Edmonds caractérise les matroïdes comme la classe des problèmes dont le glouton
fournit une solution optimale (Schrijver, 2003). Dans les prochains chapitres, nous
présenterons quelques algorithmes d’approximation combinatoires et gloutons avec
garantie de performance pour des problèmes déﬁnis sur un matroïde.
Dans d’autres cas, les gloutons peuvent fournir la meilleure approximation
qu’un problème puisse avoir comme pour le problème de la k-couverture de poids
maximum (max k-coverage, voir le problème 18, page 199). En partant d’une so-
lution vide, le glouton consiste à choisir, à k reprises, le sous-ensemble dont le
poids des éléments nouvellement couverts est maximum. Cet algorithme fournit
une (1− 1
e
)- approximation (Nemhauser et al., 1978) qui est la meilleure approxi-
mation à rapport constant que ce problème puisse avoir (Feige, 1998).
Il est également possible d’obtenir des résultats d’approximation via des ré-
ductions préservant l’approximation comme la A-réduction (Orponen et Mannila,
1987) et la réduction continue (Simon, 1990) qui préservent l’appartenance à APX.
Ou encore la P-réduction (Orponen et Mannila, 1987) qui préserve les schémas
d’approximation et la F-réduction qui préserve l’appartenance à la classe FPTAS.
Toutes ces réductions sont reprises en détail par Monnot et al. (2003).
Pour plus d’approfondissement sur les algorithmes d’approximation, se référer à
Hochbaum (1997); Ausiello (1999); Vazirani (2001); Monnot et al. (2003); Paschos
(2004); Williamson et Shmoys (2011).
1.2 Approximation en optimisation multi-objectif
Soit πk un problème d’optimisation avec k ≥ 2 objectifs. Pour une instance I de
πk, notons XI l’ensemble des solutions réalisables de I. Pour toute solution x ∈ XI ,
notons V ALi(I, x) la valeur de cette solution sur l’objectif i pour i = 1, ..., k. Nous
supposons que V ALi(I, x) ≥ 0 pour tout x ∈ XI et pour toute instance I de πk.
Dans ce qui suit, notons OPTi(I) la valeur optimale de l’objectif i (i = 1, ..., k).
Les déﬁnitions de la section 1.1 sont valables pour des problèmes mono-objectifs,
mais elles ne sont pas adaptées pour des problèmes multi-objectifs. En eﬀet, en
approximation on évalue la valeur d’une solution approchée par rapport à l’op-
timum. En optimisation mono-objectif, l’image de l’optimum est unique, ce qui
n’est pas le cas en optimisation multi-objectif, puisqu’il n’existe pas toujours de
solution réalisable qui optimise tous les objectifs simultanément. Comme alterna-
tive, on peut s’intéresser à l’optimalité au sens de Pareto qui a été introduite en
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1909 (dans le manuel d’économie politique de Vilfredo Pareto).
Soit I une instance d’un problème d’optimisation πk avec k ≥ 2 objectifs où
l’objectif i (i = 1, ..., k) est à maximiser (resp. à minimiser).
Définition 1.4 (Pareto-dominance faible) Une solution x ∈ XI est Pareto-
dominée faiblement par une solution y ∈ XI si et seulement si V ALi(I, y) ≥
V ALi(I, x) (resp. V ALi(I, y) ≤ V ALi(I, x)) pour tout i ∈ {1, ..., k}.
Définition 1.5 (Pareto-dominance) Une solution x ∈ XI est Pareto-dominée
par une solution y ∈ XI si et seulement si{
∀i ∈ {1, ..., k}, V ALi(I, y) ≥ V ALi(I, x) (resp. V ALi(I, y) ≤ V ALi(I, x)),
∃j ∈ {1, ..., k}, V ALj(I, y) > V ALj(I, x) (resp. V ALj(I, y) < V ALj(I, x)).
Définition 1.6 (Pareto-optimalité) Une solution x ∈ XI est Pareto-optimale
s’il n’existe pas d’autre solution y ∈ XI qui Pareto-domine x.
En d’autres termes, une solution réalisable est Pareto-optimale s’il n’est pas
possible d’améliorer cette solution sur un objectif sans la dégrader sur un autre.
On appelle ensemble de Pareto (ou front de Pareto), l’ensemble des images
des solutions Pareto-optimales d’un problème multi-objectif. On ne retient géné-
ralement qu’une solution par image optimale. Notons PARI ⊆ XI l’ensemble des
solutions Pareto-optimales de l’instance I. Pour plus de détails sur l’optimisation
multi-objectif en général et sur l’optimalité au sens de Pareto, se référer à Ehrgott
(2005); Galand (2008).
Soient n constantes b1, ..., bn. Décider s’il existe une solution réalisable x ∈ XI
telle que V ALi(I, x) ≥ bi (ou V ALi(I, x) ≤ bi), i = 1, ..., k est souvent NP-complet
même si la version mono-objectif du problème est résoluble en temps polynomial.
C’est le cas par exemple de la version multi-objectif des problèmes de l’arbre cou-
vrant de poids maximum ou minimum (problème 5, page 198) (Aggarwal et al.,
1982; Camerini et al., 1984), du plus court chemin (problème 10, page 198) (Seraﬁni,
1987) et du couplage de poids maximum (problème 13, page 199) (Berger et al.,
2011). De plus, certains problèmes peuvent admettre un nombre important, voire
exponentiel de solutions Pareto-optimales comme pour le problème de l’arbre de
poids maximum/minimum multi-objectif (Hamacher et Ruhe, 1994), ce qui rend
impossible leur énumération en temps polynomial.
Ainsi, l’approximation polynomiale est un bon compromis entre la qualité des
solutions à retourner et le temps de résolution. Il parait alors nécessaire d’adapter
les déﬁnitions classiques de l’approximation aux problèmes multi-objectifs. Mais
là encore, diﬀérentes approches existent pour l’approximation en multi-objectif.
Dans ce qui suit, nous présentons quelques approches, assez répandues dans la
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littérature, pour approcher les problèmes multi-objectifs. Pour une description plus
détaillée de ces approches, voir par exemple la thèse de Gourvès (2005) ou encore
Angel et al. (2007). D’autres approches d’approximation en optimisation multi-
objectif sont abordées dans Glaßer et al. (2010)
1.2.1 Approche budget (ǫ− constraint)
Il s’agit de transformer tous les objectifs, sauf 1, en contraintes de budget.
On obtient un problème mono-objectif à approcher. Soit πk un problème avec
k ≥ 2 objectifs où chaque objectif i ∈ {1, ..., k} consiste à trouver une solution
réalisable x ∈ XI , pour toute instance I, qui optimise V ALi(I, x). Le problème
de budget associé est celui qui optimise V ALi(I, x) pour un certain i ∈ {1, ..., k},
sous contraintes que pour tout j ∈ {1, ..., k} \ {i}, V ALj(I, x) ≥ Bj si l’objectif
j est à maximiser (ou V ALj(I, x) ≤ Bj si l’objectif j est à minimiser) pour des
budgets Bj , j ∈ {1, ..., k} \ {i} donnés. Le problème mono-objectif obtenu est dit
à (k − 1)-budgets.
Les concepts de la section 1.1 peuvent directement être appliqués pour appro-
cher les problèmes d’optimisation à p-budgets pour p ≥ 1. Nous explorerons cette
approche pour un problème bi-objectif déﬁni sur un matroïde dans le chapitre 6
(section 6.5.2, page 161).
V AL1(I, .)
V AL2(I, .)
OPT1(I)
B2
OPT2(I)
ǫOPTB OPTB
x∗
B
Figure 1.2 – Approche budget pour un problème de maximisation bi-objectif.
La ﬁgure 1.2 représente l’espace des objectifs d’un problème de maximisa-
tion bi-objectif. Les points représentent les images des solutions réalisables. Le
second objectif est transformé en contrainte de budget, c’est-à-dire que la valeur
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d’une solution réalisable sur le second objectif doit être au moins B2 (c’est-à-dire,
V AL2(I, x) ≥ B2). Le point x∗B représente l’optimum du problème de budget de
valeur OPTB. La zone grisée contient les images des solutions qui ǫ-approchent le
problème de budget.
Lorsque p = 1 (lorsqu’on associe au problème mono-objectif une seule contrainte
de budget), il existe des PTAS pour les problèmes de l’arbre couvrant de poids
minimum (Ravi et Goemans, 1996; Hassin et Levin, 2004), du plus court chemin
(Warburton, 1987; Hassin, 1992; Lorenz et Raz, 2001) et du couplage maximum
(Berger et al., 2011).
À défaut d’avoir des résultats d’approximation pour les problèmes de budget, on
peut permettre de violer les contraintes de budget à un petit facteur multiplicateur.
Ce type d’approximations est connu dans la littérature en tant qu’approximation
multi-critère (Grandoni et Zenklusen, 2010).
Par exemple, Hong et al. (2004) montrent l’appartenance du problème de l’arbre
couvrant avec p = 1 budget à la classe FPTAS multi-critère, lorsqu’on permet de
violer la contrainte de budget à un facteur 1 + ǫ près pour une contrainte dont
l’objectif initial est à minimiser, pour tout ǫ > 0. Ce résultat a été généralisé à
p ≥ 1 contraintes de budget par Grandoni et al. (2009) qui montrent que lorsque
p est ﬁxé, les problèmes de l’arbre couvrant et du couplage maximum dans un
graphe biparti avec p-budgets appartiennent à la classe PTAS multi-critère.
Pour des discussions plus détaillées sur l’approximation et l’existence de sché-
mas d’approximation en multi-objectif, se référer à Safer et Orlin (1995).
1.2.2 Approximation de l’ensemble de Pareto
Cette approche consiste à déterminer un algorithme polynomial qui retourne
un ensemble restreint de solutions réalisables qui approchent l’ensemble de Pareto
avec une garantie de performance. Cette approche est d’autant plus intéressante
lorsqu’il y a un nombre exponentiel de solutions Pareto-optimales. Ici, la notion
d’optimalité de Pareto est au cœur du processus d’optimisation.
Définition 1.7 (Solution approchée en multi-objectif) Soit I une instance
d’un problème πk à k objectifs. Une solution x∈XI est une (ǫ1, ..., ǫk)-approximation
d’une solution x∗ ∈ XI si
V ALi(I,x)
V ALi(I,x∗)
≥ ǫi pour un objectif i à maximiser avec
ǫi ∈]0, 1[ (ou
V ALi(I,x)
V ALi(I,x∗)
≤ ǫi pour un objectif i à minimiser avec ǫi > 1) pour
i = 1, ..., k.
On dit également que la solution x (ǫ1, ..., ǫk)-domine x∗ (Galand, 2008).
La ﬁgure 1.3 représente l’espace des objectifs d’un problème de maximisation
bi-objectif. Les points représentent les images des solutions réalisables. Une (ǫ1, ǫ2)-
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V AL1(I, .)
V AL2(I, .)
V
A
L
1 (I, x ∗)
V AL2(I, x∗)
x∗
ǫ2V AL2(I, x∗)
ǫ
1 V
A
L
1 (I, x ∗)
Figure 1.3 – Approximation d’une solution en multi-objectif.
approximation du point x∗ est une solution dont l’image se trouve dans la zone
grisée.
Définition 1.8 (Approximation de l’ensemble de Pareto) Soit I une ins-
tance de πk. Un ensemble PI ⊆ XI de solutions réalisables est (ǫ1, ..., ǫk)-approché
de l’ensemble de Pareto si pour toute solution réalisable y ∈ XI , il existe x ∈ PI
qui (ǫ1, ..., ǫk)-approche y.
Lorsque ǫ = mini=1,...,k ǫi pour un problème de maximisation multi-objectif (ou
ǫ = maxi=1,...,k ǫi pour un problème de minimisation multi-objectif) alors l’ensemble
PI est dit ǫ-approché de l’ensemble de Pareto de I.
Remarquons que dans la déﬁnition 1.8, nous aurions pu prendre y ∈ PAR(I)
au lieu de y ∈ XI . En eﬀet, puisque toute solution y ∈ XI \ PAR(I) est Pareto-
dominée par une solution y′ ∈ PAR(I), alors une solution qui (ǫ1, ..., ǫk)-approche
y′ est aussi une (ǫ1, ..., ǫk)-approximation de y.
Définition 1.9 (Algorithme d’approximation de l’ensemble de Pareto)
Un algorithme A est (ǫ1, ..., ǫk)-approché de l’ensemble de Pareto si pour toute
instance I de πk, l’algorithme A produit, en temps polynomial en |I|, un ensemble
de solutions réalisables PI ⊆ XI qui est (ǫ1, ..., ǫk)-approché.
L’approximation de l’ensemble de Pareto avec un ensemble de solutions est
un compromis intéressant. Cela permet de réduire la diﬃculté du problème en
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déterminant un ensemble de solutions de taille raisonnable. De plus, plusieurs
solutions sont fournies, ce qui permet au décideur de visualiser les solutions de
rechange.
Cette approche a suscité un grand intérêt lorsque Papadimitriou et Yannakakis
(2000) ont montré dans leur article fondateur que pour tout problème d’optimi-
sation multi-objectif πk avec un nombre d’objectif ﬁxé et pour tout instance I de
πk, il existe toujours un ensemble de solutions PI polynomial en |I| et en 1ǫ qui est
ǫ-approché de l’ensemble de Pareto pour tout ǫ > 0 (Papadimitriou et Yannakakis,
2000). Cependant, il n’existe pas toujours d’algorithme polynomial qui permette
d’obtenir cet ensemble de solutions. Une condition nécessaire et suﬃsante pour
l’existence d’un tel algorithme est l’existence d’un algorithme polynomial qui ré-
sout le problème GAP (voir le problème 14, page 199). En utilisant cette condi-
tion, Papadimitriou et Yannakakis (2000) montrent l’existence de FPTAS pour
construire des ǫ-approximations de l’ensemble de Pareto pour les versions multi-
objectifs des problèmes du plus court chemin, de l’arbre couvrant de poids mini-
mum et du couplage.
Une autre conséquence des résultats de Papadimitriou et Yannakakis (2000)
est la possibilité d’obtenir une approximation de l’ensemble de Pareto à partir
d’une approximation du problème de budget et vice versa. En eﬀet, à partir d’une
approximation du problème de budget, on peut construire un ensemble de so-
lutions qui approchent l’ensemble de Pareto en subdivisant l’intervalle des va-
leurs des objectifs mis en budget sur une échelle logarithmique. Puis pour chaque
subdivision, sélectionner la solution qui approche le problème de budget corres-
pondant. Inversement, à partir d’une approximation de l’ensemble de Pareto,
et pour un vecteur budget donné, on peut résoudre le problème GAP associé
(Papadimitriou et Yannakakis, 2000, Théorème 2) qui fournit une approximation
au problème de budget mais il est possible de violer certaines contraintes de budget.
En eﬀet, il suﬃt de choisir la solution approchée qui approche le mieux l’objectif
du problème de budget et qui ne viole pas les contraintes de budget, si possible.
D’un point de vue décisionnel, l’éventualité de fournir des ensembles PI avec des
tailles arbitrairement grandes (même si la taille de PI reste toujours polynomiale
en I et en 1
ǫ
) peut rendre diﬃcile le choix de solutions au décideur. Pour pallier
ce problème, Vassilvitskii et Yannakakis (2005) posent le problème d’approcher
l’ensemble de Pareto avec des ensembles PI aussi petits que possible. Ils proposent
des algorithmes d’approximation généraux avec des bornes sur la taille de PI pour
toute instance I pour des problèmes à 2 et à 3 objectifs. La thèse de Jamain
(2014) traite également de la cardinalité de l’ensemble des solutions approchées,
ainsi que de sa stabilité, c’est-à-dire qu’il ne contient pas de solutions approchées
redondantes.
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En l’absence de processus décisionnel, une alternative serait de proposer une
unique solution de compromis. On peut alors s’intéresser à approcher le problème
multi-objectif avec une seule solution, en approchant par exemple le point idéal du
problème qui est le principe de la prochaine section.
1.2.3 Approximation du point idéal
En optimisation multi-objectif, le point idéal est une solution, pas nécessaire-
ment réalisable, mais qui atteint l’optimum sur tous les objectifs simultanément.
Cela signiﬁe que l’image du point idéal vaut (OPT1(I), OPT2(I), ..., OPTk(I)).
Bien que cette solution n’existe pas toujours, on peut tout de même rechercher
une solution réalisable qui approche, au mieux, ce point idéal. La déﬁnition sui-
vante propose une approximation du point idéal, appelée aussi approche simultanée
dans Angel et al. (2007).
Définition 1.10 (Solution approchée du point idéal) Soit I une instance
d’un problème multi-objectif πk. Une solution x ∈ XI est (ǫ1, ..., ǫk)-approchée du
point idéal si V ALi(I,x)
OPTi(I)
≥ ǫi pour un objectif i à maximiser avec ǫi ∈]0, 1[ (ou
V ALi(I,x)
OPTi(I)
≤ ǫi pour un objectif i à minimiser avec ǫi > 1) pour tout i ∈ {1, ..., k}.
V AL1(I, .)
V AL2(I, .)
OPT1(I)
OPT2(I)
x∗I
ǫ2OPT2(I)
ǫ1OPT1(I)
Figure 1.4 – Approximation du point idéal pour un problème de maximisation
bi-objectif.
La ﬁgure 1.4 représente l’espace des objectifs d’un problème de maximisation
bi-objectif. Les points représentent les images des solutions réalisables et le front
21
Chapitre 1. Théories de l’approximation et des matroïdes
de Pareto est caractérisé par l’ensemble des points reliés par des segments. Le point
x∗I représente le point idéal du problème. La zone grisée contient tous les points
qui (ǫ1, ǫ2)-approchent le point idéal x∗I .
Lorsque ǫ = mini=1,...,k ǫi pour un problème de maximisation multi-objectif (ou
ǫ = maxi=1,...,k ǫi pour un problème de minimisation multi-objectif) alors la solution
est dite ǫ-approchée du point idéal.
Définition 1.11 (Algorithme d’approximation du point idéal)
Un algorithme A est (ǫ1, ..., ǫk)-approché du point idéal si pour toute instance I de
πk, l’algorithme A retourne, en temps polynomial en |I|, une solution réalisable
xI ∈ XI qui (ǫ1, ..., ǫk)-approche le point idéal.
Cette approche est appliquée entre autres par Hansen (1980); Ravi et al. (1993);
Stein et Wein (1997); Angel et al. (2005); Goel et Meyerson (2006); Bazgan et al.
(2013); Escoﬃer et al. (2013). Par exemple, Escoﬃer et al. (2013) proposent un
algorithme qui retourne une solution 1
3
-approchée (ou (1
3
, 1
3
)-approchée) du point
idéal du problème de l’arbre de poids maximum bi-objectif. Pour k ≥ 3 objectifs,
il existe des instances pour lesquelles il n’existe aucune α-approximation du point
idéal quel que soit α > 0 (Escoﬃer et al., 2013).
On remarque que l’approximation du point idéal ne fait pas intervenir la notion
de Pareto-optimalité car chaque objectif est considéré de manière indépendante.
Pourtant, nous observons avec la remarque suivante qu’approcher l’ensemble de
Pareto avec une unique solution est équivalent à approcher le point idéal avec cette
même solution.
Remarque 1.1 Soit I une instance d’un problème πk avec k ≥ 2 objectifs à maxi-
miser. Soit x ∈ XI une solution réalisable de I. Alors {x} est (ǫ1, ..., ǫk)-approché
de l’ensemble de Pareto de I si et seulement si x est (ǫ1, ..., ǫk)-approchée du point
idéal de I.
Preuve. Supposons que {x} est (ǫ1, ..., ǫk)-approché de l’ensemble de Pareto de I.
Alors d’après la déﬁnition 1.8 (page 19), pour tout y ∈ XI ,
V ALi(I,x)
V ALi(I,y)
≥ ǫi pour i =
1, ..., k. Cela reste vrai en particulier pour yi ∈ XI tel que V ALi(I, yi) = OPTi(I).
D’où, V ALi(I,x)
OPTi(I)
≥ ǫi pour i = 1, ..., k. Donc x est (ǫ1, ..., ǫk)-approchée du point
idéal de I d’après la déﬁnition 1.10 (page 21).
Pour la réciproque, supposons que x est (ǫ1, ..., ǫk)-approchée du point idéal de
I. Alors d’après la déﬁnition 1.10, V ALi(I,x)
OPTi(I)
≥ ǫi pour i = 1, ..., k. Pour un problème
de maximisation, toute solution y ∈ XI satisfait V ALi(I, y) ≤ OPTi(I), alors pour
tout y ∈ XI ,
V ALi(I,x)
V ALi(I,y)
≥ ǫi pour i = 1, ..., k donc {x} est (ǫ1, ..., ǫk)-approché de
l’ensemble de Pareto de I d’après la déﬁnition 1.8 (page 19). 
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Notons que la remarque 1.1 est également valide pour des objectifs à minimiser.
Parmi toutes les solutions qui approchent le point idéal, celle qui oﬀre le
meilleur compromis entre les objectifs, c’est-à-dire la solution qui fournit l’ap-
proximation ǫ = mini=1,...,k ǫi pour un problème de maximisation multi-objectif
(ou ǫ = maxi=1,...,k ǫi pour un problème de minimisation multi-objectif) la plus
proche de 1, est surnommée le point d’articulation (knee) de l’ensemble de Pa-
reto par Vassilvitskii et Yannakakis (2005). L’obtention de cette solution est NP-
diﬃcile mais ils proposent un FPTAS pour approcher le point d’articulation sous
condition qu’il existe un algorithme polynomial pour résoudre le problème GAP
associé (problème 14, page 199). Ceci est vériﬁé pour les versions multi-objectifs du
plus court chemin, de l’arbre couvrant et du couplage (Vassilvitskii et Yannakakis,
2005).
1.2.4 Inapproximabilité en optimisation multi-objectif
En multi-objectif, la notion d’inapproximabilité peut prendre plusieurs sens.
L’impossibilité de fournir une approximation peut être due à la structure du pro-
blème où certains résultats d’approximation peuvent s’avérer en contradiction avec
des hypothèses de complexité bien établies (par exemple P 6= NP). L’inapproxi-
mabilité peut alors être décelée au moyen de réductions comme en optimisation
mono-objectif.
Mais il est également possible que certaines zones de l’espace des objectifs ne
contiennent pas du tout de solutions réalisables. Avec l’approximation de la courbe
de Pareto, il existe toujours un ensemble de solutions PI pour toute instance I qui
soit ǫ-approché pour tout ǫ > 0 (Papadimitriou et Yannakakis, 2000). Mais si on
impose une taille p ≥ 1 à cet ensemble de solutions, alors il n’existe pas toujours
d’ensemble PI de taille |PI | ≤ p pour toute instance I qui soit ǫ-approché. Il
suﬃt donc de trouver une instance I pour laquelle il n’existe pas d’ensemble PI
qui contienne |PI | ≤ p solutions réalisables et qui fournisse un certain rapport
d’approximation de l’ensemble de Pareto (ou du point idéal si p = 1).
L’objectif de cette thèse est de fournir une solution de compromis pour des pro-
blèmes multi-objectifs (ou multi-agents). Le principe de compromis adopté dans les
chapitres 4, 5 et 6 de ce manuscrit est l’approximation du point idéal du problème.
Cette approche permet de fournir une borne inférieure sur l’utilité de chaque agent
pour la solution de compromis. Cette borne inférieure est aussi appelée garantie
dans le pire cas. Nous fournirons également quelques résultats d’inapproximabi-
lité en donnant des bornes supérieures sur le meilleur rapport d’approximation
qu’on puisse avoir. Ces techniques seront appliquées à une classe particulière de
problèmes d’optimisation combinatoire multi-objectifs, il s’agit des problèmes qui
ont une structure de matroïde.
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1.3 Théorie des matroïdes
La théorie des matroïdes est apparue dès le début du XXe siècle sous diverses
formulations axiomatiques (Schrijver, 2003). Le terme matroïde a été introduit par
le mathématicien Hassler Whitney en 1935 dans l’article pionnier Whitney (1935).
L’étude des matroïdes a été motivée par le concept d’indépendance en algèbre
linéaire. Par la suite, la théorie des matroïdes a contribué de manière signiﬁcative
à la compréhension de certaines structures combinatoires importantes telles que les
forêts d’un multi-graphe, le couplage dans un graphe biparti, etc. Nous présentons
dans cette section quelques notions sur les matroïdes. Pour plus de détails, les
lecteurs intéressés peuvent consulter Oxley (1992); Gondran et Minoux (1995);
Schrijver (2003); Korte et Vygen (2008).
Nous utilisons souvent certaines abréviations sur les notations des opérations
ensemblistes : soit l’ensemble F , alors F + e et F −e font référence respectivement
à F ∪ {e} et F\{e}.
1.3.1 Généralités sur les matroïdes
Définition 1.12 (Matroïde) Korte et Vygen (2008) Un matroïde M = (X,F)
est un système d’ensembles défini par un ensemble d’éléments X et une collection
F de sous-ensembles de X vérifiant les axiomes suivants :
(i) non vide : ∅ ∈ F ;
(ii) hérédité : si Fj ⊆ Fi et Fi ∈ F alors Fj ∈ F ;
(iii) augmentation : pour tout couple F1, F2 ∈ F tel que |F1| < |F2|, il existe
x ∈ F2\F1 tel que F1 ∪ {x} ∈ F .
Par induction, (iii) est équivalent à
(iii′) pour tout couple F1, F2 ∈ F tel que |F1| < |F2|, il existe A ⊆ F2\F1 avec
|A| = |F2| − |F1| tel que F1 ∪ A ∈ F .
Les éléments de F sont dits ensembles indépendants et tous les autres éléments
de 2X\F sont dits ensembles dépendants.
Exemple 1.1 Soit X = {e1, e2, e3, e4}. Considérons les collections suivantes :
— F1 = {∅, {e1}, {e3}, {e1, e2}},
— F2 = {∅, {e1}, {e2}, {e3}, {e1, e2}},
— F3 = {∅, {e1}, {e2}, {e3}, {e1, e2}, {e1, e3}},
— F4 = {∅, {e1}, {e2}, {e3}, {e4}, {e1, e2}, {e1, e3}, {e2, e3}, {e2, e4}, {e3, e4},
{e1, e2, e3}, {e2, e3, e4}}.
La structure (X,F1) n’est pas un matroïde puisque l’axiome (ii) de la déﬁnition
1.12 n’est pas vériﬁé, du fait que {e1, e2} ∈ F1 mais que {e2} /∈ F1. De même,
(X,F2) n’est pas un matroïde car l’axiome (iii) n’est pas vériﬁé. En eﬀet, puisque
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{e3} ∈ F2 et {e1, e2} ∈ F2 alors d’après l’axiome (iii), il existe e ∈ {e1, e2} tel que
{e, e3} ∈ F2, or un tel ensemble n’existe pas dans F2. Enﬁn, il est facile de vériﬁer
que (X,F3) et (X,F4) déﬁnissent bien des matroïdes.
On appelle oracle d’indépendance l’oracle qui détermine si un ensemble donné
F ⊆ X est indépendant ou non pour un matroïde M = (X,F). La complexité
de cet oracle, notée θ, dépend du matroïde considéré. Nous supposons dans cette
thèse que θ est toujours polynomial.
Les sous-ensembles dépendants minimaux au sens de l’inclusion sont appelés
circuits. Pour X ′ ⊆ X, les sous-ensembles indépendants maximaux au sens de
l’inclusion qui sont dans X ′ sont appelés bases de X ′. Lorsque X ′ = X, ces sous-
ensembles sont des bases du matroïde M.
Définition 1.13 (Base d’un matroïde) Une base d’un matroïde M = (X,F)
est un ensemble indépendant B ∈ F tel qu’il n’existe pas B′ ∈ F avec B ⊂ B′.
La collection des bases de X est notée B.
Remarque 1.2 Toutes les bases B ∈ B sont de même cardinalité.
Preuve. Supposons qu’il existe deux bases B1 et B2 telles que |B1| < |B2|. En
vertu de l’axiome (iii) des matroïdes, il existe un élément e ∈ B2\B1 tel que
B1∪{e} ∈ F , contradiction avec B1 est une base (ensemble indépendant maximal
pour l’inclusion). 
Exemple 1.2 Dans l’exemple 1.1, les bases du matroïde (X,F3) sont les en-
sembles {e1, e2} et {e1, e3}. La collection des bases du matroïde (X,F4) est B =
{{e1, e2, e3}, {e2, e3, e4}}.
Un matroïde peut également être caractérisé par la collection de ses bases :
Théorème 1.1 (Axiome des bases) Whitney (1935) Soit X un ensemble et
soit B une collection non vide de sous-ensembles de X. Alors les résultats sui-
vants sont équivalents :
(a) B est la collection des bases d’un matroïde ;
(b) si B1, B2 ∈ B et e2 ∈ B2 \ B1, alors B2 − e2 + e1 ∈ B pour un certain
e1 ∈ B1 \B2 ;
(c) si B1, B2 ∈ B et e2 ∈ B2 \ B1, alors B1 − e1 + e2 ∈ B pour un certain
e1 ∈ B1 \B2.
La cardinalité des bases d’un matroïde déﬁnit le rang r(M) du matroïde M.
La fonction rang d’un matroïde M = (X,F) est la fonction r : 2X → IN
déﬁnie par r(U) = max{|F | : F ∈ F , F ⊆ U} pour U ⊆ X. Un matroïde est aussi
caractérisé par sa fonction rang :
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Théorème 1.2 (Axiome du rang) Whitney (1935) Soit X un ensemble d’élé-
ments et soit la fonction r : 2X → IN. La fonction r est le rang d’un matroïde
M = (X,F) où F = {F ⊆ X : r(F ) = |F |} si et seulement si elle vérifie les
axiomes suivants :
1. vide : r(∅) = 0 ;
2. hérédité : si F1 ⊆ F2 alors r(F1) ≤ r(F2) ;
3. sous-modularité : r(F1) + r(F2) ≥ r(F1 ∪ F2) + r(F1 ∩ F2).
Matroïdes simples
La déﬁnition suivante caractérise une certaine sous-classe de matroïdes appelée
les matroïdes simples :
Définition 1.14 (Matroïde simple) Oxley (1992) Un matroïde est dit simple
s’il ne contient pas de circuit comprenant 1 ou 2 éléments.
La déﬁnition 1.14 signiﬁe qu’un matroïde est simple si tout élément ou tout couple
d’éléments est indépendant.
Exemple 1.3 Dans l’exemple 1.1 (page 24), le matroïde (X,F3) n’est pas simple
car les ensembles {e4}, {e1, e4}, {e2, e3}, {e2, e4} et {e3, e4} ne sont pas indépen-
dants. La même remarque est faite pour le matroïde (X,F4) car l’ensemble {e1, e4}
est dépendant.
Nous proposons dans ce qui suit une généralisation de la notion de matroïde simple.
Définition 1.15 (Matroïde k-simple) Un matroïde est dit k-simple pour un
certain entier k ≥ 1 si tout sous-ensemble d’au plus k éléments est indépendant.
La notion initiale de matroïde simple correspond au cas où k = 2 (2-simple).
Restriction, contraction et troncature
Soient un matroïde M = (X,F) et un sous-ensemble X ′ ⊆ X.
• La restriction de M à X ′, notée M|X ′, est la structure (X ′,F ′) où F ′ =
{F ∈ F : F ⊆ X ′}.
• Si X ′ ∈ F alors la contraction 1 deM par X ′, notéeM/X ′, est la structure
(X \X ′, F ′′) où F ′′ = {F ⊆ X \X ′ : F ∪X ′ ∈ F}.
• Soit k ∈ IN. La k-troncature de M, notée M≤k, est la structure (X,F≤k)
où F≤k = {F ∈ F : |F | ≤ k}.
1. La contraction est définie dans la littérature pour tout X ′ ⊆ X , et lorsque X ′ ∈ F la
définition est similaire à celle présentée dans ce manuscrit.
26
1.3. Théorie des matroïdes
Il est bien connu que M|X ′, M/X ′ et M≤k sont des matroïdes (Schrijver, 2003).
Exemple 1.4 Soit le matroïdeM = (X,F4) déﬁni dans l’exemple 1.1 (page 24).
— La restriction de M à X ′ = {e1, e2} est le matroïde M|X ′ = (X ′,F ′4) où
F ′4 = {∅, {e1}, {e2}, {e1, e2}}.
— La contraction de M à X ′′ = {e4} est le matroïde M/X ′′ = (X \X ′′,F ′′4 )
où F ′′4 = {∅, {e2}, {e3}, {e2, e3}}.
— La 2-troncature deM est le matroïdeM≤2 = (X,F ′′′4 ) oùF
′′′
4 ={∅, {e1}, {e2},
{e3}, {e4}, {e1, e2}, {e1, e3}, {e2, e3}, {e2, e4}, {e3, e4}}.
Bases interchangeables
Les bases d’un matroïde satisfont les propriétés d’échange suivantes.
Théorème 1.3 (Propriété d’échange d’un élément) Brualdi (1969)
Soient A et B deux bases d’un matroïde M et soit a ∈ A \ B. Alors il existe
b ∈ B \ A tel que A− a + b et B + a− b sont des bases de M.
Théorème 1.4 (Propriété d’échange d’un ensemble) Brylawski (1973) ;
Greene (1973); Woodall (1974) Soient A et B des bases d’un matroïde M et soit
{A1, A2} une bi-partition de A. Alors il existe une bi-partition {B1, B2} de B telle
que A1 ∪B2 et A2 ∪ B1 sont des bases de M.
Le théorème 1.4 est existentiel mais la construction de {B1, B2} peut se faire
en temps polynomial en utilisant l’algorithme d’intersection de deux matroïdes qui
sera présenté dans la section 1.3.3 (Bixby et Cunningham, 1995).
Théorème 1.5 (Propriété d’échange multiple d’ensembles)
Greene et Magnanti (1975) Soient A et B des bases d’un matroïde M, et soit
{A1, . . . , An} une partition de A. Alors il existe une partition {B1, . . . , Bn} de B
telle que A\Ai ∪Bi, 1 ≤ i ≤ n sont toutes des bases de M.
1.3.2 Exemples de matroïdes
Il existe plusieurs exemples de matroïdes qui permettent de modéliser des pro-
blèmes connus en optimisation combinatoire. Nous présentons dans ce qui suit
quelques exemples de matroïdes ainsi que des applications potentielles.
Matroïde matriciel (ou linéaire)
Une collection F contenant les sous-ensembles de colonnes linéairement
indépendantes d’une matrice réelle forme le matroïde matriciel. Il s’agit
27
Chapitre 1. Théories de l’approximation et des matroïdes
du point de départ de la théorie des matroïdes, qui a par la suite gé-
néralisé la notion d’indépendance linéaire à d’autres structures comme
les graphes.
Matroïde graphique
Soit G = (V,E) un multi-graphe non orienté. Une forêt F ⊆ E est
un sous-ensemble d’arêtes de G sans cycles. Notons F l’ensemble des
forêts de G. La structure (E,F) déﬁnit un matroïde appelé le matroïde
graphique. Vériﬁons les axiomes qui déﬁnissent un matroïde selon la
déﬁnition 1.12 page 24 :
1. ∅ est une forêt ;
2. si F est une forêt, alors tout sous-ensemble F ′ ⊆ F est aussi une
forêt ;
3. soient deux forêts F1 et F2 telles que |F1| < |F2|. Soit une arête e
de F2 qui diminue le nombre de composantes connexes de F1. Alors
F1 ∪ {e} est aussi une forêt.
Une base du matroïde graphique est une forêt maximale pour l’inclu-
sion, ce qui correspond à un arbre couvrant si le multi-graphe G est
connexe.
Si G est simple (s’il ne contient pas de boucles et qu’il existe au plus
une arête entre tout couple de sommets distincts), alors le matroïde
graphique est simple. En eﬀet, dans un graphe simple, une ou deux
arêtes ne peuvent constituer de cycle.
Le matroïde graphique correspond également au matroïde matriciel
lorsque la matrice utilisée représente la matrice d’incidence d’un graphe
(Gondran et Minoux, 1995).
Le matroïde graphique peut avoir des applications dans la concep-
tion de réseaux de communication. Les sommets sont assimilés à des
nœuds de connexion et les arêtes représentent les liens possibles entre
les nœuds. Une connexion minimale entre les nœuds est un arbre cou-
vrant du graphe qui représente une base du matroïde graphique si le
graphe est connexe.
Matroïde libre
La collection F de tous les sous-ensembles d’un ensemble X forme le
matroïde libre. Cela est équivalent à dire que F = 2X .
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Matroïde k-uniforme
La collection de tous les sous-ensembles de taille au plus k d’un en-
semble X forme le matroïde k-uniforme.
Le matroïde k-uniforme peut modéliser des problèmes d’élection à vain-
queurs multiples en choix social. En eﬀet, les éléments représentent les
candidats. On peut déﬁnir des votants qui vont exprimer leurs pré-
férences sur les candidats. Un ensemble indépendant de ce matroïde
peut représenter l’ensemble des vainqueurs si on tolère qu’il y ait au
plus k vainqueurs. Ces vainqueurs peuvent être déterminés en appli-
quant une règle de vote (Procaccia et al., 2008; Lu et Boutilier, 2011;
Skowron et al., 2013).
Matroïde de couplage
Étant donné un graphe non orienté G = (V,E), soit F la collec-
tion des sous-ensembles de V qui peuvent être couverts par un cou-
plage 2 de G, alors (V,F) est le matroïde de couplage associé à G
(Edmonds et Fulkerson, 1965).
Matroïde transversal
Soientm sous-ensembles X1, . . . , Xk, non nécessairement disjoints, d’un
ensemble X. Un transversal partiel est un ensemble T ⊆ X tel qu’il
existe une fonction injective Φ : T → [k] de sorte que t ∈ XΦ(t) pour
tout t ∈ T . Cela signiﬁe que T contient au plus un élément par ensemble
Xi (i = 1, ..., k). La collection F = {T ∈ 2X : T est un transversal par-
tiel de X} constitue le matroïde transversal. Une base, appelée aussi
transversal, est un ensemble qui contient exactement un élément par
sous-ensemble Xi (i = 1, ..., k).
Il est possible de représenter ce problème dans un graphe biparti. L’en-
semble des sommets de gauche correspond aux éléments ei, i = 1, ..., m
de X, et les sommets de droite correspondent aux sous-ensembles Xj ,
j = 1, ..., k. Il existe une arête (ei, Xj) si et seulement si ei ∈ Xj . Un
sous-ensemble T ⊆ X est un transversal partiel s’il existe un couplage
qui couvre les sommets de T (Gondran et Minoux, 1995).
Exemple 1.5 Considérons le problème d’ordonnancement qui consiste
à exécuter un ensemble X de tâches de durée unitaire sur une machine.
Chaque tâche e ∈ X a une date butoir d(e) représentant son heure de
début d’exécution au plus tard. L’objectif est d’associer une heure de
début d’exécution t(e) à chaque tâche e ∈ X de sorte que t(e) ≤ d(e)
2. Un couplage dans un graphe est un sous ensemble d’arêtes disjointes.
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pour tout e ∈ X et t(e) 6= t(e′) pour toutes les tâches e 6= e′. Ce
problème peut être modélisé par le matroïde transversal où les éléments
X sont les tâches et tel que le sous-ensemble Xi contient toutes les
tâches e ∈ X dont la date butoir d(e) ≤ i pour i = 1, ...,maxe∈X d(e).
D’autres applications du matroïde transversal sur des problèmes d’or-
donnancement sont mentionnées dans Maﬃoli et al. (2007).
Matroïde des chemins disjoints
Soit un graphe orienté G = (V,E) et soit v ∈ V un sommet de G.
La collection F de tous les sous-ensembles de sommets V ′ ⊆ V tels
qu’il existe des chemins arête-disjoints entre v et chaque sommet de V ′
forme le matroïde des chemins disjoints.
Ce matroïde peut avoir des applications dans les problèmes de sécurité.
Par exemple, pour la conception d’issues de secours disjointes dans
de grandes infrastructures pour l’évacuation de la population en cas
d’incident.
Matroïde de partition
Soit X un ensemble d’éléments partitionné en k ensembles X1, ..., Xk
pour un certain entier k ≥ 1. Cela signiﬁe que
⋃k
i=1Xi = X etXi∩Xj =
∅ pour tout i 6= j. Soient k entiers positifs b1, ..., bk. Les ensembles
F ⊆ X satisfaisant |F ∩Xi| ≤ bi forment le matroïde de partition.
Exemple 1.6 (Allocation de biens indivisibles)
Allouer un ensemble S = {e1, ..., em} de biens indivisibles à n agents
peut être vu comme un matroïde de partition. Il suﬃt de poser Xi =
{e1i , e
2
i , . . . , e
n
i } et bi = 1 pour tout i ∈ [m]. Le fait de choisir un élément
eki signiﬁe qu’on alloue l’objet ei à l’agent k. Ce problème est repris en
détail dans la section 2.1.1 (page 48).
Matroïde laminaire
Une collection L de sous-ensembles de X est une famille laminaire (ou
hiérarchique) si pour tout A,B ∈ L, A ⊆ B ou B ⊆ A ou A ∩ B = ∅.
Soit b(A) un entier positif associé à chaque A ∈ L. Soit F = {F ⊆ X :
|F ∩ A| ≤ b(A), ∀A ∈ L}, alors M = (X,F) est le matroïde laminaire
associé à L.
Le matroïde laminaire généralise le matroïde de partition puisqu’une
partition {X1, ..., Xk} de X vériﬁe Xi ∩Xj = ∅ pour tout i 6= j. Ainsi,
{X1, ..., Xk} est bien une famille laminaire.
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Une application possible du matroïde laminaire est la formation d’un
groupe représentant une large communauté qui est structurée en une
hiérarchie et de sorte que le nombre de membres de chaque unité de la
hiérarchie soit ﬁxé.
Exemple 1.7 Le syndicat d’une entreprise est constitué d’un groupe
de travailleurs de diﬀérents services. Par exemple, les services de la com-
pagnie sont L = {service ﬁnancier (SF), comptabilité (C), ressources
humaines (RH), recherche et développement (RD), services généraux
(SG), logistique (L), gestion des risques (GR)} où C ⊂ SF, L ⊂ SG, GR
⊂ SG, et l’intersection de tous les autres couples de services est vide.
L déﬁnit bien une famille laminaire. Soit X l’ensemble des travailleurs
de la compagnie et b(S) un entier positif représentant le nombre de
membres du service U ∈ L dans le syndicat. Un ensemble indépendant
du matroïde laminaire est un syndicat de la compagnie qui contient au
plus b(U) membres par service U ∈ L.
1.3.3 Matroïdes pondérés
Soit une fonction u : X → IR+. Un matroïde pondéré M = (X,F , u) est un
matroïde où chaque élément e ∈ X a un poids (ou utilité) u(e) ≥ 0. Par abus
de notation, on notera u(X ′) le poids (ou l’utilité) du sous-ensemble X ′ ⊆ X. Si
u(X ′) =
∑
x∈X′ u(x) pour tout X ′ ⊆ X alors la fonction u est dite additive. Dans
ce qui suit, nous supposons que u est additive.
Problème de l’ensemble indépendant de poids maximum (ou base de
poids minimum)
Étant donné un matroïde pondéré M = (X,F , u), un problème d’optimisa-
tion classique consiste à trouver un ensemble indépendant F ∈ F de poids u(F )
maximum (ou une base B ∈ B de poids u(B) minimum).
Dans le cas d’un problème de maximisation et puisque la fonction u est posi-
tive, une solution optimale est toujours une base B ∈ B. On appellera souvent ce
problème « le problème de la base de poids maximum ». Si l’objectif est de mini-
miser le poids d’un ensemble indépendant, alors l’ensemble vide sera toujours la
solution optimale. Ainsi, il conviendrait de déﬁnir les bases comme seules solutions
réalisables.
Il existe un algorithme Glouton qui résout le problème de la base de poids
maximum (ou minimum) en temps polynomial (Edmonds, 1971) et qui est décrit
dans l’algorithme 1.1. Le Glouton généralise l’algorithme de Kruskal pour le
problème de l’arbre couvrant de poids maximum (ou minimum).
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Algorithme 1.1 : Glouton (Edmonds, 1971)
Données : un matroïde pondéré M = (X,F , u), obj ∈ {min,max}
Résultat : une base de poids minimum / maximum
1 si obj = min alors
2 renommer X = {e1, · · · , e|X|} de sorte que u(ei) ≤ u(ei+1), i = 1, ..., |X | − 1
3 sinon
4 renommer X = {e1, · · · , e|X|} de sorte que u(ei) ≥ u(ei+1), i = 1, ..., |X | − 1
5 B ← ∅
6 pour i = 1 à |X | faire
7 si B ∪ {ei} ∈ F alors
8 B ← B ∪ {ei}
9 retourner B
La complexité du Glouton (algorithme 1.1) est en O(|X|max{ln |X|, θ}) où
θ est la complexité de l’oracle d’indépendance que nous supposons polynomiale et
qui intervient à l’étape 7 de l’algorithme 1.1.
Par souci de simplicité, on suppose que la collection F est en entrée dans nos al-
gorithmes. Mais cette collection peut être représentée par l’oracle d’indépendance.
Ainsi, même si F est de taille exponentielle, l’oracle d’indépendance permet de
vériﬁer l’indépendance d’un sous-ensemble d’éléments en temps polynomial (selon
notre hypothèse).
Soient un matroïde M = (X,F), un ensemble indépendant F ∈ F et une
fonction additive u : X → IR+.
• Le complément de F , noté C(M, F ), consiste en tous les ensembles E ⊆ X
tels que F ∪E est une base de M.
• Le complément maximum (resp. minimum) de F pour u, noté Cmax(M, F, u)
(resp. Cmin(M, F, u)), consiste en tous les ensembles E ⊆ X tels que F ∪E
est une base de M et u(E) est maximum (resp. minimum).
Nous supposons que C(M, B) n’est jamais vide. En particulier, C(M, B) = {∅}
pour toute base B deM. Un élément de Cobj(M, F, u) avec obj ∈ {min,max} peut
être obtenu en appliquant Glouton (M/F, u, obj) oùM/F est la contraction de
M par F .
Dans ce qui suit, nous nous intéressons uniquement à des problèmes de maxi-
misation. Le poids d’une base maximum pour une fonction u est noté OPTu(M).
La collection des bases maximums pour u est notée Bu.
Les lemmes suivants sont des résultats originaux et seront utilisés dans les
prochains chapitres.
Lemme 1.1 Soit S un ensemble indépendant d’un matroïde pondéréM = (X,F , u)
où OPTu(M) ≥ ρ0 et OPTu(M/S) < ρ1 ≤ ρ0. Alors pour toute base T de M/S,
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OPTu(M/T ) ≥ ρ0 − ρ1.
Preuve. Soit T une base de M/S et soit F ∈ Bu, c’est-à-dire u(F ) = OPTu(M).
Puisque S ∪ T est une base de M, alors d’après le théorème 1.4 (page 27), F
peut être partitionné en {F1, F2} tel que F1 ∪ T et S ∪ F2 sont des bases de
M. Il s’ensuit que OPTu(M/S) ≥ u(F2) et OPTu(M/T ) ≥ u(F1). Par consé-
quent, OPTu(M/S) + OPTu(M/T ) ≥ u(F1) + u(F2) = OPTu(M). Finalement,
ρ0 ≤ OPTu(M) ≤ OPTu(M/S) + OPTu(M/T ) < ρ1 + OPTu(M/T ), donc
OPTu(M/T ) ≥ ρ0 − ρ1. 
Lemme 1.2 Soit M = (X,F , u) un matroïde pondéré et soient F1, F2 ∈ F tels
que |F1| < |F2|. Supposons que F2 = {e1, . . . , e|F2|} avec u(e1) ≥ · · · ≥ u(e|F2|).
Dans le matroïde contracté M/F1, il existe E ⊆ F2\F1 tel que E est indépen-
dant dans M/F1 (c’est-à-dire F1 ∪ E ∈ F) où |E| = |F2| − |F1| et u(E) ≥
u
(
{e|F1|+1, . . . , e|F2|}
)
.
Preuve. Par récurrence sur k = |F2| − |F1|, montrons qu’il existe un ensemble
indépendant satisfaisant ce lemme.
Pour k = 1, en utilisant l’axiome (iii) de la déﬁnition 1.12 des matroïdes (page
24), il existe e ∈ F2\F1 tel que F1 ∪ {e} ∈ F . Puisque u(e1) ≥ · · · ≥ u(e|F2|), alors
u(e) ≥ u(e|F2|). D’où, E1 = {e}.
Nous supposons que le lemme 1.2 est vrai pour k ≥ 1 et nous montrons
sa validité pour k + 1. Soient F1, F2 ∈ F tels que |F2| − |F1| = k + 1, F2 =
{e1, . . . , e|F1|+k+1} et u(e1) ≥ ... ≥ u(e|F1|+k+1). Soit F
′
2 = F2\{e|F1|+k+1}. En uti-
lisant l’hypothèse de récurrence, il existe Ek ⊆ F ′2\F1 dans le matroïde contracté
M/F1 tel que F1∪Ek ∈ F , |Ek| = |F ′2|−|F1| = k et u(Ek) ≥ u
(
{e|F1|+1, . . . , e|F1|+k}
)
.
Considérons les ensembles F1∪Ek et F2 où |F1∪Ek| = |F1|+k et |F2| = |F1|+k+1.
De l’axiome (iii) des matroïdes, il existe e ∈ F2\(F1∪Ek) tel que F1∪Ek∪{e} ∈ F .
En d’autres termes, Ek ∪ {e} est un ensemble indépendant de M/F1. Puisque
u(e1) ≥ · · · ≥ u(e|F1|+k+1) alors, u(e) ≥ u(e|F1|+k+1). Soit Ek+1 = Ek ∪ {e}. Par
conséquent, u(Ek+1) ≥ u
({
e|F1|+1, . . . , e|F2|
})
. 
Le lemme 1.2 est existentiel mais il est possible de construire l’ensemble E du
lemme 1.2 en temps polynomial. Initialement, E = ∅, puis trier les éléments de
F2 \ F1 par ordre décroissant selon u. En suivant cet ordre, ajouter un élément de
F2 \ (F1∪E) à E si F1∪E est indépendant. Ceci est fait en O(|X|max{ln |X|, θ}).
Problèmes d’intersection de deux matroïdes
Définition 1.16 Korte et Vygen (2008) Étant donnés deux matroïdes (X,F1) et
(X,F2), leur intersection est définie par (X,F1 ∩ F2).
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Notons que l’intersection de deux matroïdes n’est pas forcément un matroïde.
Il existe des algorithmes plus élaborés que le Glouton pour résoudre les pro-
blèmes suivants en temps polynomial :
I. Intersection de deux matroïdes de cardinalité maximum
Soient deux matroïdes M1 = (X,F1) et M2 = (X,F2). Le but est de trouver
un ensemble indépendant commun F ∈ F1 ∩ F2 tel que |F | est maximum.
Exemple 1.8 (Couplage dans un graphe biparti) (Gondran et Minoux, 1995)
Soit un graphe biparti G = (L∪R,E) où L = {ℓ1, ..., ℓ|L|} et R = {r1, ..., r|R|}. Soit
δG(s) ⊆ E le cocycle du sommet s, c’est-à-dire l’ensemble des arêtes incidentes à
s ∈ L∪R dans G. Un transversal 3 à gauche (resp. à droite) est un sous-ensemble
d’arêtes F ⊆ E tel que pour tout sommet s ∈ L (resp. s ∈ R), |δG′(s)| ≤ 1 où
G′ = (L ∪ R,F ) est le graphe partiel induit par l’ensemble d’arêtes F .
Les transversaux à gauche et à droite peuvent être modélisés par les matroïdes
de partition respectifs ML = (E,FL) etMR = (E,FR). PourML, l’ensemble des
arêtes E est partitionné en δG(ℓ1), ..., δG(ℓ|L|) et FL = {F ⊆ E : |F ∩ δG(ℓi)| ≤
1, i = 1, ..., |L|}. Dans le matroïde MR, l’ensemble des arêtes E est partitionné
en δG(r1), ..., δG(r|R|) et FR = {F ⊆ E : |F ∩ δG(ri)| ≤ 1, i = 1, ..., |R|}.
L’intersection de ML et MR fournit des ensembles F ⊆ E où |δG′|(s) ≤ 1
pour tout s ∈ L ∪ R dans le graphe partiel G′ = (L ∪ R,F ) induit par F . Cela
correspond à la déﬁnition d’un couplage de G.
Exemple 1.9 (Arbre couvrant avec un nombre maximum de couleurs)
(Broersma et Li, 1997) Le problème de l’arbre couvrant avec un nombre maximum
de couleurs est déﬁni sur un graphe non orienté et connexe G = (V,E) tel que
chaque arête e ∈ E a une couleur L(e) ∈ {ℓ1, ...., ℓp} pour un entier p ≥ 1. Les
couleurs d’un sous-ensemble d’arêtes E ′ ⊆ E sont déﬁnies par L(E ′) =
⋃
e∈E′ L(e).
L’objectif est de trouver un arbre couvrant T de G qui contient un nombre maxi-
mum de couleurs |L(T )|.
Ce problème revient à résoudre un problème d’intersection de deux matroïdes
de cardinalité maximum. Broersma et Li (1997) déﬁnissent les deux matroïdes
suivants :
• M1 est le matroïde graphique de G,
• M2 = (E,F2) est le matroïde de partition déﬁni par F2 = {E ′ ⊆ E :
|L(E ′)| = |E ′|}. En eﬀet, les arêtes E de G peuvent être partitionnées en
E1, ..., Ep de sorte que l’ensemble Ei (i = 1, ..., p) contienne les arêtes de
couleur ℓi. Il suﬃt alors de poser bi = 1 pour i = 1, ..., p dans la déﬁnition
du matroïde de partition.
3. La définition des transversaux à gauche et à droite dans un graphe biparti diffère de la
définition du matroïde transversal.
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L’intersection de cardinalité maximum de ces deux matroïdes donne la plus
grande forêt qui contient des arêtes de couleurs distinctes. Si cette forêt n’est pas
un arbre couvrant, alors il suﬃt de compléter la solution partielle par n’importe
quelles arêtes jusqu’à obtenir une solution réalisable (un arbre couvrant).
Reprenons le modèle général déﬁni sur deux matroïdesM1 = (X,F1) etM2 =
(X,F2), et qui consiste à trouver un ensemble F ∈ F1∩F2 de cardinalité maximum.
L’algorithme d’Edmonds (1979) résout ce problème en O(|X|3θ) et il opère de la
façon suivante. En partant de l’ensemble vide F = ∅, la taille de la solution F
est augmentée de 1 à chaque itération de l’algorithme. Pour cela, l’idée consiste à
rechercher des chemins alternés dans un graphe auxiliaire qui est construit à chaque
itération. Le graphe auxiliaire est biparti et orienté. L’ensemble des sommets de
gauche est déﬁni par F et celui de droite par X \ F . Pour les arcs, soit Ci(F, y) =
{x ∈ F + y : F + y /∈ Fi, F + y−x ∈ Fi} l’unique circuit de F ∪{y} qui contient x
dansMi (i = 1, 2). Pour tout y ∈ X \F , ajouter l’arc (x, y) si x ∈ C1(F, y)\{y} et
ajouter l’arc (y, x) si x ∈ C2(F, y)\{y}. Puis, poser SiF = {y ∈ X\F : F∪{y} ∈ Fi}
pour i = 1, 2. L’objectif est de rechercher un plus court chemin de S1F à S
2
F qui
permettra d’augmenter la taille de F . La solution partielle F est augmentée en
lui ajoutant les éléments de droite du chemin et en supprimant ceux de gauche.
Si S1F ∩ S
2
F 6= ∅, alors le chemin est de longueur 0, il suﬃt alors d’augmenter la
solution en prenant un élément de S1F ∩ S
2
F . L’algorithme s’arrête lorsqu’il n’y a
plus de chemin entre S1F et S
2
F . Pour plus de détails sur cet algorithme, voir par
exemple Korte et Vygen (2008).
II. Intersection de deux matroïdes de poids maximum
Le problème d’intersection de deux matroïdes pondérés de poids maximum
M1 = (X, F1, u) etM2 = (X, F2, u) consiste à trouver un ensemble indépendant
commun F ∈ F1 ∩ F2 tel que u(F ) est maximum.
Dans l’exemple 1.8 (page 34), si les arêtes sont pondérées alors le problème de
couplage de poids maximum dans un graphe biparti revient à résoudre l’intersec-
tion des deux matroïdes de partition ML et MR de poids maximum.
Exemple 1.10 (Arborescence de poids maximum) (Gondran et Minoux,
1995) Soit G = (V,E) un graphe orienté et connexe et soit r ∈ V une racine.
Chaque arc e ∈ E est muni d’un poids w(e). Un sous-ensemble d’arcs T ⊆ E
constitue une arborescence de racine r si T est un arbre couvrant et chaque som-
met v ∈ V a au plus un arc incident intérieurement. Une déﬁnition équivalente est
l’existence, pour tout v ∈ V \ {r}, d’un unique chemin de v à r dans le graphe
partiel (V, T ).
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L’objectif est de trouver une arborescence T ⊆ E de racine r et de poids
w(T ) =
∑
e∈T w(e) maximum. On peut modéliser ce problème comme l’intersection
des deux matroïdes suivants :
— M1 = (E,F1) est le matroïde graphique associé à G ;
— M2 = (E,F2) est un matroïde de partition déﬁni comme suit : E est
partitionné en {δ−(1), ..., δ−(|V |)} où δ−(v) est l’ensemble des arcs incidents
intérieurement au sommet v ∈ V et F2 = {F ⊆ E : |F ∩ δ−(r)| = 0, |F ∩
δ−(v)| ≤ 1, ∀v ∈ V \ {r}}.
La recherche d’une arborescence de poids maximum est équivalente à l’inter-
section des deux matroïdes M1 et M2 de poids maximum.
Le problème d’intersection de deux matroïdes de poids maximum peut être
résolu en temps polynomial avec l’algorithme primal-dual de Frank (1981) en
O(|X4|+ |X|3θ), qui peut être réduit à O(|X|3θ) (Korte et Vygen, 2008). En par-
tant de l’ensemble vide F = F0 = ∅, l’algorithme de Frank (1981) consiste à
augmenter la cardinalité de la solution à chaque itération en construisant des en-
sembles F0, ..., Fs ∈ F1 ∩ F2 où |Fk| = k pour k = 0, ..., s et s = max{|F | : F ∈
F1 ∩ F2}. Les ensembles Fk sont optimaux, c’est-à-dire u(Fk) = max{u(F ) : F ∈
F1 ∩ F2, |F | = k}. Il suﬃt alors de choisir un ensemble parmi F0, ..., Fs de poids
maximum. Pour cela, la fonction u est divisée en deux parties u1 et u2 telles que
u(e) = u1(e) + u2(e) pour tout e ∈ X. Ces fonctions doivent également vériﬁer
ui(Fk) = max{ui(F ) : F ∈ Fi, |F | = k} pour i = 1, 2. Initialement, u1(e) = u(e) et
u2(e) = 0 pour tout e ∈ X. Puis, à chaque itération, un sous-graphe est construit
comme dans l’algorithme d’Edmonds (1979) mais en retenant uniquement les arcs
dont les extrémités sont de poids maximum parmi celles de SiFk . De même, un che-
min avec un nombre minimum d’arcs est recherché. Puis, les poids u1 et u2 sont
mis à jour en posant u1(x) := u1(x) − ǫ et u2(x) := u2(x) + ǫ pour les éléments e
que l’on peut atteindre depuis S1Fk où ǫ est obtenu en évaluant les poids u1 et u2
des éléments restants. Pour plus de détails sur l’algorithme de Frank (1981), voir
par exemple Korte et Vygen (2008).
Par contre, de manière générale, le problème d’intersection de k ≥ 3 matroïdes
de cardinalité maximum est NP-diﬃcile. Cela peut être démontré par une réduction
du problème du chemin hamiltonien dans un graphe orienté (problème 11, page
198) ou par une réduction du problème 3-dimensional matching (problème 1, page
197) (Camerini et Maﬃoli, 1975).
Partition de matroïdes pondérés
La propriété d’échange d’un élément (voir le théorème 1.3, page 27) peut être
étendue à la propriété d’échange forte d’un élément déﬁnie sur l’ensemble Bu =
36
1.3. Théorie des matroïdes
{B ∈ B : u(B) =
∑
e∈B
u(e) est maximum} des bases maximums pour u.
Propriété 1.1 (Propriété d’échange forte d’un élément) Soient B1, B2∈Bu
avec B1 6= B2. Alors pour tout e1 ∈ B1\B2, il existe e2 ∈ B2\B1 tels que B1−e1+e2
et B2 − e2 + e1 sont dans Bu.
Preuve. Puisque Bu ⊆ B, nous savons grâce au théorème 1.3 (page 27) que pour
tout e1 ∈ B1 \B2, il existe e2 ∈ B2 \B1 tels que B1 − e1 + e2 et B2 − e2 + e1 sont
dans B. B1 appartient à Bu, donc u(B1 − e1 + e2) ≤ u(B1) qui est équivalent à
u(e2) ≤ u(e1). De même, u(B2−e2+e1) ≤ u(B2) implique que u(e2) ≥ u(e1). D’où,
u(e2) = u(e1). Par conséquent, u(B1−e1+e2) = u(B1) et u(B2−e2+e1) = u(B2).
Ceci signiﬁe que B1 − e1 + e2 et B2 − e2 + e1 sont dans Bu. 
Le résultat suivant montre l’existence d’une partition d’une base A∗ maximum
pour u en n ≥ 2 parts à partir de n’importe quelle autre base A déjà partitionnée
en n parts, tout en garantissant une borne inférieure sur l’utilité des parts de A∗.
Théorème 1.6 Soit M = (X,F , u) un matroïde pondéré. Étant donnée une base
de poids maximum A∗ ∈ Bu et une partition {A1, . . . , An} d’une autre base A,
alors il existe une partition {A∗1, . . . , A
∗
n} de A
∗ vérifiant
min
i∈[n]
u(A∗i ) ≥ min
i∈[n]
u(Ai)
Preuve. Par récurrence sur |A∗ \ A|. Si |A∗ \ A| = 0 alors A∗ = A et le théorème
est vrai en posant A∗i = Ai pour tout i ∈ N .
Supposons que |A∗ \ A| = k pour un certain k > 0 et que le théorème est
vrai pour |A∗ \ A| ∈ {0, . . . , k − 1}. Puisque k ≥ 1, alors il existe un élément x
dans A∗ \ A. En utilisant le théorème 1.3 (page 27), il existe s ∈ A \ A∗ tel que
A−s+x et A∗−x+ s sont des bases. Puisque A = A1∪ ...∪An, alors s ∈ Ai pour
un certain i ∈ {1, ..., n}. Supposons sans perte de généralité que s ∈ A1. Alors
|A∗ \ (A− s+ x)| = k − 1, donc le théorème est vrai par hypothèse pour les bases
A∗, A′ = A − s + x et la partition {A1 − s + x,A2, . . . , An}. Ainsi, A∗ peut être
partitionnée en A∗1 ∪ ... ∪ A
∗
n de sorte que
min
i∈[n]
u(A∗i ) ≥ min{u(A1 − s+ x), u(A2), ..., u(An)} (1.1)
Si u(s) > u(x) alors u(A∗−x+ s) > u(A∗), contradiction avec A∗ ∈ Bu. Il s’ensuit
que u(s) ≤ u(x). Donc u(A1 − s+ x) ≥ u(A1) et
min{u(A1 − s+ x), u(A2), ..., u(An)} ≥ min{u(A1), ..., u(An)}. (1.2)
Le théorème pour |A∗ \ A| = k découle de (1.1) et (1.2). 
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Soit A une base partitionnée en n parts {A1, ..., An}. Nous montrons dans ce qui
suit qu’il existe une permutation σ des n parts qui permet d’obtenir une garantie
(borne inférieure) sur la valeur maximale d’une base, même en contractant les i
premières parts de A, pour tout i ∈ {1, ..., n}.
Théorème 1.7 Soit A une base d’un matroïde pondéré M = (X,F , u) partition-
née en {A1, . . . , An} où n ≥ 1. Il existe une permutation σ de {1, . . . , n} telle
que pour tout i ∈ [n], OPTu
(
M/
(
∪j≤iAσ(j)
))
≥ n−i
n
OPTu(M). Par ailleurs, la
permutation σ peut se construire en O(n2|X|max{ln |X|, θ}).
Preuve. Par récurrence sur n. Pour n = 1, A = A1 et OPTu(M/A1) = 0.
Pour n ≥ 2, commençons par i = 1. On veut montrer que OPTu(M/Aσ(1)) ≥
n−1
n
OPTu(M). Soit B une base de M d’utilité u maximum, c’est-à-dire u(B) =
OPTu(M). Nous savons grâce au théorème 1.5 (page 27) que B peut être parti-
tionnée en {B1, ..., Bn} où A\Ai ∪ Bi est une base de M pour i = 1, ..., n. Sans
perte de généralité, supposons que B1 = argmax
i∈[n]
u(Bi), donc
u(B1) ≥
1
n
u(B) =
1
n
OPTu(M) (1.3)
Avant de compléter la preuve du théorème 1.7, nous donnons un résultat intermé-
diaire.
Lemme 1.3 Soient A,B des bases d’un matroïde pondéré M = (X,F , u). Étant
donné un entier n ≥ 2, soient {A1, ..., An} et {B1, ..., Bn} des n-partitions respec-
tivement de A et B telles que A \ Ai ∪ Bi est une base de M pour i = 1, ..., n.
Alors pour tout i ∈ {1, ..., n}, il existe j ∈ {1, ..., n} tel que
OPTu(M/Aj) ≥
1
n− 1
((n− 2)u(B) + u(Bi))
Preuve. Par récurrence sur n ≥ 2. Pour n = 2, en utilisant le théorème 1.4 (page
27), on sait que A3−i ∪Bi est une base deM pour i = 1, 2. Par conséquent, Bi est
une base de M/A3−i. Il s’ensuit que OPTu(M/A3−i) ≥ u(Bi) pour i = 1, 2.
Pour n > 2, soit i ∈ {1, ..., n}. Dans le matroïde contracté M/Bi, A\Ai et
B\Bi sont deux bases. A\Ai est partitionnée en {Ak, k ∈ {1, ..., n}\{i}}. Soit
{B′k, k ∈ {1, ..., n}\{i}} une partition de B
′ = B\Bi telle que (A\Ai)\Ak ∪B′k est
une base deM/Bi pour tout k ∈ {1, ..., n}\{i} (d’après le théorème 1.5, page 27).
L’hypothèse de récurrence est énoncée comme suit : pour tout k ∈ {1, ..., n}\{i},
il existe j ∈ {1, ..., n}\{i} tel que
OPTu(M/(Bi ∪ Aj)) ≥
1
n− 2
((n− 3)u(B′) + u(B′k))
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Ceci est vrai en particulier pourB′k = arg max
ℓ∈{1,...,n}\{i}
u(B′ℓ), donc u(B
′
k) ≥
1
n−1u(B
′).
L’inégalité précédente devient
OPTu(M/(Bi ∪ Aj)) ≥
1
n− 2
(
(n− 3)u(B′) +
1
n− 1
u(B′)
)
=
n− 2
n− 1
u(B′)
Puisque u est positive, alors OPTu(M/Aj) ≥ OPTu(M/(Bi ∪ Aj)) + u(Bi) ≥
n−2
n−1u(B
′) + u(Bi) = n−2n−1u(B\Bi) + u(Bi) =
1
n−1 ((n− 2)u(B) + u(Bi)). 
Reprenons la preuve du théorème 1.7. En utilisant le lemme 1.3 en particulier
pour i = 1, on déduit qu’il existe j = σ(1) tel que
OPTu(M/Aσ(1)) ≥ 1n−1 [(n−2)u(B)+u(B1)] ≥
1
n−1 [(n−2)OPTu(M)+
1
n
OPTu(M)]
grâce à l’inégalité (1.3). Par conséquent,
OPTu(M/Aσ(1)) ≥
n− 1
n
OPTu(M) (1.4)
Donc le théorème 1.7 est valide pour i = 1.
En utilisant l’hypothèse de récurrence sur le matroïde M/Aσ(1) et la parti-
tion {Aj , j ∈ {1, ..., n}\{σ(1)}}, on peut trouver σ(2), . . . , σ(n) tels que pour i =
2, . . . , n, OPTu(M/(∪j≤iAσ(j))) ≥ n−in−1OPTu(M/Aσ(1)) ≥
n−i
n−1
n−1
n
OPTu(M) =
n−i
n
OPTu(M) grâce à l’inégalité (1.4).
La permutation σ peut être construite en O(n2|X|max{ln |X|, θ}). En eﬀet, il
s’agit de tester chaque indice de [n]. Soit σ(1) l’indice qui vériﬁe OPTu(M/Aσ(1)) ≥
(n−1)/n. Nous savons que σ(1) existe grâce au théorème 1.7. Répéter la procédure
sur M/Aσ(1) pour trouver σ(2), c’est-à-dire choisir σ(2) dans {1, ..., n}\{σ(1)} qui
satisfait OPTu(M/(Aσ(1) ∪ Aσ(2))) ≥ n−2n−1OPTu(M/Aσ(1)) ≥
n−2
n−1
n−1
n
= n−2
n
, et
ainsi de suite. 
Matroïdes coloriés
Si chaque élément e ∈ X a une couleur L(e) ∈ {ℓ1, ..., ℓp} pour un entier
p ≥ 1, alors la structure M = (X,F ,L) est dite matroïde colorié. En cas de
présence supplémentaire d’une fonction poids u : X → IR+ alors le matroïde
M = (X,F , u,L) est dit pondéré colorié.
La déﬁnition suivante caractérise la sous-classe des matroïdes coloriés simples :
Définition 1.17 (Matroïde colorié-simple) Un matroïde colorié M = (X,F ,
L) est dit simple si L(e1) = L(e2) pour tout circuit {e1, e2} de taille 2.
Un matroïde simple (voir la déﬁnition 1.14, page 26) est colorié-simple. De plus,
lorsque chaque couleur apparaît au plus une fois, ces deux notions coïncident.
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1.3.4 Matroïdes et approximation en multi-objectif
Dans ce qui suit, nous nous intéressons à la version multi-objectif du problème
de la base de poids maximum (ou minimum) déﬁnie comme suit : soit un matroïde
M = (X,F) et soit B la collection des bases de M. On déﬁnit n ≥ 2 fonctions
additives ui : X → IR
+ et n objectifs où l’objectif i consiste à trouver une base
B ∈ B qui maximise (ou qui minimise) ui(B) pour i = 1, ..., n.
Ehrgott (1996) s’intéresse aux deux problèmes qui consistent à déterminer l’en-
semble de Pareto et le problème de la base B qui minimise maxi=1,...,n ui(B). Les
problèmes de décision associés sont NP-complets, ∀n ≥ 2 (Camerini et Vercellis,
1984; Warburton, 1985; Ehrgott, 1996). Ehrgott (1996) s’intéresse également à
l’adjacence des bases Pareto-optimales : deux bases sont dites adjacentes si elles
contiennent r(M)− 1 éléments en commun. Considérons le graphe dont les som-
mets sont les bases Pareto-optimales et il existe une arête entre deux bases si
et seulement si ces dernières sont adjacentes. Ehrgott (1996) montre que l’en-
semble des bases Pareto-optimales supportées 4 est connexe en utilisant la propriété
d’échange d’un élément (théorème 1.3, page 27).
Gorski (2010) s’intéresse dans sa thèse à un problème de matroïde bi-objectif où
le premier objectif peut prendre des valeurs positives entières mais le second objec-
tif prend des valeurs binaires uniquement. Gorski prouve la connexité de l’ensemble
des bases Pareto-optimales et propose un algorithme pour générer l’ensemble de
ces bases qui est inspiré de l’algorithme d’intersection de matroïdes.
Nous citons également le problème du sac-à-dos matroïdal (multi-constrained
matroidal knapsack problem) (Camerini et al., 1989) qui est la version budget du
problème multi-objectif de la base de poids maximum (ou minimum). Le problème
consiste à trouver une base de poids maximum avec p ≥ 1 contraintes de budget
(chaque élément a p diﬀérents coûts et chacun des p coûts de la base sélectionnée
doit être inférieur à un budget ﬁxé). Camerini et al. (1989) proposent un algo-
rithme basé sur la relaxation Lagrangienne pour calculer des bornes sur la valeur
de la solution optimale et qui fournit également une solution approchée avec une
garantie probabiliste.
Certains travaux sur les arbres couvrants multi-objectifs (base du matroïde gra-
phique multi-objectif) ont été généralisés aux bases multi-objectifs. Par exemple,
le PTAS de Ravi et Goemans (1996) a été généralisé au problème de la base de
poids minimum avec une contrainte de budget. Le EPTAS 5 de Hassin et Levin
4. Une solution Pareto-optimale est dite supportée si elle appartient à l’enveloppe convexe
des solutions Pareto-optimales.
5. EPTAS pour Efficient Polynomial Time Approximation Scheme : classe intermédiaire entre
PTAS et FPTAS, c’est-à-dire qu’il existe un algorithme qui fournit une (1 + ǫ)-approximation
pour un problème de minimisation pour tout ǫ > 0, de complexité O
((
1
ǫ
)O( 1ǫ )).
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(2004) est également valide pour ce même problème. Pour p ≥ 2 contraintes de
budget, Grandoni et al. (2009) montrent que le problème admet un PTAS multi-
critère en violant les contraintes de budget à un facteur (1 + ǫ) pour tout ǫ > 0.
Si une solution réalisable consiste en un ensemble indépendant (et pas forcément
une base) alors Grandoni et Zenklusen (2010) proposent un PTAS.
Les travaux de Berger et al. (2011) sur le problème de couplage de poids maxi-
mum ont également été généralisés au problème d’intersection de deux matroïdes
de poids maximum avec une contrainte de budget où ils montrent que le problème
admet un PTAS.
Quant à l’approximation de l’ensemble de Pareto du problème de la base de
poids maximum (ou minimum) multi-objectif avec une ou plusieurs solutions, à
notre connaissance peu de résultats existent. Il est cependant possible d’utiliser le
PTAS du problème de la base de poids minimum avec une contrainte de budget
(Ravi et Goemans, 1996) pour approcher l’ensemble de Pareto du problème de la
base de poids minimum bi-objectif (voir la section 1.2.2, page 18).
Une question intéressante est l’existence d’un FPTAS pour déterminer une
approximation de l’ensemble de Pareto des bases d’un matroïde multi-objectif. Une
piste pour avoir un tel algorithme serait de généraliser la routine polynomiale qui
résout le problème GAP (problème 14, page 199) de l’arbre couvrant multi-objectif
aux bases d’un matroïde multi-objectif. Cela permettrait également d’utiliser le
FPTAS proposé par Vassilvitskii et Yannakakis (2005) pour approcher le point
d’articulation (la meilleure solution approchée du point idéal).
Dans cette thèse, nous proposons, à notre connaissance, les premiers résul-
tats d’approximation du point idéal du problème de la base de poids maximum
multi-objectif (Chapitres 4 et 5). Nous proposons également des résultats d’ap-
proximation du point idéal de plusieurs variantes d’un problème bi-objectif déﬁni
sur un matroïde pondéré colorié (Chapitre 6).
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Chapitre 2
Problèmes d’allocation de ressources et
notions d’équité
Dans le chapitre 1, il a été mentionné que le problème classique d’allocation de
biens indivisibles peut être modélisé par les matroïdes. En raison de notre intérêt
pour cette application dans cette thèse, nous présentons dans ce chapitre le cadre
général des problèmes d’allocation de ressources et les critères d’équité classiques
qui déterminent la qualité d’un partage.
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2.1 Problème générique d’allocation de ressources
Nous présentons dans cette section un problème générique d’allocation de res-
sources, dit aussi problème MA en référence à Multi-Agents. La ressource est un
ensemble R = {e1, ...., em} de m éléments. Chaque élément est assimilé à un ob-
jet ou à un bien indivisible. Soit R ⊆ 2R une collection de sous-ensembles de R
43
Chapitre 2. Problèmes d’allocation de ressources et notions d’équité
représentant les portions de la ressource qu’il est possible d’allouer (dites aussi al-
locations admissibles). Cela signiﬁe que la ressource est soumise à des contraintes
d’admissibilité qui est un ensemble de conditions imposées sur la ressource, qui
restreint l’ensemble des allocations possibles (voir Bouveret (2007) pour une dé-
ﬁnition formelle). Nous nous intéressons aux ensembles S ∈ R qui satisfont la
déﬁnition suivante.
Définition 2.1 (Ensemble maximal pour l’inclusion) Un ensemble S ∈ R
est dit maximal pour l’inclusion s’il n’existe pas S ′ ∈ R tel que S ⊂ S ′.
Cette hypothèse est communément admise et fait référence au critère de maxi-
malité pour la cardinalité en tant que critère d’eﬃcacité (Bouveret, 2007). Notons
Rmax ⊆ R la collection des ensembles maximaux pour l’inclusion. Dans ce qui suit,
nous nous restreignons aux ensembles S ∈ Rmax.
Les données du problème MA comportent aussi un ensemble N de n = |N |
agents. Une solution réalisable du problème MA, aussi appelée allocation, est un
vecteur de n ensembles (S1, ..., Sn) dont l’union S = ∪i∈NSi est un ensemble de
Rmax. Si est un sous-ensemble de R et un membre de 2R, et il représente la part de
l’agent i ∈ N . Nous supposons que les biens ne sont pas partageables, c’est-à-dire
qu’il n’est pas possible d’allouer une même portion de la ressource à diﬀérents
agents. Ainsi, Si ∩Sj = ∅ pour tout i 6= j. Cette dernière contrainte est également
connue sous le nom de contrainte de préemption (Bouveret, 2007). Finalement,
{S1, ..., Sn} est une partition de S ∈ Rmax.
Les agents peuvent exprimer des préférences sur les parts admissibles. Ces pré-
férences peuvent être répertoriées en deux classes, selon qu’elles soient ordinales ou
cardinales. Une préférence ordinale est basée sur une relation binaire sur des por-
tions de la ressource, notée , qui est réﬂexive 1 et transitive 2 (et éventuellement
totale 3) (Chevaleyre et al., 2006). Une préférence cardinale peut être représentée
par une échelle d’intervalle déﬁnie à une transformée aﬃne positive près. Les agents
peuvent représenter leurs préférences (ordinales ou cardinales) avec des fonctions
d’utilité. Si les préférences sont ordinales, alors la fonction d’utilité est un codage
numérique de l’ordre établi et est déﬁnie à une transformée strictement croissante
près.
Nous supposons dans cette thèse que les préférences sont cardinales et nous
déﬁnissons la fonction d’utilité ui : 2R → IR
+ attribuée par l’agent i ∈ N (et qui
lui est propre) à chaque portion de la ressource, représentant de façon précise son
1. Une relation S est réflexive si et seulement si xSx pour tout x.
2. Une relation S est transitive si et seulement si xSy et ySz ⇒ xSz pour tout triplet (x, y, z).
3. Une relation S est totale si et seulement si xSy ou ySx pour tout couple (x, y).
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degré de préférence 4 conformément à l’échelle établie.
En vue du nombre très grand de portions admissibles que peut contenir la
ressource R, il convient de déﬁnir des langages permettant de restreindre l’énumé-
ration des préférences à certaines portions de R. Par exemple, lorsque la ressource
contient m éléments, on peut utiliser des fonctions d’utilité additives. Cela signiﬁe
qu’on dispose de l’utilité d’un agent pour tout bien de R et qu’on déﬁnit ui(R′),
l’utilité de l’agent i pour la part R′ ∈ R, comme étant la somme des utilités de i
pour les éléments de R′. Pour ne pas alourdir les notations, il est courant de noter
ui(e) l’utilité de l’agent i pour e ∈ R. On a donc tantôt ui : R→ IR+ pour déﬁnir
les utilités sur les biens pris séparément, tantôt ui : 2R → IR
+ pour déﬁnir les utili-
tés des agents sur les parts. Dans ce cas, il suﬃt de connaître les utilités des agents
pour les biens individuels. Les agents auront alors à communiquer nm utilités au
lieu de n2m. Chevaleyre et al. (2006) font un état de l’art sur les langages pour la
représentation des préférences.
Dans certains cas, les agents peuvent attribuer des utilités très éloignées aux
biens. Par exemple, l’utilité d’un premier agent pour son bien préféré e1 est 1,
tandis que l’utilité d’un deuxième agent pour son bien préféré e2 est 1000. Cela ne
signiﬁe aucunement que le deuxième agent préfère e2 mille fois plus que le premier
agent préfère e1, mais que les deux agents ont des échelles diﬀérentes pour évaluer
les biens. Aﬁn de pallier cette ambiguïté, on peut déﬁnir une échelle de grandeur
commune pour tous les agents en normalisant l’instance comme suit.
Définition 2.2 (Instance normalisée à 1) Une instance du problème générique
d’allocation de ressources est normalisée à 1 si max
S∈R
ui(S) = 1 pour tout i ∈ N .
Nous supposons ici que la part de l’agent i est l’intégralité de la solution S.
Nous nous focalisons dans cette thèse sur des collections R pour lesquelles
l’optimum OPTi = maxS∈R ui(S) de chaque agent i ∈ N se calcule en temps
polynomial. Dans ce cas, la normalisation d’une instance peut être réalisée en
temps polynomial pour des utilités additives. Il suﬃt de calculer OPTi pour tout
i ∈ N , puis pour chaque élément e ∈ R, diviser l’utilité ui(e) par OPTi pour le
modèle additif, qui est le cas qui nous intéresse dans cette thèse.
Notons que nous nous appuyons sur une hypothèse de monotonie, c’est-à-dire
que les agents ont des utilités positives pour tous les éléments. Ainsi, il ne sera
jamais négatif pour un agent de recevoir un élément (Bouveret, 2007).
Un agent est un décideur pouvant prendre la forme d’une personne ou d’une
entité. Un système multi-agents (SMA) fait référence à un groupe d’agents à qui
4. Formellement, il aurait fallu définir ui : 2
R × Rmax → IR
+ (i = 1, ..., n) car l’utilité d’un
agent pour la part qu’il reçoit dépend de la solution qui a été partagée. Mais puisque ce modèle
n’est pas traité et pour des raisons de simplicité, nous définissons ui : 2
R → IR+ (i = 1, ..., n).
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la ressource est allouée. Les agents peuvent être des exécutants qui suivent les
instructions d’un coordinateur, c’est le cas par exemple de personnes qui héritent
des biens attribués par un exécuteur testamentaire. Les agents peuvent également
interagir aﬁn de construire ensemble une allocation, comme le ferait une colonie
de fourmis pour partager la nourriture récoltée. Pour une description détaillée des
SMA, voir par exemple Weiss (2013); Wooldridge (2009).
Nous supposons que les agents sont individualistes, c’est-à-dire que chacun
souhaite que l’allocation soit au mieux pour lui, et non au mieux pour les agents
en tant que collectivité. Pour un agent, cela revient à considérer sa part de façon
absolue, ou relativement aux parts des autres agents. Mais l’objectif est de trouver
une solution de compromis qui soit équitable pour ces agents. Nous développerons
le concept d’équité dans la section 2.2, page 54. Finalement, le problème MA peut
être résumé comme suit.
Problème MA
Instance : un ensemble R de m ≥ 1 éléments, une collection R ⊆ 2R,
un ensemble N de n ≥ 1 agents et des utilités
ui : 2R → IR
+, ∀i ∈ N .
Solution
réalisable : un vecteur de n ensembles deux à deux disjoints (S1, ..., Sn)
dont l’union S = ∪i∈NSi ∈ Rmax ⊆ R.
Objectif : satisfaire un certain critère d’équité en tenant compte de
(S1, ..., Sn) et (u1(S1), ..., un(Sn)).
Nous mentionnons dans ce qui suit un lien fort entre l’approche multi-agents
(MA) et une autre approche, dite MO, en référence à l’optimisation Multi-Objectif.
En multi-objectif (MO), un décideur prend en compte et optimise diﬀérents
attributs d’une solution (coût, durée, confort, etc.). Mais derrière chaque attribut,
il n’y a pas d’entité (ou d’agent) qui se verrait lésée si l’attribut est négligé par
rapport à un autre. À l’inverse, en MA, c’est le point de vue de chaque agent
qui donne une dimension pour l’évaluation de la solution. Ainsi, en MO, chaque
objectif i peut être évalué sur la solution S ∈ Rmax dans sa globalité et la valeur
d’un objectif est une fonction ui : Rmax → IR+. La problématique MO est résumée
comme suit :
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Problème MO
Instance : un ensemble R de m ≥ 1 éléments, une collection R ⊆ 2R,
un entier n ≥ 1 et des fonctions objectifs ui : Rmax → IR
+,
i = 1, ..., n.
Solution
réalisable : un ensemble S ∈ Rmax.
Objectifs : maximiser ui(S), i = 1, ..., n.
Nous pouvons constater la diﬀérence entre les approches MA et MO à travers
les exemples suivants.
Exemple 2.1 Prenons l’exemple énoncé par Ehrgott (2005) dans son introduc-
tion. Un individu souhaite acheter une voiture. Il considère un ensemble R conte-
nant diﬀérents modèles de véhicules. Pour faire son choix, cet individu tient compte
de trois attributs qui sont le prix, le rendement du moteur et la puissance du vé-
hicule. Il en découle 3 objectifs : minimiser le prix, maximiser le rendement et
maximiser la puissance du véhicule. Le but est de sélectionner le meilleur compro-
mis, c’est-à-dire le véhicule qui satisfait au mieux ces trois objectifs. Cependant, on
ne s’intéresse pas au degré de satisfaction d’un objectif par rapport à un autre. De
plus, chaque objectif est évalué sur le véhicule dans sa globalité. Cela correspond
bien à la problématique MO.
Exemple 2.2 Une association caritative récolte un ensemble R de jouets. Elle
décide de distribuer une partie de ces jouets à diﬀérentes familles à l’occasion de la
journée de l’enfance. Les sous-ensembles de jouets qu’il est possible de donner sont
répertoriés dans la collection R. L’objectif est de sélectionner un sous-ensemble de
jouets dans R et de le partager sur les familles de façon équitable. L’intérêt des
familles prime. Ainsi, l’utilité de chaque famille est évaluée sur les jouets qu’elle
reçoit. De plus, l’équité du partage doit être pris en compte si les responsables de
l’association ne veulent pas avoir de familles lésées. Il s’agit donc d’une probléma-
tique MA.
En outre, un point commun entre les problématiques MA et MO est le fait
qu’une solution est évaluée à l’aide d’un vecteur. En MO, le nombre d’objectifs est
typiquement constant. À l’inverse des problèmes MA, la dimension du vecteur qui
évalue une solution est le nombre d’agents, donc il est typiquement non constant.
Notons que la problématique MO peut être étudiée suivant une approche MA.
Un cas illustratif sera donné dans l’exemple 2.5 (page 50). D’ailleurs, le problème
MO peut être réduit à un problème MA en posant ui(Si) = ui(S) pour tout
Si ⊆ S. En outre, dans le contexte qui nous intéresse (les matroïdes avec des
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utilités additives d’un point de vue MA), nous prouverons dans la section 2.1.2
(page 49) que le problème MA se réduit au problème MO.
Le problème générique d’allocation de ressources est diﬃcile à résoudre. D’une
part, la collection R peut contenir un nombre exponentiel d’ensembles. D’autre
part, rechercher un sous-ensemble de R qui satisfait certaines performances peut
être NP-diﬃcile. Quelques exemples de problèmes NP-diﬃciles seront exposés dans
la section 2.2. De ce fait, il serait intéressant d’étudier des collectionsR qui forment
des structures particulières.
Un cas particulier intéressant est lorsque R = 2R. Dans ce cas, tout sous-
ensemble d’éléments est admissible et l’unique solution réalisable (maximale pour
l’inclusion) est R. Le problème MA consiste alors à allouer la ressource dans son
intégralité aux agents. Ce problème est connu dans la littérature sous le nom du
problème classique de partage ou d’allocation de ressources (biens indivisibles).
Notons que le problème présenté dans cette section porte la mention de problème
générique d’allocation de ressources. Le problème classique est présenté dans la
section suivante.
2.1.1 Problème classique d’allocation de ressources
Étant donnée une ressource R et un ensemble N de n agents, l’objectif est
de partager la ressource dans son intégralité sur les agents de façon équitable. Il
n’existe pas de notion universelle qui caractérise l’équité, mais plusieurs concepts
ont été déﬁnis dans la littérature que nous exposerons dans la section 2.2.
Le problème classique de partage de ressources se subdivise en deux grandes
catégories, selon que la ressource soit divisible ou qu’elle soit constituée d’un en-
semble de biens indivisibles.
Dans le cas où la ressource est divisible, le problème est plus connu sous le nom
du problème de partage de gâteau (cake-cutting). La ressource est assimilée à un
gâteau R, l’aspect divisible s’explique par la possibilité de découper le gâteau en
morceaux aussi petits que l’on souhaite et qui seront alloués aux agents. Idéale-
ment, chaque agent souhaiterait s’approprier le gâteau en entier, mais en présence
de n ≥ 2 agents, le problème consiste à partager équitablement le gâteau sur les n
agents. Une description formelle est déﬁnie dans le problème 19, page 200.
Lorsque la ressource est constituée de biens indivisibles, cette dernière corres-
pond à un ensemble R = {e1, ..., em} de m biens indivisibles. Pour un bien ej ∈ R
et un agent i ∈ N donnés, soit i reçoit ej intégralement, soit i ne reçoit pas ej.
Une allocation est une partition S de R en n parts S = {S1, ..., Sn} (c’est-à-dire,⋃
i∈N Si = R et Si ∩ Sj 6= ∅, ∀i 6= j) où Si est la part de l’agent i ∈ N . Tous les
48
2.1. Problème générique d’allocation de ressources
biens sont alors alloués (contrainte de distribution totale). Le problème est résumé
comme suit.
Problème classique d’allocation de biens indivisibles
Instance : un ensemble R de m ≥ 1 biens indivisibles, un ensemble N
de n ≥ 1 agents et des utilités ui : 2R → IR+, i = 1, ..., n.
Solution
réalisable : une allocation S = {S1, ..., Sn} (partition de R).
Objectif : satisfaire un certain critère d’équité en tenant compte de
{S1, ..., Sn} et (u1(S1), ..., un(Sn)).
Il convient de s’intéresser au bien-être social (social welfare) pour évaluer la
qualité d’une allocation d’un point de vue global, ou en d’autres termes pour
évaluer l’équité d’une allocation. Cette évaluation peut se faire au moyen d’un
ordre de bien-être collectif qui est un préordre 5  sur les allocations. Ou encore
au moyen d’une fonction d’utilité collective qui est une fonction d’agrégation sur
le vecteur d’utilité des agents (ui(Si))i∈N pour une allocation S = {S1, ..., Sn} de
R. Certaines mesures du bien-être social sont déﬁnies dans la Section 2.2.
Pour une description détaillée du problème classique d’allocation de ressources,
se référer à Brams et Taylor (1996); Chevaleyre et al. (2006). Pour les biens indivi-
sibles en particulier, voir Chevaleyre et al. (2006); Bouveret (2007); Lumet (2012).
2.1.2 Généralisation du problème classique aux matroïdes
L’objectif de cette thèse est d’étudier une extension ou une classe plus large
de collections R que celle du problème classique d’allocation de biens indivisibles
déﬁnie par R = 2R. Nous nous intéressons aux collections R qui contiennent
les ensembles indépendants d’un matroïde, c’est-à-dire lorsque (R,R) déﬁnit un
matroïde. Dans ce cas, les ensembles de Rmax maximaux pour l’inclusion cor-
respondent aux bases du matroïde (R,R). Une telle collection permet donc de
généraliser le problème classique d’allocation de biens indivisibles. Remarquons
en eﬀet que lorsque R = 2R alors (R,R) est le matroïde libre (voir page 28).
Cette généralisation permet également de capturer des situations plus générales
que le modèle classique d’allocation de biens indivisibles. À titre d’exemple, nous
mentionnons les applications suivantes.
Exemple 2.3 Un grand musée national va prêter certaines de ses œuvres d’art
à des musées situés dans diﬀérentes régions provinciales. Les œuvres du grand
5. Une relation de préordre  est une relation binaire, réflexive et transitive.
49
Chapitre 2. Problèmes d’allocation de ressources et notions d’équité
musée national sont réparties selon diﬀérentes catégories (statues, peintures, po-
teries, etc.). Pour chaque catégorie, il existe une borne supérieure sur le nombre
d’œuvres que le conservateur du musée principal accepte de prêter. Quelles œuvres
d’art choisir et comment les allouer aux musées provinciaux ? Du point de vue des
citoyens dont la région accueillera certaines œuvres, l’allocation devrait être équi-
table. En eﬀet, personne ne veut voir le musée de sa région moins attractif qu’un
autre.
L’exemple 2.3 peut être modélisé par le matroïde de partition (voir page 30). X
est le stock du musée national partitionné en k catégories. Chaque bi est le nombre
maximum d’œuvres de type Xi que le conservateur accepte de transférer. Une base
contient bi œuvres par catégorie Xi. Ces bases sont évaluées par les agents qui sont
les représentants des régions provinciales.
Exemple 2.4 Un projet de réalisation urbain consiste à réaliser des routes per-
mettant de connecter k sites. Par souci d’économie, le nombre de routes doit être
minimum, c’est-à-dire que deux sites ne peuvent avoir qu’une seule connexion. Le
projet sera réalisé par n diﬀérentes entreprises, chacune d’elle a un proﬁt généré
sur la réalisation de chaque route. L’objectif est de construire un réseau connexe
et répartir sa réalisation sur les n entreprises de façon à ce que le proﬁt récolté par
chacune soit équitable.
L’exemple 2.4 peut être modélisé par le matroïde graphique (voir page 28). Les
sommets du graphe sont les k sites et les arêtes sont les routes qu’il est possible de
construire entre deux sites. Une base du matroïde est un arbre couvrant du graphe
permettant de connecter les sites de façon minimale. Les arêtes de l’arbre couvrant
doivent être partagées sur n agents qui sont les entreprises de réalisation.
Exemple 2.5 Un laboratoire est constitué de n équipes qui ont un séminaire en
commun. Le séminaire est composé de k dates ﬁxes. Il y a k orateurs qui doivent
être sélectionnés parmi un ensemble de candidats. Les candidats ont au préalable
donné leurs disponibilités pour ces k dates. Chaque équipe a son propre intérêt pour
les candidats mais l’ordre dans lequel les exposés sont faits n’a pas d’importance.
Une solution est un sous-ensemble d’orateurs, sous la contrainte qu’il y ait un
orateur disponible par date. Par souci d’équité, il faut également tenir compte de
l’intérêt de chaque équipe pour les candidats à sélectionner.
L’exemple 2.5 peut être modélisé par le matroïde transversal (voir page 29).
X est l’ensemble des candidats et Xi est l’ensemble des candidats disponibles le
jour i pour i = 1, ..., k. Une base est un ensemble de k orateurs avec un orateur
disponible par date du séminaire. Les agents sont les n équipes.
Notons que cet exemple peut être vu comme un problème MO avec une ap-
proche MA. En eﬀet, le séminaire dans sa globalité intéressera toutes les équipes
qui devront assister à l’ensemble des exposés.
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Exemple 2.6 Le même laboratoire alloue des bourses doctorales à des étudiants
sélectionnés parmi un ensemble de candidats E. Il y a k types de bourses s1, . . . , sk
et au plus bi bourses de type si (i = 1, ..., k) peuvent être oﬀertes. Chaque étudiant
e ∈ E est éligible pour une seule catégorie de bourse p(e) ∈ {s1, . . . , sk}. Les
candidats sont choisis par un comité composé des représentants des n équipes
du laboratoire. Chaque équipe i ∈ [n] a une utilité positive ui(e) pour chaque
candidat e ∈ E. L’objectif est de sélectionner un sous-ensemble de candidats avec
une aﬀectation réalisable en tenant compte de l’intérêt des équipes.
L’exemple 2.6 peut être modélisé par le matroïde de partition (voir page 30).
Soit Xi = {e ∈ E : p(e) = si} pour i = 1, ..., k. Un ensemble indépendant
est un sous-ensemble d’au plus bi candidats par Xi. Les équipes du laboratoire
représentent les agents du système.
Matroïde-allocation
Soit M = (X,F) un matroïde et N = {1, ..., n} un ensemble d’agents. Si l’on
s’intéresse au problème MA (voir page 46), alors l’objectif est de trouver un vecteur
de n ensembles deux à deux disjoints (B1, ..., Bn), dont l’union B = ∪i∈NBi est
une base du matroïde. Ce problème a deux diﬃcultés, il faut trouver une base et la
partitionner en n parts. Aﬁn de pallier cette double diﬃculté, nous déﬁnissons un
nouveau matroïde, appelé le matroïde-allocation, où chaque base est déjà allouée
aux agents.
On appelle base-allocation, une base B deM partitionnée en n sous-ensembles
{B1, ..., Bn} où Bi est la part de l’agent i ∈ N . Étant donné un matroïde M =
(X,F), on déﬁnit dans ce qui suit un autre matroïde (Y, E). Le but est de manipuler
des bases-allocations. En eﬀet, une base de (Y, E) est une base-allocation de M.
Soit un matroïde M = (X,F) où X = {e1, ..., em}. Pour tout i ∈ [m], soit
Yi = {y1i , . . . , y
n
i } où y
j
i est une copie de ei aﬀectée à l’agent j. Posons Y =
⋃m
i=1 Yi.
Pour tout E ⊆ Y , soit p(E) l’ensemble {ei ∈ X : |E∩Yi| > 0, i = 1, ..., m} ; notons
que p(E) est un ensemble et non une collection. Soit E = {E ⊆ Y : (p(E) ∈ F)
∧ (|E ∩ Yi| ≤ 1, i = 1..m)}.
Lemme 2.1 Si M = (X,F) est un matroïde, alors (Y, E) est un matroïde.
Preuve. Vériﬁons les trois axiomes des matroïdes (voir la déﬁnition 1.12 page 24).
(i)M est un matroïde, donc ∅ ∈ F . En utilisant p(∅) = ∅ et |∅∩Yi| = 0 pour tout
i, on obtient ∅ ∈ E .
(ii) Soient E, E′ tels que E ⊂ E ′ ⊆ Y et E ′ ∈ E . Cela signiﬁe que |E ′ ∩ Yi| ≤ 1
pour tout i ∈ [m], donc |E∩Yi| ≤ 1 pour tout i ∈ [m]. En utilisant la déﬁnition de
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p, p(E) est un sous-ensemble de p(E ′). Comme E ′ ∈ E , nous savons que p(E ′) ∈ F .
PuisqueM est un matroïde, alors tout sous-ensemble de p(E ′), en particulier p(E),
est dans F .
(iii) Soient E et E ′ deux membres de E tels que |E| < |E ′|. Il s’ensuit que |p(E)| <
|p(E ′)|. Puisque p(E) et p(E ′) appartiennent à F , alors il existe forcément ei∗ ∈
p(E ′) \ p(E) tel que p(E) + ei∗ ∈ F , d’après l’axiome (iii) appliqué au matroïde
M. Soit yj
∗
i∗ l’unique membre de E
′ tel que p({yj
∗
i∗ }) = ei∗ . L’ensemble E ∩Yi∗ doit
être vide, sinon ei∗ ∈ p(E), qui est une contradiction avec ei∗ ∈ p(E ′)\p(E). D’où,
|(E + yj
∗
i∗ ) ∩ Yi∗| = 1. En conclusion, y
j∗
i∗ appartient à E
′ \ E et E + yj
∗
i∗ ∈ E . 
Notons que (X,F) et (Y, E) ont le même rang.
À titre d’exemple, soit G = (V,E) un graphe simple et soit (X,F) le matroïde
graphique associé à G. Construire le multi-graphe G′ = (V,E′) tel que E ′ contient
n copies de chaque arête e ∈ E. Pour toute forêt F ′ de G′, il existe une forêt
F = p(F ′) de G.
L’appartenance d’un élément yji à la solution signiﬁe que ei est choisi et est
aﬀecté à l’agent j. L’intérêt du lemme 2.1 est que (Y, E) apporte plus d’informations
sur l’allocation des bases que (X,F). De plus, les propriétés du matroïde sont
préservées.
Le matroïde (Y, E) est appelé le matroïde-allocation du matroïdeM = (X,F).
Exemple 2.7 Soit M = (X,F) un matroïde déﬁni par X = {e1, e2, e3} et F =
{∅, {e1}, {e2}, {e3}, {e1, e3}, {e2, e3}}. Les bases sont {e1, e3} et {e2, e3}. On consi-
dère un ensemble N = {1, 2} de deux agents. L’objectif est de trouver une base
que les agents de N partageront.
On construit le matroïde (Y, E) tel déﬁni précédemment. Ainsi, Y =
⋃3
i=1 Yi
où Yi = {y1i , y
2
i } pour i = 1, 2, 3, p(E) = {ei ∈ X : |E ∩ Yi| > 0, i = 1, 2, 3} et
E = {E ⊆ Y : (p(E) ∈ F) ∧ (|E ∩ Yi| ≤ 1, i = 1, 2, 3)}.
Par exemple, l’ensemble E = {y11, y
2
3} est une base de (Y, E). En eﬀet, p(E) =
{e1, e3} est une base de M et |E ∩ Yi| ≤ 1 pour i = 1, 2, 3. La base-allocation
résultante est B = {B1, B2} telle que B1 = {e1} et B2 = {e3} où Bi est la part
attribuée à l’agent i ∈ N .
Notre problème
Nous supposons que les utilités ui sont additives, c’est-à-dire que ui : R→ IR+
et ui(R′) =
∑
e∈R′ ui(e) pour tout R′ ⊆ R et pour tout i = 1, ..., n.
Nous montrons dans ce qui suit que lorsqu’on considère des collections R telles
que (R,R) déﬁnit un matroïde et que les utilités sont additives, alors le problème
MA se réduit polynomialement au problème MO (voir la section 2.1, page 43).
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Proposition 2.1 Si (R,R) définit un matroïde et que les utilités (ui)i∈N sont
additives alors le problème MA se réduit polynomialement au problème MO.
Preuve. Soit une instance du problème MA déﬁnie par l’ensemble R et la collection
R de sorte que (R,R) est un matroïde et soient les fonctions d’utilité additives
ui : R → IR
+, i = 1, ..., n. Nous allons construire une instance du problème MO
comme suit.
Soit (Y, E) le matroïde-allocation de (R,R) et posons
u′k(y
j
i ) =
{
uk(ei) si k = j
0, sinon
pour tout k, j ∈ N et pour tout i ∈ [m]. Alors pour toute base E de (Y, E), on peut
déduire la base B = p(E) de (R,R) partitionnée en n parts B = {B1, ...., Bn} où
Bj = {ei ∈ p(E) : y
j
i ∈ E}. D’après la déﬁnition de u
′
k et puisque cette fonction
est additive, on obtient
u′k(E) =
∑
yj
i
∈E
u′k(y
j
i ) =
∑
yj
i
∈E
k=j
uk(ei) =
∑
e∈Bk
uk(e) = uk(Bk)
car uk est additive pour tout k ∈ N . Donc Y , E , N , u′i, i = 1, ..., n est une instance
du problème MO. La réduction est évidemment réalisée en temps polynomial. 
Nous nous concentrons dans cette thèse sur le problème MA lorsque (R,R) est
un matroïde. Finalement, le problème que nous traitons est déﬁni comme suit.
Problème de la base d’un matroïde multi-agents
Instance un matroïde M = (X,F), un ensemble N de n ≥ 1 agents
et n fonctions d’utilité additives ui : X → IR
+, i = 1, ..., n.
Solution
réalisable : une base-allocation B = {B1, ..., Bn} de M.
Objectif : satisfaire un certain critère d’équité en tenant compte de
{B1, ..., Bn} et (u1(B1), ..., un(Bn)).
Rappelons que lorsque M est le matroïde libre alors on obtient exactement le
problème classique d’allocation de biens indivisibles.
Quant au critère d’équité à appliquer, on peut utiliser l’une des notions déﬁnies
dans la prochaine section.
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2.2 Notions de bien-être social et d’équité
L’équité d’une allocation ou d’un partage peut se mesurer par le bien-être social
(social welfare) pour lequel plusieurs mesures ont été proposées (Brams et Taylor,
1996; Suzumura et al., 2010). Nous présentons dans cette section quelques-unes de
ces mesures. Notre but est d’appliquer ces concepts d’équité au problème générique
d’allocation de biens indivisibles (problème MA).
Une allocation est un vecteur de n ≥ 2 ensembles deux à deux disjoints
(S1, ..., Sn), dont l’union S = ∪i∈NSi est un ensemble deRmax. Donc {S1, ..., Sn} est
une partition de S. Par souci de simplicité, nous noterons S = {S1, ..., Sn} ∈ Rmax.
Dans le cas du problème classique, S = R. Nous supposons dans ce qui suit
que les utilités des agents sont additives. Une instance est dite normalisée à 1 si
maxS∈Rmax ui(S) = 1 pour i = 1, ..., n. Dans le cas du problème classique, cela
signiﬁe que ui(R) = 1, i = 1, ..., n.
Utilitarisme
Le bien-être social utilitariste d’une allocation S = {S1, ..., Sn} ∈
Rmax est déﬁni par
∑
i∈N ui(Si). L’allocation optimale au sens utili-
tariste est celle qui maximise le bien-être social utilitariste, c’est-à-dire
maxS∈Rmax
∑
i∈N ui(Si). On trouve d’autres appellations de ce problème
comme l’optimalité dans Caragiannis et al. (2012), ou encore l’efficacité
dans Chevaleyre et al. (2007a) pour le problème classique.
Ce problème peut être résolu en temps polynomial en appliquant l’al-
gorithme suivant. Pour tout e ∈ R, poser u(e) = maxi∈N ui(e). Puis,
choisir l’ensemble S ∈ R tel que u(S) est maximum. Une fois l’en-
semble S choisi, l’allocation est simple à obtenir. Il suﬃt de poser pour
tout i ∈ N , Si = {e ∈ S : u(e) = ui(e)} en prenant soin de vériﬁer que
Si ∩ Sj = ∅ pour tout i 6= j.
Égalitarisme
Le bien-être social égalitariste d’une allocation S = {S1, ..., Sn} ∈
Rmax est déﬁni par mini∈N ui(Si). L’allocation optimale au sens éga-
litariste est celle qui maximise le bien-être égalitariste, c’est-à-dire
maxS∈Rmax mini∈N ui(Si).
Le problème de décision associé est NP-complet même dans le cas par-
ticulier du problème classique et lorsque n = 2 par une réduction de
partition (problème 20, page 200).
Dans le cas du problème classique, ce problème est également connu
sous le nommax-min fairness dans Golovin (2005); Khot et Ponnuswami
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(2007); Bezáková et Dani (2005); Asadpour et Saberi (2010), ou en-
core le problème du Santa Claus (Père Noël) dans Bansal et Sviridenko
(2006); Asadpour et al. (2008). Les biens indivisibles sont assimilés à
des cadeaux que le père Noël doit distribuer aux enfants, et il veut
rendre l’enfant le plus défavorisé, le plus heureux possible. Notons
également l’analogie existante avec le problème d’ordonnancement qui
consiste à allouer m tâches sur n machines identiques qui fonctionnent
en parallèle où chaque tâche i a une durée d’exécution pi (i = 1, ..., m).
L’objectif est d’occuper les machines le plus tard possible en maxi-
misant la date de ﬁn d’exécution de la machine qui ﬁnit le plus tôt
(Deuermeyer et al., 1982; Csirik et al., 1992; Woeginger, 1997). Les
tâches représentent les biens indivisibles. Les machines sont les agents.
Tous les agents ont les mêmes utilités pour les biens. L’utilité d’un bien
ou d’une tâche est son temps d’exécution. Woeginger (1997) montre
que dans ce cas (lorsque tous les agents ont les mêmes utilités pour
les biens), le problème admet un PTAS mais pas de FPTAS car il est
NP-complet au sens fort (Garey et Johnson, 1979).
Quant à l’approximation du problème classique, Bezáková et Dani (2005)
montrent que le problème est ( 1
m−n−1)-approché et qu’il est inapproxi-
mable au delà de ǫ ≥ 1
2
. Asadpour et Saberi (2010) montrent que
le problème est Ω( 1√
n log3 n
)-approché et Khot et Ponnuswami (2007)
montrent qu’il est ( 1
2n−1)-approché. Le meilleur rapport d’approxima-
tion connu est celui de Chakrabarty et al. (2009) qui proposent un
algorithme O( 1
mǫ
)-approché pour tout ǫ ∈ Ω( log logm
logm
) qui s’exécute
en mO(
1
ǫ
). Golovin (2005) propose un algorithme qui fournit une uti-
lité d’au moins OPT
k
(où OPT est la valeur optimale du problème)
à au moins
⌈
(1− 1
k
)n
⌉
agents, pour tout k ∈ IN∗ donné en entrée.
Il considère également le cas particulier où les biens se subdivisent
en deux catégories : grands biens / petits biens (big goods / small
goods). Les utilités des petits biens sont parmi {0, 1} et celles des
grands biens sont parmi {0, x} où x > 1. Golovin (2005) montre que
dans ce cas, le problème est 1√
n
-approché. Khot et Ponnuswami (2007)
considèrent le cas où tous les biens ont des utilités de trois types dif-
férents ui(e) ∈ {0, 1, x} tel que x > 1 pour tout i ∈ N et pour tout
e ∈ R. Ils proposent un algorithme qui est ǫ
n
-approché qui s’exécute en
O(mO(1)nO(ǫ)). Bansal et Sviridenko (2006) s’intéressent au cas où les
utilités des biens ui(ej) ∈ {0, pj} pour tout i ∈ N et pour j = 1, ..., m
et montrent que le problème est O( log log logn
log log n
)-approché. Ferraioli et al.
(2014) traitent le cas régulier qui signiﬁe que chaque agent doit re-
cevoir exactement k biens pour un entier k donné. Ils montrent que
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ce problème est NP-complet au sens fort pour tout k ≥ 2 et qu’il
est 1
k
-approximable. De plus, lorsque les utilités des agents sont de
deux types v1 ou v2 avec v2 > v1 ≥ 0 alors ce problème peut être ré-
solu en temps polynomial en utilisant l’intersection de deux matroïdes.
Lorsque les utilités sont de trois types v1, v2 et v3 avec 0 ≤ v1 < v2 < v3
alors le problème est ρ-approché où ρ = v2+(k−1)v1
kv2
si 2v2 ≤ v1 + v3 et
ρ = v1+(k−1)v2
v1+(k−1)v3 sinon (Ferraioli et al., 2014).
Juste part max-min
La juste part max-min (max-min fair share) d’un agent i ∈ N est
déﬁnie par la valeur uMFSi = maxS∈Rmax minj∈N ui(Sj). Il s’agit de
l’utilité maximum que peut avoir l’agent i pour la pire part d’une
allocation si tous les agents avaient les mêmes utilités que lui. Une
allocation S = {S1, ..., Sn} ∈ Rmax vériﬁe la juste part max-min si
ui(Si) ≥ uMFSi pour tout i ∈ N , c’est-à-dire s’il existe une allocation
où chaque agent i ∈ N a au moins sa juste part max-min uMFSi .
La juste part max-min a été introduite récemment par Budish (2011)
pour le problème classique. Procaccia et Wang (2014) montrent, contre
toute intuition, qu’il existe des instances du problème classique qui
n’admettent pas d’allocation qui satisfasse la juste part max-min. De
plus, Bouveret et Lemaître (2014) montrent que le problème de déci-
sion associé au calcul du vecteur (uMFSi )i∈N est NP-complet. Quant à
la complexité exacte du problème d’existence d’une allocation qui sa-
tisfait la juste part max-min, le problème reste ouvert. Il est clair que
le problème de décision associé n’est pas dans NP puisqu’il est NP-
diﬃcile de calculer le vecteur (uMFSi )i∈N , par contre il est dans
∑p
2
6
(Bouveret et Lemaître, 2014). Procaccia et Wang (2014) montrent éga-
lement une
(
2
3
)
i∈N -approximation pour le problème classique lorsque
le nombre d’agents |N | = n est constant.
Proportionnalité
Soit OPTi = max
S∈Rmax
ui(S) l’utilité maximum que l’agent i ∈ N peut
avoir. Une allocation S = {S1, ..., Sn} ∈ Rmax est dite proportionnelle
si ui(Si) ≥ OPTin pour tout agent i ∈ N . Dans le cas du problème
classique, OPTi = ui(R), i ∈ N . C’est le critère originel de partage
équitable proposé initialement par Steinhaus (1948). Le principe, assez
6.
∑p
2 = NP
NP. Il s’agit de la classe des problèmes qui peuvent être résolus en temps non-
déterministe polynomial par une machine de Turing augmentée d’un oracle NP.
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naturel, consiste à attribuer au moins 1/nème de la ressource à chacun
des n agents dans le cas du problème classique.
Une allocation proportionnelle n’existe pas toujours, comme dans les
instances suivantes du problème classique :
Exemple 2.8 R = {e1} et n = 2 agents tels que u1(e1) = u2(e1) = 1.
En allouant l’unique bien indivisible e1 à l’un des deux agents, l’alloca-
tion n’est pas proportionnelle puisque l’agent qui possède ce bien aura
une utilité de 1, tandis que l’utilité de l’agent qui ne l’aura pas est 0.
Exemple 2.9 R = {e1, e2, e3} et n = 2 agents avec u1(e1) = 0.6,
u1(e2) = u1(e3) = 0.2, u2(e1) = 0.7, u2(e2) = 0.2 et u2(e3) = 0.1.
Il n’existe pas d’allocation qui fournisse à chaque agent une utilité d’au
moins 0.5.
Demko et Hill (1988); Bouveret et Lemaître (2014) montrent pour le
problème classique que décider de l’existence d’une allocation propor-
tionnelle est NP-complet par une réduction de Partition (problème
20, page 200). De plus, Markakis et Psomas (2011) montrent que pour
toute constante c ≥ 1, il est NP-complet de décider de l’existence d’une
allocation où l’utilité de chaque agent i pour sa part vaut au moins ui(R)
cn
pour tout i ∈ N .
Comme alternative à la proportionnalité, on peut chercher une allo-
cation avec une garantie inférieure à ui(R)
n
pour chaque agent i ∈ N .
Markakis et Psomas (2011) considèrent le problème classique avec des
instances normalisées à 1 et proposent un algorithme polynomial qui
construit une allocation pour laquelle l’utilité de chaque agent i pour
sa part vaut au moins Vn(αi) ∈
[
0, 1
n
]
où αi = maxe∈R ui(e) et Vn est
une fonction de αi proposée initialement par Hill (1987). La fonction
Vn sera déﬁnie dans la section 2.3.
Absence d’envie
Une allocation S ∈ Rmax est sans envie si ui(Si) ≥ ui(Sj) pour tout
i, j ∈ N . Le but est de trouver une allocation où aucun agent n’est
envieux de la part d’un autre. Notons qu’il n’est pas nécessaire que
l’instance soit normalisée ici.
Dans le cas du problème classique d’allocation de biens indivisibles
(et divisibles) et pour des utilités additives, il est bien connu qu’une
allocation sans envie est proportionnelle mais la réciproque est vraie
uniquement lorsque n = 2. L’additivité des fonctions d’utilité est une
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condition nécessaire pour vériﬁer cette propriété, comme on peut le
constater dans l’exemple suivant :
Exemple 2.10 Soit une instance du problème classique d’allocation
de biens indivisibles déﬁnie par R = {e1, e2} avec ui(ej) = 0.4 pour
tout i, j ∈ {1, 2} et ui({e1, e2}) = 1 pour i = 1, 2. Ainsi, OPTi =
ui({e1, e2}) = 1 pour i = 1, 2. En allouant ei à l’agent i (i = 1, 2),
on obtient bien un partage sans envie car ui(ei) = ui(e3−i). Mais ce
partage n’est pas proportionnel puisque ui(ei) < 12 , i = 1, 2.
Cependant, dans le cas du problème générique d’allocation de biens
indivisibles, la propriété précédente n’est pas forcément vériﬁée, même
si les utilités des agents sont additives.
Exemple 2.11 Considérons l’instance suivante du problème générique
d’allocation de biens indivisibles :
R = {e1, e2, e3} et R = {{e1, e2}, {e1, e3}, {e2, e3}}. Il y a deux agents,
leurs utilités sont additives et sont représentées dans le tableau 2.1.
e e1 e2 e3
u1(e) 0.6 0.4 0
u2(e) 0.6 0 0.4
Tableau 2.1 – Exemple 2.11.
Les allocations admissibles qui maximisent les utilités des agents 1 et 2
sont respectivement {e1, e2} et {e1, e3}. Ainsi, OPT1 = u1({e1, e2}) = 1
et OPT2 = u2({e1, e3}) = 1. L’allocation S = {S1, S2} où S1 = {e2} et
S2 = {e3} est sans envie car u1(S1) = 0.4 > u1(S2) = 0 et u2(S2) =
0.4 > u2(S1) = 0. Mais elle n’est pas proportionnelle puisque ui(Si) <
1
2
, i = 1, 2.
Pour le problème de la base d’un matroïde multi-agents, nous propo-
serons dans la section 3.5 (page 88) une déﬁnition de l’absence d’envie
plus appropriée qui permettra de vériﬁer la propriété « absence d’envie
⇒ proportionnalité ; et proportionnalité⇒ absence d’envie si n = 2 ».
Une allocation sans envie n’existe pas toujours (voir les exemples 2.8 et
2.9, page 57). De plus, il est NP-complet de décider de l’existence d’une
telle allocation même dans le cas du problème classique Lipton et al.
(2004).
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Au lieu de chercher une allocation sans envie, on peut s’intéresser
à une allocation d’envie minimum. Ce problème a été introduit par
Lipton et al. (2004) qui montrent que résoudre et approcher le pro-
blème classique est NP-diﬃcile.
Lipton et al. (2004) introduisent également une autre mesure de l’en-
vie qui est le ratio d’envie minimum maxi,j
{
1, ui(Sj)
ui(Si)
}
. Ils montrent
que résoudre et approcher le problème d’obtention d’une allocation
avec un ratio d’envie minimum est NP-diﬃcile pour le problème clas-
sique. Lorsque les agents ont tous les mêmes utilités pour les biens, ils
proposent un PTAS en général et un FPTAS pour un nombre constant
d’agents. Nguyen et Rothe (2013b) considèrent également le ratio d’en-
vie ui(Sj)
ui(Si)
. Ils déﬁnissent le degré d’envie d’un agent i soit par le ratio
maximum maxj 6=i
ui(Sj)
ui(Si)
ou par le produit des ratios
∏
j 6=i
ui(Sj)
ui(Si)
. Le de-
gré d’envie d’une société est aussi déﬁni soit par le maximum ou le
produit des degrés d’envie de tous les agents (déﬁni par le maximum
ou le produit). Ils proposent un FPTAS pour minimiser le degré d’envie
de la société selon les quatre déﬁnitions proposées lorsque le nombre
d’agents est borné.
Équitabilité
Supposons que toutes les instances sont normalisées à 1. Une allocation
S = {S1, ..., Sn} ∈ R est dite équitable selon Caragiannis et al. (2012);
Brams et Taylor (1996) si ui(Si) = uj(Sj) pour tout couple d’agents
i 6= j. Ce critère signiﬁe que tous les agents doivent recevoir exactement
la même quantité selon leurs utilités. Ici encore, une telle allocation
n’existe pas toujours (comme dans l’exemple 2.8). De plus, décider
de l’existence d’une allocation équitable est NP-complet même pour
le problème classique et lorsque n = 2 agents par une réduction du
problème partition (problème 20, page 200) que nous exposerons
dans la section 3.2 du chapitre 3.
Notons qu’il est inutile de se restreindre aux ensembles de R maxi-
maux pour l’inclusion. Mais dans ce cas, l’ensemble vide peut être une
solution réalisable puisque ui(∅) = 0 pour tout i ∈ N (si ∅ ∈ R). Il
faudrait alors s’assurer d’allouer des portions non nulles aux agents.
Absence de jalousie
Nous proposons la notion de jalousie déﬁnie comme suit pour des ins-
tances normalisées à 1. Un agent i n’est pas jaloux d’un autre agent j
dans une allocation S = {S1, ..., Sn} ∈ Rmax si ui(Si) ≥ uj(Sj). Cela
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signiﬁe qu’un agent est jaloux d’un autre si ce dernier jouit d’une plus
grande utilité. Un agent i est sans jalousie s’il n’est jaloux d’aucun
autre agent j 6= i. Une allocation est sans jalousie si aucun agent n’est
jaloux. Une allocation sans jalousie correspond à une allocation équi-
table dans une instance normalisée. L’absence de jalousie sera reprise
en détail dans la section 3.3, page 81.
Pareto-optimalité
Une allocation S = {S1, ..., Sn} ∈ Rmax est Pareto-optimale s’il n’existe
pas d’autre allocation S ′ = {S ′1, ..., S
′
n} ∈ Rmax telle que ui(S
′
i) ≥ ui(Si)
pour tout i ∈ N et il existe j ∈ N tel que uj(S ′j) > uj(Sj). Donc aucun
agent ne peut enrichir sa part sans dégrader la part d’un autre.
D’un point de vue MO, il est plus intéressant que l’allocation choisie
soit Pareto-optimale, d’autant plus qu’une telle solution existe tou-
jours. En eﬀet, pour obtenir une allocation Pareto-optimale, il suﬃt
par exemple de choisir un ensemble S ∈ Rmax qui maximise l’utilité
d’un seul agent et le lui allouer intégralement. Mais d’un point de vue
MA, cette solution n’est pas juste par rapport aux autres agents.
Quant à déterminer toutes les solutions Pareto-optimales, le problème
est intraitable. Par exemple, considérons une instance du problème
classique déﬁnie par n ≥ 2 agents, R = {e1, ..., em} et ui(ej) = 2j pour
i = 1, ..., n et pour j = 1, ..., m. Toute solution est Pareto-optimale, or
il existe nm solutions. En eﬀet, il y a n façons d’allouer un seul bien
(en l’attribuant à l’un des n agents) et il y a m biens à allouer. Quant
à vériﬁer si une allocation donnée est Pareto-optimale, le problème
classique est coNP-complet (Bouveret et Lang, 2008).
L’utilitarisme implique la Pareto-optimalité mais le contraire n’est pas
vrai. Considérons l’instance suivante du problème classique : soit n =
2 agents et R = {e1, e2} avec u1(e1) = u1(e2) = 0.5, u2(e1) = 0.6
et u2(e2) = 0.4. L’allocation S = {S1, S2} déﬁnie par S1 = {e1, e2}
et S2 = ∅ est Pareto-optimale mais elle n’est pas optimale au sens
utilitariste car il existe une autre allocation S ′ = {S ′1, S
′
2} où S
′
1 = {e2}
et S ′2 = {e1} dont le bien-être utilitariste vaut
∑
i=1,2 ui(S ′i) = 1.1 >∑
i=1,2 ui(Si) = 1.
Certains travaux traitent de l’association de la Pareto-optimalité à une
autre notion d’équité. Par exemple, de Keijzer et al. (2009) montrent
qu’il est
∑p
2-complet de décider s’il existe une allocation qui est à la
fois sans envie et Pareto-optimale. Cela reste NP-complet même si les
utilités sont identiques pour tous les agents, ou encore si les utilités des
éléments sont binaires (0 ou 1).
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Dictateur de rang k
Étant donnée une allocation S = {S1, ..., Sn} ∈ Rmax, soit σ une
permutation de {1, ..., n} telle que uσ(i)(Sσ(i)) ≤ uσ(i+1)(Sσ(i+1)) pour
i = 1, ..., n− 1. Le bien-être social dictateur de rang k pour un certain
k ∈ {1, ..., n} est uσ(k)(Sσ(k)), c’est-à-dire l’utilité du kème agent (pour sa
part) le moins heureux que l’on cherche à maximiser (Chevaleyre et al.,
2006). L’égalitarisme est un cas particulier correspondant à k = 1.
Lorsque k = n, le modèle est dit élitiste et lorsque k = ⌈n
2
⌉, il est dit
dictateur de rang médian.
Opérateur OWA
La moyenne ordonnée pondérée (OWA pour ordered weighted avera-
ging) est une fonction d’agrégation couramment utilisée en optimisa-
tion multi-objectif (voir Perny et al. (2006); Galand (2008)) qui associe
un poids à l’utilité de chaque agent (pour sa part), selon l’ordre des
performances de ces utilités. Soit σ une permutation de {1, ..., n} telle
que uσ(i)(Sσ(i)) ≥ uσ(i+1)(Sσ(i+1)) pour i = 1, ..., n − 1. Étant donné
un vecteur poids w ∈ IRn tel que
∑
i∈N wi = 1, la moyenne ordon-
née pondérée d’une allocation S = {S1, ..., Sn} ∈ Rmax est déﬁnie
par
∑
i∈N wiuσ(i)(Sσ(i)). Il est intéressant d’utiliser l’opérateur OWA
comme critère d’équité car il permet de contrôler l’importance attri-
buée à chaque degré de richesse des agents (principe de Pigou-Dalton...)
Weymark (1981); Shorrocks (1983). L’objectif est de trouver une allo-
cation qui maximise cet opérateur.
Si wk = 1 pour un certain k ∈ N et wk′ = 0 pour tout k′ 6= k alors
l’opérateur OWA correspond au dictateur de rang n− k + 1, générali-
sant de ce fait les critères élitiste et égalitariste. Lorsque w = ( 1
n
, ..., 1
n
),
l’opérateur OWA revient à résoudre le critère utilitariste.
Produit de Nash
Le produit de Nash d’une allocation S = {S1, ..., Sn} ∈ Rmax est déﬁni
par
∏
i∈N ui(Si). L’optimalité au sens de Nash consiste à maximiser
le produit de Nash, c’est-à-dire maxS∈S
∏
i∈N u(Si). Ce critère a été
introduit par Nash (1950). Selon Nguyen (2013), ce critère représente
un compromis entre l’utilitarisme et l’égalitarisme. En eﬀet, si l’utilité
d’un agent pour sa part augmente, cela fait augmenter le produit de
Nash comme pour le critère utilitariste. De plus, si l’écart entre les
utilités des agents pour leurs parts diminue, cela fait généralement
augmenter le produit de Nash, tout comme le critère égalitariste qui
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vise à maximiser l’utilité de l’agent le moins heureux et par conséquent,
réduire l’écart entre les parts des agents.
Nguyen et Rothe (2013a) s’intéressent à maximiser la racine nème du
produit de Nash (the average Nash product) pour le problème classique.
Ils montrent une ( 1
m−n+1)-approximation basée sur un algorithme poly-
nomial. De plus, lorsque tous les agents ont la même utilité, le problème
admet un PTAS.
Ordre lexicographique minimum
Cette notion vient aﬃner le critère égalitariste. L’ordre lexicographique
minimum (appelé aussi leximin) permet de comparer deux allocations
S, S ′ ∈ Rmax en comparant d’abord l’agent le moins heureux de chaque
allocation. L’emporte l’allocation dont l’utilité de l’agent le moins heu-
reux est la plus grande. En cas d’égalité, comparer entre le deuxième
agent le moins heureux de chaque allocation et ainsi de suite. For-
mellement, soient σ et σ′ des permutations de {1, ..., n} telles que
uσ(i)(Sσ(i)) ≤ uσ(i+1)(Sσ(i+1)) et uσ′(i)(S ′σ′(i)) ≤ uσ′(i+1)(S
′
σ′(i+1)) pour
i = 1, ..., n−1. Alors l’allocation S est leximin préférée à S ′ si et seule-
ment s’il existe k ∈ {1, ..., n} tel que uσ(i)(Sσ(i)) = uσ′(i)(S ′σ′(i)) pour
tout i < k et uσ(k)(Sσ(k)) > uσ′(k)(S ′σ′(k)).
L’objectif est de trouver une allocation qui n’est préférée lexicographi-
quement par aucune autre.
Si l’instance est normalisée à 1, alors l’optimum selon l’ordre lexico-
graphique minimum est plus connu sous le nom de solution de Kalai-
Smorodinsky (Moulin, 2004).
Pour une description détaillée des résultats d’approximabilité de ces approches
pour le problème classique, nous citons l’état de l’art de Nguyen et al. (2013). Pour
une approche critique sur les notions d’équité et leur intérêt pour les agents et la so-
ciété, nous renvoyons le lecteur à Bouveret (2007); Brams et Taylor (1996); Young
(1995). Il existe encore plusieurs autres notions de bien-être social développées en
choix social décrites par exemple par Suzumura et al. (2010) et qui peuvent faire
oﬃce de critères d’équité (Endriss et Maudet, 2004).
2.3 Garantie dans le pire cas
Une vision diﬀérente de l’équité que celles proposées dans la section précé-
dente est l’approche de Demko et Hill (1988); Markakis et Psomas (2011). Ces
derniers s’intéressent au problème classique d’allocation de biens indivisibles et
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supposent que les instances sont normalisées à 1, c’est-à-dire ui(R) = 1 pour tout
i ∈ N . Demko et Hill (1988) montrent l’existence d’une allocation avec une garan-
tie dans le pire cas (ou borne inférieure) sur l’utilité de l’agent le moins heureux.
Markakis et Psomas (2011) améliorent ce résultat et proposent un algorithme poly-
nomial qui construit une allocation avec une garantie dans le pire cas sur l’utilité de
chaque agent. Ces garanties ne sont pas constantes. La garantie de Demko et Hill
(1988) dépend d’un paramètre noté α = maxi∈N maxe∈R ui(e) représentant l’utilité
maximum d’un bien indivisible. La garantie de Markakis et Psomas (2011) dépend
des paramètres αi = maxe∈R ui(e), i = 1, ..., n représentant l’utilité maximum de
l’agent i pour un bien indivisible. Puisque l’instance est normalisée à 1, alors les pa-
ramètres α et αi prennent leurs valeurs dans [0, 1]. Les garanties de Demko et Hill
(1988); Markakis et Psomas (2011) sont déﬁnies par une famille de fonctions qui
dépend respectivement de α et αi. Ces fonctions sont notées Vn : [0, 1]→
[
0, 1
n
]
où
n est le nombre d’agents.
2.3.1 Les fonctions Vn
Les fonctions Vn ont une importance particulière dans cette thèse. En eﬀet, nous
proposons dans les chapitres 4 et 5 des garanties qui en dépendent. La famille de
fonctions Vn a été introduite initialement par Hill (1987) pour des mesures de
probabilité et est déﬁnie comme suit.
Définition 2.3 Hill (1987); Markakis et Psomas (2011) Soit un entier n ≥ 2, et
soit Vn : [0, 1]→ [0, n−1] l’unique fonction décroissante vérifiant Vn(x) = 1/n pour
x = 0, et pour x > 0 :
Vn(x) =


1− p(n− 1)x, x ∈ I(n, p)
1− (p+1)(n−1)
(p+1)n−1 , x ∈ NI(n, p)
où ∀p ≥ 1 entier, I(n, p) =
[
p+1
p((p+1)n−1) ,
1
pn−1
]
et NI(n, p) =
]
1
(p+1)n−1 ,
p+1
p((p+1)n−1)
[
.
Nous ajoutons à cette définition V1(x) = 1 pour tout x ∈ [0, 1].
La figure 2.1 contient une représentation graphique de Vn(x) pour n = 2 et n = 3.
Les fonctions Vn sont décroissantes et sont déﬁnies par des segments délimités
par les intervalles I(n, p) et NI(n, p) pour n ≥ 2 et p ≥ 1. Les segments de I(n, p)
sont strictement décroissants et ceux deNI(n, p) sont constants. Par exemple, pour
n = 2 et p = 1, on a I(2, 1) = [ 2
3
, 1] et la fonction V2(x) = 1 − x est strictement
décroissante. Pour NI(2, 1) =]1
3
, 2
3
[, la fonction V2(x) = 13 est constante.
Demko et Hill (1988) montrent l’existence d’une allocation où l’utilité de l’agent
le moins heureux pour sa part vaut au moins Vn(α) ∈
[
0, 1
n
]
où α = max
i∈N
max
e∈R
ui(e).
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Figure 2.1 – Vn pour n = 2 et n = 3.
Remarquons que ce résultat n’est pas comparable à l’approche égalitariste.
L’approche égalitariste consiste à maximiser l’utilité de l’agent le moins heureux
pour des instances pas forcément normalisées. Ou du moins oﬀrir une approxima-
tion de cette valeur, c’est-à-dire chercher une borne inférieure du rapport ui(Si)
OPT
où S = {S1, ..., Sn} est la solution approchée, i l’agent le moins heureux par rap-
port à l’allocation S et OPT la valeur optimale selon le critère égalitariste. Par
contre, Demko et Hill (1988) s’intéressent à borner inférieurement le rapport ui(Si)
ui(R)
où R est l’ensemble des biens indivisibles. Le rapport ui(Si)
ui(R)
permet de normaliser
l’instance à 1 et compare l’utilité de l’agent i dans l’allocation S par rapport à sa
meilleure utilité s’il prenait tous les biens indivisibles. En conclusion, l’approche
égalitariste consiste à étudier le ratio de l’utilité de chaque agent par rapport à
l’utilité qu’aurait, dans le meilleur des cas, l’agent le plus défavorisé. Alors que l’ap-
proche de Demko et Hill (1988) (garantie dans le pire cas) vise à mesurer l’utilité
de la part de chaque agent par rapport à ce qu’il aurait s’il était seul.
Par la suite, Markakis et Psomas (2011) améliorent le résultat de Demko et Hill
(1988) en proposant un algorithme polynomial appelé Allocate qui construit
une allocation pour laquelle l’utilité de chaque agent i pour sa part vaut au moins
Vn(αi) ∈
[
0, 1
n
]
où αi = maxe∈R ui(e). Puisque α ≥ αi pour tout i ∈ {1, ..., n} et que
la fonction Vn est décroissante alors Vn(αi) ≥ Vn(α) pour tout i ∈ {1, ..., n}. Cette
approche est équivalente à approcher le point idéal du problème multi-objectif qui
consiste à trouver une allocation des biens indivisibles sur les n agents et de sorte
que chaque objectif i ∈ {1, ..., n} consiste à maximiser l’utilité de l’agent i. En eﬀet,
rappelons que lorsque (R,R) est un matroïde alors le problème MA, qui généralise
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le problème classique de partage de biens indivisibles, se réduit au problème MO.
L’algorithme Allocate de Markakis et Psomas (2011) est présenté dans l’al-
gorithme 2.1. Il prend en entrée les biens indivisibles, les agents et leurs utilités
pour les biens. Dans cet algorithme, on sélectionne l’agent i ∈ N qui peut at-
teindre la garantie Vn(αi) avec le plus petit nombre biens. Cet agent se voit allouer
les biens qu’il a sélectionnés. Puis, cet agent ainsi que ses biens sont supprimés de
l’instance. L’algorithme est relancé à chaque fois jusqu’à ce qu’il reste deux agents.
À la ﬁn, l’agent qui n’a pas été sélectionné prendra tous les éléments restants.
Algorithme 2.1 : Allocate (Markakis et Psomas, 2011)
Données : un ensemble de biens indivisibles R, un ensemble d’agents N et des utilités
(ui)i∈N
Résultat : une allocation des biens indivisibles où l’utilité de chaque agent i ∈ N pour sa
part vaut au moins Vn(αi)
1 pour tout i ∈ N faire
2 Si ← ∅
3 tant que ∄ i ∈ N tel que ui(Si) ≥ Vn(αi) faire
4 pour tout i ∈ N faire
5 Si ← Si ∪ {prochain élément d’utilité maximum pour l’agent i}
6 choisir un agent i ∈ N avec ui(Si) ≥ Vn(αi)
7 allouer Si à l’agent i
8 si |N | = 2 alors
9 allouer tous les autres éléments à l’agent restant
10 sinon
11 pour tout k ∈ N \ {i} faire
12 pour tout e ∈ R \ Si faire
13 uk(e)←
uk(e)
1−uk(Si)
/* normalisation avant la prochaine itération */
14 Allocate (R \ Si, N\{i}, (uk)k∈N\{i})
2.3.2 Une propriété clé sur Vn
L’objectif de cette section est de donner une estimation (borne inférieure) sur
k
n
Vk
(
n
k
x
)
pour n ≥ 2 et n > k ≥ 1 car cette quantité a une importance capi-
tale dans le chapitre 5. La question que nous posons est la suivante : de com-
bien k
n
Vk
(
n
k
x
)
est meilleur que Vn(x) ? Une représentation graphique des fonctions
k
n
Vk
(
n
k
x
)
est donnée dans la ﬁgure 2.2 pour n = 2, 3.
Pour ce faire, nous introduisons pour tous les entiers n, k tels que n ≥ 2 et
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Figure 2.2 – Les fonctions k
n
Vk
(
n
k
x
)
et Vn(x) pour n ∈ {2, 3} et k ∈ {1, ..., n−1}.
n > k ≥ 1, une fonction déﬁnie par morceaux Zn,k(x) sur [0, 1].
Zn,k(x) =


(n−k)p2
n(p+1)((p+1)k−1)x, x ∈ I(n, p) ∪NI(n, p) =
]
1
(p+1)n−1 ,
1
pn−1
]
, p ≥ 1
0, x ∈
]
1
n−1 , 1
]
La fonction Zn,k est croissante en p pour x ∈
[
0, 1
n−1
]
. Puisque p ≥ 1, il s’ensuit
que Zn,k(x) ≥ n−k2n(2k−1)x pour tout x ∈
[
0, 1
n−1
]
. De plus, n−k
2n(2k−1)x est strictement
décroissante sur k ≤ n − 1, donc Zn,k(x) ≥ n−k2n(2k−1)x ≥
x
2n(2n−3) . Par exemple,
Z2,1(x) ≥ x4 et Z3,k(x) ≥
x
18
pour tout x ∈
[
0, 1
n−1
]
et k = 1, 2.
Lemme 2.2 Étant donnés deux entiers n, k tels que n ≥ 2 et n > k ≥ 1, et un
réel x ∈ I(n, p) ∪NI(n, p) où p ≥ 1 est entier, alors
I. k
n
Vk
(
n
k
x
)
≥ Vn(x) + Zn,k(x) ≥ Vn(x),
II. k
n
Vk
(
n
k
x
)
≥ k+1
n
Vk+1( nk+1x).
La preuve du Lemme 2.2 est donnée dans l’annexe A, page 175.
En particulier, en utilisant Zn,k(x) ≥ x2n(2n−3) , on déduit que Vn(x) +
x
2n(2n−3)
est une borne inférieure de k
n
Vk
(
n
k
x
)
.
2.4 Algorithmes d’allocation
Une allocation peut être construite au moyen d’un algorithme qui prend souvent
en entrée la ressource, les allocations admissibles, les agents et éventuellement leurs
utilités.
Les algorithmes centralisés sont les plus répandus dans la littérature où un co-
ordinateur décide de l’allocation ﬁnale. La popularité de ces algorithmes s’explique
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par leur simplicité d’implantation en machine et de leur eﬃcacité en temps d’exé-
cution, puisque les coûts de communication entre les agents sont limités (Bouveret,
2007). Si le coordinateur est bien choisi (indépendant des n agents), alors ces al-
gorithmes peuvent être jugés équitables pour les agents, en ne favorisant aucun
d’eux. Cependant, ils peuvent également être jugés partiaux lorsque le coordina-
teur est l’un des n agents, ou encore dictatoriaux du fait d’imposer une allocation
aux agents.
En choix social computationnel, une réﬂexion autour d’un concept plus élaboré
qu’un algorithme centralisé classique est faite. L’objectif est de faire interagir les
agents de façon à ce que l’allocation ﬁnale soit construite collectivement. On par-
lera alors d’algorithmes décentralisés (ou distribués), ou encore de protocoles de
partage. Du point de vue de cette approche, les agents prennent part dans l’élabo-
ration de la solution ﬁnale, ce qui les diﬀérencie de l’approche MO où un décideur
agit pour le bien-être collectif indépendamment de l’intérêt de chaque agent.
2.4.1 Algorithmes décentralisés et protocoles de partage
Un protocole est constitué d’un ensemble de règles de communication entre les
agents. Les agents se voient faire des propositions de la part des autres agents qu’ils
peuvent accepter ou non. Cette approche permet de construire une solution qui est
plus facilement acceptée par les agents puisqu’ils contribuent à son choix. Les pro-
tocoles décentralisés sont également utiles lorsque les agents ne sont pas capables
d’exprimer leur préférences sur des portions de la ressource, ou encore s’ils ne sou-
haitent pas communiquer certaines informations aux autres agents comme leurs
utilités. L’approche décentralisée est également utile lorsqu’une implémentation
(au sens informatique) est diﬃcile, voire impossible à réaliser.
Nous mentionnons dans ce qui suit quelques exemples de protocoles de partage
de ressources.
Ressource divisible
Lorsque la ressource est divisible, il est souvent diﬃcile, voire impossible, de
communiquer ses préférences à une entité centrale. La recherche s’oriente alors vers
les algorithmes décentralisés et les protocoles de partage de gâteau (problème 19,
page 200).
Historiquement, le premier protocole de partage proposé est le paradigme Cut
and Choose pour n = 2 agents. Le premier agent coupe le gâteau en deux parts
qu’il juge égales et le second agent choisit la part qu’il préfère, puis le premier agent
prend la part restante. Il est évident que ce protocole assure au moins la moitié
du gâteau au second agent puisqu’il choisit en premier, et le premier agent aura
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la moitié du gâteau selon sa mesure puisqu’il juge les deux parts égales. Ainsi, ce
protocole permet d’obtenir une allocation qui est à la fois proportionnelle et sans
envie (Brams et Taylor, 1996).
Pour n ≥ 3, plusieurs protocoles proportionnels ont été proposés dès les années
1940 (Steinhaus, 1948). Nous mentionnons par exemple le protocole du couteau
mobile (moving-knife) de Dubins et Spanier (1961). Ce protocole consiste à dépla-
cer lentement un couteau au dessus du gâteau (le traverser sans le toucher) de
gauche à droite jusqu’à ce qu’un agent dise stop. Le couteau est alors enfoncé dans
le gâteau et la part de gauche reviendra à l’agent qui a dit stop en premier. Puis
la procédure est refaite, à chaque fois, avec la partie droite du gâteau et les agents
restants, jusqu’à ce qu’il reste un seul agent qui prendra le reste du gâteau. Ce
protocole assure au moins 1/nème du gâteau à chacun puisque les agents n’ont pas
intérêt à dire stop avant que la partie gauche ne vaille au moins 1/n selon leur
jugement. De plus, ils n’ont pas intérêt à dépasser le 1/nème de leur part car ils
risquent d’être lésés si d’autres agents les précèdent en criant stop et que les agents
qui ont attendu longtemps se retrouvent avec des parts restantes très petites.
Le premier protocole sans envie pour n = 3 agents (protocole de Selfridge-
Conway) a été proposé dans les années 1960. L’agent 1 divise le gâteau en trois
parts qu’il juge égales. L’agent 2 passe son tour s’il juge que les deux plus grandes
parts sont égales. Dans ce cas, les agents choisissent les parts dans l’ordre 3,2,1. Au-
trement, l’agent 2 rééquilibre le partage en coupant l’excédant de la plus grande
part. Puis les agents choisissent les parts dans l’ordre 3,2,1 sachant que l’agent
2 devra prendre la grande part qu’il a rééquilibré si cette dernière est dispo-
nible. Il a fallu trois décennies avant de généraliser ce protocole pour tout n ≥ 3
(Brams et Taylor, 1996).
Par la suite, la majorité des travaux sur le cake-cutting s’est portée sur l’ob-
tention d’un partage proportionnel, sans envie, etc. en minimisant le nombre
d’opérations pour l’atteindre. Brams et Taylor (1996); Robertson et Webb (1998);
Procaccia (2013) retracent la majorité des protocoles de partage de gâteaux exis-
tants.
Ressource constituée de biens indivisibles
Dans ce cas, il n’existe pas toujours d’allocation qui satisfasse certains critères
d’équité. De même, le problème d’existence de telles allocations peut être NP-
complet (comme pour la proportionnalité, l’absence d’envie, l’équitabilité, etc.).
Les algorithmes d’approximation (centralisés) apparaissent alors comme une solu-
tion potentielle. Nguyen et al. (2013) retracent, dans leur état de l’art et dans la
thèse de Nguyen (2013), les principaux algorithmes d’approximation connus pour
le problème classique d’allocation de biens indivisibles.
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De façon générale, il est encore plus diﬃcile de trouver des algorithmes décen-
tralisés pour obtenir une allocation qui satisfait certaines garanties pour les biens
indivisibles. Comme alternative, quelques hypothèses restrictives ont été relâchées.
Par exemple, le fait de permettre la compensation monétaire entre les agents. Cela
permet de compenser la perte d’utilité des agents désavantagés dans une alloca-
tion. Dans certains cas, la monnaie est assimilée à une ressource divisible. Ainsi,
les agents auront à partager un ensemble de biens indivisibles et la monnaie qui est
divisible (Brams et Taylor, 1996). On peut également supposer que chaque agent
bénéﬁcie initialement d’une somme d’argent (Estivie, 2006). Puis, selon la pro-
cédure d’allocation appliquée, les agents pourront compenser monétairement les
agents désavantagés. L’utilité d’un agent sera calculée en fonction des biens qui lui
sont alloués ainsi que de la somme d’argent qu’il détient à la ﬁn de la procédure.
Il existe plusieurs protocoles qui se basent sur la compensation monétaire comme
la procédure des soumissions scellées proposée par Knaster (Knaster’s procedure
of sealed bids) (Steinhaus, 1948) ou encore la procédure de parage (trimming pro-
cedure) proposée par Brams et Taylor (1996).
La procédure des soumissions scellées de Knaster permet d’obtenir un partage
proportionnel en permettant la compensation monétaire. Elle a été proposée dans
les année 1940 et repose sur les enchères. Les agents soumettent des propositions
scellées sur les biens indivisibles et chaque bien est attribué à l’agent ayant fait la
meilleure oﬀre. Puis, une réévaluation de l’utilité de chacun permet de déterminer
les agents ayant un excès d’utilité (par rapport au critère proportionnel OPTi/n)
qu’ils devront reverser aux agents déﬁcitaires (dont l’utilité est inférieure stricte-
ment à OPTi/n) aﬁn que leurs parts soient également proportionnelles.
Nous mentionnons également la procédure de parage (trimming procedure) de
Brams et Taylor (1996) qui s’inspire du protocole de Selfridge-Conway et qui per-
met de garantir l’absence d’envie pour l’allocation de biens indivisibles avec com-
pensation monétaire. Dans ce protocole, les agents ont des utilités pour les biens
et l’instance est normalisée. Un premier agent partitionne les biens en n parts aux-
quelles il peut associer des sommes d’argent aﬁn que son utilité soit la même pour
toutes ces parts. Puis, chaque agent (sauf le premier et le dernier), à tour de rôle,
rééquilibre le partage de l’agent précédent en modiﬁant un nombre limité de parts
aﬁn de reﬂéter au mieux son sens de l’équité. Par la suite, les agents choisissent les
parts en suivant l’ordre inverse que celui établi pour partager les biens, c’est-à-dire
en commençant par l’agent qui n’a fait aucun partage des biens, puis celui qui a
rééquilibré les parts en dernier et en ﬁnissant par l’agent qui a partitionné les parts
en premier.
Une autre hypothèse (diﬀérente de la compensation monétaire) a été faite dans
la méthode des marqueurs de Lucas décrite par Brams et Taylor (1996). Cette
procédure s’inspire du protocole du couteau mobile de Dubins et Spanier (1961)
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pour garantir la proportionnalité dans le cas de biens indivisibles. Ce protocole se
base sur une hypothèse forte de linéarité où chaque agent peut partager les biens
indivisibles en n parts égales si les biens sont disposés de façon alignée. La méthode
des marqueurs opère comme suit. Commencer par aligner les biens indivisibles, puis
chaque agent doit partitionner les éléments en n parts qu’il juge égales en plaçant
n−1 marqueurs entre les biens alignés sans changer leur ordre. Les marqueurs des
agents sont caractérisés diﬀéremment. En partant de gauche, on traverse les biens
indivisibles un par un jusqu’à atteindre la premier marqueur. Le premier segment à
gauche sera alloué à l’agent qui aura placé le premier marqueur rencontré. Puis on
supprime les éléments sélectionnés, l’agent qui les a reçu ainsi que ses marqueurs.
On recommence l’opération jusqu’à atteindre le deuxième marqueur d’un agent
parmi ceux restants. Puis le segment compris entre les deux premiers marqueurs
de cet agent lui reviendra. Et ainsi de suite jusqu’à ce qu’il y ait un seul agent qui
prendra le segment de droite. Notons qu’il peut rester des éléments non alloués,
mais cela n’empêche pas que la solution partielle obtenue soit proportionnelle.
Une autre forme assez répandue de protocoles décentralisés sont les protocoles
de négociation. Ces derniers permettent de parvenir à un accord (une allocation)
suite à une séquence de négociations et de transactions (échange de ressources)
entre les agents (Chevaleyre et al., 2006). Plusieurs transactions sont possibles,
selon la possibilité que les négociations soient faites entre deux agents (one-to-
one), ou qu’un groupe d’agents négocient avec un seul agent (many-to-one) qui est
le cas typique des enchères, ou encore que les échanges se fassent entre deux groupes
d’agents (many-to-many). Plusieurs transactions avec des propriétés intéressantes
ont été proposées par Sandholm (1998); Andersson et Sandholm (1998).
L’un des protocoles de négociation les plus populaires est l’approche Contract-Net
(Smith, 1980) qui s’inspire des enchères. Dans ce protocole, un manager déclare
une portion de la ressource aux agents. Les agents intéressés par cette portion font
une oﬀre. Puis, le manager sélectionnera la meilleure oﬀre et la portion sera aﬀectée
en conséquence. Un exemple bien connu est la procédure des soumissions scellées
de Knaster décrite précédemment. Il existe plusieurs extensions de ce protocole
selon les transactions permises. À titre d’exemple, dans le système TRACONET
de Sandholm (1993), les agents font des oﬀres ﬁnancières aﬁn de négocier des
échanges de portions de la ressource avec d’autres agents. Dans le protocole de
Golfarelli et al. (1997), les agents ne font pas d’oﬀres ﬁnancières mais proposent
des portions de ressource à échanger (Chevaleyre et al., 2006).
Dans ce type d’approches, l’objectif est souvent de montrer qu’après une cer-
taine séquence de négociations, on ﬁnit par converger vers des solutions satisfai-
sant des notions d’équité comme l’utilitarisme (Endriss et al., 2006), l’égalitarisme
(Estivie et al., 2005), l’absence d’envie (Chevaleyre et al., 2007c) ou encore l’uti-
litarisme et l’absence d’envie simultanément (Chevaleyre et al., 2007a) (en per-
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mettant la compensation monétaire). Ce type d’approches est développé de façon
détaillée dans la thèse d’Estivie (2006).
Nous trouvons également des algorithmes aléatoires comme le protocole de
Bezáková et Dani (2005) pour n = 2 agents qui est une version aléatoire de Cut
and Choose pour les biens indivisibles. Ici, un premier agent est choisi en jouant
à pile ou face. Puis, le premier agent partage les biens indivisibles en deux parts.
La partition est faite de façon à être localement optimale, c’est-à-dire que même
si on déplace un élément d’une part vers l’autre, cela ne décroit pas la disparité de
la partition (la diﬀérence des utilités des deux parts en valeur absolue). Cela peut
être réalisé en temps polynomial (Bezáková et Dani, 2005). Puis, le second agent
fait l’allocation, c’est-à-dire qu’il choisit en premier sa part préférée, et le premier
agent prend la part restante. Ce protocole garantit une espérance d’utilité d’au
moins la moitié de l’allocation optimale selon le critère égalitariste. Demko et Hill
(1988) proposent également un algorithme pour n = 2 agents qui consiste à allouer
m − 1 biens indivisibles de façon déterministe et ils organisent une loterie pour
allouer le dernier bien. Cela permet de garantir une espérance d’utilité d’au moins
1
2
à chaque agent.
2.4.2 Algorithmes à véracité garantie
Dans certains SMA, il est possible que les agents puissent déclarer des utilités
qui ne reﬂètent pas leur préférences réelles aﬁn de s’assurer une meilleure part. Les
mécanismes d’incitation (mechanism design) traitent ce type de problèmes et le but
est souvent d’inciter les agents à déclarer leurs vraies utilités. Il s’agit par exemple
de chercher des algorithmes qui sont à véracité garantie (Strategy proof, dits aussi
truthful dans Lipton et al. (2004); Bezáková et Dani (2005); Markakis et Psomas
(2011)) où le fait de déclarer les vraies utilités des agents est une stratégie domi-
nante, c’est-à-dire que les agents n’ont aucun intérêt à communiquer de fausses
utilités. Ou bien montrer qu’il n’existe pas de procédure à véracité garantie lors-
qu’on cherche à satisfaire une ou plusieurs notions d’équité.
Par exemple, Bezáková et Dani (2005) montrent qu’il n’existe pas d’algorithme
à véracité garantie qui calcule une allocation optimale selon le critère égalitariste.
Lipton et al. (2004) montrent qu’il n’existe pas d’algorithme à véracité garantie
qui détermine une allocation sans envie s’il en existe ou qui soit d’envie minimum.
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Chapitre 3
Équité à un élément près
Ce chapitre traite du problème classique de partage équitable de biens indivi-
sibles et de sa généralisation aux matroïdes. Les notions d’équité considérées sont
l’équitabilité, la proportionnalité et l’absence d’envie. Il est bien connu que cer-
taines instances n’admettent pas d’allocations équitables et qu’il est NP-complet
de décider si de telles allocations existent. Cependant, une solution proche de
l’équité peut exister si une relaxation appropriée de l’équité est adoptée. Dans ce
chapitre, nous adaptons les concepts d’équité mentionnés ci-dessus aux matroïdes.
Nous proposons également une notion relaxée de l’équité, dite proche de l’équité,
qui consiste à respecter l’équité à un élément près. Nous montrons qu’une solution
proche de l’équité existe toujours et peut être obtenue en temps polynomial dans
le contexte général des matroïdes, et par conséquent pour le problème classique
d’allocation de biens indivisibles.
Ce chapitre a fait l’objet d’un article paru dans les actes de la conférence in-
ternationale «The 21st European Conference on Artiﬁcial Intelligence (ECAI’14)»
(Gourvès et al., 2014) et une version étendue est en soumission dans une revue
internationale.
Sommaire
2.1 Problème générique d’allocation de ressources . . . . . 43
2.1.1 Problème classique d’allocation de ressources . . . . . . 48
2.1.2 Généralisation du problème classique aux matroïdes . . 49
2.2 Notions de bien-être social et d’équité . . . . . . . . . . 54
2.3 Garantie dans le pire cas . . . . . . . . . . . . . . . . . . 62
2.3.1 Les fonctions Vn . . . . . . . . . . . . . . . . . . . . . . 63
2.3.2 Une propriété clé sur Vn . . . . . . . . . . . . . . . . . . 65
2.4 Algorithmes d’allocation . . . . . . . . . . . . . . . . . . 66
2.4.1 Algorithmes décentralisés et protocoles de partage . . . 67
2.4.2 Algorithmes à véracité garantie . . . . . . . . . . . . . . 71
75
Chapitre 3. Équité à un élément près
Introduction
Le problème classique d’allocation de biens indivisibles a beaucoup été étudié
en informatique (Demko et Hill, 1988; Brams et Taylor, 1996; Lipton et al., 2004;
Golovin, 2005; Bouveret et Lang, 2008). Ce problème est déﬁni sur un ensemble
R de m biens indivisibles et n agents. Chaque agent i ∈ {1, ..., n} a une utilité
positive et additive ui(e) ≥ 0 pour chaque bien e ∈ R. Notons [n] = {1, ..., n}. Nous
supposons que toutes les instances sont normalisées à 1, c’est-à-dire ui(R) = 1 pour
tout i ∈ [n]. L’objectif est de trouver une allocation, dite aussi partition, S de R en
{S1, ..., Sn} où Si est la part de l’agent i ∈ [n]. Par souci d’équité, nous considérons
trois notions : l’équitabilité, la proportionnalité et l’absence d’envie. Une allocation
{S1, ..., Sn} est équitable si ui(Si) = uj(Sj) pour tout i 6= j, elle est proportionnelle
si ui(Si) ≥ 1n pour tout i ∈ [n], et elle est sans envie si ui(Si) ≥ ui(Sj) pour tout
i 6= j. Ces notions d’équité ont été détaillées dans la section 2.2, page 54.
Comme nous l’avons mentionné précédemment, nous nous intéressons à un pro-
blème qui généralise l’allocation de biens indivisibles. Ce problème est déﬁni par
un matroïde M = (X,F) où une solution réalisable est une base du matroïde.
Étant donnés n ≥ 2 agents avec des utilités positives et additives ui(e) ≥ 0 pour
tout e ∈ X et pour tout i ∈ [n], l’objectif est de trouver un vecteur de n ensembles
deux à deux disjoints (B1, ..., Bn) où Bi est la part de l’agent i ∈ [n], et dont
l’union B = ∪i∈NBi est une base de M. Ce problème peut modéliser plusieurs
situations, certaines d’entre elles sont citées dans la section 2.1.2 (page 49) ou en-
core dans Lee et Ryan (1992). Par souci d’équité, il serait intéressant d’utiliser les
notions d’équité déﬁnies pour le problème classique d’allocation de biens indivi-
sibles. Cependant, ces déﬁnitions ne sont pas directement applicables au problème
générique d’allocation de ressources (problème MA, voir la section 2.1, page 43),
et au cas particulier des matroïdes. Une déﬁnition appropriée est nécessaire. Dans
ce chapitre, nous adoptons les déﬁnitions de l’équitabilité, la proportionnalité et
l’absence d’envie aux matroïdes.
Il est bien connu qu’il n’existe pas toujours d’allocation du problème classique
qui soit équitable, proportionnelle ou sans envie (lorsque tous les biens doivent
être alloués). En eﬀet, considérons l’instance simple du problème classique avec
deux agents et un seul bien (exemple 2.8, page 57). Allouer ce bien à l’un des deux
agents génère une envie et pas d’équitabilité à celui qui n’a pas l’objet, de plus, la
proportionnalité ne peut être atteinte puisque le bien est indivisible. Par ailleurs,
l’existence d’allocations proportionnelle ou sans envie ne peut être décidé en temps
polynomial (voir la section 2.2, page 54). De même, nous montrons dans ce chapitre
que décider de l’existence d’une allocation équitable est aussi NP-complet.
En raison de ces constats négatifs, nous nous intéressons à relaxer ces notions
d’équité. Nous proposons une notion relaxée dite proche de l’équité. Être proche
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de l’équité signiﬁe respecter l’équité à un élément près. L’idée d’atteindre l’équité
à un élément près apparaît dans Budish (2011) qui introduit l’envie bornée par
un seul élément dans le contexte du problème classique d’allocation de biens in-
divisibles sans envie. Une allocation vériﬁe l’envie bornée par un seul élément si
pour toute paire d’agents i 6= j, soit i n’envie pas j, soit il existe un bien dans la
part de l’agent j tel qu’en le supprimant, i n’est plus envieux de j. Parkes et al.
(2012) étudient un problème d’allocation de ressources multiples avec demandes.
Ils disent qu’un mécanisme est sans envie à un élément près si pour tout vecteur
de valeurs b, le mécanisme retourne une allocation telle que pour tout i, j ∈ [n],
ui(Si) ≥ ui(Sj − bi). Par ailleurs, Lipton et al. (2004) s’intéressent à des alloca-
tions avec envie bornée et ils présentent un algorithme polynomial qui construit
une allocation pour laquelle l’envie est bornée par l’utilité marginale (d’un seul
élément) α = maxS,p,i up(S ∪ {i}) − up(S). Les travaux de Demko et Hill (1988)
sur le problème classique évoquent également l’équité à un élément près. Pour
deux agents, ils montrent comment allouer tous les biens sauf un de façon déter-
ministe et d’arranger une loterie pour le bien restant aﬁn de garantir une espérance
d’utilité de 1
2
pour les deux agents. De même, nous proposons certaines déﬁnitions
aﬁn d’atteindre l’équitabilité, la proportionnalité et l’absence d’envie à un élément
près. Ces déﬁnitions permettent d’une part, d’assurer l’existence de solutions qui
satisfont ces notions d’équité, et d’autre part, de les obtenir en temps polynomial.
Nos déﬁnitions sont adaptées au problème général déﬁni sur les matroïdes.
La contribution de ce chapitre est d’abord une redéﬁnition des notions de l’équi-
tabilité, de la proportionnalité et de l’absence d’envie dans le contexte général des
matroïdes. Nous introduisons également l’absence de jalousie. De plus, nous pro-
posons des déﬁnitions relaxées de ces notions à un élément près, dites proches de
l’équité où l’équité signiﬁe un des concepts parmi {absence de jalousie, proportion-
nalité, absence d’envie}. Nous mettons également en évidence certaines relations
entre ces concepts. Nous proposons des algorithmes polynomiaux pour trouver
une allocation proche de la jalousie ou proche de la proportionnalité pour des ma-
troïdes. Nous présentons également un algorithme polynomial décentralisé pour
obtenir une allocation proche de l’absence d’envie dans le cas particulier de deux
agents.
Ce chapitre est organisé comme suit : La section 3.1 présente le modèle. L’équi-
tabilité est le sujet de la section 3.2, l’absence de jalousie est traitée dans la section
3.3, la proportionnalité est considérée dans la section 3.4 et l’absence d’envie dans
la section 3.5. Quelques perspectives sont discutées dans la conclusion.
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3.1 Le modèle
Soit un matroïde M = (X,F) où X = {e1, ..., em}. Sans perte de généralité,
nous supposons que pour tout e ∈ X, {e} ∈ F . Donc chaque e ∈ X appartient à
au moins une base (grâce à l’axiome (iii) de la déﬁnition 1.12, page 24). Soit un
ensemble N de n ≥ 2 agents et une utilité ui(e) ∈ IR
+ pour tout (i, e) ∈ N ×X.
L’utilité d’un agent i pour un sous-ensemble F de X est noté ui(F ) et est déﬁni
par
∑
e∈F ui(e) (additivité). Par convention ui(∅) = 0.
Une solution du problème est appelée base-allocation. Une base-allocation est
une base B de M partitionnée en n sous-ensembles {B1, ..., Bn} où Bi est la part
de l’agent i. Nous nous intéressons à l’existence et l’obtention de bases-allocations
proches de l’équité ∈ {équitabilité, proportionnalité, absence d’envie}.
L’utilité maximum d’un agent i ∈ N pour une base deM est notée OPTi(M).
Nous supposons, pour tout agent i, que l’instance est normalisée à 1, c’est-à-dire
qu’il existe une base Gi ∈ F telle que ui(Gi) = OPTi(M) = 1 et ui(F ) ≤ 1 pour
tout F ∈ F .
Rappelons que la contraction de M par F ∈ F , notée M/F , est le matroïde
(X \ F, F ′) où F ′ = {E ⊆ X \ F : E ∪ F ∈ F}. Le complément de F , noté
C(M, F ), consiste en tous les ensembles E ⊆ X tels que F ∪ E est une base
de M. Le complément maximum de F pour une fonction d’utilité u, noté par
C
max(M, F, u), consiste en tous les ensembles E ⊆ X tels que F ∪E est une base
de M et u(E) est maximum.
Par abus de notation, nous utilisons souvent + au lieu de ∪, et − au lieu de \.
3.2 Équitabilité
La première notion d’équité que nous traitons est l’équitabilité (Brams et Taylor,
1996; Caragiannis et al., 2012). Dans le cas du problème classique de partage de
biens indivisibles, l’équitabilité signiﬁe que tous les agents ont exactement la même
utilité pour leurs parts respectives. Nous proposons une généralisation de l’équita-
bilité aux bases d’un matroïde.
Définition 3.1 (Équitabilité) Une base-allocation B = {B1, ..., Bn} est équi-
table si ui(Bi) = uj(Bj) pour toute paire (i, j) d’agents.
Il n’existe pas toujours de base-allocation équitable, même dans le cas particu-
lier du matroïde libre (qui permet de modéliser le problème classique d’allocation
de biens indivisibles). De plus, le problème de décision associé est NP-complet.
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Théorème 3.1 Décider de l’existence d’une base-allocation équitable est un pro-
blème NP-complet pour un nombre constant d’agents et fortement NP-complet dans
le cas général, même pour le matroïde libre.
Preuve. Nous supposons que l’oracle d’indépendance qui détermine si un sous-
ensemble F appartient à F s’exécute en temps polynomial, autrement le problème
ne serait pas dans NP.
Nous prouvons la NP-complétude pour n = 2 agents en utilisant une réduction
à partir de Partition et le résultat est valide trivialement pour tout n ≥ 3.
Partition : soit un ensemble ﬁni d’éléments A = {a1, ..., am} et un poids s(a) ∈
Z+ pour tout a ∈ A. Existe-t-il un sous-ensemble A′ ⊆ A tel que
∑
a∈A′ s(a) =∑
e∈A\A′ s(a) ?
Soient l’ensemble A = {a1, ..., am} et (s(ai))i∈[m] ∈ Z+m une instance de Par-
tition. Déﬁnissons s(A′) =
∑
e∈A′ s(e), ∀A′ ⊆ A. Nous construisons une instance
du matroïde libre telle que A est l’ensemble des éléments du matroïde où tous les
éléments doivent être alloués. Il y a 2 agents avec des utilités u1(a) = u2(a) =
s(a), ∀a ∈ A. Il est simple de vériﬁer qu’il existe une base-allocation A = {A1, A2}
avec u1(A1) = u2(A2) si et seulement s’il existe un sous-ensemble A′ ⊆ A avec
s(A′) = s(A \ A′).
Pour la NP-complétude au sens fort du cas général (lorsque le nombre d’agents
n’est pas borné), nous faisons une réduction de 3-partition.
3-partition : Soient un ensemble ﬁni E de 3k éléments, une borne b ∈ Z+ et
une fonction poids w(e) ∈ Z+ pour chaque e ∈ E telle que b/4 < w(e) < b/2 et∑
e∈E w(e) = kb. L’ensemble E peut-il être partitionné en k ensembles disjoints
E1, ..., Ek tels que |Ei| = 3 et
∑
e∈Ei w(e) = b pour tout i ∈ [k] ?
Posons n = k et soitM = (E,F) le matroïde libre associé à l’ensemble E, c’est-
à-dire F = 2E. Posons ui(e) = w(e), ∀e ∈ E et ∀i ∈ [n]. Nous voulons prouver que
{E ′1, ..., E
′
n} est une base-allocation de M avec ui(E
′
i) = ui(E
′
j), ∀i, j ∈ [n] si et
seulement si E peut être partitionné en E1, ..., Ek tel que |Ei| = 3 et
∑
e∈Ei w(e) = b
pour tout i ∈ [k].
Supposons que E peut être partitionné en E1, ..., Ek tels que |Ei| = 3 et∑
e∈Ei w(e) = b pour tout i ∈ [k]. Alors le résultat est trivial en posant E
′
i =
Ei, ∀i ∈ [n].
Réciproquement, supposons qu’il existe une base-allocation E = {E ′1, ..., E
′
n}
telle que ui(E ′i) = ui(E
′
j), ∀i, j ∈ [n]. Posons Ei = E
′
i pour tout i ∈ [k]. D’une
part, w(Ei) = ui(E ′i) = b pour tout i ∈ [k] puisque nui(Ei) =
∑
e∈E w(e) = nb.
D’autre part, il est simple de montrer que |Ei| = |Bi| = 3 pour tout i ∈ [k] car
b/4 < ui(e) = w(e) < b/2 pour tout e ∈ E et pour tout i ∈ [k]. 
Il existe des cas particuliers où le problème peut être résolu en temps polynomial.
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Proposition 3.1 On peut décider en temps polynomial si une instance admet une
base-allocation équitable lorsque
1. ui(Bi) = 0 pour tout i ∈ N ;
2. ui(Bi) = 1 pour tout i ∈ N .
Preuve.
1. Le problème peut être résolu par le problème de la base de poids minimum
(voir page 31). Posons pour tout e ∈ X, u(e) = mini∈N ui(e), puis appliquer
Glouton (M, u, min) (voir l’algorithme 1.1, page 32) aﬁn d’obtenir une
base B telle que u(B) est minimum. La réponse à l’existence d’une base-
allocation équitable est oui si et seulement si u(B) = 0. En eﬀet, si u(B) = 0
alors la partition est simple à réaliser, il suﬃt d’allouer chaque élément
e ∈ B à n’importe quel agent i vériﬁant ui(e) = 0 aﬁn d’obtenir ui(Bi) =
0 pour tout i ∈ N . Si u(B) > 0 alors il n’existe pas de base-allocation
B′ = {B′1, ..., B
′
n} telle que ui(B
′
i) = 0 pour tout i ∈ N car autrement le
Glouton (algorithme 1.1 page 32) aurait retourné une base dont le poids
est le même que celui de B′ puisque u(B′) = 0 < u(B).
2. Nous pouvons résoudre ce cas par le problème de la base de poids maximum.
Posons pour tout e ∈ X, u(e) = maxi∈N ui(e), puis appliquer Glouton
(M, u, max) aﬁn d’obtenir une base B telle que u(B) est maximum. Il existe
une base-allocation équitable si et seulement si u(B) = n. Si u(B) = n
alors la partition est obtenue en prenant Bi = {e ∈ B : u(e) = ui(e)} pour
tout i ∈ N et tel que Bi ∩ Bj = ∅ pour tout i 6= j. Puisque ui(Bi) ≤ 1
(car l’instance est normalisée à 1) et
∑
i∈N ui(Bi) = u(B) = n, on conclut
que ui(Bi) = 1 pour tout i ∈ N . Si u(B) < n alors il n’existe pas de
base-allocation B′ = {B′1, ..., B
′
n} telle que ui(B
′
i) = n pour tout i ∈ N
puisqu’autrement, le Glouton aurait retourné une base dont le poids est
le même que celui de B′ car u(B′) = n > u(B). 
Maintenant, nous supposons qu’il existe deux valeurs possibles pour les utilités,
c’est-à-dire ui(e) ∈ {a, b} avec a = 0 < b pour tout i ∈ N et pour tout e ∈ X.
Proposition 3.2 Si pour un υ > 0, l’utilité d’un agent pour un élément est soit
0, soit υ > 0, alors on peut décider en temps polynomial si une base-allocation
équitable existe.
Preuve. L’instance est (M, N, (ui)i∈N) et le rang de M = (X,F) est noté r.
Supposons que uj(x) ∈ {0, υ} pour tout (j, x) ∈ N ×X. Dans une base-allocation
équitable, l’utilité de chaque agent est égale à kυ où k est un entier vériﬁant
0 ≤ k ≤ ⌊ r
n
⌋.
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Considérons le matroïde-allocation (Y, E) déﬁni sur M = (X,F) (voir page
51). Pour tout j ∈ N , soit V υj = {y
j
i ∈ Y : uj(xi) = υ}. Soit V
0 = Y \
(⋃
j∈N V
υ
j
)
.
Les ensembles V 0, V υ1 , V
υ
2 , . . . , V
υ
n forment une partition de Y . Pour un certain
k ∈
[
0, ⌊ r
n
⌋
]
, considérons le matroïde de partition (Y,Hk) où Hk = {S ⊆ Y :
|S ∩ V 0| ≤ r − nk et |S ∩ V υj | ≤ k, ∀j ∈ N}.
Nous résolvons ce problème en utilisant l’intersection des deux matroïdes (Y, E)
et (Y,Hk) de cardinalité maximum (voir page 33). En eﬀet, observons qu’un en-
semble indépendant I ∈ E ∩ Hk de cardinalité r existe si et seulement si (X,F)
admet une solution équitable p(I) où l’utilité de chaque agent est kυ.
Puisque (Y, E) et (Y,Hk) sont deux matroïdes déﬁnis sur le même ensemble Y ,
nous pouvons trouver, en temps polynomial, un ensemble indépendant I ∈ E ∩Hk
de cardinalité maximum. Si |I| = r alors p(I) est une base de (X,F) telle que
uj(p(I)) = kυ pour tout j ∈ N . Ainsi, I est équitable.
La procédure décrite ci-dessus est réalisée pour un k ﬁxé. De façon générale,
nous pouvons procéder de sorte que pour toute valeur entière de k ∈
[
0, ⌊ r
n
⌋
]
,
tester si une solution équitable existe (avec la procédure ci-dessus) et si c’est le
cas, on l’obtient en temps polynomial. 
La complexité du cas où les utilités des agents pour les éléments sont soit a ou
b avec 0 < a < b est un problème ouvert.
3.3 Absence de jalousie
Nous nous intéressons dans cette section à la notion d’absence de jalousie,
introduite dans la section 2.2, page 59. La jalousie exprime le mécontentement
d’un agent lorsqu’un tiers a une plus grande utilité que la sienne. En eﬀet, un
agent i est jaloux d’un agent j 6= i si l’utilité de l’agent i est strictement inférieure
à celle de l’agent j. Nous introduisons la notion d’absence de jalousie aﬁn de relaxer
l’équitabilité.
Définition 3.2 (Absence de jalousie) Soit la base-allocation B = {B1, ..., Bn}.
• L’agent i est sans jalousie par rapport à l’agent j lorsque ui(Bi) ≥ uj(Bj) ;
• L’agent i est sans jalousie lorsque ui(Bi) ≥ uj(Bj) pour tout j ∈ N ;
• Une base-allocation est sans jalousie lorsque tous les agents sont sans ja-
lousie.
Une base-allocation sans jalousie est équivalente à une base-allocation équitable.
Nous introduisons une relaxation de l’absence de jalousie à un élément près,
dite proche de l’absence de jalousie.
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Définition 3.3 (Proche de l’absence de jalousie) Soit la base-allocation B =
{B1, ..., Bn}.
• L’agent i est proche de l’absence de jalousie par rapport à l’agent j lorsque
ui(Bi) ≥ uj(Bj − e) pour tout e ∈ Bj ;
• L’agent i est proche de l’absence de jalousie lorsqu’il l’est par rapport à tous
les agents j ∈ N ;
• Une base-allocation est proche de l’absence de jalousie si tous les agents
sont proches de l’absence de jalousie.
Un agent i est proche de l’absence de jalousie lorsqu’il est sans jalousie par
rapport à tous les agents, ou bien si i est jaloux d’un agent j, alors en supprimant
n’importe quel élément e de Bj , l’agent i n’est plus jaloux de j.
Observation 3.1 L’agent i est proche de l’absence de jalousie par rapport à l’agent
j si et seulement si
ui(Bi) ≥ uj(Bj)−min
e∈Bj
uj(e)
Théorème 3.2 Une base-allocation proche de l’absence de jalousie existe toujours
et peut être obtenue en O(n|X|max{ln |X|, θ}).
Preuve. Montrons que la solution retournée par l’algorithme 3.1 est proche de
l’absence de jalousie. Dans l’algorithme 3.1, la solution est construite en choisissant
l’agent (étape 3) ou l’élément (étape 4) avec un indice minimum.
Algorithme 3.1 : Proche de l’absence de jalousie
Données : un matroïde M = (X,F), n = |N | agents et des utilités (ui)i∈N
Résultat : une base-allocation B proche de l’absence de jalousie
1 B ← ∅ et Bi ← ∅ pour tout i ∈ N
2 tant que B n’est pas une base de M faire
3 trouver un i ∈ N tel que ui(Bi) = minj∈N uj(Bj)
4 trouver e ∈ X \B tel que B + e ∈ F et ui(e) est maximum
5 B ← B + e et Bi ← Bi + e
6 retourner B = {B1, . . . , Bn}
L’algorithme 3.1 trouve une base de M et son temps d’exécution est do-
miné par les n tris des éléments de X et les tests d’indépendance réalisés en
O(|X|max{ln |X|, θ}) (étape 4).
Soient i, j ∈ N deux agents et sans perte de généralité, supposons que ui(Bi) ≥
uj(Bj). Considérons le dernier élément e ∈ X ajouté à Bi. Cet élément correspond
à une itération où les parts des agents i et j étaient respectivement B′i = Bi − e
et B′j ⊆ Bj . Par construction, l’agent i a été sélectionné aﬁn de recevoir un nouvel
élément e, donc ui(B′i) ≤ uj(B
′
j). Chaque nouvel élément inséré (étape 4) est le
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plus grand parmi l’ensemble des éléments qui peuvent être ajoutés et qui satisfont
la propriété d’indépendance (c’est-à-dire B′i+e ∈ F). Ainsi, ui(e) = miny∈Bi ui(y).
Par ailleurs, ui(Bi)−miny∈Bi ui(y) = ui(B
′
i) ≤ uj(B
′
j) ≤ uj(Bj), ce qui signiﬁe que
les agents i et j sont tous les deux proches de l’absence de jalousie. 
L’algorithme 3.1 est inspiré de l’algorithme de Graham (1969) pour mini-
miser le temps total d’exécution (makespan) de m tâches sur n machines iden-
tiques et parallèles. L’algorithme de Graham (1969) a également été utilisé par
Coﬀman et Langston (1984); Lipton et al. (2004) pour montrer une 1.4-approxi-
mation pour minimiser le ratio d’envie dans le problème classique, lorsque les
agents ont tous la même fonction d’utilité.
Exemple 3.1 Soit le matroïde de partitionM = (X,F) (voir page 30) déﬁni par
X =
⋃3
i=1Xi avec X1 = {e1}, X2 = {e2}, X3 = {e3, e4, e5} et F = {F ⊆ X :
|F ∩ X1| ≤ 1, |F ∩ X2| ≤ 1, |F ∩ X3| ≤ 2}. Il y a 3 agents, leurs utilités sont
données dans le tableau 3.1.
X1 X2 X3
e e1 e2 e3 e4 e5
u1(e) 0.4 0.25 0.2 0.15 0.15
u2(e) 0.3 0.2 0.2 0.2 0.3
u3(e) 0.25 0.25 0.25 0.25 0.25
Tableau 3.1 – Exemple 3.1.
Il n’existe aucune base-allocation sans jalousie. Cependant, l’algorithme 3.1 fournit
la base-allocation B1 = {e1}, B2 = {e5} et B3 = {e2, e3} qui est proche de l’absence
de jalousie. En eﬀet,
u1(B1) = 0.4 > u2(B2)−mine∈B2 u2(e) = 0,
u1(B1) = 0.4 > u3(B3)−mine∈B3 u3(e) = 0.25,
u2(B2) = 0.3 > u1(B1)−mine∈B1 u1(e) = 0,
u2(B2) = 0.3 > u3(B3)−mine∈B3 u3(e) = 0.25,
u3(B3) = 0.5 > u1(B1)−mine∈B1 u1(e) = 0,
u3(B3) = 0.5 > u2(B2)−mine∈B2 u2(e) = 0.
3.4 Proportionnalité
Nous nous intéressons dans cette section à la notion de proportionnalité. Cette
dernière signiﬁe que chaque agent reçoit au moins 1/nème de la ressource totale
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qu’il est possible de lui allouer (voir la section 2.2, page 56). Nous proposons dans
cette section une déﬁnition de la proportionnalité adaptée aux bases d’un matroïde.
Rappelons que nous supposons que OPTi = 1, i = 1, ..., n.
Définition 3.4 (Proportionnalité)
• Une base-allocation B = {B1, ..., Bn} est proportionnelle pour l’agent i
lorsque ui(Bi) ≥ 1n ;
• Une base-allocation est proportionnelle lorsque elle est proportionnelle pour
tous les agents.
Il n’existe pas toujours de base-allocation proportionnelle. De plus, décider de
l’existence d’une base-allocation proportionnelle pour un matroïde donné est NP-
complet puisqu’elle généralise l’existence d’une allocation proportionnelle du pro-
blème classique de partage de biens indivisibles qui est NP-complet (Demko et Hill,
1988; Bouveret et Lemaître, 2014). Nous proposons une relaxation de la propor-
tionnalité à un élément près, dite proche de la proportionnalité.
Définition 3.5 (Proche de la proportionnalité)
• Une base-allocation B = {B1, ..., Bn} est proche de la proportionnalité pour
un agent i s’il existe f ∈ B et e ∈ X tels que (B − f) + e est une base et
ui((Bi − f) + e) ≥ 1n ;
• Une base-allocation est proche de la proportionnalité lorsqu’elle est proche
de la proportionnalité pour tous les agents.
Une base-allocation est proche de la proportionnalité pour un agent i si elle est
proportionnelle ou si l’agent i peut interchanger un élément de la base-allocation
et obtenir une nouvelle part qui est proportionnelle. Cela signiﬁe qu’il existe un
élément f ∈ B tel qu’en le supprimant, l’agent i peut ajouter un nouvel élément e
dans sa part et la base-allocation devient proportionnelle. Notons que l’élément f
n’est pas forcément dans Bi. Dans ce cas, (Bi − f) + e = Bi + e.
Une base-allocation proche de la proportionnalité existe toujours et peut être
obtenue avec l’algorithme 3.2 qui utilise l’algorithme 3.3.
L’algorithme 3.3 s’inspire de l’algorithme Allocate (algorithme 2.1, page 65)
de Markakis et Psomas (2011) pour le problème classique d’allocation de biens
indivisibles avec une garantie dans le pire cas sur l’utilité de chaque agent (voir la
section 2.3, page 62). L’algorithme 3.3 alloue aux agents deN1 des parts proches de
la proportionnalité. Cet algorithme est récursif et à chaque étape de la récursion,
on choisit un agent qui atteint la proportionnalité de l’instance restante avec le
moins d’éléments possible. Cet agent se voit allouer la part qu’il aura sélectionnée.
Puis, tant qu’il reste des agents dans N1, on relance l’algorithme avec les agents
restants, leurs utilités et le matroïde contracté de la part de l’agent sélectionné
précédemment.
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Algorithme 3.2 : Proche de la proportionnalité
Données : un matroïde M = (X,F), n = |N | agents et des utilités (ui)i∈N
Résultat : une base-allocation proche de la proportionnalité B
1 N1 ← {i ∈ N : maxe∈X ui(e) ≤
1
n
} et N2 ← N −N1
2 F1 ← ∅ et F2 ← ∅
3 si N1 6= ∅ alors
4 F1 ← Algorithme 3.3 (M, n,N1, (ui)i∈N1)
5 si N2 6= ∅ alors
6 soit F2 une base de M/F1
7 allouer aléatoirement les éléments de F2 aux agents de N2
8 retourner B = F1 ∪ F2
Algorithme 3.3 : Proche de la proportionnalité pour les agents
de N1
Données : un matroïde Mˆ, un entier nˆ, un ensemble d’agents Nˆ et des utilités (ui)i∈Nˆ
1 pour tout i ∈ Nˆ faire
2 soit Gi ← Glouton (M, ui,max) avec Gi = {ei1, . . . , e
i
r(Mˆ)
} et
ui(e
i
1) ≥ . . . ≥ ui(e
i
r(Mˆ)
)
3 OPTi(Mˆ)← ui(Gi)
4 soit ki le plus grand indice tel que ui({ei1, . . . , e
i
ki
}) ≤ OPTi(Mˆ)
nˆ
5 choisir un agent ℓ ∈ Nˆ tel que kℓ ≤ ki, pour tout i ∈ Nˆ
6 Bℓ ← {eℓ1, . . . , e
ℓ
kℓ
}
7 si |Nˆ | = 1 alors
8 retourner Bℓ
9 sinon
10 retourner Bℓ ∪ Algorithme 3.3
(
Mˆ/Bℓ, nˆ− 1, Nˆ − ℓ, (uj)j∈Nˆ−ℓ
)
Il est possible d’utiliser le Glouton (algorithme 1.1, page 32) à l’étape 6
de l’algorithme 3.2. La façon dont les éléments de F2 sont alloués à l’étape 7 de
l’algorithme 3.2 n’a pas d’incidence sur l’analyse de la base-allocation résultante.
Théorème 3.3 Une base-allocation proche de la proportionnalité existe toujours
et peut être obtenue en O(n2|X|max{ln |X|, θ}).
Preuve. Analysons B, la solution retournée par l’algorithme 3.2. Posons n = |N |
et ni = |Ni| pour i = 1, 2. Donc n = n1 + n2.
Commençons par N2. Lorsqu’on arrive à l’étape 5 de l’algorithme 3.2, cela
signiﬁe que N1 = ∅. Dans ce cas, si N2 6= ∅ alors par construction, il existe un
élément dont l’utilité est au moins 1/n pour chaque agent de N2. Considérons
un agent j ∈ N2 et soit Bj sa part. Soit e ∈ X tel que uj(e) ≥ 1/n et soit B′
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une base qui contient e (chaque élément appartient à une base). Si e ∈ B, alors
(B − e) + e est une base et uj((Bj − e) + e) ≥ uj(e) ≥ 1/n. Sinon, e ∈ B′ − B et
en utilisant le théorème 1.3 (page 27), il existe f ∈ B tel que (B − f) + e est une
base. De plus, uj((Bj − f) + e) ≥ uj(e) ≥ 1/n. Par conséquent, B est proche de la
proportionnalité pour chaque agent j ∈ N2.
Considérons maintenant les agents de N1 et supposons que n1 ≥ 1. Leurs parts
sont construites avec l’algorithme 3.3 qui est récursif. L’algorithme 3.3 est exécuté
|N1| fois et à chaque fois, un agent de N1 reçoit sa part (voir l’étape 6).
Aﬁn de montrer que B est proche de la proportionnalité pour chaque membre
de N1, nous suivons l’ordre selon lequel les agents se voient allouer leurs parts
respectives. Par souci de simplicité, et sans perte de généralité, renommons ces
agents 1, . . . , n1. Cela signiﬁe que l’agent i ∈ N1 se voit allouer Bi durant le ième
appel récursif de l’algorithme 3.3.
Montrons d’abord que pour tout i, i′ ∈ N1 vériﬁant i ≤ i′, on a
OPTi′(M/(
⋃
j<i
Bj)) ≥
n− i+ 1
n
(3.1)
La preuve est par récurrence sur i. Lorsque i = 1 alors OPTi′(M) ≥ 1 pour tout
i′ ∈ N1 grâce à l’hypothèse de normalisation. Supposons que l’inégalité (3.1) est
vraie pour i = 1..p. Considérons le pème appel récursif de l’algorithme 3.3 dans
lequel l’agent p se voit ﬁnalement allouer Bp. Dans ce cas, Mˆ = M/(
⋃
j<pBj),
nˆ = n−p+1 et Nˆ = {p, . . . , n1}. En raison de l’étape 5, ki′ ≥ kp pour tout i′ > p ;
ui′(Gi
′
) = OPTi′(Mˆ) en utilisant l’étape 3 et ui′({ei
′
1 , . . . , e
i′
ki′
}) ≤ OPTi′(Mˆ)
nˆ
grâce
à l’étape 4. Il s’ensuit que
ui′(Gi
′
)− ui′({ei
′
1 , . . . , e
i′
ki′
}) ≥
nˆ− 1
nˆ
OPTi′(Mˆ) (3.2)
En utilisant le lemme 1.2 (page 33) avec F2 = Gi
′
, F1 = Bp, et u = ui′, on
obtient OPTi′(Mˆ/Bp) ≥ ui′(Gi
′
\ {ei
′
1 , . . . , e
i′
ki′
}). En utilisant l’additivité de ui′, et
le fait que Gi
′
⊇ {ei
′
1 , . . . , e
i′
ki′
}, on déduit que
OPTi′(Mˆ/Bp) ≥ ui′(Gi
′
)− ui′({ei
′
1 , . . . , e
i′
ki′
})
En utilisant l’inégalité (3.2) et sachant que nˆ = n− p+ 1, on obtient
OPTi′(Mˆ/Bp) ≥
nˆ− 1
nˆ
OPTi′(Mˆ) =
n− p
n− p + 1
OPTi′(Mˆ)
En utilisant l’hypothèse de récurrence,
OPTi′(Mˆ) = OPTi′(M/
⋃
j<p
Bj) ≥
n− p+ 1
n
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Il s’ensuit que
OPTi′(M/
⋃
j<p+1
Bj) = OPTi′(Mˆ/Bp) ≥
n− p
n− p + 1
n− p+ 1
n
=
n− p
n
La propriété est valide pour i = p+ 1 et l’inégalité (3.1) est prouvée.
Il reste à montrer que B est proche de la proportionnalité pour tout agent i ∈
N1. Durant le ième appel de l’algorithme 3.3, l’agent i reçoit ﬁnalement Bi. De plus,
Mˆ =M/(
⋃
j<iBj), nˆ = n− i+ 1 et Nˆ = {i, . . . , n1}. À l’étape 2 de l’algorithme
3.3, Gi est une base optimale de Mˆ pour ui, donc ui(Gi) = OPTi(Mˆ). En utilisant
l’inégalité (3.1), on obtient ui(Gi) ≥ n−i+1n . Par construction, Bi consiste en les
ki éléments de poids maximum de Gi pour ui, qui sont {ei1, . . . , e
i
ki
}. Si ki = |Gi|
alors ui(Bi) = ui(Gi) ≥ n−i+1n ≥
1
n
(la dernière inégalité est due à i ≤ n) ; donc
B est proche de la proportionnalité pour l’agent i. Supposons que ki < |Gi|. On
obtient ui({ei1, . . . , e
i
ki
}) ≤ OPTi(Mˆ)
nˆ
grâce à l’étape 4 et il existe eiki+1 tel que
ui({ei1, . . . , e
i
ki+1
}) > OPTi(Mˆ)/nˆ. Puisque OPTi(Mˆ) = ui(Gi) ≥ n−i+1n et nˆ =
n− i+ 1, on obtient ui({ei1, . . . , e
i
ki+1
}) > 1/n.
Si eiki+1 ∈ B, alors (B − e
i
ki+1
) + eiki+1 est une base de M et ui((Bi − e
i
ki+1
) +
eiki+1) ≥ ui({e
i
1, . . . , e
i
ki+1
}) ≥ 1/n. Sinon, eiki+1 /∈ B et en utilisant le théorème
1.3 (page 27), il existe f ∈ B tel que (B − f) + eiki+1 est une base de M. De
plus ui((Bi − f) + eiki+1) ≥ ui({e
i
1, . . . , e
i
ki+1
}) ≥ 1/n, donc B est proche de la
proportionnalité pour l’agent i.
Pour conclure, la complexité de l’algorithme 3.2 est due aux O(n2) appels du
Glouton (algorithme 1.1, page 32) de complexité O(|X|max{ln |X|, θ}). 
Exemple 3.2 L’instance présentée dans l’exemple 3.1 (page 83) n’admet pas de
base-allocation proportionnelle. Cependant, une base-allocation proche de la pro-
portionnalité peut être obtenue avec l’algorithme 3.2. À l’étape 1, N1 = {2, 3} et
N2 = {1}. Puis appliquer l’algorithme 3.3 sur M, n = 3, N1 et (ui)i∈N1 .
Dans la première itération de l’algorithme 3.3, G2 = {e1, e5, e2, e3} et G3 =
{e1, e2, e3, e4}, donc k2 = k3 = 1, ℓ = 2 et B2 = {e1}.
La seconde itération de l’algorithme 3.3 est sur Mˆ = M/{e1} = (X − e1,F ′)
avec F ′ = {F ⊆ X − e1 : |F ∩ X2| ≤ 1, |F ∩ X3| ≤ 2}, nˆ = 2, Nˆ1 = {3} et u3.
On obtient G3 = {e2, e3, e4}, k3 = 1, ℓ = 3 et B3 = {e2} tel que u3(B3) = 0.25 <
OPT3(Mˆ)
nˆ
= u3(G
3)
2
= 0.75
2
. Finalement, F1 = B2 ∪ B3.
Par exemple, l’ensemble F2 = {e3, e4} est une base de M/F1 qui peut être
obtenue avec le Glouton (algorithme 1.1, page 32). Il reste à allouer les éléments
de F2 à l’unique agent de N2 qui est l’agent 1, donc B1 = F2. Finalement, la base
résultante est B = F1 ∪ F2 = {B1, B2, B3} et B est proche de la proportionnalité.
En eﬀet,
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u1(B1) = u1({e3, e4}) = 0.35 > 13 ,
u2(B2) = u2({e1}) = 0.3 < 13 mais u2((B2 − e2) + e2) = 0.5 >
1
3
,
u3(B3) = u3({e2}) = 0.25 < 13 mais u3((B3 − e1) + e1) = 0.5 >
1
3
.
3.5 Absence d’envie
Dans ce qui suit, nous généralisons la déﬁnition de l’absence d’envie aux ma-
troïdes (voir la section 2.2, page 57).
Définition 3.6 (Absence d’envie) Soit une base-allocation B = {B1, ..., Bn}.
• L’agent i est sans envie par rapport à l’agent j lorsque ui(Bi) ≥ ui(B′j) pour
tout B′j ∈ C(M, B − Bj) où C(M, B − Bj) est le complément de B − Bj,
c’est-à-dire qu’il contient tous les ensembles B′j ⊆ X tels que B − Bj ∪ B
′
j
est une base de M ;
• L’agent i est sans envie lorsqu’il n’envie aucun agent j ∈ N ;
• Une base-allocation est sans envie lorsque tous les agents sont sans envie.
Si l’agent i a l’opportunité de compléter B − Bj en une base, comme l’agent
j l’a fait pour sa part Bj , alors n’importe quel sous-ensemble B′j ne serait pas
meilleur que Bi, du point de vue de l’agent i. Dans le cas particulier de l’allocation
de biens indivisibles, Bj correspond aux biens qui ne sont pas alloués aux agents de
N \{j}, et qui est l’unique façon de compléter B−Bj . Par ailleurs, la déﬁnition 3.6
dans ce contexte établit que l’agent i ne serait pas envieux de la part de l’agent j,
qui est cohérent avec la notion standard d’absence d’envie. En eﬀet, nous aurions
pu déﬁnir l’absence d’envie par ui(Bi) ≥ ui(Bj) pour chaque paire (i, j) d’agents,
cependant la déﬁnition 3.6 est plus forte.
Observation 3.2 Si une base-allocation B = {B1, . . . , Bn} est sans envie, alors
pour tout i ∈ N ,
ui(Bi) = OPTi(M/(B − Bi)) (3.3)
Preuve. Une base-allocation B = {B1, . . . , Bn} est sans envie si et seulement si
ui(Bi) ≥ ui(B′j) pour tout B
′
j ∈ C(M, B − Bj) et pour tout j ∈ N . Ceci est vrai
en particulier pour j = i, donc ui(Bi) ≥ OPTi(M/(B − Bi)). 
Nous montrons, dans ce qui suit, que l’absence d’envie implique la proportion-
nalité et que l’équivalence est valable pour deux agents pour les matroïdes, comme
pour le problème classique d’allocation de biens divisibles / indivisibles avec des
utilités additives.
Proposition 3.3 L’absence d’envie implique la proportionnalité lorsque n ≥ 2.
De plus, si n = 2, alors la proportionnalité implique l’absence d’envie.
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Preuve. Supposons que la base-allocation B = {B1, ..., Bn} est sans envie, c’est-
à-dire pour tout i, j ∈ N , ui(Bi) ≥ ui(B′j) pour tout B
′
j ∈ C(M, B \Bj). Ceci est
vrai en particulier pour B′j = G
i
j où G
i = Gi1∪ ...∪G
i
n est une base maximum pour
ui vériﬁant pour tout j ∈ N , B − Bj +Gij est une base (une telle partition de G
i
existe grâce au théorème 1.5, page 27). En sommant sur j, nui(Bi) =
∑n
j=1 ui(Bi) ≥∑n
j=1 ui(G
i
j) = ui(G
i) = 1 car Gi est maximum pour ui. Ainsi, ui(Bi) ≥ 1n pour
tout i ∈ N , donc B = {B1, ..., Bn} est proportionnelle.
Pour n = 2, supposons que B = {B1, B2} est proportionnelle, c’est-à-dire
ui(Bi) ≥ 12 pour i = 1, 2. Soit B
′
j ∈ C(M, Bi) pour chaque i ∈ {1, 2}. Ainsi,
ui(Bi ∪B′j) = ui(Bi) + ui(B
′
j) par additivité et Bi ∩B
′
j = ∅, donc ui(Bi ∪B
′
j) ≤ 1
puisque l’instance est normalisée à 1. Comme ui(Bi) ≥ 12 , il s’ensuit que ui(B
′
j) ≤
1
2
.
Ainsi, ui(Bi) ≥ ui(B′j) pour tout B
′
j ∈ C(M, Bi), pour i = 1, 2 et {B1, B2} est
sans envie. 
Une base-allocation sans envie n’existe pas toujours et décider de l’existence
d’une base-allocation sans envie est NP-complet même dans le cas particulier du
problème classique d’allocation de biens indivisibles (Lipton et al., 2004). Nous
présentons dans ce qui suit une relaxation de l’absence d’envie à un élément près.
Définition 3.7 (Proche de l’absence d’envie) Soit une base-allocation B =
{B1, ..., Bn}.
• L’agent i est proche de l’absence d’envie par rapport à l’agent j lorsque
ui(Bi) ≥ ui(B′j) pour tout B
′
j ∈ C(M, (B−Bj) + e) où e ∈ X \ (B−Bj) et
(B − Bj) + e ∈ F ;
• L’agent i est proche de l’absence d’envie lorsqu’il est proche de l’absence
d’envie de tout agent j ∈ N ;
• Une base-allocation est proche de l’absence d’envie lorsque chaque agent est
proche de l’absence d’envie.
La déﬁnition 3.7 est plus forte que celle de l’envie bornée par un seul élément
(Budish, 2011) dans le contexte du problème classique d’allocation des biens indi-
visibles. En eﬀet, si l’agent i est envieux de l’agent j alors être proche de l’absence
d’envie signiﬁe qu’en supprimant n’importe quel élément de la part de j, l’agent i
est sans envie par rapport à l’agent j. L’envie bornée par un seul élément signiﬁe
qu’il existe un élément dans la part de l’agent j tel qu’en le supprimant, l’agent i
élimine son envie pour l’agent j.
Proposition 3.4 L’agent i est proche de l’absence d’envie par rapport à l’agent j
si et seulement si
ui(Bi) ≥ ui(D)−min
x∈D
ui(x), ∀D ∈ C(M, B − Bj)
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Preuve. Supposons que B = {B1, . . . , Bn} vériﬁe la déﬁnition 3.7 et soit D ∈
C(M, B − Bj). Supposons que e = argminx∈D ui(x). Alors, (B − Bj) + e ∈ F
et D − e ∈ C(M, (B − Bj) + e). De la déﬁnition 3.7, on déduit que ui(Bi) ≥
ui(D − e) = ui(D)− ui(e) = ui(D)−minx∈D ui(x).
Réciproquement, soit e ∈ X \ (B − Bj) avec (B − Bj) + e ∈ F et soit B′j ∈
C(M, (B − Bj) + e). Posons D = B′j + e ; alors ui(e) ≥ minx∈D ui(x). Ainsi,
ui(Bi) ≥ ui(D)−minx∈D ui(x) ≥ ui(D)− ui(e) = ui(B′j). 
Exemple 3.3 L’instance de l’exemple 3.1 (page 83) n’admet pas de base-allocation
sans envie. Cependant, la base-allocation B = {B1, B2, B3} où B1 = {e1}, B2 =
{e5} et B3 = {e2, e3} est proche de l’absence d’envie. En eﬀet :
1. L’agent 1 est proche de l’absence d’envie pour les raisons suivantes :
— C(M, B −B1) = {B1} donc l’agent 1 vériﬁe l’égalité (3.3).
— C(M, B−B2) = {{e4}, {e5}} et u1(B1) = 0.4 > u1(D)−mine∈D u1(e) =
0 pour tout D ∈ C(M, B − B2).
— C(M, B−B3) = {{e2, e3}, {e2, e4}}. Ainsi, u1(B1) = 0.4 > u1({e2, e3})−
mine∈{e2,e3} u1(e) = 0.25 et u1(B1) = 0.4 > u1({e2, e4})−mine∈{e2,e4} u1(e)
= 0.25.
2. L’agent 2 est proche de l’absence d’envie pour les raisons suivantes :
— C(M, B −B1) = {B1} et u2(B2) = 0.3 > u2(B1)−mine∈B1 u2(e) = 0.
— C(M, B − B2) = {{e4}, {e5}} et puisque B2 = {e5} et que u2(e5) >
u2(e4) alors l’agent 2 vériﬁe l’égalité (3.3).
— C(M, B −B3) = {{e2, e3}, {e2, e4}} et u2(B2) = 0.3 > u2(D)−
mine∈D u2(e)
= 0.2 pour tout D ∈ C(M, B − B3).
3. L’agent 3 vériﬁe l’égalité (3.3) car C(M, B − B3) = {{e2, e3}, {e2, e4}} et
u3(B3) = u3({e2, e3}) = u3({e2, e4}) = 0.5. De plus, u3(B3) = 0.5 > ui(Bi),
i = 1, 2. Ainsi, l’agent 3 est sans envie.
Étant donnée une base-allocation proche de l’absence d’envie, on peut construire
en temps polynomial une base-allocation proche de l’absence d’envie vériﬁant
les égalités (3.3), page 88. En eﬀet, soit B = {B1, ..., Bn} une base-allocation
proche de l’absence d’envie. Alors pour i = 1 à n, appliquer B′i := Glouton
(M/((∪j<iB′j) ∪ (∪k>iBk)), ui,max). Il est clair que la base-allocation résultante
B′ = {B′1, ..., B
′
n} est proche de l’absence d’envie et vériﬁe les égalités (3.3). La
complexité est bornée par les n exécutions du Glouton (algorithme 1.1, page
32).
Lemme 3.1 Une base-allocation proche de l’absence d’envie et vérifiant les égali-
tés (3.3) est aussi proche de la proportionnalité.
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Preuve. Soit B = {B1, ..., Bn} une base-allocation proche de l’absence d’envie,
c’est-à-dire
∀i, j ∈ N, ui(Bi) ≥ ui(D)−min
x∈D
ui(x), ∀D ∈ C(M, B − Bj) (3.4)
Cela est vrai en particulier pour D = Gij où G
i = ∪j∈NGij est une base maximum
pour ui partitionnée en n parts {Gij , ..., G
i
j} de sorte que B−Bk+G
i
k est une base
pour tout k ∈ N . Une telle partition existe grâce au théorème 1.5 (page 27). Soit
i ∈ N . En sommant les inégalités (3.4) sur j ∈ N \ {i}, on obtient
(n− 1)ui(Bi) =
∑
j∈N\{i}
ui(Bi) ≥
∑
j∈N\{i}
ui(Gij)−
∑
j∈N\{i}
min
x∈Gi
j
ui(x) (3.5)
En utilisant l’égalité (3.3),
ui(Bi) = OPTi(M/(B − Bi)) ≥ ui(Gii) (3.6)
En sommant les inégalités (3.5) et (3.6), on obtient
nui(Bi) ≥
∑
j∈N
ui(Gij)−
∑
j∈N\{i}
min
x∈Gi
j
ui(x) = 1−
∑
j∈N\{i}
min
x∈Gi
j
ui(x) (3.7)
car Gi = ∪j∈NGij est maximum pour ui et est normalisée à 1.
Posons e = argmaxj∈N\{i}minx∈Gi
j
ui(x). Soit k ∈ N \{i} tel que e ∈ Gik. Alors∑
j∈N\{i}
min
x∈Gi
j
ui(x) ≤ (n− 1) max
j∈N\{i}
min
x∈Gi
j
ui(x) = (n− 1)ui(e)
L’inégalité (3.7) devient
ui(Bi) ≥
1
n
−
n− 1
n
ui(e) ≥
1
n
− ui(e) (3.8)
Nous savons que Bk et Gik sont des bases de M/(B − Bk). Si e ∈ Bk alors
Bi + e ⊆ B ∈ F . En utilisant l’inégalité (3.8) et l’additivité de ui, on obtient
ui(Bi + e) ≥ 1n pour tout i ∈ N , donc B est proche de la proportionnalité.
Maintenant, supposons que e /∈ Bk. Appliquons le théorème 1.3 (page 27) sur
Bk et Gik dans le matroïde M/(B − Bk) sachant que e ∈ G
i
k\Bk. Alors il existe
f ∈ Bk tel que Bk − f + e est une base de M/(B − Bk), donc B − f + e est une
base de M. Puisque f /∈ Bi (car f ∈ Bk, k 6= i) et en utilisant (3.8) et l’additivité
de ui, il s’ensuit que ui(Bi − f + e) = ui(Bi + e) ≥ 1n pour tout i ∈ N , donc B est
proche de la proportionnalité. 
Notons qu’il existe des instances montrant qu’une base-allocation proche de
l’absence d’envie et ne respectant pas les égalités (3.3) n’implique pas qu’elle soit
proche de la proportionnalité. L’exemple 3.4 en atteste.
91
Chapitre 3. Équité à un élément près
v0 v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
v11
v12
v13v14v15v16v17v18v19v20v21v22
a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
b1 c1
b2 c2
b3 c3
d1d2d3d4d5d6d7d8d9
Figure 3.1 – Exemple 3.4.
Exemple 3.4 Considérons le matroïde graphique déﬁni sur le multi-graphe repré-
senté dans la ﬁgure 3.1.
Il y a trois agents N = {1, 2, 3} qui ont tous la même fonction d’utilité déﬁnie
par : u(ai) = u(dj) = 131 , i = 1, ..., 10, j = 1, ..., 9, u(bk) =
3
31
et u(ck) = 431 ,
k = 1, 2, 3. Une base de ce matroïde est un arbre couvrant du graphe. L’arbre
couvrant qui contient toutes les arêtes de type ai, cj et dk constitue une base
optimale dont l’utilité est 1.
La base-allocation B1 = {ai, i = 1, ..., 10}, B2 = {bi, i = 1, 2, 3} et B3 = {di, i =
1, ..., 9} est proche de l’absence d’envie. En eﬀet, u(B1) ≥ u(Bi), i = 2, 3, c’est-à-
dire que l’agent 1 est sans envie, u(Bi) ≥ u(Bj)−mine∈Bj u(e), i = 2, 3, j ∈ N − i,
c’est-à-dire que les agents 2 et 3 sont proches de l’absence d’envie.
L’agent 2 ne vériﬁe pas l’égalité (3.3) puisque u(B2) = 931 , or le meilleur moyen
de compléter la forêt {ai, dj, i = 1, ..., 10, j = 1, ..., 9} est d’ajouter les arêtes c1, c2
et c3 dont l’utilité est u({c1, c2, c3}) = 1231 > u(B2).
Nous constatons que cette base-allocation n’est pas proche de la proportion-
nalité par rapport à l’agent 2. En eﬀet, en supprimant une arête quelconque bi
de B2, on ne peut la remplacer que par ci, donc u(B2 − bi + ci) = 1031 <
1
3
.
Par ailleurs, en supprimant une arête de type ai ou bj de B, cette dernière ne
peut être remplacée que par elle-même pour obtenir un arbre couvrant, donc
u(B2 − ai + ai) = u(B2) + u(ai) = 1031 <
1
3
car ai /∈ B2 pour i = 1, ..., 10. De
même, u(B2 − dj + dj) = 1031 <
1
3
pour j = 1, ..., 9.
Être proche de la proportionnalité n’implique pas être proche de l’absence
d’envie même pour deux agents comme dans l’exemple suivant.
Exemple 3.5 Soit le matroïde libre M = (X,F) déﬁni par X = {e1, e2, e3}
et F = {F ⊆ X}. Les utilités sont : u1(e1) = 0.4, u1(e2) = u1(e3) = 0.3 et
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u2(ei) = 13 pour tout i ∈ {1, 2, 3}. Considérons la base-allocation B = {B1, B2}
avec B1 = {e3} et B2 = {e1, e2}. B est proche de la proportionnalité puisque
u1((B1 − e2) + e2) = 0.6 > 12 et u2(B2) =
2
3
> 1
2
mais elle n’est pas proche de
l’absence d’envie car u1(B1) = 0.3 < u1(B2)−mine∈B2 u1(e) = 0.4.
3.5.1 Proche de l’équilibre
Nous introduisons le concept de proche de l’équilibre pour une fonction d’utilité
u. Ce concept est inspiré de l’optimalité locale dans les travaux de Bezáková et Dani
(2005) dans le contexte du problème classique d’allocation de biens indivisibles
(voir la section 2.4.1, page 67).
Définition 3.8 (Proche de l’équilibre) Étant donnés un matroïdeM = (X,F),
une fonction d’utilité u : X → IR+ et un entier n ≥ 2, alors une base-allocation
B = {B1, . . . , Bn} avec u(B1) ≥ · · · ≥ u(Bn) est proche de l’équilibre pour u si
i < j ⇒ u(Bj) ≥ u(Bi)−min
y∈Bi
u(y), ∀i, j ∈ [1..n] (3.9)
Corollaire 3.1 Une base-allocation proche de l’équilibre existe toujours et peut
être calculée en temps polynomial.
Preuve. Être proche de l’équilibre correspond à être proche de l’absence de jalousie
dans le cas particulier où les agents ont la même fonction d’utilité. Le résultat
provient du théorème 3.2 et de l’algorithme 3.1 (page 82). 
3.5.2 Proche de l’absence d’envie pour deux agents
L’algorithme 3.4 présente un algorithme décentralisé qui construit une base-
allocation proche de l’absence d’envie pour deux agents.
Algorithme 3.4 : Proche de l’absence d’envie pour deux agents
Données : un matroïde M = (X,F), agents 1 et 2, u1, u2
Résultat : une base-allocation proche de l’absence d’envie
1 L’agent 1 calcule une base G1 maximum pour u1 (avec le Glouton) et il la partitionne en
G11 et G
1
2 de façon à être proche de l’équilibre.
2 L’agent 2 calcule V i ∈ Cmax(M, G1i , u2) pour i = 1, 2 (avec le Glouton), puis il choisit
V k = argmaxi=1,2 u2(V
i) et l’agent 1 prend G1k.
L’algorithme 3.4 s’inspire du protocole Cut and Choose pour couper un
gâteau en deux (voir la section 2.1.1, page 48).
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Théorème 3.4 Lorsqu’il y a deux agents, une base-allocation proche de l’absence
d’envie existe toujours et peut être obtenue en temps polynomial.
Preuve. Soit N = {1, 2}. Soient G1 et G2 deux bases qui maximisent respective-
ment u1 et u2. Supposons que G1 est partitionnée en G11 ∪ G
1
2 de façon à ce que
G11 et G
1
2 soient proches de l’équilibre pour u1.
Soient V 1 ∈ Cmax(M, G11, u2) et V
2 ∈ Cmax(M, G12, u2). Alors G
1
1 ∪ V
1 et
G12 ∪ V
2 sont deux bases de M. De plus, V 1 et V 2 sont des bases respectivement
deM/G11 etM/G
1
2. Notons que V
1∪V 2 n’est pas forcément un ensemble indépen-
dant. Supposons sans perte de généralité que u2(V 1) ≥ u2(V 2). Par construction,
u2(V 1) ≥ u2(D) pour tout D ∈ C(M, G11). Dans ce qui suit, nous analysons la
solution B = {G11, V
1}.
Les agents satisfont clairement les égalités (3.3), donc nous avons besoin uni-
quement de prouver que l’agent i ∈ {1, 2} est proche de l’absence d’envie par
rapport à l’agent 3− i.
Montrons que l’agent 2 est sans envie par rapport à l’agent 1. En d’autres
termes, u2(V 1) ≥ u2(D) pour tout D ∈ C(M, B \ G11) = C(M, V
1). Soit D ∈
C(M, V 1) ; donc D ∪ V 1 est une base.
Soit G2 une base maximum pour u2. En utilisant le théorème 1.5 (page 27) avec
G1 = G11 ∪ G
1
2 et G
2, on déduit que G2 admet une bi-partition G21 ∪ G
2
2 telle que
G21 ∪G
1
2 et G
1
1 ∪G
2
2 sont deux bases de M. Ainsi G
2
1 et G
2
2 appartiennent respecti-
vement à C(M, G12) et C(M, G
1
1). Puisque V
1 et V 2 appartiennent respectivement
à Cmax(M, G11, u2) et C
max(M, G12, u2), alors u2(V
1) ≥ u2(G22) et u2(V
2) ≥ u2(G21).
En sommant ces deux inégalités, u2(V 1) + u2(V 2) ≥ u2(G22) + u2(G
2
1) = u2(G
2) ≥
u2(D ∪ V 1). Ainsi, u2(V 2) ≥ u2(D). Puisque u2(V 1) ≥ u2(V 2) par hypothèse, le
résultat s’ensuit.
Montrons que l’agent 1 est proche de l’absence d’envie par rapport à l’agent
2. G1 est partitionnée en G11 ∪ G
1
2 telle que G
1
1 et G
1
2 sont proches de l’équilibre
pour u1. Nous montrons que l’agent 1 est proche de l’absence d’envie en utilisant
la proposition 3.4 (page 89). Soit D ∈ C(M, G11). Nous savons que G
1
1 ∪D est une
base, donc u1(G11) + u1(G
1
2) ≥ u1(G
1
1 ∪D). D’où,
u1(G12) ≥ u1(D) (3.10)
Nous distinguons deux cas : soit u1(G11) ≥ u1(G
1
2) ou u1(G
1
1) < u1(G
1
2). Évidem-
ment, si u1(G11) ≥ u1(G
1
2), alors l’agent 1 est sans envie car en utilisant l’inégalité
(3.10), on obtient u1(G11) ≥ u1(G
1
2) ≥ u1(D).
Nous étudions le second cas, c’est-à-dire u1(G12) > u1(G
1
1). Puisque {G
1
1, G
1
2}
est une base proche de l’équilibre, on a u1(G11) ≥ u1(G
1
2)−minx∈G1
2
u1(x).
Montrons que u1(G12)−minx∈G1
2
u1(x) ≥ u1(D) −minx∈D u1(x), ce qui conclurait
la preuve.
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Soit e = argminx∈G1
2
u1(x) et f = argminx∈D u1(x) et par contradiction, sup-
posons que u1(D−f) > u1(G12−e). En utilisant l’axiome (iii) d’un matroïde (voir
la déﬁnition 1.12 page 24), il existe y ∈ G1−((D+G11)−f) = G
1
2−(D−f) tel que
B′ = (D−f)+G11+y est une base. Forcément, u1(y) ≥ u1(e) car y ∈ G
1
2 et e est par
déﬁnition minimum selon u1 dans G12. Ainsi, u1(B
′) = u1(D−f)+u1(G11)+u1(y) >
u1(G12−e)+u1(G
1
1)+u1(y) = u1(G
1)−u1(e)+u1(y) ≥ u1(G1), contradiction avec
le fait que G1 est une base maximum pour u1. 
Conclusion et perspectives
Nous nous sommes intéressés au problème qui consiste à trouver une base d’un
matroïde et de la partager équitablement sur un ensemble d’agents. Ce problème
généralise le problème classique d’allocation de biens indivisibles. Nous avons in-
troduit la notion d’équité à un élément près, dite proche de l’équité, lorsque l’équité
correspond à la proportionnalité, l’équitabilité (ou l’absence de jalousie) et l’ab-
sence d’envie.
Une solution équitable peut ne pas exister. Cependant, une solution déter-
ministe proche de l’équité est garantie d’exister et peut être obtenue en temps
polynomial. Pour l’équitabilité et la proportionnalité, le résultat est obtenu avec
des algorithmes centralisés valides pour n’importe quel nombre d’agents. Est-il
possible d’obtenir les mêmes résultats avec des algorithmes décentralisés ? Concer-
nant l’absence d’envie, le résultat est obtenu pour deux agents, avec un algorithme
décentralisé où les agents ne communiquent pas leurs utilités respectives. Il reste
à étudier l’existence d’une base-allocation proche de l’absence d’envie pour n ≥ 3
agents. Nous conjecturons qu’une telle base-allocation existe toujours pour tout
n ≥ 3. Une autre perspective est de combiner l’équité à un élément près avec
d’autres critères standards comme la Pareto-optimalité.
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Chapitre 4
Garantie dans le pire cas : une approche
centralisée
Nous considérons le problème classique d’allocation de biens indivisibles avec
des utilités additives. L’objectif est de construire une allocation avec une garantie
dans le pire cas sur l’utilité des agents. Demko et Hill (1988) montrent l’existence
d’une allocation où l’utilité de chaque agent vaut au moins Vn(α), qui est une
famille de fonctions, et α est l’utilité maximum d’un bien. Markakis et Psomas
(2011) proposent un algorithme polynomial qui retourne une telle allocation. La
garantie Vn(α) est maximum pour certaines valeurs de α, c’est-à-dire que c’est la
meilleure borne inférieure sur l’utilité de l’agent le moins heureux. Mais ceci n’est
pas vrai pour toutes les valeurs de α. Nous proposons une famille de fonctions Wn
telles que Wn(x) ≥ Vn(x) pour tout x, et Wn(x) > Vn(x) pour les valeurs de x où
Vn(x) n’est pas maximum. Les fonctions Wn s’appliquent au problème de la base
d’un matroïde multi-agents traité dans le chapitre 3 et qui généralise le problème
classique d’allocation de biens indivisibles. Nos résultats sont obtenus en analysant
une extension de l’algorithme de Markakis et Psomas (2011).
Ce chapitre a été soumis dans une revue internationale. Une version
préliminaire apparaît dans les actes de la conférence «The 23rd International
Joint Conference on Artiﬁcial Intelligence (IJCAI’13)» (Gourvès et al., 2013a).
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Introduction
Demko et Hill (1988) s’intéressent au problème classique d’allocation de biens
indivisibles à n agents (n ≥ 2). Les agents peuvent avoir diﬀérentes utilités pour
les biens indivisibles, et l’utilité d’un agent pour une portion de biens est additive.
Après une normalisation à 1, il est supposé que l’utilité de chaque agent pour
l’intégralité des biens est 1.
Demko et Hill (1988) cherchent à savoir comment l’agent le moins heureux peut
valoriser sa part. Il s’agit de trouver un seuil tn ∈ [0, 1] tel que, dans tous les cas,
il existe une allocation où chacun des n agents a une utilité d’au moins tn pour
sa part. Le seuil tn doit également être accompagné d’une famille d’instances sans
allocation réalisable où la part de chacun vaudrait au moins tn + ǫ, ∀ǫ > 0.
Dans le contexte du partage de biens divisibles, il est bien connu que tn = 1/n
(Steinhaus, 1948). Le fait de considérer des biens indivisibles mène à une situation
plus délicate. En eﬀet, considérons l’exemple de n ≥ 2 agents qui ont une utilité
de 1 pour le même bien, noté e1, et une utilité de 0 pour tous les autres biens
(voir l’exemple 2.8, page 57). Les agents qui ne reçoivent pas e1 ont une utilité
globale de 0, signiﬁant que tn est égal à 0. Mais si l’utilité maximum d’un bien
est bornée par une quantité qui tend vers 0, alors le modèle indivisible tendrait
progressivement vers le modèle divisible où tn = 1/n. Mais quelle est la valeur de
tn entre ces deux cas extrêmes ?
L’utilité maximum d’un seul bien semble inﬂuencer de manière signiﬁcative tn,
comme dans l’article pionnier de Hill (1987) qui déﬁnit une famille de fonctions
décroissantes Vn : [0, 1] → [0, 1n ] pour tout n ≥ 2 (voir la section 2.3, page 62).
En suivant la même approche que Hill (1987), Demko et Hill (1988) considèrent
le paramètre α ∈ [0, 1], déﬁni comme l’utilité maximum attribuée par un agent à
un bien individuel. Ils montrent qu’il est possible d’allouer les biens indivisibles
aux n agents de sorte que l’utilité d’un agent pour sa part vaille au moins Vn(α),
donc tn ≥ Vn(α). De plus, Demko et Hill (1988) montrent que pour certaines
instances, Vn(α) est la meilleure fonction décroissante. En ce sens, il n’existe pas
de fonction V ′n décroissante avec V
′
n(α) ≥ Vn(α) pour tout α et V
′
n(α) > Vn(α) pour
certaines valeurs de α, et pour laquelle chaque agent reçoit au moins V ′n(α). Nous
montrerons qu’il existe une fonction Wn(α) ≥ Vn(α) et que cette fonction Wn ne
pourra pas être totalement décroissante. En fait, la fonction Vn alterne entre des
phases strictement décroissantes sur les intervalles I(n, p) et des phases constantes
sur les intervalles NI(n, p) pour tout entier p ≥ 1 (voir la déﬁnition 2.3 et la ﬁgure
2.1, page 63). Dans les phases strictement décroissantes, Vn est la meilleure borne
inférieure de tn (Demko et Hill, 1988). Ainsi, tn = Vn sur I(n, p) pour tous les
entiers n ≥ 2 et p ≥ 1.
Bien que Demko et Hill (1988) s’intéressent également à l’utilité de l’agent le
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plus défavorisé, leur approche est diﬀérente du critère égalitariste. Comme il n’y
a que n et α qui sont retenus, l’approche de Demko et Hill oublie partiellement
l’instance et tn peut être plus faible que la valeur qui optimise le critère égalitariste.
Exemple 4.1 Observons les deux instances présentées dans le tableau 4.1.
Instance 1
e e1 e2 e3
u1(e) 0.4 0.3 0.3
u2(e) 1/3 1/3 1/3
Instance 2
e e1 e2 e3 e4 e5
u1(e) 0.2 0.2 0.4 0.1 0.1
u2(e) 0.2 0.2 0.2 0.2 0.2
Tableau 4.1 – Exemple 4.1.
Dans ces deux instances, n = 2 et α, représentant l’utilité maximum d’un
élément, vaut 0.4. L’optimum selon le critère égalitariste vaut 0.4 (en allouant
{e1} à l’agent 1 et {e2, e3} à l’agent 2) pour l’instance 1. Mais il est de 0.6 pour
l’instance 2 (en allouant {e1, e3} à l’agent 1 et {e2, e4, e5} à l’agent 2).
Ceci explique le paradoxe apparent d’avoir une 0.5-inapproximabilité pour le
critère égalitariste et la possibilité de construire, en temps polynomial, une alloca-
tion où chaque agent i a au moins Vn(α).
En déﬁnissant αi comme la valeur maximum attribuée par l’agent i à un bien
individuel, Markakis et Psomas (2011) ont renforcé le résultat de Demko et Hill.
En eﬀet, ils montrent l’existence d’une allocation garantissant Vn(αi) pour tout
agent i. Puisque Vn est décroissante, alors Vn(αi) ≥ Vn(α) et le vecteur (Vn(αi))i∈[n]
Pareto-domine faiblement (Vn(α))i∈[n]. En d’autres termes, ils garantissent Vn(α)
à chacun et peut être plus pour les agents qui ne sont pas les plus défavorisés.
L’autre contribution de Markakis et Psomas repose sur le fait que, contrairement
au résultat de Demko et Hill (1988), l’allocation est obtenue avec un algorithme dé-
terministe appelé Allocate qui s’exécute en temps polynomial (voir l’algorithme
2.1, page 65).
Ce chapitre traite d’un problème qui généralise le problème classique d’alloca-
tion de biens indivisibles. Il s’agit de trouver une base d’un matroïde partagée par
n agents. Les agents peuvent avoir diﬀérentes utilités pour les éléments du ma-
troïde et ces utilités sont additives. Après normalisation, l’utilité maximum d’une
base du matroïde est exactement 1 pour chaque agent. L’utilisation des matroïdes
permet de couvrir des applications dont les contraintes sont plus complexes (voir
la section 2.1.2 page 49).
Déﬁnissons αi comment étant l’utilité maximum qu’attribue l’agent i à un
élément, et α = maxi∈[n] αi. Nous montrons que la garantie Vn reste valide dans
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ce contexte généralisé et que nous pouvons même l’améliorer. Nous proposons une
famille de fonctionsWn : [0, 1]→ [0, 1n ] déﬁnies pour tout entier strictement positif
n. Nous avons Wn(x) ≥ Vn(x) pour tout x ∈ [0, 1], et Wn(x) > Vn(x) pour les
valeurs de x où Vn(x) n’est pas maximum (les phases constantes de Vn, c’est-à-
dire les intervalles NI(n, p)). Tout comme Vn, Wn est linéaire et est déﬁnie par
morceaux sur [0, 1] mais contrairement à Vn, Wn alterne des phases strictement
croissantes et strictement décroissantes.
Nous proposons également un algorithme déterministe qui est une extension
de Allocate de Markakis et Psomas (2011) (algorithme 2.1, page 65) pour le
problème généralisé aux matroïdes. Notre algorithme retourne une solution (base-
allocation) pour laquelle l’utilité de chaque agent i vaut au moins Wn(αi). En
présence de deux agents, une légère modiﬁcation de cet algorithme permet d’obte-
nir une base dont l’utilité de chaque agent est au moins max{W2(α1),W2(α2)}. Une
borne supérieure sur l’utilité de l’agent le moins heureux est également proposée.
Les bornes inférieure et supérieure proposées permettent de faire une estimation
précise sur la valeur de tn.
Notons que l’approche utilisée dans ce chapitre est équivalente à approcher le
point idéal du problème multi-objectif associé à la base d’un matroïde. L’approxi-
mation du point idéal permet en eﬀet de fournir une borne inférieure sur l’utilité
de chaque agent pour la solution approchée, représentant notre garantie dans le
pire cas. Cela est possible puisque les problématiques MA et MO déﬁnies dans la
section 2.1 (page 43) sont équivalentes pour des matroïdes.
Le présent chapitre est organisé comme suit : la section 4.1 introduit le modèle
que nous traitons. La section 4.1.1 présente les fonctions Wn. Dans la section 4.2,
nous présentons un algorithme polynomial qui fournit une base-allocation d’un
matroïde où l’utilité de chaque agent i vaut au moins Wn(αi). Dans la section 4.3,
nous présentons une légère modiﬁcation de cet algorithme dans le cas où n = 2
agents dans le but de garantir au moins max{W2(α1),W2(α2)} à chacun. Dans la
section 4.4, nous proposons une borne supérieure sur l’utilité de l’agent le plus
défavorisé et nous fournissons une estimation du seuil tn dans la section 4.4.1. Une
conclusion et quelques perspectives de recherche sont discutées à la ﬁn du chapitre.
4.1 Le modèle
Soient un matroïde M = (X, F), un ensemble d’agents N = {1, ..., n} et des
utilités ui(e) ∈ IR+ pour chaque paire (i, e) ∈ N×X où ui(e) est l’utilité de l’agent
i pour l’élément e. Par abus de notation, l’utilité d’un agent i ∈ N pour un sous-
ensemble X ′ de X est notée ui(X ′) et est déﬁnie par
∑
x∈X′ ui(x). Par convention,
ui(∅) = 0.
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L’agent i préfère les solutions (bases) qui maximisent ui. L’une de ces solutions,
notée B∗i , peut être construite par le Glouton (algorithme 1.1, page 32). Nous
supposons, sans perte de généralité, que chaque base B∗i optimale pour un agent
i vériﬁe ui(B∗i ) = 1. Cette normalisation permet d’obtenir des utilités relatives au
lieu d’utilités absolues. Si ui(B∗i ) 6= 1 pour un certain agent i, alors il suﬃt de
remplacer ui(e) par
ui(e)
ui(B∗i )
pour tout e ∈ X. Ceci est trivialement fait en temps
polynomial.
Notons αi = max{e}∈F ui(e) l’utilité maximum de l’agent i pour un élément du
matroïde et α = maxi∈N αi l’utilité maximum d’un élément du matroïde, parmi
tous les agents.
En suivant l’approche de Demko et Hill (1988), notre objectif est de trouver une
valeur tn telle que, pour toute instance, il existe une base B ∈ F avec B = ∪i∈NBi
où les ensembles B1, ..., Bn sont deux à deux disjoints et tels que Bi représente
la part de l’agent i et vériﬁe ui(B) ≥ ui(Bi) ≥ tn pour tout i ∈ N . L’ensemble
{B1, ..., Bn} forme donc une partition de B. Une telle solution est appelée base-
allocation. Comme pour Markakis et Psomas (2011), un renforcement de ce résul-
tat serait un vecteur (ti,n)i∈N tel que, pour toute instance, il existe une solution
(base-allocation) B = {B1, ..., Bn} du matroïde avec ui(Bi) ≥ ti,n ≥ tn, ∀i ∈ N .
Puisque notre modèle étend les modèles étudiés par Demko et Hill (1988);
Markakis et Psomas (2011), les paramètres α et αi jouent un rôle important dans
la détermination de tn et (ti,n)i∈N .
Rappelons que le rang d’un matroïde M = (X,F), noté r(M), représente la
taille des bases de M. Par ailleurs, la contraction M/F de M par F ∈ F est le
matroïde (X \F, F ′) où F ′ = {E ⊆ X \F : E∪F ∈ F}. Notons par [n] l’ensemble
{1, ..., n}.
4.1.1 Les fonctions Wn
Les fonctions Vn sont présentées dans la section 2.3 (page 62). Nous déﬁnissons
dans ce qui suit une nouvelle famille de fonctions Wn.
Définition 4.1 Étant donné un entier n ≥ 1, soit Wn : [0, 1]→ [0, 1n ] la fonction
vérifiant W1(x) = 1, ∀x ∈ [0, 1], et pour tout entier n ≥ 2, Wn(x) = 1/n pour
x = 0 et pour x > 0,
Wn(x) =


0, x ∈ I(n,0)
1− p(n− 1)x, x ∈ I1(n,p)
p(1−px)
(p+1)(n−1)−1 , x ∈ I
2
(n,p)
p(x+p−1)
np2−p−n+2 , x ∈ I
3
(n,p)
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où I(n,0) =
[
1
n−1 , 1
]
et pour tout entier p ≥ 1,
I(n,p) =
[
1
(p+ 1)n− 1
,
1
pn− 1
[
= I1(n,p) ∪ I
2
(n,p) ∪ I
3
(n,p)
avec
— I1(n,p) =
[
p+1
p((p+1)n−1) ,
1
pn−1
[
,
— I2(n,p) =
[
p2
np3−p2+p+n−2 ,
p+1
p((p+1)n−1)
[
,
— I3(n,p) =
[
1
(p+1)n−1 ,
p2
np3−p2+p+n−2
[
.
Notons que I(n,p) 6= I(n, p). Dans le reste du chapitre, nous utilisons uniquement les
intervalles de la déﬁnition 4.1. La ﬁgure 4.1 contient une représentation graphique
de Wn comparée à Vn pour n = 2 et n = 3.
x
I1(2,1)I
2
(2,1)I
3
(2,1)
Wn(x)
Vn(x)
11
2
1
3
1
2
1
3
1
5
2
5
1
4
1
5
2
3
0
n = 2
n = 3
Figure 4.1 – Vn et Wn pour n = 2 et n = 3.
Les fonctions Wn sont non-monotones et sont déﬁnies par des segments dé-
limités par les intervalles I1(n,p), I
2
(n,p) et I
3
(n,p) pour des entiers n ≥ 2 et p ≥ 1.
Les segments de I1(n,p) et I
2
(n,p) sont strictement décroissants et ceux de I
3
(n,p) sont
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strictement croissants. À titre d’exemple, pour n = 2 et p = 1, on a
W2(x) =


1− x, x ∈ I1(2,1) =
[
2
3
, 1
[
1− x, x ∈ I2(2,1) =
[
1
2
, 2
3
[
x, x ∈ I3(2,1) =
[
1
3
, 1
2
[
Nous présentons des propriétés sur les fonctions Wn dont les preuves sont dans
l’annexe B, page 179.
Propriété 4.1 Étant donnés des entiers n ≥ 2 et p ≥ 1, alors pour tout x ∈ [0, 1],
Vn(x) ≤Wn(x) ≤ 1n .
Propriété 4.2 Étant donné un entier n ≥ 2, si x ≤ p+1
p((p+1)n−1) pour un certain
entier p ≥ 1, alors Wn(x) ≥
p
(p+1)n−1 .
Propriété 4.3 Étant donné un entier n ≥ 2, si x ∈ I(n,p) pour un certain entier
p ≥ 1, alors (p− 1)x < Wn(x) ≤ px.
4.2 L’algorithme Seuil
Nous présentons un algorithme polynomial appelé Seuil (voir l’algorithme 4.1)
qui construit une base d’un matroïde commune à n agents. Pour cela, on exécute
Seuil(N ,M, (ui)i∈N , ∅).
L’algorithme Seuil est une adaptation d’Allocate de Markakis et Psomas
(2011) (algorithme 2.1, page 65) aux matroïdes. Il s’inspire également de l’algo-
rithme 3.3 (page 85) utilisé dans la construction d’une base-allocation proche de
la proportionnalité (voir la section 3.4, page 83).
L’algorithme Seuil est récursif en n. Chaque itération consiste à choisir un
agent i qui ajoute des éléments à la solution, dans le but de se garantir Wn(αi). La
sélection d’un agent est faite de la façon suivante : chaque agent k ∈ N atteint la
garantie Wn(αk) avec un nombre minimum d’éléments. Puis on choisit l’agent qui
utilise le plus petit nombre d’éléments. Ceci dans le but d’assurer le plus grand
nombre d’éléments restants à la disposition des autres agents dans les prochaines
itérations de l’algorithme. L’union des éléments de toutes les itérations forme une
base du matroïde.
La complexité de l’algorithme Seuil est majorée par les O(n2) exécutions du
Glouton (algorithme 1.1, page 32). La complexité de Seuil est par conséquent
O (n2|X|max{ln |X|, θ}).
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Algorithme 4.1 : Seuil
Données : un ensemble d’agents N , un matroïde M = (X,F), des utilités (ui)i∈N , une
solution partielle B
Résultat : une base-allocation B
1 pour tout i ∈ N faire
2 B∗i ← Glouton (M, ui,max)
3 pour tout e ∈ X faire
4 u˜i(e)←
ui(e)
ui(B∗i )
5 αi ← max{e}∈F u˜i(e)
6 Si ← ∅
7 ajouter de façon gloutonne des éléments de B∗i à Si par ordre décroissant de u˜i jusqu’à
ce que u˜i(Si) ≥W|N |(αi)
8 choisir un agent i ∈ N tel que |Si| ≤ |Sk|, ∀k ∈ N
9 Bi ← Si
10 B ← B ∪Bi
11 si |N | = 1 alors
12 retourner B
13 sinon
14 soit M/Bi = (X\Bi, F˜) la contraction de M à Bi où F ∈ F˜ si et seulement si
F ∪Bi ∈ F
15 Seuil (N\{i}, M/Bi, (u˜k)k∈N\{i}, B)
Dans le reste du chapitre, nous supposons toujours que l’agent i est sélectionné
durant le ième appel de Seuil. Ainsi, à la ﬁn du ième appel récursif, B = B1∪· · ·∪Bi
et le matroïde contracté est M/(B1 ∪ · · · ∪ Bi). À la ﬁn du nème appel de Seuil,
B = B1∪ · · ·∪Bn est une base deM car durant le nème appel, l’algorithme ajoute
un ensemble indépendant qui est par construction une base deM/(B1∪· · ·∪Bn−1).
Considérons les exemples suivants sur l’application de l’algorithme Seuil.
Exemple 4.2 Soient un ensemble d’agents N = {1, 2} et le matroïde graphique
déﬁni sur le graphe connexe G = (V, E), représenté dans la ﬁgure 4.2. L’objectif est
de trouver une base-allocation pour les deux agents avec une garantie sur l’utilité
de chacun. Dans le matroïde graphique de G, une base correspond à un arbre
couvrant. Nous utilisons le matroïde graphique aﬁn de mieux illustrer les notions
de base, ensemble indépendant, contraction, etc.
Durant le premier appel de Seuil, B∗1 = {(v1, v2), (v2, v3), (v4, v5), (v5, v1)} et
B∗2 = {(v2, v3), (v1, v3), (v3, v4), (v5, v1)} avec u1(B
∗
1) = 8 et u2(B
∗
2) = 10 où B
∗
i
correspond à un arbre couvrant maximum dans (G, ui) (par exemple, en appliquant
leGlouton ou l’algorithme de Kruskal). L’algorithme Seuil normalise les utilités
ui(e) aﬁn d’obtenir u˜i(e) =
ui(e)
ui(B∗i )
, ∀i ∈ {1, 2}, ∀e ∈ E. Alors, α1 = 38 ∈ I
3
(2,1) et
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v1
v2v5
v3v4
(u1(e), u2(e)), ∀e ∈ E(3, 1)
(3, 3)(0, 2)(1, 0)
(1, 2)
(2, 3)
Figure 4.2 – Exemple 4.2 : le graphe G.
α2 = 310 ∈ I
1
(2,2). Ainsi, W2(α1) = α1 =
3
8
et W2(α2) = 1− 2α2 = 410 .
Chaque agent i ∈ {1, 2} construit une forêt Si en ajoutant les éléments de poids
maximum de B∗i jusqu’à ce que u˜i(Si) ≥ W2(αi). On obtient S1 = {(v1, v2)} et
S2 = {(v2, v3), (v1, v3)}. Puisque |S1| < |S2|, alors l’agent i = 1 est choisi, sa part
est B1 = S1 et la solution partielle est B = B1.
Soit G/B1 le nouveau graphe obtenu en contractant l’arête (v1, v2) de B1 en un
sommet v1,2 comme déﬁni dans la ﬁgure 4.3.
v1,2
v5
v3v4
3
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0
2
10
3
10
Figure 4.3 – Exemple 4.2 : le graphe contracté G/B1.
Les utilités de l’agent 1 sont supprimées car cet agent a déjà apporté sa contri-
bution. Rappelons que l’utilité du second agent a été normalisée durant le pre-
mier appel récursif de Seuil : u˜2(e) =
u2(e)
u2(B∗2 )
. Soit B˜∗2 une base optimale du ma-
troïde contracté (G/B1, u˜2). Durant le second appel de Seuil, l’algorithme trouve
B˜∗2 = {(v1,2, v3), (v3, v4), (v5, v1,2)} avec u˜2(B˜
∗
2) =
7
10
. Les utilités de l’agent 2 sont
maintenant normalisées ˜˜u2(e) =
u˜2(e)
u˜2(B˜∗2 )
et α˜2 = 310∗
10
7
= 3
7
. Alors, l’agent 2 construit
une forêt S˜2 en ajoutant les éléments de poids maximum de B˜∗2 jusqu’à atteindre
le seuil ˜˜u2(S˜2) ≥W1(α˜2) = 1. Donc B2 = B˜∗2 .
Finalement, l’algorithme Seuil retourne la base-allocation B = B1 ∪ B2 où
B1 = {(v1, v2)} etB2 = {(v2, v3), (v3, v4), (v5, v1)} avec u1(B1) = 3 =W2(α1)u1(B∗1)
et u2(B2) = 7 > W2(α2)u2(B∗2) = 4.
Le prochain exemple montre que la garantie Wn est meilleure que Vn.
Exemple 4.3 Considérons le matroïde de partition M = (X,F) déﬁni par X =
∪i∈[4]Xi où Xi = {e1i , e
2
i } pour tout i ∈ [4]. Un ensemble F appartient à F si
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F ⊆ X et |F ∩ Xi| ≤ 1 pour tout i ∈ [4]. Ce matroïde modélise le problème
classique d’allocation de biens indivisibles avec 4 objets et 2 agents. L’objectif est
d’obtenir une base qui correspond à une allocation. En eﬀet, si un élément eji est
sélectionné dans la base, alors le bien i est alloué à l’agent j, pour i ∈ {1, ..., 4} et
j ∈ {1, 2} (voir la déﬁnition du matroïde-allocation en page 51). Les utilités des
agents sont présentées dans le tableau 4.2.
X1 X2 X3 X4
e e11 e
2
1 e
1
2 e
2
2 e
1
3 e
2
3 e
1
4 e
2
4
u1(e) 0.4 0 0.2 0 0.2 0 0.2 0
u2(e) 0 0.35 0 0.3 0 0.3 0 0.05
Tableau 4.2 – Exemple 4.3.
La base B∗j = {e
j
1, e
j
2, e
j
3, e
j
4} est optimale pour l’agent j avec uj(B
∗
j ) = 1 pour
j = 1, 2, donc l’instance est normalisée à 1. Par conséquent, α1 = 0.4 ∈ I3(2,1) donc
W2(0.4) = 0.4, et α2 = 0.35 ∈ I3(2,1) donc W2(0.35) = 0.35.
L’exécution de Seuil ({1, 2},M, (u1, u2), ∅) retourne la base B = B1 ∪ B2 où
B1 = {e11} et B2 = {e
2
2, e
2
3, e
2
4} avec u1(B) = u1(B1) = 0.4 = W2(0.4) = 0.4 >
V2(0.4) = 13 et u2(B) = u2(B2) = 0.65 > W2(0.35) = 0.35 > V2(0.35) =
1
3
.
Remarquons que le matroïde est construit de façon à ce que ui(B) = ui(Bi),
i = 1, 2. D’un point de vue MA, l’utilité d’un agent i est évaluée sur sa part Bi. Or,
le problème MA peut être réduit à un problème MO où l’utilité de chaque agent est
évaluée sur la solution B dans son intégralité. Ceci est possible par construction
du matroïde-allocation (voir la section 2.1.2, page 49).
Dans ce qui suit, nous fournissons des garanties sur ui(B) pour tout i ∈ N
mais ces garanties sont également valables sur ui(Bi).
Le prochain théorème représente le résultat principal de ce chapitre et fournit
une garantie à l’algorithme Seuil pour obtenir une base du problème.
Théorème 4.1 L’algorithme Seuil retourne une base B vérifiant
ui(B) ≥W|N |(αi)ui(B∗i ), ∀i ∈ N
Preuve. Soit n = |N | et rappelons que la base retournée par Seuil est B =
B1 ∪ · · · ∪ Bn. Nous prouvons un résultat plus fort que ce qui est donné dans
l’énoncé par récurrence sur n : ui(Bi) ≥Wn(αi)ui(B∗i ), ∀i ∈ N . Puisque les utilités
sont positives, nous pouvons conclure que ui(B) ≥ ui(Bi).
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Pour n = 1, la ligne 7 de Seuil est équivalente à appliquer Glouton (M,
u1, max) aﬁn d’obtenir la base B = B1 = B∗1 qui vériﬁe : u˜1(B1)≥W1(α1)=1 car
W1(x)=1, ∀x ∈ [0, 1]. Ainsi, u1(B1) = W1(α1)u1(B∗1).
Soit n ≥ 2. Nous supposons que r(M) ≥ n car autrement toutes les bases
contiendraient au plus n − 1 éléments et par conséquent, αi ≥ 1/(n − 1) pour
tout i ∈ N . Dans ce cas, Wn(αi) = 0 pour tout i ∈ N et le résultat est obtenu
trivialement.
Pour des raisons similaires, nous supposons que αi < 1/(n− 1), ∀i ∈ N car autre-
ment pour tout agent i avec αi ≥ 1/(n−1), on obtiendrait Wn(αi) = 0 et la borne
de cet agent i est clairement satisfaite.
Sans perte de généralité, nous supposons que l’agent 1 est sélectionné en pre-
mier, donc B1 = S1 et on déduit grâce à la ligne 8 de Seuil que
|B1| ≤ |Sk|, ∀k ∈ N (4.1)
Aﬁn d’éviter toute confusion entre les notations du premier et du deuxième
appel récursif de l’algorithme Seuil, nous ajoutons un tilde pour les notations
utilisées durant le deuxième appel de Seuil (comme dans l’exemple 4.2, page
104). Ainsi, N˜ = N \ {1}, u˜i(e) = ui(e)/ui(B∗i ), M˜ = M/B1 = (X\B1, F˜) et B˜
∗
i
est une base optimale de (M˜, u˜i). De plus, pour i ∈ N˜ , ˜˜ui(e) = u˜i(e)/u˜i(B˜∗i ) pour
les éléments e ∈ X\B1 de M˜ et α˜i = max{e}∈F˜ u˜i(e).
L’hypothèse de récurrence aﬃrme que
u˜i(Bi) ≥Wn−1(α˜i)u˜i(B˜∗i ), ∀i ∈ N˜ (4.2)
Nous voulons montrer que ui(Bi) ≥ Wn(αi)ui(B∗i ), ∀i ∈ N ou de façon équiva-
lente, u˜i(Bi) ≥Wn(αi), ∀i ∈ N . La construction de l’algorithme Seuil permet de
conclure que durant le premier appel (lignes 3-7), on a
u˜i(Si) ≥Wn(αi), ∀i ∈ N (4.3)
Puisque B1 = S1, alors en utilisant l’inégalité (4.3), on obtient le résultat attendu
pour l’agent 1. De plus, les ensembles Si =
{
e1i , . . . , e
|Si|
i
}
sont minimaux pour
l’inclusion car les éléments de Si sont ajoutés graduellement. Ainsi,
u˜i(Si\{e
|Si|
i }) < Wn(αi), ∀i ∈ N (4.4)
Soit k ∈ N˜ . Nous partitionnons B∗k en B
∗1
k et B
∗2
k de façon à ce que B
∗1
k contienne
les |B1| premiers éléments de poids maximum de B∗k . Ceci est possible grâce à (4.1)
et en rappelant que Sk ⊆ B∗k (voir la ligne 7 de Seuil). D’où, B
∗1
k ⊆ Sk et
u˜k(B∗1k ) ≤ u˜k(Sk) (4.5)
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Puisque pour n ≥ 2, Wn(x) ≤ 1/n ≤ 1/2 (voir la propriété 4.1, page 103)
et r(M) ≥ n ≥ 2, nous pouvons prouver que |B1| < |B∗1 | = |B
∗
k| (toutes les
bases sont de même cardinalité r(M)). Montrons-le par contradiction : supposons
que |B1| = |B∗1 |. Puisque S1 = B1 et S1 ⊆ B
∗
1 , alors S1 = B1 = B
∗
1 , donc
u˜1(S1) = u˜1(B∗1) = 1. En utilisant (4.4), u˜1(S1\{e
|S1|
1 }) = u˜1(S1) − u˜1(e
|S1|
1 ) =
1 − u˜1(e
|S1|
1 ) < Wn(α1) ≤ 1/2, donc u˜1(e
|S1|
1 ) > 1/2. Puisque |S1| = r(M) ≥ 2 et
S1 est trié par ordre décroissant de u˜1, alors u˜1(S1) ≥ 2u˜1(e
|S1|
1 ) > 1 qui contredit
l’hypothèse de normalisation.
Nous pouvons alors appliquer le lemme 1.2 (page 33) pour M, w = u˜k, F1 = B1
et F2 = B∗k . Nous pouvons conclure qu’il existe E ⊆ B
∗
k\B1 tel que B1∪E ∈ F où
|E| = |B∗k| − |B1| = |B
∗2
k | et u˜k(E) ≥ u˜k(B
∗2
k ). E est un ensemble indépendant de
M˜ =M/B1 qui est maximum pour u˜k, tandis que B˜∗k est une base de M˜maximum
pour u˜k. D’où, u˜k(B˜∗k) ≥ u˜k(E) ≥ u˜k(B
∗2
k ). Puisque l’instance est normalisée à 1,
alors
u˜k(B˜∗k) ≥ 1− u˜k(B
∗1
k ) (4.6)
De (4.5) et (4.6), on déduit que
u˜k(B˜∗k) ≥ 1− u˜k(Sk) (4.7)
et de (4.2) et (4.7), on obtient
u˜k(Bk) ≥Wn−1(α˜k) (1− u˜k(Sk)) (4.8)
Nous savons grâce à la ligne 5 de Seuil que
α˜k = max
B1∪{e}∈F
˜˜uk(e) =
max
B1∪{e}∈F
u˜k(e)
u˜k(B˜∗k)
≤
αk
u˜k(B˜∗k)
En utilisant (4.7), la dernière inégalité devient
α˜k ≤
αk
1− u˜k(Sk)
(4.9)
Soit pk ∈ IN∗ tel que αk ∈ I(n,pk) (voir la déﬁnition 4.1, page 101).
Commençons par montrer que |Sk| ≥ pk. Par contradiction, supposons que |Sk| ≤
pk−1. La déﬁnition de αk permet de déduire que u˜k(Sk) ≤ (pk−1)αk. En utilisant
la propriété 4.3 (page 103), on obtient (pk − 1)αk < Wn(αk) qui contredit (4.3).
Ainsi, |Sk| ≥ pk.
On distingue deux cas : |Sk| = pk et |Sk| ≥ pk + 1.
Cas 1 : |Sk| = pk.
La ligne 5 de Seuil implique que u˜k(Sk) ≤ pkαk. L’inégalité (4.8) devient
u˜k(Bk) ≥ Wn−1(α˜k) (1− pkαk) (4.10)
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et de (4.9), on déduit que
α˜k ≤
αk
1− pkαk
(4.11)
<
1
pk(n− 1)− 1
car αk < 1pkn−1 (rappelons que αk ∈ I(n,pk)). Ainsi, α˜k ∈ I
1
(n−1,pk) ou α˜k ≤
pk+1
pk((pk+1)(n−1)−1) .
(a) Si α˜k ∈ I1(n−1,pk) alors Wn−1(α˜k) = 1− pk(n− 2)α˜k.
De (4.10), on déduit que u˜k(Bk) ≥ (1− pk(n− 2)α˜k) (1−pkαk). En utilisant (4.11),
on obtient
u˜k(Bk) ≥
(
1− pk(n− 2)
αk
1− pkαk
)
(1− pkαk) = 1− pk(n− 1)αk
Considérons les diﬀérentes valeurs de αk ∈ I(n,pk) = I
1
(n,pk)
∪ I2(n,pk) ∪ I
3
(n,pk)
:
— si αk ∈ I1(n,pk) alors u˜k(Bk) ≥ 1− pk(n− 1)αk = Wn(αk),
— si αk ∈ I2(n,pk) alors u˜k(Bk) ≥ 1− pk(n− 1)αk >
pk(1−pkαk)
(pk+1)(n−1)−1 =Wn(αk) car
αk <
pk+1
pk((pk+1)n−1) ,
— si αk ∈ I3(n,pk) alors u˜k(Bk) ≥ 1− pk(n− 1)αk >
pk(αk+pk−1)
np2
k
−pk−n+2 = Wn(αk) si et
seulement si αk <
(n−1)p2
k
−n+2
pk(n(n−1)p2k−(n−1)pk−n2+3n−1)
.
Par hypothèse, αk <
p2
k
np3
k
−p2
k
+pk+n−2 (car αk ∈ I
3
(n,pk)
), alors p
2
k
np3
k
−p2
k
+pk+n−2 ≤
(n−1)p2
k
−n+2
pk(n(n−1)p2k−(n−1)pk−n2+3n−1)
si et seulement si np2k − pk − n + 2 ≥ 0 qui est
vrai puisque n ≥ 2 et pk ≥ 1.
(b) Sinon, α˜k ≤ pk+1pk((pk+1)(n−1)−1) . En utilisant la propriété 4.2 (page 103) si n ≥ 3
ou W1(x) = 1 si n = 2, on obtient Wn−1(α˜k) ≥ pk(pk+1)(n−1)−1 . De (4.10), on obtient
u˜k(Bk) ≥
pk
(pk + 1)(n− 1)− 1
(1− pkαk)
Considérons les diﬀérentes valeurs de αk ∈ I(n,pk) = I
1
(n,pk)
∪ I2(n,pk) ∪ I
3
(n,pk)
:
— si αk ∈ I1(n,pk) alors u˜k(Bk) ≥
pk(1−pkαk)
(pk+1)(n−1)−1 ≥ 1− pk(n− 1)αk = Wn(αk) car
αk ≥
pk+1
pk((pk+1)n−1) ,
— si αk ∈ I2(n,pk) alors u˜k(Bk) ≥
pk(1−pkαk)
(pk+1)(n−1)−1 = Wn(αk),
— si αk ∈ I3(n,pk) alors u˜k(Bk) ≥
pk(1−pkαk)
(pk+1)(n−1)−1 >
pk(αk+pk−1)
np2
k
−pk−n+2 = Wn(αk) car
αk <
p2
k
np3
k
−p2
k
+pk+n−2 .
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Cas 2 : |Sk| ≥ pk + 1.
Montrons que pk ≥ 2. Par contradiction, supposons que pk = 1, alors |Sk| ≥ 2.
Puisque n ≥ 2, alors en utilisant la propriété 4.3 (page 103) avec αk ∈ I(n,pk),
on obtient Wn(αk) ≤ pkαk = αk car pk = 1. Ainsi, l’agent k atteint le seuil
u˜k(Sk) = αk ≥ Wn(αk) en sélectionnant l’élément de poids maximum de B∗k , ce
qui contredit le fait que |Sk| ≥ 2.
En utilisant l’inégalité (4.4), on obtient Wn(αk) > u˜k(Sk\{e
|Sk|
k }) ≥ u˜k(e
1
k) +
(pk − 1)u˜k(e
pk
k ) = αk + (pk − 1)u˜k(e
pk
k ) pour les raisons suivantes : |Sk| ≥ pk + 1,
les éléments de Sk sont triés par ordre décroissant de u˜k et u˜k(e1k) = αk. De cette
dernière inégalité, on déduit que u˜k(e
pk
k ) <
Wn(αk)−αk
pk−1 car pk ≥ 2, alors u˜k(e
|Sk|
k ) ≤
u˜k(e
pk
k ) <
Wn(αk)−αk
pk−1 (car Sk est trié par ordre décroissant de u˜k). Finalement, en
ajoutant la dernière inégalité de u˜k(e
|Sk|
k ) à (4.4), on obtient
u˜k(Sk) <
pkWn(αk)− αk
pk − 1
(4.12)
D’une part, de (4.8) et (4.12), on a
u˜k(Bk) ≥Wn−1(α˜k)
(
1−
pkWn(αk)− αk
pk − 1
)
(4.13)
D’autre part, de (4.9) et (4.12), on obtient
α˜k ≤
αk(pk − 1)
pk − 1 + αk − pkWn(αk)
(4.14)
Analysons les diﬀérentes valeurs de αk dans I(n,pk) = I
1
(n,pk)
∪ I2(n,pk) ∪ I
3
(n,pk)
.
(a) : αk ∈ I1(n,pk). Par construction, Wn(αk) = 1−pk(n−1)αk. En utilisant (4.13),
on obtient
u˜k(Bk) ≥Wn−1(α˜k)
((n− 1)p2k + 1)αk − 1
pk − 1
(4.15)
Par ailleurs, de (4.14) on obtient α˜k ≤
αk(pk−1)
((n−1)p2
k
+1)αk−1 .
Montrons que α˜k ≤
pk+1
pk((pk+1)(n−1)−1) . L’inégalité
αk(pk−1)
((n−1)p2
k
+1)αk−1 ≤
pk+1
pk((pk+1)(n−1)−1)
est valide si et seulement si αk ≥
pk+1
np2
k
+(n−1)pk+1 . Puisque αk ∈ I
1
(n,pk)
, il s’ensuit que
αk ≥
pk+1
pk((pk+1)n−1) ≥
pk+1
np2
k
+(n−1)pk+1 est toujours vrai. D’où,
α˜k ≤
pk + 1
pk((pk + 1)(n− 1)− 1)
(4.16)
En utilisant la propriété 4.2 (page 103) si n ≥ 3 avec (4.16) ou W1(x) = 1
si n = 2, on déduit que Wn−1(α˜k) ≥
pk
(pk+1)(n−1)−1 . L’inégalité (4.15) devient
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u˜k(Bk) ≥
(
pk
(pk+1)(n−1)−1
)
((n−1)p2
k
+1)αk−1
pk−1 ≥ 1−pk(n−1)αk = Wn(αk) si et seulement
si αk ≥
(n−1)p2
k
−n+2
pk(n(n−1)p2k−(n−1)pk−n2+3n−1)
, mais αk ∈ I1(n,pk), donc αk ≥
pk+1
pk((pk+1)n−1) ≥
(n−1)p2
k
−n+2
pk(n(n−1)p2k−(n−1)pk−n2+3n−1)
car n, pk ≥ 2.
(b) : αk ∈ I2(n,pk). Par construction, Wn(αk) =
pk(1−pkαk)
(pk+1)(n−1)−1 . D’une part, de (4.13),
u˜k(Bk) ≥Wn−1(α˜k)
(p3k + (n− 1)pk + n− 2)αk + (n− 2)p
2
k − pk − n + 2
(pk − 1)((pk + 1)(n− 1)− 1)
(4.17)
D’autre part, de (4.14),
α˜k ≤
(pk − 1)((pk + 1)(n− 1)− 1)αk
(p3k + (n− 1)pk + n− 2)αk + (n− 2)p
2
k − pk − n+ 2
(4.18)
Montrons que α˜k ≤
pk+1
pk((pk+1)(n−1)−1) .
Si n = 2 alors (4.18) donne α˜k ≤
(pk−1)αk
(p2+1)αk−1 ≤
pk+1
p2
k
si et seulement si αk ≥
pk+1
2p2
k
+pk+1
.
Puisque αk ∈ I2(2,pk), il s’ensuit que αk ≥
pk
2p2
k
−pk+1 ≥
pk+1
2p2
k
+pk+1
car pk ≥ 2.
Si n ≥ 3 alors (pk−1)((pk+1)(n−1)−1)αk
(p3
k
+(n−1)pk+n−2)αk+(n−2)p2k−pk−n+2
≤ pk+1
pk((pk+1)(n−1)−1) si et seulement
si αk ≤
(pk+1)((n−2)p2k−pk−n+2)
n(n−2)p4
k
+(n2−4n+2)p3−(n2−n−1)p2
k
−(n−1)2pk−n+2 . Notons que n(n− 2)p
4
k +(n
2−
4n+2)p3k − (n
2− n− 1)p2k − (n− 1)
2pk − n+2 ≥ 0 pour pk ≥ 2 et n ≥ 3. Puisque
αk ∈ I
2
(n,pk)
, il s’ensuit que
αk <
pk+1
pk((pk+1)n−1) ≤
(pk+1)((n−2)p2k−pk−n+2)
n(n−2)p4
k
+(n2−4n+2)p3−(n2−n−1)p2
k
−(n−1)2pk−n+2
si et seulement si (n− 1)pk +n− 2 ≥ 0 qui est vrai puisque n ≥ 3 et pk ≥ 2. D’où,
α˜k ≤
pk + 1
pk((pk + 1)(n− 1)− 1)
(4.19)
En utilisant la propriété 4.2 (page 103) si n ≥ 3 avec (4.19) ouW1(x) = 1 si n = 2,
on déduit que Wn−1(α˜k) ≥
pk
(pk+1)(n−1)−1 . L’inégalité (4.17) implique que u˜k(Bk) ≥(
pk
(pk+1)(n−1)−1
)
(p3
k
+(n−1)pk+n−2)αk+(n−2)p2k−pk−n+2
(pk−1)((pk+1)(n−1)−1) ≥
pk(1−pkαk)
(pk+1)(n−1)−1 =Wn(αk)
si et seulement si αk ≥
p2
k
np3
k
−p2
k
+pk+n−2 qui est vrai puisque αk ∈ I
2
(n,pk)
.
(c) : αk ∈ I3(n,pk). Par construction, Wn(αk) =
pk(αk+pk−1)
np2
k
−pk−n+2 . D’une part, de (4.13),
u˜k(Bk) ≥Wn−1(α˜k)
((n− 1)pk + n− 2)(αk + pk − 1)
np2k − pk − n+ 2
(4.20)
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D’autre part, de (4.14), on obtient α˜k ≤
(np2
k
−pk−n+2)αk
((n−1)pk+n−2)(αk+pk−1) . Montrons que
α˜k ≤
pk+1
pk((pk+1)(n−1)−1) . L’inégalité
(np2
k
−pk−n+2)αk
((n−1)pk+n−2)(αk+pk−1) ≤
pk+1
pk((pk+1)(n−1)−1) est va-
lable si et seulement si αk ≤
p2
k
−1
np3
k
−p2
k
−(n−1)pk−1 . Puisque αk ∈ I
3
(n,pk)
alors αk <
p2
k
np3
k
−p2
k
+pk+n−2 ≤
p2
k
−1
np3
k
−p2
k
−(n−1)pk−1 est toujours vrai car la dernière inégalité est
équivalente à np2k − pk − n+ 2 ≥ 0 qui est valide pour n, pk ≥ 2. D’où,
α˜k ≤
pk + 1
pk((pk + 1)(n− 1)− 1)
(4.21)
En utilisant la propriété 4.2 (page 103) si n ≥ 3 avec (4.21) ou W1(x) = 1 si
n = 2, on déduit que Wn−1(α˜k) ≥ pk(pk+1)(n−1)−1 . L’inégalité (4.20) implique que
u˜k(Bk) ≥
pk(αk+pk−1)
np2
k
−pk−n+2 = Wn(αk) car αk ∈ I
3
(n,pk)
.
La récurrence est démontrée et le résultat s’ensuit. 
L’analyse de l’algorithme Seuil est au plus près (tight analysis). Cela signiﬁe
qu’il existe des instances critiques (tight instances) où l’utilité de l’agent le plus
défavorisé de la solution retournée par Seuil est la même que celle du théorème
4.1. Ces instances sont présentées dans l’annexe C page, 181.
4.3 Une légère modification de Seuil pour deux
agents
Pour n = 2 agents, nous proposons un nouvel algorithme appelé Max-Seuil
qui permet d’améliorer la garantie de l’agent le plus défavorisé comparée à celle
donnée par Seuil. Max-Seuil est obtenu en modiﬁant la valeur du seuil que
chaque agent doit atteindre dans l’algorithme 4.1 (page 104). La méthode de sé-
lection de l’agent qui ajoutera ses éléments en premier à la solution est également
revue. Max-Seuil est décrit dans l’algorithme 4.2.
Théorème 4.2 Si n = 2 agents alors Max-Seuil produit une base B avec
ui(B) ≥ max{W2(α1),W2(α2)}ui(B∗i ), i = 1, 2
Preuve. De façon équivalente, nous prouvons que u˜i(B) ≥ max{W2(α1),W2(α2)}
pour i = 1, 2 (voir la ligne 4 de Max-Seuil). Sans perte de généralité, supposons
que i = 1 à la ligne 9 de Max-Seuil. Ainsi,
|S1| ≤ |S2| (4.22)
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Algorithm 4.2 : Max-Seuil
Données : un matroïde M = (X,F), des utilités u1, u2
Résultat : Une base-allocation de M
1 pour i = 1, 2 faire
2 B∗i ← Glouton (M, ui,max)
3 pour tout e ∈ X faire
4 u˜i(e)←
ui(e)
ui(B∗i )
5 αi ← max{e}∈F u˜i(e)
6 pour i = 1, 2 faire
7 Si ← ∅
8 ajouter de façon gloutonne des éléments de B∗i à Si par ordre décroissant de u˜i jusqu’à
ce que u˜i(Si) ≥ max{W2(α1),W2(α2)}
9 choisir un agent i ∈ {1, 2} tel que |Si| < |S3−i| ou (|Si| = |S3−i| et W2(αi) ≤W2(α3−i))
10 retourner Si ∪ Glouton (M/Si, u˜3−i,max)
De plus, nous savons grâce à la ligne 8 de Max-Seuil que l’agent 1 atteint la
garantie max{W2(α1),W2(α2)}. Puisque la contribution de l’agent 1 est S1 ⊆ B
et puisque u˜1 est positive, alors u˜1(B) ≥ u˜1(S1) ≥ max{W2(α1),W2(α2)}.
Soit S˜2 la contribution de l’agent 2 produite par Glouton (M/S1, u˜2,max) à
la ligne 10 deMax-Seuil. Considérons les deux scénarios qui peuvent se produire
à la ligne 9.
— Si |S1| = |S2| alors on déduit de la ligne 9 que W2(α1) ≤ W2(α2). Du
point de vue de l’agent 2, appliquerMax-Seuil (M, u1, u2) est équivalent à
appliquer Seuil ({1, 2},M, (u2, u2), ∅). Comme nous l’avons montré dans le
théorème 4.1 (page 106), la contribution de l’agent 2 est u˜2(S˜2) ≥W2(α2) =
max{W2(α1),W2(α2)}.
— Si |S1| < |S2| alors en utilisant les mêmes arguments que dans la preuve du
théorème 4.1 (page 106), on obtient
u˜2(S˜2) ≥ 1− u˜2(B∗12 ) (4.23)
où B∗12 contient les |S1| premiers éléments de poids maximum de B
∗
2 (voir
la ligne 2 de Max-Seuil). Alors, B∗12 ⊆ S2 pour les raisons suivantes :
S2 ⊆ B
∗
2 , |B
∗1
2 | = |S1| < |S2|, S2 et B
∗
2 sont construits en ajoutant les
éléments par ordre décroissant de u˜2. On conclut que S2 est minimal pour
l’inclusion car ses éléments sont ajoutés graduellement, donc u˜2(B∗12 ) <
max{W2(α1),W2(α2)}. Finalement, (4.23) devient
u˜2(S˜2) ≥ 1−max{W2(α1),W2(α2)} ≥ max{W2(α1),W2(α2)}
où la dernière inégalité est valide si et seulement si max{W2(α1),W2(α2)} ≤
1
2
qui est vrai grâce à la propriété 4.1 (page 103).
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Dans les deux cas, u˜2(S˜2) ≥ max{W2(α1),W2(α2)}. En utilisant la positivité
de u˜2, on conclut que u˜2(B) ≥ u˜2(S˜2) ≥ max{W2(α1),W2(α2)}. 
4.4 Borne supérieure sur l’utilité de l’agent le
moins heureux
Les résultats positifs des sections 4.2 et 4.3 fournissent des bornes inférieures
sur l’utilité de chaque agent et sont liés au vecteur (αi)i∈[n]. En vue du nombre
important de valeurs que peut prendre le vecteur (αi)i∈[n], nous fournissons une
borne supérieure à l’agent le plus défavorisé et nous exprimons cette borne comme
une fonction de α = max
i∈N
αi et n.
Nous présentons dans cette section des instances qui fournissent cette borne
supérieure, notée W n(α), qui représente l’utilité maximum que l’agent le plus dé-
favorisé puisse avoir. La borne supérieure est calculée de la façon suivante :
W n(α) = max
B∈B
min
i∈N
ui(B) (4.24)
où B est l’ensemble des bases du matroïde.
Toutes les instances fournies dans cette section sont des instances du matroïde
graphique où une base correspond à un arbre couvrant. On dira qu’une instance
est bien déﬁnie si pour toute arête e du graphe correspondant, α ≥ ui(e) ≥ 0 pour
tout i ∈ N . Nous supposons que toutes les instances sont normalisées.
Nous obtenons les résultats suivants selon les valeurs que peut prendre α ∈ [0, 1].
1. Si α ∈ I(n,0) =
[
1
n−1 , 1
]
alors W n(α) = 0, c’est-à-dire qu’il n’y a pas de
garantie, comme on peut l’observer sur les instances suivantes du matroïde
graphique selon que n = 2 ou n ≥ 3.
(a) Si n = 2, alors considérons le multigraphe ci-dessous :
0 1
(0, 1)
(1, 0)
(u1(e), u2(e)) où e est une arête
Puisque le graphe est connexe, alors il suﬃt de choisir l’une des deux
arêtes pour obtenir un arbre couvrant. L’utilité de l’agent le plus défa-
vorisé est min{0, 1} = 0, donc W 2(α) = W 2(1) = 0 = W2(α).
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(b) Si n ≥ 3, alors considérons l’instance suivante :
0 1 n−2 n−1
e11
...
en1
...
e1n−1
...
enn−1
Nous avons ici un multigraphe G = (V,E) tel que V = {0, 1, ..., n− 1}
est l’ensemble des sommets et E =
⋃n−1
k=1{e
1
k, ..., e
n
k} est l’ensemble des
arêtes. Il y a n arêtes entre chaque paire de nœuds consécutifs. Pour
tout i, j ∈ {1, ..., n} : ui(e
j
1) = α si i = j et ui(e
j
1) = 0 sinon ; et pour
tout k ∈ {2, ..., n− 1}, ui(e
j
k) =
1−α
n−2 si i = j et ui(e
j
k) = 0 sinon.
L’instance est bien déﬁnie pour les raisons suivantes :
• α ≥ 1
n−1 > 0 car n ≥ 3 ;
• 1−α
n−2 ≥ 0 car α ≤ 1 et n ≥ 3 ;
• α ≥ 1−α
n−2 car α ≥
1
n−1 .
Pour tout i ∈ {1, ..., n}, soit B∗i = {e
i
1, ..., e
i
n−1} l’arbre couvrant optimal
pour l’agent i tel que ui(B∗i ) =
∑n−1
j=1 ui(e
i
j) = α+ (n− 2)
1−α
n−2 = 1. Alors
l’instance est normalisée.
Pour toute arête e, il existe au plus un i ∈ {1, ..., n} tel que ui(e) > 0,
sinon uj(e) = 0 pour tout j ∈ {1, ..., n}\{i}. Un arbre couvrant contient
n − 1 arêtes. Alors pour tout arbre couvrant B, il existe k ∈ {1, ..., n}
tel que uk(B) = 0. D’où, W n(α) = 0 = Wn(α).
2. Si α ∈ I1(n,1) =
[
2
2n−1 ,
1
n−1
[
alors W n(α) = 1 − (n − 1)α, comme on peut
l’observer sur l’instance suivante :
0 1 nn−1
e11
...
en1
...
e1n
...
enn
Pour tout i, j ∈ {1, ..., n} et pour tout k ∈ {1, ..., n− 1}, ui(e
j
k) = α si i = j
et ui(e
j
k) = 0 sinon. De plus, ui(e
j
n) = 1 − (n − 1)α si i = j et ui(e
j
n) = 0
sinon. L’instance est bien déﬁnie pour les raisons suivantes :
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• α ≥ 2
2n−1 > 0 car n ≥ 2 ;
• 1− (n− 1)α > 0 car α < 1
n−1 ;
• α ≥ 1−(n−1)α si et seulement si α ≥ 1/n et par hypothèse α ≥ 2
2n−1 ≥
1
n
.
Soit B∗i = {e
i
1, ..., e
i
n} un arbre couvrant optimal pour chaque agent i ∈
{1, ..., n}. Alors ui(B∗i ) =
∑n
j=1 ui(e
i
j) = (n− 1)α + 1− (n− 1)α = 1, donc
l’instance est normalisée.
Chaque arête de l’instance a une utilité strictement positive pour un unique
agent. Puisqu’un arbre couvrant contient n arêtes, il faut choisir n arêtes
{(i, i + 1), i = 1, ..., n − 1}. L’un des arbres couvrants qui maximisent
l’utilité de l’agent le plus défavorisé est T = {eii, i = 1, ..., n} tel que
ui(T ) = α pour tout i ∈ {1, ..., n − 1} et un(T ) = 1 − (n − 1)α. D’où
W n(α) = min{α, 1− (n− 1)α} = 1− (n− 1)α si et seulement si α ≥ 1/n.
Par hypothèse, α ≥ 2
2n−1 ≥
1
n
est toujours vrai, doncW n(α) = 1−(n−1)α =
Wn(α).
3. Si α ∈ I2(n,1) =
[
1
2(n−1) ,
2
2n−1
[
alorsW n(α) = 1−α2n−3 , comme on peut l’observer
sur l’instance suivante :
0 1 2n−3 2(n−1)
e11
...
en1
...
e12(n−1)
...
en2(n−1)
Pour tout i, j ∈ {1, ..., n} : ui(e
j
1) = α si i = j et ui(e
j
1) = 0 sinon. Pour tout
k ∈ {2, ..., 2(n− 1)}, ui(e
j
k) =
1−α
2n−3 si i = j et ui(e
j
k) = 0 sinon. L’instance
est bien déﬁnie pour les raisons suivantes :
• α ≥ 1
2(n−1) > 0 car n ≥ 2 ;
• 1−α
2n−3 > 0 car α <
2
2n−1 < 1 et n ≥ 2 ;
• α ≥ 1−α
2n−3 car α ≥
2
2(n−1) .
Soit B∗i = {e
i
1, ..., e
i
2(n−1)} un arbre couvrant optimal pour l’agent i pour
tout i ∈ {1, ..., n}. Alors ui(B∗i ) =
∑2(n−1)
j=1 ui(e
i
j) = α + (2n − 3)
1−α
2n−3 = 1,
donc l’instance est normalisée.
L’arbre couvrant T = {e11, e
2
2} ∪ {e
i
2(i−1)−1, e
i
2(i−1) : i = 3, ..., n} maximise
l’utilité de l’agent le plus défavorisé tel que u1(T ) = α ≥ 1−α2n−3 car α ≥
1
2(n−1) , u2(T ) =
1−α
2n−3 et ui(T ) = 2
1−α
2n−3 >
1−α
2n−3 pour i = 3, ..., n. D’où,
W n(α) = min
{
α, 1−α
2n−3 , 2
1−α
2n−3
}
= 1−α
2n−3 =Wn(α).
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4. Si α ∈ I3(n,1) =
[
1
2n−1 ,
1
2(n−1)
[
alors W n(α) = α, comme on peut l’observer
sur l’instance suivante :
0 1 2n−2 2n−1
e11
...
en1
...
e12n−1
...
en2n−1
Pour tout i, j ∈ {1, ..., n} : ui(e
j
1) = α si i = j et ui(e
j
1) = 0 sinon. Pour tout
k ∈ {2, ..., 2n − 1}, ui(e
j
k) =
1−α
2(n−1) si i = j et ui(e
j
k) = 0 sinon. L’instance
est bien déﬁnie pour les raisons suivantes :
• α ≥ 1
2n−1 > 0 car n ≥ 2 ;
• 1−α
2(n−1) > 0 car α <
1
2(n−1) < 1 et n ≥ 2 ;
• α ≥ 1−α
2(n−1) car α ≥
1
2n−1 .
Soit B∗i = {e
i
1, ..., e
i
2n−1} un arbre couvrant optimal pour l’agent i pour
tout i ∈ {1, ..., n} tel que ui(B∗i ) =
∑2n−1
j=1 ui(e
i
j) = α + 2(n− 1)
1−α
2(n−1) = 1.
L’instance est normalisée.
L’arbre couvrant T = {e11} ∪ {e
i
2(i−1), e
i
2i−1 : i = 2, ..., n} maximise l’utilité
de l’agent le plus défavorisé tel que u1(T ) = α et ui(T ) = 2 1−α2(n−1) pour
i = 2, ..., n. Alors W n(α) = min
{
α, 1−α
n−1
}
= α si et seulement si α ≥ 1/n et
par hypothèse α < 1
2(n−1) ≤
1
n
car n ≥ 2. D’où W n(α) = α =Wn(α).
5. Si α ∈
[
p+1
np2+(n−1)p+1 ,
1
pn−1
[
pour un entier p ≥ 2 alorsW n(α) = 1−p(n−1)α,
comme on peut l’observer sur l’instance suivante :
0 1 pnpn− 1
e11
...
en1
...
e1pn
...
enpn
Pour tout i, j ∈ {1, ..., n} : pour tout k ∈ {1, ..., pn− 1}, ui(e
j
k) = α si i = j
et ui(e
j
k) = 0 sinon. De plus, ui(e
j
pn) = 1− (pn− 1)α si i = j et ui(e
j
pn) = 0
sinon. L’instance est bien déﬁnie pour les raisons suivantes :
• α ≥ p+1
np2+(n−1)p+1 > 0 car p, n ≥ 2 ;
• 1− (pn− 1)α > 0 car α < 1
pn−1 ;
• α ≥ 1 − (pn − 1)α si et seulement si α ≥ 1
pn
et par hypothèse α ≥
p+1
np2+(n−1)p+1 ≥
1
pn
car p ≥ 2.
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Soit B∗i = {e
i
1, ..., e
i
pn} un arbre couvrant optimal pour l’agent i ∈ {1, ..., n}
tel que ui(B∗i ) =
∑pn
j=1 ui(e
i
j) = (pn−1)α+1−(pn−1)α = 1. Alors l’instance
est normalisée.
L’arbre couvrant T =
⋃n
i=1{e
i
(i−1)p+1, ..., e
i
ip} maximise l’utilité de l’agent
le plus défavorisé tel que ui(T ) = pα pour i = 1, ..., n − 1 et un(T ) =
(p − 1)α + 1 − (pn − 1)α = 1 − p(n − 1)α. Alors W n(α) = min{pα, 1 −
p(n − 1)α} = 1 − p(n − 1)α si et seulement si α ≥ 1
pn
et par hypothèse
α ≥ p+1
np2+(n−1)p+1 ≥
1
pn
car p ≥ 2.
Puisque p+1
np2+(n−1)p+1 <
p+1
p((p+1)n−1) , il s’ensuit que I
1
(n,p) ⊂
[
p+1
np2+(n−1)p+1 ,
1
pn−1
[
,
donc si α ∈ I1(n,p) alors W n(α) = 1− p(n− 1)α = Wn(α).
6. Si α ∈
[
1
(p+1)n−1 ,
p+1
np2+(n−1)p+1
[
pour un entier p ≥ 2 alors W n(α) = α +
(p−1)(1−α)
(p+1)n−2 , comme on peut l’observer sur l’instance suivante :
0 1 (p+1)n−2 (p+1)n−1
e11
...
en1
...
e1(p+1)n−1
...
en(p+1)n−1
Pour tout i, j ∈ {1, ..., n} : ui(e
j
1) = α si i = j et ui(e
j
1) = 0 sinon. Pour
tout k ∈ {2, ..., (p+ 1)n− 1}, ui(e
j
k) =
1−α
(p+1)n−2 si i = j et ui(e
j
k) = 0 sinon.
L’instance est bien déﬁnie pour les raisons suivantes :
• α ≥ 1
(p+1)n−1 > 0 car p, n ≥ 2 ;
• 1−α
(p+1)n−2 > 0 car α <
p+1
np2+(n−1)p+1 < 1 et p, n ≥ 2 ;
• α ≥ 1−α
(p+1)n−2 car α ≥
1
(p+1)n−1 .
Soit B∗i = {e
i
1, ..., e
i
(p+1)n−1} un arbre couvrant optimal pour l’agent i pour
tout i ∈ {1, ..., n} tel que ui(B∗i ) =
∑(p+1)n−1
j=1 ui(e
i
j) = α + ((p + 1)n −
2) 1−α
(p+1)n−2 = 1. Alors l’instance est normalisée.
L’arbre couvrant T = {e11, ..., e
1
p}
⋃n−1
i=1 {e
i+1
(p+1)i, ..., e
i+1
(p+1)i+p} maximise l’uti-
lité de l’agent le plus défavorisé tel que u1(T ) = α +
(p−1)(1−α)
(p+1)n−2 et ui(T ) =
(p+1)(1−α)
(p+1)n−2 pour i = 2, ..., n. AlorsW n(α) = min
{
α + (p−1)(1−α)
(p+1)n−2 ,
(p+1)(1−α)
(p+1)n−2
}
=
α+ (p−1)(1−α)
(p+1)n−2 si et seulement si α ≤
2
(p+1)n
et par hypothèse α < p+1
np2+(n−1)p+1 ≤
2
(p+1)n
car p(np− 2) + 2− n ≥ 0 puisque p, n ≥ 2.
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4.4.1 Conclusion sur la valeur de tn
Nous avons vu dans l’introduction (page 98) que la valeur tn ∈ [0, 1] repré-
sente l’utilité maximum que chaque agent puisse avoir. Dans cette section, nous
concluons sur la valeur de tn en tenant compte des bornes inférieures fournies par
les algorithmes Seuil et Max-Seuil, et de la borne supérieure W n(α) présentée
dans la Section 4.4 où α = maxi∈[n] αi.
La valeur de t2
Lorsque n = 2, nous avons vu dans la section 4.3 que max{W2(α1),W2(α2)}
est une borne inférieure sur l’utilité de l’agent le plus défavorisé. Cette garantie est
fournie par Max-Seuil. Par ailleurs, W 2(α) est une borne supérieure sur l’utilité
de l’agent le plus défavorisé. Aﬁn de comparer ces deux bornes et puisque Wn est
non-monotone, nous supposons que α1 = α2 = α, donc max{W2(α1),W2(α2)} =
W2(α). La diﬀérence entre les bornes inférieure et supérieure est illustrée sur la
ﬁgure 4.4.
α
W 2(α)
W2(α)
11
2
1
3
1
2
1
3
2
3
0
Figure 4.4 – Les fonctions W2(α) et W 2(α).
Si α = α1 = α2 alors t2 = W 2(α) =W2(α) lorsque α ∈ I(2,0)∪I(2,1)∪I1(2,p)∪I
2
(2,p)
pour tout entier p ≥ 2. Sinon, W2(α) ≤ tn ≤ W 2(α) pour α ∈ I3(2,p) où p ≥ 2 est
un entier.
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La valeur de tn pour n ≥ 3 agents
Lorsque n ≥ 3, nous avons vu dans la section 4.2 queWn(αi) est une borne infé-
rieure sur l’utilité de l’agent i, produite par Seuil. Puisque Wn est non-monotone,
nous ne pouvons pas conclure que la guarantieWn(α) est aussi valide pour tous les
agents car, même si α = maxi∈[n] αi, nous ne pouvons rien dire sur Wn(α) comparé
à Wn(αi). Ainsi, dans le but de pouvoir comparer la garantie Wn(αi) à la borne
supérieure W n(α) pour n ≥ 3, nous supposons que α = αi pour tout i ∈ N .
Le tableau 4.3 contient une synthèse des bornes inférieure et supérieure sur
l’utilité de l’agent le plus défavorisé en fonction de α lorsque α = αi, ∀i ∈ N .
Comme on peut l’observer dans le tableau 4.3, si α = αi pour tout i ∈ N
alors tn = W n(α) = Wn(α) sur I(n,0) ∪ I(n,1) ∪ I1(n,p) pour tout entier p ≥ 2. Sinon,
Wn(α) ≤ tn ≤ W n(α) pour α ∈ I2(n,p)∪ I
3
(n,p) pour tout entier p ≥ 2. Demko et Hill
(1988); Markakis et Psomas (2011) ont montré que la garantie Vn(α) est maximum
uniquement sur I1(n,p) pour tous les entiers n ≥ 2 et p ≥ 1.
Conclusion et perspectives
L’algorithme Seuil fournit une solution qui est une base B d’un matroïde avec
une utilité relative d’au moins Wn(αi) pour chaque agent i ∈ {1, ..., n} et pour
n’importe quel nombre d’agents n ≥ 1. Cette garantie satisfait, pour des entiers
n ≥ 2 et p ≥ 1,Wn(αi) = Vn(αi) pour tout αi ∈ I1(n,p) etWn(αi) > Vn(αi) pour tout
αi ∈ I
2
(n,p) ∪ I
3
(n,p) où Vn(αi) est la garantie donnée par Markakis et Psomas (2011)
sur l’utilité de l’agent i pour le problème classique d’allocation de biens indivisibles
avec des utilités additives. La garantie (Wn(αi))i∈[n] est valide pour le problème de
la base d’un matroïde multi-agents (ou multi-objectif) et qui généralise le problème
classique d’allocation de biens indivisibles. Notons que cette garantie représente
une approximation du point idéal du problème de la base d’un matroïde de poids
maximum à n objectifs.
Dans ce chapitre, nous avons fourni des bornes inférieure et supérieure sur la
valeur tn, représentant l’utilité que chaque agent peut avoir. Cependant, ces bornes
ne coïncident pas pour toutes les valeurs de αi ∈ [0, 1]. Une première direction
consiste à réduire l’écart entre les bornes inférieure et supérieure proposées.
Contrairement à Vn, Wn est non-monotone. Ce fait est dû à l’utilisation d’élé-
ments discrets/indivisibles. Il n’est donc pas évident de garantir une utilité re-
lative de Wn(α) à chaque agent. Cependant, pour n = 2 agents, l’application
de Max-Seuil (voir la section 4.3) permet de fournir une garantie d’au moins
max{W2(α1),W2(α2)} à chaque agent i ∈ N = {1, 2}. Un déﬁ intéressant serait
de savoir si la borne maxi∈N Wn(αi) peut être atteinte par chaque agent i ∈ N
lorsque n ≥ 3.
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p ≥ 2 p = 1 p = 0
Intervalle de α I3(n,p) I
2
(n,p) I
1
(n,p) I
3
(n,p) I
2
(n,p) I
1
(n,p) I(n,p)
Borne inférieure Wn(α)
p(α+p−1)
np2−p−n+2
p(1−pα)
(p+1)(n−1)−1 1− p(n− 1)α α
1−α
2n−3 1− (n− 1)α 0
p ≥ 2 p = 1 p = 0
Intervalle de α
[
1
(p+1)n−1 ,
p+1
np2+(n−1)p+1
[ [
p+1
np2+(n−1)p+1 ,
1
pn−1
[
I3(n,p) I
2
(n,p) I
1
(n,p) I(n,p)
Borne supérieure W n(α) α +
(p−1)(1−α)
(p+1)n−2 1− p(n− 1)α α
1−α
2n−3 1− (n− 1)α 0
Tableau 4.3 – Bornes supérieure et inférieure sur l’utilité de l’agent le plus défavorisé.
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Chapitre 5
Garantie dans le pire cas : une approche
décentralisée
Le présent chapitre traite du problème de la base d’un matroïde multi-agents
avec une garantie dans le pire cas sur l’utilité de chacun. Ce problème a également
été étudié dans le chapitre 4. Les agents ont des utilités pour les éléments du
matroïde et ces utilités sont toutes additives. Nous supposons dans ce chapitre
que les utilités sont privées, hypothèse souvent faite pour le partage équitable de
biens divisibles. Puisque l’utilisation d’algorithmes centralisés n’est pas appropriée
dans ce contexte, nous avons recours à des protocoles, comme dans les problèmes de
partage de gâteaux. Notre contribution est un algorithme décentralisé où les agents
peuvent interagir et construire ensemble une base d’un matroïde. S’il y a au plus
9 agents, nous montrons comment chaque agent peut faire en sorte que son utilité
dans le pire cas soit au moins Vn(αi) qui est la garantie de Markakis et Psomas
(2011) pour le problème classique d’allocation de biens indivisibles, basée sur la
garantie de Hill (1987); Demko et Hill (1988).
Ce chapitre a été soumis à une revue internationale. Une version antérieure
apparaît dans les actes de la conférence internationale "The 9th Conference on
Web and INternet Economics (WINE 2013)" Gourvès et al. (2013b).
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Introduction
Dans les problèmes d’allocation de ressources, la distinction entre biens divi-
sibles et indivisibles est typiquement faite. Bien qu’un grand nombre de publica-
tions soit dévoué au cas divisible (Steinhaus, 1948; Brams et Taylor, 1995; Young,
1995; Brams et Taylor, 1996; Moulin, 2004; Procaccia, 2013), la communauté in-
formatique porte son attention sur l’allocation de biens indivisibles, en particu-
lier lorsqu’il n’y a pas de compensation monétaire (Lipton et al., 2004; Golovin,
2005; Bezáková et Dani, 2005; Bouveret et al., 2005; Bansal et Sviridenko, 2006;
Khot et Ponnuswami, 2007; Asadpour et Saberi, 2010; Markakis et Psomas, 2011;
Kalinowski et al., 2013b).
Une autre information importante porte sur les utilités des agents : sont-elles
publiques ou privées ? En eﬀet, les agents peuvent refuser de communiquer leurs
utilités respectives à des tiers si ces dernières sont conﬁdentielles. Une telle ap-
proche peut également être intéressante si l’on souhaite limiter les tentatives de
manipulation du processus de partage. Dans le cas d’utilités publiques, un algo-
rithme centralisé peut déterminer l’allocation. Dans le cas d’utilités privées, les
agents peuvent prendre part dans la détermination de la solution ﬁnale via un
algorithme décentralisé appelé aussi protocole (voir la section 2.4.1, page 67).
Comme nous l’avons mentionné dans le chapitre précédent, Demko et Hill (1988)
s’intéressent au problème classique d’allocation de biens indivisibles avec des utili-
tés additives. Ils montrent l’existence d’une allocation avec une garantie sur l’utilité
de l’agent le plus défavorisé. Cette garantie est Vn(α) où n est le nombre d’agents
et α est déﬁni par l’utilité maximum d’un bien, parmi les utilités de tous les agents.
Markakis et Psomas (2011) revisitent les travaux de Demko et Hill (1988) avec une
approche constructive. Ils proposent un algorithme polynomial appelé Allocate
(algorithme 2.1, page 65) qui retourne une allocation où l’utilité de l’agent i est
d’au moins Vn(αi) ≥ Vn(α) où αi est l’utilité maximum de l’agent i pour un bien.
Les chapitres 3 et 4 ont permis de mettre en évidence le fait que le problème
classique d’allocation de biens indivisibles peut être étendu à la détermination
d’une base d’un matroïde. Cela a permis d’obtenir une nouvelle garantie Wn(αi)
pour chaque agent i où αi est l’utilité maximum de l’agent i pour un élément du
matroïde. Cette garantie est obtenue avec l’algorithme polynomial déterministe
Seuil (voir l’algorithme 4.1, page 104) qui est une extension de Allocate.
Les algorithmes Allocate et Seuil sont centralisés et utilisent des utilités
connues publiquement car ils prennent en entrée les utilités des agents. Le problème
qui consiste à allouer m biens indivisibles sous des utilités privées et additives a
été étudié par Bezáková et Dani (2005) pour deux agents. Elles proposent une
version aléatoire du paradigme Cut and Choose (voir la section 2.4.1, page 67)
et prouvent qu’en espérance, l’utilité de l’agent le plus défavorisé est au moins la
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moitié de l’allocation optimale selon le critère égalitariste. Bezáková et Dani ont
recours à l’aléatoire car, comme mentionné plus tôt, l’utilité dans le pire cas d’un
agent est 0 si α n’est pas pris en compte (Vn(α) = 0 lorsque α ≥ 1n−1). Le problème
qui consiste à étendre le protocole à un grand nombre d’agents est inscrit comme
perspective par Bezáková et Dani (2005).
Dans ce chapitre, nous étudions le cas d’utilités privées dans le contexte gé-
néralisé des matroïdes. Ainsi, nous empruntons quelques idées des protocoles de
partage de gâteaux. Nous proposons un algorithme déterministe décentralisé (dit
aussi protocole de partage) pour trouver une base d’un matroïde telle que l’utilité
de chaque agent i est au moins Vn(αi).
À notre connaissance, il n’y a pas de travaux antérieurs sur des protocoles
pour les matroïdes. En outre, les protocoles existants pour le problème classique
de partage équitable de biens indivisibles ne sont pas directement comparables
à nos travaux. La plupart d’entre eux permettent la compensation monétaire ou
d’autres types d’hypothèses comme la linéarité forte (voir la section 2.4.1, page
67). Le résultat qui est le plus proche de notre travail est la version aléatoire de
Cut and Choose pour deux agents de Bezáková et Dani (2005).
Ce chapitre est organisé comme suit. Une présentation du modèle est donnée
dans la section 5.1. Notre première contribution consiste en deux protocoles pour
2 et 3 agents présentés respectivement dans les sections 5.2 et 5.3. Ils introduisent
un protocole général présenté dans la section 5.4 qui est valide pour au plus 9
agents. Nous concluons ce chapitre avec une discussion et quelques perspectives.
5.1 Le modèle
Notre problème prend en entrée un matroïde M = (X, F) et un ensemble
d’agents N = {1, ..., n}. Le résultat est une unique base B de F qui est partagée
par les agents. Chaque agent i ∈ N a une utilité positive ui(e) pour tout élément
e ∈ X. Les fonctions d’utilité des agents sont additives. Ces fonctions d’utilité sont
également privées, donc la base résultante n’est pas déterminée par un algorithme
centralisé. Elle est plutôt construite pas les agents à travers un protocole.
La base B peut être décomposée en n sous-ensembles disjoints B1, . . . , Bn tels
que pour tout i ∈ N , Bi est la contribution de l’agent i. Une analyse dans le
pire cas devant être faite, nous pouvons supposer que l’utilité de n’importe quel
agent pour B est réduite à son utilité pour sa contribution. En eﬀet, ui(B) =
ui(Bi) + ui(B \Bi) ≥ ui(Bi).
Outre son exactitude, le protocole doit être équitable, c’est-à-dire qu’il oﬀre
une garantie sur l’utilité de chaque agent. En suivant l’approche de Hill (1987);
Demko et Hill (1988); Markakis et Psomas (2011), la garantie de l’agent i dépend
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de αi, déﬁni par l’utilité maximum de l’agent i pour un unique élément du ma-
troïde.
Soit OPTi(M) la valeur optimale d’une base qui maximise ui pour i ∈ N .
Nous supposons, sans perte de généralité, qu’après une mise à l’échelle, l’instance
est normalisée de sorte que OPTi(M) = 1 pour tout i ∈ N . Ainsi, αi est déﬁni
par αi = max
e∈X
ui(e)
OPTi(M) = maxe∈X
ui(e) pour chaque agent i ∈ N .
Notre contribution est un protocole déterministe pour au plus 9 agents. Nous
montrons que les agents peuvent bénéﬁcier de la garantie de Markakis et Psomas
(2011), qui est Vn(αi), ∀i ∈ N . Nous élaborons également des stratégies que les
agents peuvent adopter s’ils veulent obtenir la garantie précédemment citée. Ces
stratégies sont basées sur des algorithmes polynomiaux.
5.2 Un protocole pour deux agents
Cut-and-Choose est un protocole de partage sans envie pour deux agents
lorsque la ressource est divisible. L’un des deux agents divise la ressource en deux
parts qu’il juge égales, et l’autre agent choisit la moitié qu’il préfère. Nous propo-
sons dans le protocole 5.1 un protocole similaire pour les matroïdes.
Protocole 5.1 : Diviser-et-Choisir
Données : un matroïde M = (X,F), les agents 1 et 2.
1 L’agent 1 calcule une base A et une partition {A1, A2} de A.
2 L’agent 2 choisit une part Ai ∈ {A1, A2} et la donne à l’agent 1. Puis, l’agent 2 complète Ai
en ajoutant sa propre part B3−i de sorte que Ai ∪B3−i est une base de M.
L’agent 1 est appelé le diviseur. Montrons comment il peut se garantir une
utilité d’au moins V2(α1) en utilisant des algorithmes polynomiaux. L’agent 1
calcule une base A qu’il partitionne en deux parts A1 et A2 et sa contribution
est l’une de ces parts. Ainsi, son utilité est d’au moins min{u1(A1), u1(A2)}. Soit
A⋆ une base qui maximise u1, obtenue en appliquant le Glouton (algorithme 1.1,
page 32). Nous avons u1(A⋆) = 1 par hypothèse de normalisation. En utilisant le
théorème 1.6 (page 37) avec n = 2 et w = u1, il existe une partition {A⋆1, A
⋆
2} de
A⋆ telle que min{u1(A⋆1), u1(A
⋆
2)} ≥ min{u1(A1), u1(A2)} pour toute base A. Ainsi,
le diviseur ne perd jamais en partitionnant A⋆ en {A⋆1, A
⋆
2}. Une fois que A
⋆ est
calculée, on peut utiliser l’algorithme Allocate de Markakis et Psomas (2011)
(algorithme 2.1, page 65) qui prend en entrée : les éléments de A⋆ et deux agents
ﬁctifs, les deux ayant u1 comme fonction d’utilité pour les éléments. Le résultat
est une bi-partition de A⋆ en {A⋆1, A
⋆
2} telle que min{u1(A
⋆
1), u1(A
⋆
2)} ≥ V2(α1)
car la plus grande utilité de l’agent 1 pour un élément de A⋆ est α1. Puisque les
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algorithmes Allocate et Glouton sont polynomiaux, alors le diviseur peut se
garantir une utilité de V2(α1) en temps polynomial.
L’agent 2 est appelé le pivot et il a en main la partition {A1, A2} communiquée
par le diviseur. Montrons comment il peut se garantir une utilité de 1
2
≥ V2(α2)
en utilisant des algorithmes polynomiaux. Soit B⋆ une base qui maximise u2. En
utilisant le théorème 1.4 (page 27), il existe une partition de B⋆ en B⋆1 et B
⋆
2 telle
que A1∪B⋆2 et A2∪B
⋆
1 sont deux bases deM. Alors u2(B
⋆) = u2(B⋆1)+u2(B
⋆
2) = 1
en utilisant l’hypothèse de normalisation. Il est possible d’utiliser l’algorithme
Glouton pour compléter A1 et A2 aﬁn d’obtenir respectivement les bases A1∪B2
et A2 ∪ B1 de M. B2 et B⋆2 sont des bases de M/A1 mais B2 est optimale pour
le matroïde M/A1. On obtient u2(B2) ≥ u2(B⋆2) et aussi u2(B1) ≥ u2(B
⋆
1). D’où,
max{u2(B1), u2(B2)} ≥ max{u2(B⋆1), u2(B
⋆
2)} ≥
1
2
(u2(B⋆1) + u2(B
⋆
2)) =
1
2
.
Proposition 5.1 En utilisant le Protocole 5.1, Les agents 1 et 2 peuvent se ga-
rantir respectivement V2(α1) et 12 =
1
2
V1(2α2) ≥ V2(α2).
Exemple 5.1 Soit le matroïde de partitionM = (X,F) (voir page 30) déﬁni par
X =
⋃3
i=1Xi avec X1 = {e1}, X2 = {e2}, X3 = {e3, e4, e5} et F = {F ⊆ X :
|F ∩ X1| ≤ 1, |F ∩ X2| ≤ 1, |F ∩ X3| ≤ 2}. Il y a 2 agents, leurs utilités sont
données dans le tableau 5.1.
X1 X2 X3
e e1 e2 e3 e4 e5
u1(e) 0.4 0.25 0.2 0.15 0.15
u2(e) 0.3 0.2 0.2 0.2 0.3
Tableau 5.1 – Exemple 5.1.
Appliquons Diviser-et-Choisir sur le matroïde M et les agents 1 et 2.
L’agent 1 appliqueGlouton (M,u1,max) aﬁn d’obtenir la base A = {e1, e2, e3, e4}
qui maximise son utilité u1(A1) = OPT1 = 1. Puis, il utilise Allocate (A, {1, 1},
(u1, u1)) (voir l’algorithme 2.1, page 65) pour partitionnerA en deux parts {A1, A2}.
L’agent 1 obtient A1 = {e1} et A2 = {e2, e3, e4} avec u1(Ai) ≥ V2(α1) = 13 , i = 1, 2
car α1 = 0.4 ∈ NI(2, 1) =
]
1
3
, 2
3
[
.
Puis, l’agent 2 complète chaque part Ai par B3−i := Glouton (M/Ai, u2,
max) pour i = 1, 2. Il obtient B1 = {e1} et B2 = {e5, e2, e3}. Il doit choisir une
base parmi A1 ∪B2 et A2 ∪B1. Puisque u2(B2) = 0.7 > u2(B1) = 0.3 alors l’agent
2 choisit forcément de retourner la base A1 ∪ B2 où A1 est la part de l’agent 1
et B2 est la part de l’agent 2. On voit bien que u1(A1) = 0.4 > V2(α1) = 13 et
u2(B2) = 0.7 > 12 > V2(α2) = 1− 2α2 = 0.4 car α2 = 0.3 ∈ I(2, 2) =
[
3
10
, 1
3
]
.
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5.3 Un protocole pour trois agents
Lorsqu’il y a un troisième agent, nous proposons un autre protocole décrit dans
le protocole 5.2. Le pivot doit demander l’avis du troisième agent avant de réaliser
toute action.
Protocole 5.2 : Diviser-Interroger-et-Choisir
Données : un matroïde M = (X,F), les agents 1, 2 et 3.
1 L’agent 1 calcule une base A qu’il partitionne en {A1, A2, A3}.
2 L’agent 2 choisit Ai pour un certain i ∈ {1, 2, 3} et propose à l’agent 3 de donner cette part
à l’agent 1.
3 L’agent 3 accepte : Ai est la contribution de l’agent 1. Appliquer Diviser-et-Choisir sur
M/Ai où l’agent 2 est le diviseur et l’agent 3 est le pivot.
4 L’agent 3 refuse : appliquer Diviser-et-Choisir sur M/Ai où l’agent 1 est le diviseur et
l’agent 2 le pivot. Soit F la contribution des agents 1 and 2. L’agent 3 complète F en
ajoutant sa propre part.
Encore une fois, l’agent 1 est appelé le diviseur et il peut se garantir une
utilité de V3(α1) avec des algorithmes polynomiaux. À l’étape 1 du protocole, il
suﬃt de construire une base A qui maximise u1 avec le Glouton et la diviser
en 3 parts avec Allocate (algorithme 2.1, page 65). Trois sous-ensembles dis-
joints {A1, A2, A3} sont obtenus tels que min{u1(A1), u1(A2), u1(A3)} ≥ V3(α1)
et A1 ∪ A2 ∪ A3 est une base de M. À l’étape 4 de Diviser-Interroger-et-
Choisir, l’agent 1 est le diviseur du matroïde contractéM/Ai et il peut soumettre
{A1, A2, A3} \ {Ai}. Par construction, l’utilité de l’agent 1 est au moins V3(α1).
Concentrons-nous maintenant sur l’agent 2. À l’étape 2 du protocole, on sup-
pose que l’agent 2 choisit i ∈ {1, 2, 3} de sorte que OPT2 (M/Ai) ≥ 23OPT2(M) =
2
3
. En utilisant le théorème 1.7 (page 38), i existe et peut être obtenu en temps
polynomial. À l’étape 3 du protocole, l’agent 2 applique Diviser-et-Choisir
(protocole 5.1, page 126) sur M/Ai en qualité de diviseur. Le paramètre révisé
dans ce matroïde contracté est noté α˜2 et α˜2 ≤ α2OPT2(M/Ai) ≤
3α2
2
par hypothèse.
L’agent 2 peut calculer une base B de M/Ai vériﬁant u2(B) = OPT2 (M/Ai)
avec le Glouton. Il peut utiliser Allocate aﬁn de partitionner B en {B1, B2}
de sorte que min{u2(B1), u2(B2)} ≥ V2(α˜2)OPT2 (M/Ai) ≥ 23V2(α˜2). Soit B1 ou
B2 appartient à la base ﬁnale, donc l’utilité de l’agent 2 est d’au moins 23V2(α˜2). En
utilisant les faits que V2 est décroissante, α˜2 ≤ 3α22 et le point I du Lemme 2.2 (page
66) avec n = 3 et k = 2, on obtient 2
3
V2(α˜2) ≥ 23V2
(
3
2
α2
)
≥ V3(α2) ; donc l’utilité
de l’agent 2 est au moins 2
3
V2
(
3
2
α2
)
≥ V3(α2). À l’étape 4 du protocole, l’agent 2
applique Diviser-et-Choisir (protocole 5.1, page 126) sur M/Ai comme pivot.
Nous savons de l’analyse de Diviser-et-Choisir que l’utilité du pivot est au
moins l’utilité d’une base maximum, divisée par 2. Ainsi, l’utilité de l’agent 2 est
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d’au moins 1
2
OPT2 (M/Ai) ≥ 12
2
3
= 1
3
par hypothèse. En conclusion, l’agent 2 peut
se garantir une utilité de min
{
2
3
V2
(
3
2
α2
)
, 1
3
}
= 2
3
V2
(
3
2
α2
)
en utilisant le point II
du Lemme 2.2 (page 66).
Pour l’agent 3, supposons qu’il accepte de donner Ai à l’agent 1 si et seulement
si OPT3 (M/Ai) ≥ 23 (nous expliquerons plus loin pourquoi dans l’hypothèse 5.1,
page 135). À l’étape 3 du protocole, l’agent 3 applique Diviser-et-Choisir sur
M/Ai comme pivot. L’utilité du pivot est au moins l’utilité d’une base optimale
divisée par 2. Dans ce cas, l’utilité de l’agent 3 est au moins 1
2
OPT3 (M/Ai) ≥
1
2
2
3
= 1
3
= 1
3
V1(3α3) par hypothèse. Notons que 13V1(3α3) ≥ V3(α3) grâce au point I
du Lemme 2.2 (page 66). À l’étape 4 du protocole, l’agent 3 refuse de donner Ai à
l’agent 1, donc OPT3 (M/Ai) < 23 par hypothèse. L’agent 3 doit compléter F , une
base deM/Ai communiquée par les autres agents, avec F3 de sorte que F ∪F3 soit
une base de M. F ∪Ai est une base de M et en utilisant le lemme 3.1 (page 90),
nous savons que OPT3 (M/F ) ≥ OPT3 (M)−OPT3 (M/Ai) ≥ 1− 23 =
1
3
. Ainsi,
l’utilisation du Glouton mène à l’ensemble F3 évalué au moins 13 par l’agent 3.
Proposition 5.2 En utilisant le protocole 5.2, les agents 1, 2 et 3 peuvent se
garantir respectivement V3(α1), 23V2
(
3
2
α2
)
≥ V3(α2) et 13 =
1
3
V1(3α3) ≥ V3(α3).
5.4 Un protocole général pour n ≤ 9 agents
Nous présentons un protocole général pour n ≤ 9 agents dans le protocole 5.3,
qui est une généralisation des protocoles 5.1 et 5.2.
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Protocole 5.3 : Protocole
Données : un matroïde M = (X, F), un ensemble N = {1, . . . , n} de n ∈ {1, 2, ..., 9}
agents, un diviseur i1 ∈ N qui est (si possible) le même que celui du précédent
appel, n parts {A1, · · · , An} fournies par le diviseur i1.
Résultat : une base de M.
1 si n = 1 alors affecter la part A1 à l’agent i1 et retourner A1.
2 choisir un agent i2∈N \{i1} (le pivot), alors i2 renomme les n parts {A1, ..., An} (il produit
une permutation σ de N) telle que ∀k ∈ {1, . . . , n−2}, l’agent i2 accepte de partager le
matroïde M/(∪j≤kAσ(j)) avec n−k−1 autres agents.
3 si n = 2 alors affecter la part Aσ(1) à i1 et retourner Aσ(1)∪Diviser(M/Aσ(1), i2, 1).
4 N0←N et pour k=1, . . . , n−2, soit Nk⊆N \{i1, i2} l’ensemble des agents qui acceptent de
partager le matroïde M/(∪j≤kAσ(j)) avec n−k−1 autres agents.
5 k0 ← min{k ≥ 1 : |Nk| ≥ n− k − 2}.
6 si |Nk0 | ≤ n− k0 − 1 alors
7 si |Nk0 | = n− k0 − 2 alors J0 ← Nk0 ∪ {i1, i2} sinon J0 ← Nk0 ∪ {i2}.
8 BJ0 ← Protocole(M/(∪j≤k0Aσ(j)), J0, i1 si i1 ∈ J0 et i2 sinon,
{Aσ(j), k0 + 1 ≤ j ≤ n} si i1 ∈ J0 et Diviser(M/(∪j≤k0Aσ(j)), i2, n− k0) sinon).
9 retourner BJ0∪ Protocole(M/BJ0, N \ J0, i1 si i1 ∈ N\J0 et i
′
1 ∈ N\J0 sinon,
{Aσ(j), j ≤ k0} si i1 ∈ N \ J0 et Diviser(M/BJ0, i
′
1, k0) sinon).
10 choisir un ensemble J1 de n− k0 agents comme suit : au début J1 = {i2}, puis ajouter de
nouveaux agents de Nk0 ∩Nk0−1, puis ajouter de nouveaux agents de Nk0 ∩Nk0−2, et ainsi de
suite jusqu’à Nk0 ∩N0.
11 BJ1 ← Protocole(M/(∪j≤k0Aσ(j)), J1, i2, Diviser(M/(∪j≤k0Aσ(j)), i2, n− k0)).
12 si ∃p ∈ {1, 2} tel que |Nk0−p \Nk0 | = p ou |Nk0−p \Nk0 | = p− 1 alors
13 p0 ← min{p ∈ {1, 2} : |Nk0−p \Nk0 | = p ou |Nk0−p \Nk0 | = p− 1}.
14 si |Nk0−p0 \Nk0 | = p0 alors J2 ← Nk0−p0 \Nk0 sinon J2 ← Nk0−p0 \Nk0 ∪ {i1}.
15 BJ2 ← Protocole(M/(∪j≤k0−p0Aσ(j) ∪BJ1), J2, i1 si i1 ∈ J2 et i
′
1 ∈ J2 sinon,
{Aσ(j), k0 − p0 + 1 ≤ j ≤ k0} si i1 ∈ J2 et Diviser(M/(∪j≤k0−p0Aσ(j) ∪BJ1), i
′
1, p0)
sinon).
16 retourner BJ1 ∪BJ2∪ Protocole(M/(BJ1 ∪BJ2), N \ (J1 ∪ J2), i1 si
i1 ∈ N \ (J1 ∪ J2) et i′1 ∈ N \ (J1 ∪ J2) sinon, {Aσ(j), 1 ≤ j ≤ k0 − p0} si
i1 ∈ N \ (J1 ∪ J2) et Diviser(M/(BJ1 ∪BJ2), i
′
1, k0 − p0) sinon).
17 sinon si |Nk0−2 \Nk0 | = 0 alors
18 J3 = {i3} ⊂ Nk0−1 \Nk0 et BJ3 ← Diviser(M/(∪j≤k0−1Aσ(j) ∪BJ1), i3, 1).
19 si Nk0−2 ⊂ J1 alors J4 = {i1} sinon J4 = {i4} = Nk0−2 \ J1.
20 si J4 = {i4} alors BJ4 ← Diviser(M/(∪j≤k0−2Aσ(j) ∪BJ1 ∪BJ3), i4, 1) sinon
BJ4 ← Aσ(k0−1).
21 retourner BJ1 ∪BJ3 ∪BJ4∪ Protocole(M/(BJ1 ∪BJ3 ∪BJ4), N \ (J1 ∪ J3 ∪ J4), i1
si i1 ∈ N \ (J1 ∪ J3 ∪ J4) et i′1 ∈ N \ (J1 ∪ J3 ∪ J4) sinon, {Aσ(j), 1 ≤ j ≤ k0 − 2} si
i1 ∈ N \ (J1 ∪ J3 ∪ J4) et Diviser(M/(BJ1 ∪BJ3 ∪BJ4), i
′
1, k0 − 2) sinon).
22 sinon si |Nk0−3 \Nk0 | ≤ 2 alors
23 J5 = {i5, i′5} ⊂ Nk0−2 \Nk0 avec un nombre maximum d’éléments de Nk0−3 \Nk0 .
24 BJ5 ← Protocole(M/(∪j≤k0−2Aσ(j) ∪BJ1), J5, i
′
1 ∈ J5,
Diviser(M/(∪j≤k0−2Aσ(j) ∪BJ1), i
′
1, 2)).
25 si Nk0−3 ⊂ (J1 ∪ J5) alors J6 = {i1} sinon J6 = {i6} = Nk0−3 \ (J1 ∪ J5).
26 si J6 = {i6} alors BJ6 ← Diviser(M/(∪j≤k0−3Aσ(j) ∪BJ1 ∪BJ5), i6, 1) sinon
BJ6 ← Aσ(k0−2).
27 retourner BJ1∪BJ5∪BJ6∪Protocole(M/(BJ1∪BJ5∪BJ6),N \(J1∪J5∪J6), i1 si
i1∈N \(J1∪J5∪J6) et i
′
1 ∈ N \ (J1 ∪ J5 ∪ J6) sinon, {Aσ(j), 1 ≤ j ≤ k0 − 3} si
i1 ∈ N \ (J1 ∪ J5 ∪ J6) et Diviser(M/(BJ1 ∪BJ5 ∪BJ6), i
′
1, k0 − 3) sinon).
28 sinon
29 J7 = {i7, i′7, i
′′
7} = Nk0−3 \Nk0 .
30 BJ7 ←Protocole(M/(∪j≤k0−3Aσ(j)∪BJ1), J7, i
′
1 ∈ J7,
Diviser(M/(∪j≤k0−3Aσ(j)∪BJ1), i
′
1,3)).
31 retourner BJ1 ∪BJ7∪ Protocole(M/(BJ1 ∪BJ7), N \ (J1 ∪ J7), i1,
{Aσ(j), 1 ≤ j ≤ k0 − 4}).
5.4. Un protocole général pour n ≤ 9 agents
L’idée générale du protocole 5.3 est la suivante : un premier agent, appelé le
diviseur et noté i1, trouve une base qu’il partitionne en n parts. Sa tâche est décrite
dans l’algorithme 5.4 appelé Diviser (page 134). Un deuxième agent, appelé le
pivot et noté i2, détermine un ordre (permutation) σ des n parts. Puis le protocole
consiste à faire des appels récursifs sur une partition de l’ensemble des agents en
au moins deux sous-instances appelées début et fin. Le protocole peut également
aﬀecter quelques agents à des sous-instances appelées milieu. Pour la sous-instance
début, le protocole trouve un k ∈ {1, ..., n − 2} tel que le matroïde contracté
des k premières parts σ(1), ..., σ(k) est partagé par n − k agents. Dans les sous-
instances du milieu, le protocole peut aﬀecter au plus 3 agents à une ou deux
sous-instances du milieu. À la fin, le protocole aﬀecte les agents restants à la sous-
instance fin. Cela donne une solution partielle qui est complétée en une base. Des
appels récursifs du protocole permettent d’eﬀectuer un partage sur les compléments
de début, éventuellement les instances du milieu et fin.
Notons que si l’on fait un appel récursif sur un sous-ensemble d’agents S ⊆ N
de sorte que le précédent diviseur i1 est dans S, alors il est inutile de choisir
un autre diviseur. Nous pouvons également garder les parts A1, . . . , An que i1 a
précédemment construit.
Le résultat principal de cette section est le théorème 5.1 que nous prouverons
par la suite.
Théorème 5.1. Si n ≤ 9, alors le protocole 5.3 appliqué à M = (X,F),
N = {1, . . . , n}, un diviseur i1 ∈ N et {A1, ..., An} = Diviser(M, i1, n), retourne
une base B = {B1, ..., Bn} telle que ui(Bi) ≥ Vn(αi) pour tout i ∈ N .
L’idée générale du Protocole 5.3 est décrite à travers une arborescence repré-
sentée dans la ﬁgure 5.1.
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Protocole 5.3
Étape 1
n = 1
Étapes 2-3
n = 2
Étapes 2,4-5
Étapes 6-9
|Nk0 | ≤ n− k0 − 1
Étapes 10-11
∃p ∈ {1, 2} tel que |Nk0−p \ Nk0 | ∈ {p − 1, p}
Étapes 12-16
oui
|Nk0−1\Nk0| ≥ 2
Étapes 17-21
|Nk0−2 \Nk0| = 0
Nk0−3 existe
Étapes 22-27
|Nk0−3 \Nk0| ≤ 2
Étapes 28-31
|Nk0−3\Nk0|≥3
|Nk0−2 \Nk0| ≥ 3
non
|Nk0 | ≥ n− k0
n ≥ 3
Figure 5.1 – Arborescence du Protocole 5.3.
Considérons l’exemple suivant sur l’application du Protocole 5.3.
Exemple 5.2 Soient un matroïde M = (X,F) et un ensemble d’agents N =
{1, ..., 9}. Soient i1 = 1 le diviseur et i2 = 2 le pivot (l’agent qui construit σ) (voir
le niveau 1 sur la ﬁgure 5.2, page 133).
Supposons qu’à l’étape 4 du Protocole 5.3, on obtient N0 = N , N1 = {3, 4},
N2 = {5, 6, 7, 9}, N3 = {7, 8, 9}, N4 = {7, 8} et N5 = {3, 4, 5, 6}. Nous nous
arrêtons à N5 car |Nk| < n− k− 2 pour k = 1, 2, 3, 4 et |N5| ≥ n− 5− 2 = 2, donc
k0 = 5.
Nous passons à l’étape 10 puisque |N5| = 4 > n − 5 − 1 = 3 et on conclut
que J1 = {2, 5, 6, 3}. Alors, à l’étape 11, les agents de J1 appliquent le protocole
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5.3 pour partager le matroïde M/(∪j≤5Aσ(j)) où l’agent 2 est le diviseur et ils
obtiennent BJ1 (voir le niveau 2 sur la ﬁgure 5.2). Nous n’imposons pas que l’agent
2 soit le diviseur, ce dernier doit juste être dans J1.
Maintenant, nous passons à l’étape 22 car |Nk0−3 \ Nk0| = |N2 \ N5| = 2. On
obtient J5 = {7, 9} et à l’étape 24, les agents de J5 appliquent le protocole 5.3
aﬁn de partager le matroïde M/(∪j≤3Aσ(j) ∪ BJ1) où par exemple l’agent 7 est
le diviseur et ils obtiennent BJ5 (voir le niveau 3 sur la ﬁgure 5.2). À l’étape 25,
Nk0−3 = N2 ⊂ (J1 ∪ J5) alors J6 = {1} et la part de l’agent 1 est BJ6 = Aσ(k0−2) =
Aσ(3) grâce à l’étape 26 (voir le niveau 4 sur la ﬁgure 5.2).
À l’étape 27, les agents restants N\(J1∪J5∪J6) = {4, 8} partagent le matroïde
M/(BJ1∪BJ5∪BJ6) et ils obtiennent B\(BJ1∪BJ5∪BJ6) où B est la base résultante
(voir le niveau 5).
Niveau 1 Aσ(1) ... Aσ(k0) ... Aσ(n)
Niveau 2 Aσ(1) Aσ(2) Aσ(3) Aσ(4) Aσ(5) BJ1 J1 = {2, 5, 6, 3}
Niveau 3 Aσ(1) Aσ(2) Aσ(3) BJ5 BJ1 J5 = {7, 9}
Niveau 4 Aσ(1) Aσ(2) BJ6 BJ5 BJ1 J6 = {1}
Niveau 5 B\(BJ1∪BJ5∪BJ6) BJ6 BJ5 BJ1 N\(J1∪J5∪J6)={4,8}
Figure 5.2 – Exemple d’exécution du Protocole 5.3.
Nous prouvons d’abord que le protocole 5.3 est bien déﬁni, c’est-à-dire qu’une
instruction retourner apparaît dans tous les cas.
Lemme 5.1 Si n = |N | ≤ 9 alors le protocole 5.3 est bien défini.
Le preuve du lemme 5.1 est fournie dans l’annexe D.1, page 187.
5.4.1 Le point de vue du diviseur
Supposons que l’agent i1 ∈ N est le diviseur et montrons comment il peut se
garantir une utilité de Vn(αi1).
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Proposition 5.3 En utilisant le protocole 5.3, l’agent i1 (le diviseur) peut se ga-
rantir Vn(αi1) en temps polynomial.
Preuve. Il est demandé au diviseur de produire une base A et de la partitionner
en n parts A1, . . . , An. Le protocole 5.3 est fait de façon à ce que la contribution
de i1 soit l’une de ces parts. En eﬀet, soit une part Aq (selon l’itération, q ∈
{1, σ(1), σ(k0 − 1), σ(k0 − 2)}) est aﬀectée à l’agent i1, soit i1 reste le diviseur
d’une plus petite instance composée d’un matroïde contracté M′ et de k agents
(selon l’itération, k ∈ {n − k0, k0, p0, k0 − p0, k0 − 2, k0 − 3, k0 − 4}). De plus, k
parts Aj1, . . . , Ajk ∈ {A1, . . . , An} sont incluses dans M
′ et ∪kℓ=1Ajℓ est une base
de M′. Par construction du protocole, l’agent i1 continue à proposer ces k parts.
Par induction, l’agent i1 reçoit l’une de ces k parts {Aj1, . . . , Ajk}.
Par ailleurs, il est dans l’intérêt de l’agent i1 de maximiser mini∈N ui1(Ai). Le
théorème 1.6 (page 37) garantit que l’agent i1 peut choisir une base A∗ maximum
pour ui1 car il existe une partition {A
∗
1, . . . , A
∗
n} de A
∗ vériﬁant mini∈N ui1(A
∗
i ) ≥
mini∈N ui1(Ai). La base A
∗ peut être construite en temps polynomial avec leGlou-
ton (algorithme 1.1, page 32) et nous savons que ui1(A
∗) = 1 par l’hypothèse de
normalisation. Soit β l’utilité maximum de l’agent i1 pour un élément de A∗, c’est-
à-dire β = maxe∈A∗ ui1(e). Par construction de A
∗, β = αi1 puisqu’un élément
de poids maximum est toujours choisi en premier par le Glouton. En utilisant
l’algorithme Allocate de Markakis et Psomas (2011) (algorithme 2.1, page 65),
on peut trouver une partition de A∗ vériﬁant mini∈N ui1(A
∗
i ) ≥ Vn(αi1)ui1(A
∗) =
Vn(αi1).
Notons Bi1 ∈ {A
∗
1, ..., A
∗
n} la contribution ﬁnale de l’agent i1. Alors ui1(Bi1) ≥
mini∈N ui1(A
∗
i ) ≥ Vn(αi1). 
En résumé, la façon dont le diviseur peut initialement se garantir Vn(αi1) est
décrite dans l’algorithme 5.4.
Algorithme 5.4 : Diviser
Données : un matroïde pondéré M = (X, F , ui), un agent i ∈ N , un entier n ≥ 1.
1 L’agent i calcule une base A de M maximum pour ui en utilisant le Glouton.
2 Normaliser les utilités des éléments de A, c’est-à-dire ui(e)←
ui(e)
ui(A)
pour tout e ∈ A.
3 L’agent i partitionne A en n parts {A1, ..., An} en utilisant Allocate où les éléments sont
ceux de A et il y a n agents fictifs qui ont tous la même utilité ui.
4 retourner {A1, ..., An}
5.4.2 Les points de vue des non-diviseurs pour n ≥ 3 agents
Dans le protocole 5.3, on demande à chaque non-diviseur i ∈ N\{i1} s’il ac-
cepte de partagerM contracté sur certaines parts fournies par le diviseur. Aﬁn de
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montrer comment un non-diviseur peut obtenir une garantie sur son utilité, nous
faisons l’hypothèse suivante.
Hypothèse 5.1 Étant donné S ⊂ N , un agent i accepte de partager une base de
M/(∪j∈SAσ(j)) avec n− |S| − 1 autres agents si et seulement si
OPTi
(
M/(∪j∈SAσ(j))
)
≥
n− |S|
n
OPTi(M)
Observation 5.1 Si l’agent i refuse de partager une base de M/(∪j∈SAσ(j)) avec
n−|S|−1 autres agents alors il accepte de partager une base de M/(∪j∈N\SAσ(j))
avec |S| − 1 autres agents. En effet, on peut utiliser le lemme 3.1 (page 90) afin
de montrer que OPTi
(
M/(∪j∈N\SAσ(j))
)
≥ |S|
n
OPTi(M).
Le protocole est fait de sorte que n − k agents partagent M dans lequel k
parts du diviseur sont contractées. Une justiﬁcation de l’hypothèse 5.1 est que
chaque non-diviseur fait une estimation de son utilité pour la base résultante.
Cette estimation consiste à s’assurer une utilité de 1
n
dans le cas d’un partage
équitable de la meilleure base (selon le point de vue du non-diviseur) du matroïde
contracté. S’il y a k agents qui veulent partager le même matroïde que soi, alors
l’utilité d’une base de ce matroïde doit être au moins k
n
.
Après avoir trouvé l’ensemble d’agents approprié pour partagerM/(∪j∈SAσ(j)),
le prochain lemme montre que chaque agent de cet ensemble satisfait l’hypothèse
5.1 dans le protocole 5.3.
Lemme 5.2 Si n ≤ 9 alors à chaque appel récursif du Protocole 5.3, un en-
semble I ′ d’agents et un ensemble indépendant BI′ ∈ F sont obtenus tels que
OPTi(M/BI′) ≥
|I′|
n
OPTi(M) pour tout i ∈ I ′ \ {i1}.
La preuve du lemme 5.2 est proposée dans l’annexe D.2, page 188.
5.4.3 Preuve du théorème principal
Nous supposons que B = {B1, . . . , Bn} est la base retournée par le protocole
5.3 où Bi est la contribution de l’agent i ∈ N .
Théorème 5.1 Si n ≤ 9, alors le protocole 5.3 appliqué à M = (X, F), N =
{1, . . . , n}, un diviseur i1 ∈ N et {A1, ..., An} = Diviser(M, i1, n), retourne une
base B = {B1, ..., Bn} telle que ui(Bi) ≥ Vn(αi) pour tout i ∈ N .
Preuve. La preuve est par récurrence sur n. Plus précisément, nous montrons par
récurrence que pour n’importe quel matroïde M et pour n’importe quel ensemble
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N d’au plus 9 agents, on obtient :
ui(Bi) ≥ Vn
(
αi
OPTi(M)
)
OPTi(M) (5.1)
Si n = 1 alors le résultat est vrai car OPTi(M) = 1 par hypothèse.
Supposons que le résultat est vrai pour au plus n− 1 ≤ 8 agents et montrons
que l’inégalité (5.1) est valide pour n agents. Soit i ∈ N et supposons que i 6= i1
car le résultat est vrai pour l’agent i1 grâce à la proposition 5.3 (page 134).
Par construction du protocole, il existe une itération où i ∈ I ′ et le protocole
est appelé pour M′ = M/BI′ = (X ′,F ′) avec I ′ comme ensemble d’agents. En
utilisant le lemme 5.2 (page 135), nous savons que pour tout j ∈ I ′,
OPTj(M′) ≥
|I ′|
n
OPTj(M) =
|I ′|
n
(5.2)
Puisque |I ′| < |N |, l’hypothèse de récurrence fournit en particulier pour j = i :
ui(Bi) ≥ V|I′|
(
α′i
OPTi(M′)
)
OPTi(M′)
où α′i = max
e∈X′
ui(e). Puisque (Vk)k∈[n] est une famille de fonctions décroissantes,
α′i ≤ αi,
α′i
OPTi(M′) ≤
nαi
|I′| et en utilisant (5.2), on conclut que
ui(Bi) ≥
|I ′|
n
V|I′|
(
nαi
|I ′|
)
OPTi(M) (5.3)
En utilisant le point I. du lemme 2.2 page 66, nous savons que |I
′|
n
V|I′|
(
nαi
|I′|
)
≥
Vn(αi). Ainsi, l’inégalité (5.3) donne ui(Bi) ≥ Vn
(
αi
OPTi(M)
)
OPTi(M) puisque
OPTi(M) = 1.
En conclusion, la récurrence est démontrée et le résultat s’ensuit. 
Nous pouvons montrer un résultat plus fort sur l’utilité de la contribution de
chaque agent lorsque n ≤ 9 comme pour les propositions 5.1 (page 127) et 5.2
(page 129) respectivement pour 2 et 3 agents.
Théorème 5.2 Si n ≤ 9, alors il existe une permutation π de {1, . . . , n} telle que
le protocole retourne une base B = {B1, . . . , Bn} avec
∀i ∈ N, ui(Bi) ≥
π(i)
n
Vπ(i)
(
nαi
π(i)
)
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Preuve. Comme pour le théorème 5.1, nous montrons par récurrence sur n ≤ 9
que pour tout matroïde M et pour tout ensemble N d’au plus 9 agents, il existe
une permutation π de {1, . . . , n} où
∀i ∈ N, ui(Bi) ≥
π(i)
n
Vπ(i)
(
nαi
π(i)OPTi(M)
)
OPTi(M) (5.4)
Si n = 1, alors π(1) = 1 et le résultat est vrai car OPT1(M) = 1.
Supposons que le résultat est vrai pour au plus n− 1 ≤ 8 agents et montrons
que l’inégalité (5.4) est valide pour n agents. Étudions la situation où le premier
appel récursif est fait ; il existe une partition de N en :
• J ′ = {i1} et J ′′ = {i2} à l’étape 3,
• J ′ = J0 et J ′′ = N \ J0 à l’étape 9,
• J ′ = J1, J ′′ = J2 et J ′′′ = N \ (J1 ∪ J2) à l’étape 16,
• J ′ = J1, J ′′ = J3, J ′′′ = J4 et J ′′′′ = N \ (J1 ∪ J3 ∪ J4) à l’étape 21,
• J ′ = J1, J ′′ = J5, J ′′′ = J6 et J ′′′′ = N \ (J1 ∪ J5 ∪ J6) à l’étape 27,
• J ′ = J1, J ′′ = J7, et J ′′′ = N \ (J1 ∪ J7) à l’étape 31.
Si durant le processus, une part Ap a été allouée à l’agent i1, alors on pose
π(i1) = n et l’inégalité (5.4) est vériﬁée pour l’agent i1 grâce au théorème 5.1 (page
135). Maintenant, supposons que l’agent i1 n’a pas encore reçu de part. Alors, en
utilisant l’hypothèse de récurrence, il y a deux ou trois ou quatre permutations
π′, π′′, π′′′ et π′′′′ respectivement de {1, . . . , |J ′|}, {1, . . . , |J ′′|}, {1, . . . , |J ′′′|} et
{1, . . . , |J ′′′′|} et deux ou trois ou quatre matroïdes M′, M′′, M′′′ et M′′′′ tels
que l’inégalité (5.4) est valide. Par exemple, pour J ′ cela signiﬁe qu’il existe une
bijection de {1, . . . , |J ′|} dans J ′ telle que
uf(i)(Bf(i)) ≥
π′(i)
|J ′|
Vπ′(i)
(
|J ′|αf(i)
π′(i)OPTf(i)(M′)
)
OPTf(i)(M′), ∀i ∈ {1, . . . , |J ′|}
Nous savons grâce au lemme 5.2 (page 135) que OPTf(i)(M′) ≥
|J ′|
n
OPTf(i)(M).
En l’associant à l’inégalité précédente, et en utilisant la décroissance de Vπ′(i) et
OPTf(i)(M) = 1, on obtient
uf(i)(Bf(i)) ≥
π′(i)
|J ′|
Vπ′(i)
(
|J ′|αf(i)
π′(i)OPTf(i)(M′)
)
OPTf(i)(M′) ≥
π′(i)
n
Vπ′(i)
(
nαf(i)
π′(i)
)
(5.5)
En utilisant le point II. du lemme 2.2 (page 66), nous avons pour tout n ≥ 1,
1
n
V1
(
n
1
αi
)
≥
2
n
V2
(
n
2
αi
)
≥ · · · ≥
n
n
Vn
(
n
n
αi
)
(5.6)
D’où, en utilisant les inégalités (5.5) et (5.6) et en posant par exemple π(i) =
π′(i) pour i ∈ {1, . . . , |J ′|}, π(|J ′| + i) = π′′(i) pour i ∈ {1, . . . , |J ′′|}, π(|J ′| +
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|J ′′| + i) = π′′′(i) pour i ∈ {1, . . . , |J ′′′|} et π(|J ′| + |J ′′|+ |J ′′′|+ i) = π′′′′(i) pour
i ∈ {1, . . . , |J ′′′′|}, on obtient le résultat attendu. 
Les inégalités du théorème 5.2 sont atteintes par le protocole lorsqu’à chaque étape,
k0 = 1 et |Nk0| = n− 2.
Conclusion et perspectives
Le protocole présenté dans ce chapitre est valide pour n ≤ 9 agents. Nous
avons tenté de produire un protocole pour n = 10 agents mais le nombre de cas
à vériﬁer augmente rapidement et nous n’avons pas pu écrire une version concise
du protocole. Cependant, nous conjecturons l’existence d’un tel protocole pour
n’importe quel nombre d’agents n. Il paraît nécessaire de changer la déﬁnition de
J1 dans le protocole 5.3. Par exemple, J1 peut être construit en ajoutant d’abord
i2, puis les éléments de Nk′ ∩Nk0 pour un certain k
′ ∈ {1, ..., k0 − 1} de sorte que
Nk′ \ J1 soit minimum, et ainsi de suite.
À défaut d’avoir un protocole général pour n’importe quel nombre d’agents
n ≥ 2, il serait intéressant de montrer l’existence d’une partition d’une base en n
parts de sorte que l’utilité de chaque agent k pour sa part vaille au moins k
n
Vk(nkαk)
pour tout k ∈ {1, ..., n}.
Notons que nous utilisons dans ce chapitre la fonction Vn pour déﬁnir une nou-
velle garantie. Alors que la fonctionWn (proposée dans le chapitre 4) est supérieure
ou égale à Vn et est garantie pour les matroïdes. Le fait d’utiliser ici Vn au lieu de
Wn est dû à la non-monotonicité deWn alors que nous avons besoin d’une fonction
monotone dans la preuve du théorème 5.1. Cependant, l’agent le moins heureux
qui est le diviseur i1 peut se garantirWn(αi1) en appliquant l’algorithme seuil (al-
gorithme 4.1, page 104) au lieu de l’algorithme Allocate de Markakis et Psomas
(2011) (algorithme 2.1, page 65) pour partitionner sa base en n parts.
Puisqu’il existe maintenant deux diﬀérentes garanties dans le pire cas du pro-
blème de la base d’un matroïde multi-agents : k
n
Vk(nkαk) pour chaque agent k ∈
{1, ..., n} proposée dans ce chapitre, et Wn(αk) pour chaque agent k ∈ {1, ..., n}
proposée dans le chapitre 4, il serait judicieux de comparer ces deux garanties. Ce-
pendant, aucune n’est dominée par l’autre. En eﬀet, n
n
Vn(nnx) = Vn(x) ≤Wn(x) ≤
1
n
= 1
n
V1(n1x) pour tout x ∈ [0, 1] et pour tout n ≥ 2, mais pour k ∈ {2, 3, ..., n−1}
aucune garantie ne domine l’autre comme on peut le voir sur la ﬁgure 5.3 pour
n = 3.
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Chapitre 6
Solutions de compromis pour des
matroïdes pondérés coloriés
Nous étudions une extension du problème traité dans les chapitres 3, 4 et 5
dans le cas de deux agents. L’objectif est de trouver une base commune à deux
agents ayant des utilités de diﬀérents types. L’utilité du premier agent est additive,
tandis que celle du second agent est une fonction sous-modulaire particulière, dite
coloriée pondérée. Nous recherchons des solutions de compromis avec une garantie
dans le pire cas sur l’utilité de chaque agent. Nous proposons des algorithmes
déterministes polynomiaux pour plusieurs variantes du problème qui atteignent
diﬀérentes garanties à rapports constants. Nous prouvons également que certaines
garanties ne peuvent être atteintes.
Ce chapitre a fait l’objet d’un article à paraître dans la revue internationale
Discrete Applied Mathematics (DAM). Une version antérieure apparaît dans les
actes de la conférence internationale «The 20th European Conference on Artiﬁcial
Intelligence (ECAI’12)» (Gourvès et al., 2012).
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Introduction
Ce chapitre traite de l’existence et de l’obtention d’une solution s commune à
deux agents. L’intérêt de l’agent i ∈ {1, 2} pour l’ensemble des solutions possibles
est représenté par une fonction d’utilité ui. Lorsque ces fonctions sont en conﬂit,
il n’existe pas forcément de solution réalisable s, telle que u1(s) et u2(s) soient
toutes les deux proches de l’optimum. Il paraît alors important de trouver un
compromis. Si s∗i représente la solution qui maximise ui(s
∗
i ) alors il est possible
qu’une solution de compromis s vériﬁe u1(s)/u1(s∗1) ≈ 1 et u2(s)/u2(s
∗
2) ≈ 0 (ou
de façon équivalente u1(s)/u1(s∗1) ≈ 0 et u2(s)/u2(s
∗
2) ≈ 1). Ce cas pathologique
indique que s peut ne pas être équitable, c’est-à-dire proche de l’optimum pour un
agent, et très loin de l’optimum pour le second agent.
Pour quelle bornes inférieures de u1(s)/u1(s∗1) et u2(s)/u2(s
∗
2) une solution s
est-elle garantie d’exister ? Quel algorithme peut faire face à des fonctions d’utilité
qui peuvent être de diﬀérentes natures et telles qu’on peut en déduire a priori des
bornes inférieures non triviales sur u1(s)/u1(s∗1) et u2(s)/u2(s
∗
2) ?
Dans ce chapitre, nous recherchons des algorithmes (ǫ1, ǫ2)-approchés, c’est-
à-dire des algorithmes retournant une solution s telle que u1(s)/u1(s∗1) ≥ ǫ1 et
u2(s)/u2(s∗2) ≥ ǫ2 pour toute instance. Cela représente une approximation du
point idéal du problème bi-objectif qui consiste à maximiser les utilités des deux
agents (voir la section 1.2.3, page 21). Les vecteurs (ǫ1, ǫ2) qui sont optimaux
au sens de Pareto sont d’une importance particulière. Il existe plusieurs articles
qui traitent des algorithmes (ǫ1, ǫ2)-approchés, incluant Hansen (1980); Warburton
(1987); Stein et Wein (1997); Marathe et al. (1998); Papadimitriou et Yannakakis
(2000); Vassilvitskii et Yannakakis (2005); Goel et Meyerson (2006); Escoﬃer et al.
(2013).
Nous considérons des problèmes ayant une structure de matroïde où une so-
lution réalisable est une base. Nous supposons que l’utilité du premier agent est
additive et que l’utilité du second agent est plus complexe ; c’est une fonction sous-
modulaire particulière qui modélise des préférences plus élaborées. Cette fonction
sous-modulaire est plus connue dans la littérature sous le nom de fonction pon-
dérée coloriée Hassin et al. (2007). Globalement, chaque élément e du matroïde
a une couleur L(e) parmi un ensemble de couleurs {ℓ1, . . . , ℓp} et chaque cou-
leur ℓ a un gain positif g(ℓ) ≥ 0. Cette fonction pondérée coloriée mesure le
gain global des couleurs utilisées dans la solution. Par exemple, si une solution
{e1, e2, e3} est telle que L(e1) = L(e2) = ℓ1 et L(e3) = ℓ2 avec g(ℓ1) = 2 et
g(ℓ2) = 1, alors son gain (pondéré colorié) est g(ℓ1) + g(ℓ2) = 3 même si la cou-
leur ℓ1 est utilisée deux fois. Cette fonction est également connue sous le nom
de prix chromatique dans Maﬃoli et al. (2007). Elle est utilisée par Hassin et al.
(2007); Maﬃoli et al. (2007) pour plusieurs problèmes de connectivité dans les
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graphes ou les matroïdes. Nous étudions également le cas particulier des couleurs
non pondérées, c’est-à-dire g(ℓ) = 1 pour chaque couleur ℓ. Dans ce cas, l’utilité
du second agent tient compte du nombre de couleurs utilisées dans une solution.
Plusieurs articles traitent de l’optimisation du nombre de couleurs pour les arbres
couvrants, les chemins, les cycles hamiltoniens, les coupes, etc. (Broersma et Li,
1997; Krumke et Wirth, 1998; Brüggemann et al., 2003; Broersma et al., 2005;
Couëtoux et al., 2010; Zhang et al., 2011; Tang et Zhang, 2012).
Un exemple typique des instances couvertes dans ce chapitre est le suivant :
Exemple 6.1 Un touriste souhaite visiter une ville pendant n jours. Il fait appel
à une agence de voyage pour organiser son séjour avec (au plus) une activité par
jour. Il y a m activités disponibles : a1, ..., am. Chaque activité ai a :
— une couleur L(ai) qui caractérise la catégorie de l’activité (par exemple
visiter un monument, assister à un spectacle, manger dans un restaurant
gastronomique, etc.) ; il peut y avoir plusieurs activités de même catégorie.
Les couleurs constituent une partition de l’ensemble des activités ;
— un ensemble de jours D(ai) durant lesquels ai peut être programmée ;
— un poids positif w(ai) indiquant le bénéﬁce de l’agence de voyage lorsque
l’activité est programmée.
Chaque couleur ℓ a un gain positif, appelé g(ℓ), qui représente l’intérêt du touriste
pour toute activité ai telle que L(ai) = ℓ.
Si A représente le sous-ensemble d’activités programmées, alors l’agence de voyage
souhaite maximiser son proﬁt
∑
a∈A w(a). Le point de vue du touriste est diﬀérent
puisqu’il veut maximiser
∑
ℓ∈{L(a): a∈A} g(ℓ). Nous supposons que l’utilité du tou-
riste augmente lorsqu’il participe à une activité d’une nouvelle catégorie (couleur).
Le problème du touriste/agence-de-voyage peut être modélisé par le matroïde
transversal (voir page 29). En eﬀet, soitX = {a1, ..., am} l’ensemble des activités et
Xi ⊆ X le sous-ensemble d’activités disponibles le jour i, i = 1, ..., n. Un ensemble
d’activités T ⊆ X est réalisable s’il existe une application injective Φ : T → [1..n]
qui aﬀecte au plus une activité de Xi par jour i (i = 1, ..., n).
D’autres applications de certains cas particuliers de notre problème sont men-
tionnés par Maﬃoli et al. (2007).
En raison des conﬂits entre les agents sur le choix de la solution de compromis
et de la diﬃculté technique liée au traitement de deux fonctions d’utilité de types
diﬀérents, nous nous orientons vers des procédures de choix séquentiel (picking
sequences) (Bouveret et Lang, 2011). Ces algorithmes opèrent de la façon suivante :
en partant du vide, la solution est construite de manière séquentielle en ajoutant,
à chaque étape, un élément à la solution jusqu’à obtenir une solution réalisable.
Les éléments sont ajoutés par les agents en déﬁnissant, au préalable, l’ordre de
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passage des agents. Par exemple, s’il y a 3 agents, alors la séquence 1132 signiﬁe
que l’agent 1 commencera par ajouter deux éléments successivement, puis l’agent
3 ajoutera un élément et enﬁn ce sera le tour de l’agent 2 d’ajouter un élément.
Il existe plusieurs articles qui traitent des procédures de choix séquenciel pour le
problème classique d’allocation de biens indivisibles dont Bouveret et Lang (2011);
Kalinowski et al. (2013a,b); Bouveret et Lang (2014).
Le contexte du problème étudié dans ce chapitre est présenté dans la section
6.1 : la section 6.1.1 présente le modèle et la section 6.1.2 explique l’approche uti-
lisée et les instances que nous manipulons. Dans la section 6.2, nous proposons un
algorithme (1/2, 1/4)-approché (aussi une (1/3, 1/3)-approximation) appelé alt-
glouton qui simule un processus naturel où deux agents construisent une solution
commune. Ce résultat est une extension du résultat d’Escoﬃer et al. (2013) qui
s’intéressent à construire un arbre couvrant commun (matroïde graphique) à deux
agents ayant des fonctions d’utilité additives. Dans la section 6.3, nous considérons
le sous-cas d’utilités additives correspondant au cas où chaque couleur apparaît
exactement une fois. Nous présentons un algorithme
(
x
x+y
, y
x+y+xy
)
-approché pour
tout x, y ∈ IN (non tous les deux nuls) lorsqu’une solution réalisable contient au
moins p(x + y) éléments, pour un entier p > 0. Cet algorithme généralise alt-
glouton pour des utilités additives. La complexité générale est mentionnée dans
la section 6.4 ainsi qu’un algorithme qui obtient un optimum lexicographique parti-
culier. Dans la section 6.5, nous étudions le cas des couleurs non-pondérées (corres-
pondant à g(ℓi) = 1 pour tout i). Nous montrons les résultats suivants : d’une part,
nous produisons une
(
k−1
k
, 1
k
)
-approximation en temps polynomial pour tout entier
strictement positif k donné en entrée, et d’autre part, nous exhibons quelques ins-
tances sans aucune (α, 1−α)-approximation pour tout α ∈]0, 1[ avec α /∈
{
k−1
k
: k
est un entier positif}. Dans la section 6.5.2, nous étudions le problème d’obtention
d’une base de poids maximum sous la contrainte qu’elle contienne exactement k
couleurs. Nous fournissons quelques propriétés structurelles et un algorithme pour
obtenir une telle base lorsqu’initialement il y a une unique base optimale pour
l’agent 1. Quelques questions ouvertes sont indiquées dans la conclusion.
6.1 Contexte
6.1.1 Le modèle
SoientM = (X,F) un matroïde et {ℓ1, . . . , ℓp} un ensemble de p ≥ 1 couleurs.
Considérons les fonctions suivantes :
— w : X → IR+, où w(x) est le poids de x ∈ X ;
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— L : X → {ℓ1, . . . , ℓp}, où {ℓ1, . . . , ℓp} est l’ensemble des couleurs et L(e) est
la couleur de e ;
— g : {ℓ1, . . . , ℓp} → IR
+, où g(ℓ) est le gain de la couleur ℓ.
Par abus de notation, nous écrivons souvent g(x) au lieu de g(L(x)) pour x ∈ X.
Les couleurs de l’ensemble X ′ ⊆ X forment un ensemble noté L(X ′) et déﬁni par⋃
x∈X′{L(x)}.
Les bases du matroïdeM sont les solutions réalisables du problème. Les utilités
du premier et du second agent sont respectivement w et g. Un ensemble F ∈ F
est évalué par deux fonctions : u1(F ) = w(F ) =
∑
x∈F w(x) et u2(F ) = g(F ) =∑
l∈L(F ) g(l) qui doivent être maximisées. Une instance est alors un quadruplet
〈M, w,L, g〉.
Comme nous l’avons mentionné plus tôt, le Glouton (algorithme 1.1, page
32) trouve une base B1 qui maximise w(B1). Trouver B2 qui maximise g(B2) peut
être fait en temps polynomial en recherchant une solution de coût maximum dans
l’intersection de deux matroïdes (voir page 35). Le premier matroïde M = (X,F)
est le matroïde initial. Le second matroïde M′ = (X,F ′) est un matroïde de par-
tition (voir page 30) déﬁni par les couleurs de X : F ′ = {F ⊆ X : |L(F )| = |F |}.
Chaque élément x ∈ X a un coût déﬁni par g(L(x)). On utilise un algorithme
approprié pour calculer un ensemble indépendant dans F ∩ F ′ de coût maximum
(voir Frank (1981); Korte et Vygen (2008); Schrijver (2003)) puis on le complète
en une base de M si nécessaire. Il n’est pas diﬃcile de voir que la base résul-
tante maximise g. La même approche est proposée par Maﬃoli et al. (2007) pour
maximiser le nombre de couleurs d’une base. Leur résultat est une conséquence du
théorème 6.4 (page 156) que nous montrerons dans la section 6.4 lorsque tous les
éléments de X ont le même poids.
6.1.2 Approximation non triviale
Lorsqu’on se concentre sur l’agent i, on dit qu’un algorithme A est ǫ-approché
si, pour toute instance, A retourne une solution s vériﬁant ui(s)/ui(s∗i ) ≥ ǫ pour
tout i. Ici, s∗i est une solution qui maximise ui(s
∗
i ) et ǫ ∈ [0, 1] est le rapport
d’approximation ou la garantie de performance (Vazirani, 2001).
Évidemment, retourner une solution qui maximise w (resp. g) donne une (1, 0)-
approximation (resp. (0, 1)-approximation). Nous recherchons des réels ǫ1 et ǫ2
strictement positifs de façon à ce que la solution constitue un compromis non
trivial. Les prochains exemples montrent, pour le modèle général considéré dans
ce chapitre (décrit dans la section 6.1.1), qu’il n’existe pas de compromis non
trivial (ǫ1, ǫ2)-approché (avec ǫ1 > 0 et ǫ2 > 0) si on considère toute la classe des
matroïdes.
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Exemple 6.2 Considérons le matroïde (X = {a, b},F = {∅, {a}, {b}}) où w(a) =
1, w(b) = 0, ℓ(a) = l, ℓ(b) = l′, g(l) = 0 et g(l′) = 1. Le rang est 1.
Exemple 6.3 Considérons le matroïde M = (X,F) où X = {a, b, c} et F =
{∅, {a}, {b}, {c}, {a, c}, {b, c}} avec w(a) = 1, w(b) = w(c) = 0, ℓ(a) = ℓ(c) = l,
ℓ(b) = l′, g(l) = 0 et g(l′) = 1.
Dans ces deux exemples, pour tout ensemble indépendant F , min{w(F ), g(F )} = 0
tandis que max
F∈F
{w(F )} = max
F∈F
{g(F )} = 1. Cela signiﬁe que soit ǫ1 = 0, soit ǫ2 = 0
pour toute solution réalisable.
Cependant, si l’on se restreint à des classes particulières de matroïdes qui ne
contiennent pas ces instances conﬂictuelles, nous pouvons trouver des compromis
non triviaux. Par exemple, on peut s’intéresser à la classe des matroïdes coloriés-
simples (voir la déﬁnition 1.17, page 39) qui généralise les matroïdes simples (dé-
ﬁnition 1.14, page 26). Les matroïdes des exemples 6.2 et 6.3 ne sont pas coloriés-
simples. Plus généralement, un matroïde simple est colorié-simple et lorsque chaque
couleur apparaît une fois, ces deux notions coïncident.
Comme nous le montrerons dans la prochaine section, l’exclusion des matroïdes
qui ne sont pas coloriés-simples fait que l’existence d’une approximation non tri-
viale est possible. Nous supposons également que le rang r(M) du matroïde M
est au moins 2.
6.2 Un algorithme général glouton
Nous proposons d’analyser une extension simple du Glouton (algorithme
1.1, page 32) qui construit une solution de compromis. Cette extension, appelée
Alt-Glouton, simule un processus simple et naturel pour la construction d’un
compromis. Alt-Glouton est décrit dans l’algorithme 6.1.
Soit l’agent poids celui qui veut maximiser w(F ) et l’agent couleur celui qui
veut maximiser g(F ). Au début, F = ∅ et les agents ajoutent, de façon alternée,
un élément e à F tel que F + e ∈ F jusqu’à ce que F devienne une base. Si c’est
le tour de l’agent poids, alors ce dernier sélectionne un élément e qui maximise
w(F+e). De manière symétrique, l’agent couleur choisit un élément e qui maximise
g(F +e) durant son tour. Nous supposons que l’agent poids commence en premier.
Théorème 6.1 Alt-Glouton est
(
1
2
, 1
4
)
-approché pour des matroïdes coloriés-
simples.
Preuve. Soit B = {e1, . . . , er} la base retournée par Alt-Glouton. Nous nous
concentrons d’abord sur le rapport d’approximation 1/2 pour l’agent poids. Soit
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Algorithme 6.1 : Alt-Glouton
Données : un matroïde M = (X,F), une fonction poids w : X → IR+, une fonction couleur
L : X → {ℓ1, ..., ℓp}, un fonction gain des couleurs g : {ℓ1, ..., ℓp} → IR
+
Résultat : une base de M
1 F ← ∅
2 R← {e ∈ X : F + e ∈ F}
3 i← 1
4 tant que R 6= ∅ faire
5 si i = 1 alors
6 choisir e ∈ R de poids w maximum
7 sinon
8 si L(R)\L(F ) 6= ∅ alors
9 choisir e ∈ R tel que L(e) /∈ F et g(L(e)) est maximum
10 sinon
11 choisir e ∈ R
12 F ← F + e
13 R← {e ∈ X\F : F + e ∈ F}
14 i← 3− i
15 retourner F
Bw = {ew1 , . . . , e
w
r } une base de M de poids maximum vériﬁant w(e
w
1 ) ≥ w(e
w
2 ) ≥
. . . ≥ w(ewr ). Puisque l’agent poids commence à choisir le premier, alors chaque
élément de la solution B avec un indice impair i est inséré par l’agent poids qui
veut maximiser le poids total.
Soit i ≤ r un entier impair. Notons Bwi = {e
w
1 , . . . , e
w
i } l’ensemble contenant les
i premiers éléments de Bw. Considérons la solution courante F = {e1, ..., ei−1} de
Alt-Glouton juste avant d’insérer ei. En appliquant l’axiome (iii) des matroïdes
(voir la déﬁnition 1.12, page 24) et puisque |Bwi | > |F |, alors il existe un élément
eˆ ∈ Bwi \ F tel que F + eˆ ∈ F . En utilisant w(e
w
1 ) ≥ . . . ≥ w(e
w
i ), on déduit que
w(eˆ) ≥ w(ewi ). Puisque l’agent poids sélectionne l’élément ei qui maximise w(F+ei)
et comme la fonction d’utilité de cet agent est additive, alors w(ei) ≥ w(eˆ) ≥ w(ewi )
pour tout indice impair i ≤ r. En combinant cette inégalité avec toutes les valeurs
de i, on obtient
w(B) = w
(
r
∪
i=1
{ei}
)
≥ w
(
r
∪
i=1, impair
{ei}
)
≥ w
(
r
∪
i=1, impair
{ewi }
)
(6.1)
où la positivité du poids d’un élément est utilisée.
Observons que w(ewj ) ≥
1
2
(
w(ewj ) + w(e
w
j+1)
)
car w(ewj ) ≥ w(e
w
j+1) pour j =
1, ..., r − 1. En utilisant (6.1), on obtient
w(B) ≥ w
(
r
∪
i=1, impair
{ewi }
)
≥
1
2
w
(
r
∪
i=1
{ewi }
)
=
1
2
w(Bw)
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D’où, Alt-Glouton est (1/2, ·)-approché.
Considérons maintenant l’agent couleur qui ajoute un élément à la solution à
chaque étape paire. Soit Bg une base avec un gain g maximum. Soit E l’ensemble
des éléments de Bg dont la couleur n’apparaît pas dans la solution retournée par
Alt-Glouton, c’est-à-dire E = {e ∈ Bg : L(e) /∈ L(B)}. Nous supposons que
les ν = |L(E)| premiers éléments de E ont des couleurs distinctes et qu’ils sont
classés par ordre décroissant du gain : g(eg1) ≥ g(e
g
2) ≥ . . . ≥ g(e
g
ν) où E =
{eg1, . . . , e
g
ν , . . . , e
g
|E|}. E appartient à F car E ⊆ B
g et Bg ∈ F . Notons que
g(E) = g({eg1, . . . , e
g
ν}) =
∑ν
i=1 g(e
g
i ).
Supposons que durant une étape paire de Alt-Glouton, l’agent couleur ne
peut pas ajouter un élément avec une nouvelle couleur à la solution courante F .
Nous savons que F ∈ F car F ⊆ B. Si |F | < |E| alors grâce à l’axiome (iii) des
matroïdes, on peut ajouter un élément avec une nouvelle couleur à F , contradiction.
On déduit que |F | ≥ |E|. Ainsi F a au moins |L(E)| = ν éléments.
Soit i ≤ ν un entier pair. Soit Bgi = {e
g
1, . . . , e
g
i } l’ensemble contenant les i
premiers éléments de Bg tels que eg1, ..., e
g
i ont des couleurs distinctes (ceci est
possible car ν = |L(E)| ≤ |L(Bg)|) et g(eg1) ≥ . . . ≥ g(e
g
i ). Considérons la so-
lution courante F = {e1, ..., ei−1} de Alt-Glouton juste avant d’insérer ei. En
appliquant l’axiome (iii) des matroïdes et puisque |Bgi | > |F |, il existe un élément
e˜ ∈ Bgi \ F tel que F + e˜ ∈ F . En utilisant g(e
g
1) ≥ . . . ≥ g(e
g
i ), nous savons que
g(e˜) ≥ g(egi ). L’agent couleur sélectionne l’élément ei avec une nouvelle couleur et
qui maximise g(F + ei), donc g(ei) ≥ g(e˜) ≥ g(e
g
i ), pour tout indice pair i ≤ ν.
Puisque {e1, ..., eν} ⊆ B, alors
g(B) = g
(
r
∪
i=1
{ei}
)
≥ g
(
ν
∪
i=2, pair
{ei}
)
≥ g
(
ν
∪
i=2,pair
{egi }
)
(6.2)
Les ν premiers éléments de E devant être triés par gain décroissant, nous savons que
g(egj ) ≥
1
2
(g(egj) + g(e
g
j+1)) pour tout j = 1, ..., ν − 1. En utilisant l’inégalité (6.2),
on obtient g(B) ≥ g
(
∪νi=2,pair{e
g
i }
)
≥ 1
2
g (∪νi=2{e
g
i }). Puisque g (∪
ν
i=1{e
g
i }) = g(E),
alors
2g(B) ≥ g(E)− g(eg1) (6.3)
Si L(e1) = L(e
g
1) alors g(B) ≥ g(e
g
1). Sinon, {e1, e
g
1} ∈ F car r(M) ≥ 2 et
M est colorié-simple (voir la déﬁnition 1.17, page 39). De plus, g(e2) ≥ g(e
g
1) en
raison de l’axiome (iii) des matroïdes et l’agent couleur sélectionne un élément qui
maximise g. Finalement, dans les deux cas, on obtient
g(B) ≥ g(eg1) (6.4)
En utilisant les inégalités (6.3) et (6.4), on obtient
3g(B) ≥ g(E) (6.5)
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D’après la déﬁnition de E, L(B) contient les couleurs de L(Bg) \ L(E). Alors
g(B) ≥ g(Bg)− g(E) qu’on ajoute à l’inégalité (6.5) et on obtient 4g(B) ≥ g(Bg).
Ainsi, Alt-Glouton est (·, 1/4)-approché si, durant une étape paire de Alt-
Glouton, l’agent couleur ne peut pas ajouter un élément avec une nouvelle cou-
leur à la solution courante F .
Si l’agent couleur avait été capable d’ajouter un élément avec une nouvelle
couleur à chaque étape paire alors la solution aurait été meilleure de son point
de vue. En eﬀet, renommons les ξ = |L(Bg)| premiers éléments de Bg tels que
L({eg1, . . . , e
g
ξ}) = L(B
g) et g(eg1) ≥ g(e
g
2) ≥ . . . ≥ g(e
g
ξ). Notons que g
(
∪ξi=1{e
g
i }
)
=
g(Bg). En utilisant l’axiome (iii) des matroïdes, on a g(ei) ≥ g(e
g
i ) pour i ≤ ξ et
pair. On déduit que
g(B) ≥ g
(
ξ
∪
i=2, pair
{ei}
)
≥ g
(
ξ
∪
i=2, pair
{egi }
)
(6.6)
Puisque les ξ premiers éléments de Bg sont triés par gain décroissant, alors
2g
(
ξ
∪
i=2, pair
{egi }
)
≥ g
(
ξ
∪
i=1
{egi }
)
− g(eg1) (6.7)
En utilisant (6.6) et (6.7), on obtient 2g(B) ≥ g(Bg) − g(eg1). Puisque l’inégalité
(6.4) est valide, alors 3g(B) ≥ g(Bg) qui est meilleur que 4g(B) ≥ g(Bg). 
Le prochain exemple montre que l’analyse de Alt-Glouton est au plus près
(tight).
Exemple 6.4 Considérons le matroïde graphique du graphe G = (V,E) repré-
senté dans la ﬁgure 6.1.
v1
v2v5
v3v4
(w(e), L(e)), ∀e ∈ E
(0, ℓ1)
(0, ℓ1)
(1, ℓ1)
(1, ℓ2)
(1, ℓ1)
(0
, ℓ
5
)
(0,
ℓ4)
(1, ℓ3)
Figure 6.1 – Instance critique de Alt-Glouton pour des matroïdes coloriés-
simples.
Observons que le matroïde associé à ce graphe est colorié-simple car il ne
contient pas de couple d’arêtes qui ne soit pas une forêt (voir la déﬁnition 1.17,
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page 39). Nous supposons que g(ℓ2) = 0 et g(ℓi) = 1 pour tout i 6= 2. L’arbre
{(v1, v5), (v2, v5), (v3, v4), (v4, v5)} a un poids de 4 alors que l’arbre {(v1, v4), (v2, v3),
(v2, v4), (v2, v5)} utilise les couleurs {ℓ1, ℓ3, ℓ4, ℓ5}, donc son gain est 4. L’algorithme
Alt-Glouton peut retourner l’arbre contenant (v4, v5), (v1, v2), (v1, v5) et (v2, v3)
(les arêtes sont données dans l’ordre de leur ajout dans la solution). Cet arbre a
un poids de 2 et son gain est 1.
Si on applique Alt-Glouton en inversant l’ordre des agents (les étapes paires
sont pour l’agent poids et les étapes impaires sont pour l’agent couleur), alors
on peut montrer que Alt-Glouton est (1/3, 1/3)-approché pour des matroïdes
simples.
Théorème 6.2 En inversant l’ordre de choix des agents, Alt-Glouton est(
1
3
, 1
3
)
-approché pour des matroïdes simples.
Preuve. Nous gardons les mêmes notations que celles du théorème 6.1. Nous nous
concentrons d’abord sur le rapport d’approximation 1/3 pour l’agent couleur.
Supposons que durant une étape impaire de Alt-Glouton, l’agent couleur
ne peut pas ajouter d’élément avec une nouvelle couleur à la solution courante
F . Nous savons que |F | ≥ |E| et F a au moins ν éléments (voir la preuve du
théorème 6.1, page 146). En utilisant l’axiome (iii) des matroïdes, nous savons
que g(ei) ≥ g(e
g
i ) est valide pour chaque i impair compris entre 1 et ν. Il s’ensuit
que
∑ν
i=1, impair g(ei) ≥
∑ν
i=1, impair g(e
g
i ). Les ν premiers éléments de E devant être
triés par gain décroissant, on a
2
ν∑
i=1, impair
g(egi ) ≥
ν∑
i=1
g(egi ) = g(E)
Puisque {e1, ..., eν} ⊆ B, alors
2g(B) ≥ 2
ν∑
i=1, impair
g(ei) ≥ 2
ν∑
i=1, impair
g(ei) ≥
ν∑
i=1
g(egi ) = g(E)
Rappelons que g(B) ≥ g(Bg)−g(E), donc en l’additionnant à la dernière inégalité,
on obtient 3g(B) ≥ g(Bg).
Supposons maintenant que l’agent couleur ajoute un élément avec une nouvelle
couleur durant chaque étape impaire. En utilisant l’axiome (iii) des matroïdes,
g(ei) ≥ g(e
g
i ) pour i ≤ ξ et impair où ξ = |L(B
g)|. Alors g(B) ≥
∑ξ
i=1, impair g(ei) ≥∑ξ
i=1, impair g(e
g
i ). Puisque les ξ premiers éléments de B
g sont triés par gain décrois-
sant, alors 2
∑ξ
i=1, impair g(e
g
i ) ≥
∑ξ
i=1 g(e
g
i ). En combinant ces deux inégalités, on
obtient 2g(B) ≥ g(Bg) qui est meilleur que 3g(B) ≥ g(Bg).
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Considérons maintenant l’agent poids. Chaque élément de B avec un indice
pair est inséré par l’agent poids qui maximise w. Soit i ≤ r un entier pair. En
utilisant les même arguments que dans le théorème 6.1, w(ei) ≥ w(ewi ) pour chaque
i ≤ r pair, donc
∑r
i=1w(ei) ≥
∑r
i=2, pair w(ei) ≥
∑r
i=2, pairw(e
w
i ). On observe que
w(ewi ) ≥
1
2
(
w(ewi ) + w(e
w
i+1)
)
car w(ewi ) ≥ w(e
w
i+1) pour chaque i ≤ r − 1 pair.
Ainsi,
2w(B) = 2
r∑
i=1
w(ei) ≥
r∑
i=2
w(ewi ) = w(B
w)− w(ew1 ) (6.8)
Si w(e1) = w(ew1 ) alors w(B) ≥ w(e
w
1 ), sinon {e1, e
w
1 } ∈ F car le matroïde est
simple (voir la déﬁnition 1.14, page 26). Soit e2 le second élément inséré dans B
(par hypothèse r(M) ≥ 2). Puisque l’agent poids sélectionne e2 aﬁn de maximiser
w({e1, e2}), alors w(e2) ≥ w(ew1 ). Dans les deux cas, w(B) ≥ w(e
w
1 ). En l’addi-
tionnant à l’inégalité (6.8), on obtient ﬁnalement 3w(B) ≥ w(Bw). 
Le résultat précédent est au plus près (tight) comme on peut le voir dans
l’exemple 6.5.
Exemple 6.5 Considérons le matroïde graphique du graphe simple décrit dans la
ﬁgure 6.2.
v1
v2
v3
v4
v5
v6
v7
(L(e), w(e)), ∀e ∈ E
(ℓ 1
, 0
)
(ℓ
1 , 1)
(ℓ 2
, 0
) (ℓ
1 , 0) (ℓ 1
, 0
)
(ℓ
2 , 0)
(ℓ3, 1) (ℓ5, 0)
(ℓ4, 1)
(ℓ6 , 0)
Figure 6.2 – Instance critique de Alt-Glouton pour des matroïdes simples.
Le matroïde associé à un graphe simple est toujours simple car dans un graphe
simple, chaque arête ou couple d’arête est une forêt (voir la déﬁnition 1.14, page
26).
Le gain de chaque couleur est 1. L’arbre Tg = {(v1, v3), (v3, v5), (v2, v4), (v2, v5),
(v5, v6), (v6, v7)} a un gain maximum de 6 et l’arbre Tw = {(v1, v3), (v2, v3), (v2, v4),
(v4, v5), (v5, v6), (v6, v7)} a un poids maximum de 3. Alt-Glouton commence
avec l’agent couleur suivi par l’agent poids. L’algorithme peut prendre les arêtes
dans l’ordre suivant : (v1, v2), (v2, v3), (v3, v4), (v4, v5), (v5, v6) et (v6, v7). Le gain
est donc 2 et le poids est 1.
151
Chapitre 6. Solutions de compromis pour des matroïdes pondérés coloriés
6.3 Utilités additives
Nous supposons dans cette section que chaque élément de X a une couleur
distincte, c’est-à-dire |L(X)| = |X|. L’utilité du second agent consiste alors à
additionner le gain de tous les éléments d’un ensemble indépendant, donc g devient
additive.
Nous retrouvons ici le problème traité dans les chapitres précédents pour deux
agents. Rappelons que ce problème n’admet pas d’approximation à rapport constant
(voir la section 6.1.2, page 145 et l’exemple 2.8, page 57). Pour pallier cette situa-
tion, nous avons proposé dans les chapitres 4 et 5 des approximations dépendant
des paramètres αi, i = 1, ..., n. Dans ce chapitre, nous nous focalisons sur des
classes particulières de matroïdes et nous proposons, pour ces classes, des approxi-
mations à rapports constants.
Nous proposons une généralisation deAlt-Glouton où les éléments de la base
résultante sont choisis en ajoutant, de façon alternée, x éléments qui maximisent
w et y éléments qui maximisent g pour des entiers x, y ≥ 1. Si x = 0 ou y = 0
(non tous les deux nuls), cela revient à appliquer le Glouton (algorithme 1.1,
page 32) respectivement pour (M, g,max) ou (M, w,max). Nous supposons que
r(M) ≥ x+1 car autrement il n’y aurait pas de garantie. Sans perte de généralité,
nous supposons que r(M) = p(x+y) pour un entier p ≥ 1. Si cela n’est pas vériﬁé
(c’est-à-dire si r(M) > p(x+ y)), alors on complète la solution partielle B (B est
ici un ensemble indépendant de p(x + y) éléments) avec un ensemble d’éléments
R de sorte que B ∪ R soit une base. Puisque les utilités sont positives, alors
w(B ∪ R) ≥ w(B) et g(B ∪ R) ≥ g(B). Cet algorithme est appelé alt-glouton
généralisé.
Nous obtenons le résultat suivant en utilisant la notion de matroïde k-simple
(déﬁnition 1.15, page 26).
Théorème 6.3 alt-glouton généralisé est
(
x
x+y
, y
x+y+xy
)
-approché pour tout
matroïde (x + 1)-simple M vérifiant r(M) = p(x + y) pour tous les entiers
p, x, y ≥ 1, et lorsque chaque couleur apparaît au plus une fois.
Preuve. Soit B =
⋃
i=1..pXi ∪ Yi, |Xi| = x, |Yi| = y l’ensemble indépendant re-
tourné par alt-glouton généralisé en respectant l’ordre d’insertion de ces
ensembles dans l’algorithme. Les éléments de Xi maximisent w et ceux de Yi
maximisent g pour i = 1..p. Nous voulons montrer que w(B) ≥ x
x+y
w(Bw) et
g(B) ≥ y
x+y+xy
g(Bg) où Bw et Bg sont des bases maximales respectivement pour
w et g.
Nous nous concentrons d’abord sur le rapport d’approximation x/(x+ y) pour
le poids w. Supposons que les éléments de Bw sont triés par ordre décroissant de w
152
6.3. Utilités additives
et Bw =
⋃
i=1..p (Xwi ∪ Y
w
i ) où |X
w
i | = x et |Y
w
i | = y. Soit i un entier dans {1, ..., p}.
La solution courante juste avant que Xi soit inséré est F =
⋃
j=1..i−1Xj ∪ Yj. Soit
Bwi =
⋃
j=1..i−1
(
Xwj ∪ Y
w
j
)
∪ Xwi . En utilisant la propriété (iii
′) des matroïdes
(voir la déﬁnition 1.12, page 24), et puisque |Bwi | > |F |, on déduit qu’il existe
A ⊆ Bwi \ F avec |A| = |B
w
i | − |F | = x tel que F ∪ A ∈ F . En utilisant w(X
w
1 ) ≥
w(Xw2 ) ≥ . . . ≥ w(X
w
p ), on a w(A) ≥ w(X
w
i ). Puisque l’agent poids sélectionne
l’ensemble Xi de taille x qui maximise w(F ∪ Xi) et comme la fonction d’utilité
de cet agent est additive, alors w(Xi) ≥ w(A) ≥ w(Xwi ) pour tout i ∈ {1, ..., p}.
Ainsi,
w(B) =
p∑
i=1
(w(Xi) + w(Yi)) ≥
p∑
i=1
w(Xi) ≥
p∑
i=1
w(Xwi ) (6.9)
Puisque les éléments de Bw sont triés par ordre décroissant de w, et x, y ≥ 1, alors
yw(Xwi ) ≥ xw(Y
w
i ). En ajoutant xw(X
w
i ) des deux côtés de l’inégalité, on obtient
(x+ y)w(Xwi ) ≥ x (w(X
w
i ) + w(Y
w
i )). L’inégalité (6.9) devient
w(B) ≥
p∑
i=1
w(Xwi ) ≥
x
x+ y
p∑
i=1
(w(Xwi ) + w(Y
w
i )) =
x
x+ y
w(Bw)
D’où, alt-glouton généralisé est ( x
x+y
, ·)-approché.
Considérons maintenant l’agent couleur. Supposons que Bg =
⋃
i=1..pX
g
i ∪Y
g
i où
|Xgi | = x et |Y
g
i | = y et tels que les éléments de B
g sont triés par ordre décroissant
de g. Puisque g est également additive, on obtient (voir plus tôt),
g(B) =
p∑
i=1
(g(Xi) + g(Yi)) ≥
p∑
i=1
g(Yi) ≥
p∑
i=1
g(Y gi ) (6.10)
Puisque les éléments de Bg sont triés par ordre décroissant de g, et x, y ≥ 1, alors
xg(Y gi ) ≥ yg(X
g
i+1) pour i < p. En ajoutant yg(Y
g
i ) des deux côtés de la dernière
inégalité, on obtient (x + y)g(Y gi ) ≥ y (g(Y
g
i ) + g(X
g
i+1)) pour i < p. L’inégalité
(6.10) devient
g(B) ≥
p∑
i=1
g(Y gi ) ≥
y
x+ y
p−1∑
i=1
(g(Y gi ) + g(X
g
i+1)) + g(Y
g
p ) ≥
y
x+ y
(g(Bg)− g(Xg1 ))
car y/(x+ y) < 1. Donc,
x+ y
y
g(B) ≥ g(Bg)− g(Xg1 ) (6.11)
Soit eg1 l’élément de X
g
1 de gain maximum. Puisque Bg est trié par ordre décroissant
de g, on obtient g(Xg1 ) ≤ xg(e
g
1). De (6.11), on a
x+ y
y
g(B) ≥ g(Bg)− xg(eg1) (6.12)
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S’il existe e ∈ X1 tel que g(e) = g(e
g
1) alors g(B) ≥ g(e
g
1), sinon X1 ∪{e
g
1} ∈ F car
le matroïde est (x + 1)-simple (voir la déﬁnition 1.15 page 26). Soit e1 le premier
élément inséré dans B après X1 (par hypothèse, r(M) ≥ x+1). Puisque le second
agent (l’agent couleur) sélectionne e1 dans le but de maximiser g(X1∪{e1}), alors
g(e1) ≥ g(e
g
1). Dans tous les cas, on obtient g(B) ≥ g(e
g
1), donc
xg(B) ≥ xg(eg1) (6.13)
En additionnant (6.12) et (6.13), on obtient x+y+xy
y
g(B) ≥ g(Bg). D’où, alt-
glouton généralisé est
(
x
x+y
, y
x+y+xy
)
-approché. 
Lorsque x = y = 1, cela revient à appliquer alt-glouton pour obtenir une
(1/2, 1/3)-approximation pour des matroïdes simples. Cette approximation est au
plus près (tight) comme on peut le voir dans l’exemple 6.6.
Exemple 6.6 Nous présentons une instance du matroïde graphique déﬁnie sur un
graphe connexe simple G = (V,E) représenté dans la ﬁgure 6.3.
v1 v2
v3v4
(w(e), g(e)), ∀e ∈ E
(1
2
+ 2ǫ, 0)
(ǫ, 0)
(0, 1
3
+ ǫ)
(1
2
+ 3ǫ, 0)
(0
,
1
3
+
3ǫ
)
(0, 1
3 +
2ǫ)
Figure 6.3 – Instance critique de alt-glouton généralisé pour des matroïdes
simples.
Nous avons Bw = {(v1, v2), (v1, v4), (v2, v3)} et Bg = {(v1, v3), (v2, v4), (v3, v4)}
avec w(Bw) = g(Bg) = 1 + 6ǫ où Bw et Bg correspondent à des arbres couvrants
maximums respectivement pour (G,w) et (G, g) (en appliquant le Glouton ou
l’algorithme de Kruskal).
Lorsque x = y = 1, alors alt-glouton généralisé produit l’arbre couvrant
B = {(v1, v4), (v2, v4), (v2, v3)} où w(B) = 1/2 + 4ǫ et g(B) = 1/3 + 3ǫ. Ainsi,
w(B)/w(Bw) → 1/2 et g(B)/g(Bg) → 1/3 lorsque ǫ→ 0. De plus, cette approxi-
mation est la meilleure qu’on puisse avoir car il n’existe pas d’arbre B′ de G tel
que w(B′) ≥ w(B), g(B′) ≥ g(B) et (w(B′), g(B′)) 6= (w(B), g(B)).
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6.4 Complexité générale et une solution particu-
lière
Le théorème 6.1 (page 146) est un résultat constructif sur le fait que chaque
instance coloriée-simple du modèle admet une solution (1/2, 1/4)-approchée. Plus
généralement, étant donnée une instance ((X,F), w,L, g) et deux bornes kw et kg,
quelle est la complexité du problème de décision suivant ?
Π : Existe-t-il F ∈ F tel que w(F ) ≥ kw et g(F ) ≥ kg ?
Π généralise le problème de décision associé à l’arbre couvrant de poids mini-
mum avec une contrainte additionnelle qui est NP-complet (Aggarwal et al., 1982),
voir aussi Ehrgott (1996) pour les matroïdes. En considérant le matroïde graphique
où chaque arête a une couleur distincte, le problème traité dans ce chapitre est
la version maximisation du problème de l’arbre couvrant de poids minimum avec
une contrainte additionnelle.
Bien que Π soit NP-complet en général, le résultat suivant (théorème 6.4, page
156) montre qu’une solution Pareto-optimale lexicographique particulière peut être
obtenue en temps polynomial. Parmi l’ensemble des solutions optimales pour w,
soit F ∗w,g celle qui maximise g. Soit B l’ensemble des bases de M et Bw ⊆ B l’en-
semble des bases qui sont optimales pour w : X → IR+. Alors F ∗w,g consiste à
résoudre maxB∈Bw g(B). En d’autres termes, F
∗
w,g est une base de poids maximum
qui maximise le gain des couleurs utilisées. Par exemple, si le matroïde est gra-
phique dans un graphe connexe pondéré G = (V,E;w), alors nous recherchons un
arbre couvrant T qui maximise
∑
ℓ∈L(T ) g(ℓ) parmi les arbres couvrants de poids
maximum.
Nous observons les faits suivants :
• Si w(e) = 1 pour toute arête e ∈ E et g(ℓ) = 1 pour toute couleur ℓ, alors on
recherche un arbre couvrant avec un nombre maximum de couleurs, c’est-
à-dire trouver maxT∈T |L(T )| où T est l’ensemble des arbres couvrants. Ce
problème est montré polynomial par Broersma et Li (1997). Plus générale-
ment, comme le mentionne Maﬃoli et al. (2007), trouver une base B d’un
matroïde M = (X,F) qui maximise le prix chromatique
∑
ℓ∈L(B) g(ℓ) peut
être facilement réduit à un problème d’intersection de matroïdes. Ainsi,
ce problème est résoluble en temps polynomial et il correspond à trouver
F ∗w,g dans le cas particulier où w(x) = 1 pour tout élément x ∈ X. Nous
proposerons par la suite de résoudre ce problème dans le cas général.
• La complexité d’obtention d’une base d’un matroïde M = (X,F) de poids
minimum qui maximise le prix chromatique (résoudre maxB∈B−w g(B) où B
−
w
est l’ensemble des bases de poids minimum) est polynomialement équivalent
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à trouver F ∗w,g en posant w
′(x) = wmax−w(x), pour tout x ∈ X où wmax =
maxx∈X w(x).
• Par ailleurs, le problème de la base de poids maximum d’un matroïde qui
minimise le prix chromatique, c’est-à-dire minB∈Bw g(B) est plus diﬃcile
(Maﬃoli et al., 2007, problème 3, page 1962). Ce problème est ln r(M)-
approché (Maﬃoli et al., 2007) et cette approximation est au plus près
(tight) et ne peut être améliorée.
Notons que F ∗w,g est une solution Pareto-optimale lexicographique.
Théorème 6.4 F ∗w,g peut être obtenue en temps polynomial.
Proof. Soit Bw ⊆ B l’ensemble des bases maximums pour w dans le matroïde
M = (X,F). La collection Bw vériﬁe la propriété 1.1 page 37. En utilisant le
théorème 1.1 (page 25), on observe que Bw est la collection des bases du matroïde
Mw = (X,Fw) où Fw = {F ⊆ X : ∃B ∈ Bw telle que F ⊆ B}.
Soit M′ = (X,F ′) un matroïde de partition (voir page 30) où F ∈ F ′ si et
seulement si F ⊆ X et |L(F )| = |F |. Nous voulons trouver Fˆ ∈ Fw ∩ F ′ tel que
g(Fˆ ) est maximum. Puisque Mw et M′ sont deux matroïdes déﬁnis sur le même
ensemble d’éléments X, alors l’intersection de Mw et M′ où g est maximisé peut
être résolue en temps polynomial (Frank, 1981). Puis, il suﬃt de compléter Fˆ en
une base Bˆ de façon gloutonne avec des éléments de X triés par poids décroissant
(comme pour l’algorithme Glouton). On conclut que Bˆ = F ∗w,g car g(Bˆ) = g(Fˆ ),
Fˆ maximise g et contient un nombre maximum de couleurs. 
La complexité de l’algorithme qui trouve F ∗w,g dépend de l’algorithme d’inter-
section de deux matroïdes qui est en O(|X3|θ).
Une question ouverte est de connaître la complexité d’obtention de l’autre
solution Pareto-optimale F ∗g,w qui correspond à maxB∈Bg w(B) où Bg est l’ensemble
de toutes les bases maximums pour g. En d’autres termes, F ∗g,w est une base B de
M avec un prix chromatique maximum qui maximise le poids w(B) =
∑
x∈B w(x).
Nous n’avons pas pu résoudre ce problème mais nous donnons quelques éléments
de réponse dans la section 6.5.2 (page 161).
6.5 Cas des couleurs non-pondérées
Dans cette section, nous considérons le cas particulier des couleurs non pon-
dérées, où g(ℓ) = 1 pour chaque couleur ℓ. La déﬁnition g(F ) = |L(F )| est valide
dans ce cas. Donc l’objectif de l’agent couleur est de maximiser le nombre de
couleurs distinctes. Comme mentionné précédemment, trouver une base BL qui
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maximise |L(BL)| peut être obtenu en temps polynomial. Dans ce qui suit, L re-
présente |L(BL)|. Dans cette section, nous ne supposons pas que le matroïde est
colorié-simple.
6.5.1 Un algorithme à 3-phases
Une analyse de Alt-Glouton fournit une
(
1
2
, 1
3
+ 1
r(M)
)
-approximation pour
tout matroïde M = (X,F) dans le cas de couleurs non-pondérées. On note qu’il
est inutile de se restreindre à des matroïdes coloriés-simples. La preuve n’est pas
fournie car elle suit la preuve du théorème 6.1 (page 146) et nous proposons un
autre algorithme, appelé 3-phases, avec de meilleures garanties. En eﬀet, nous
prouvons que 3-phases est
(
k−1
k
, 1
k
)
-approché pour tout entier positif k donné en
entrée. Ainsi, k = 2 fournit une
(
1
2
, 1
2
)
-approximation qui améliore la garantie de
Alt-Glouton.
L’algorithme 3-phases commence avec une solution vide F et l’agent poids
ajoute ⌊k−1
k
L⌋ éléments de façon gloutonne (en maximisant le poids). Puis l’agent
couleur ajoute à F un ensemble d’au plus ⌊L
k
⌋ nouveaux éléments de sorte que le
nombre de nouvelles couleurs (c’est-à-dire les couleurs qui ne sont pas présentes
dans la première phase) soit maximum. Durant la phase ﬁnale, l’agent poids com-
plète F de façon gloutonne en ajoutant des éléments selon leur poids jusqu’à obtenir
une base. Dans ce qui suit, Bj représente les éléments insérés durant la phase j.
Ainsi, 3-phases retourne la base B1 ∪ B2 ∪ B3.
Les premières et troisièmes phases de l’algorithme sont toutes les deux glou-
tonnes et polynomiales. Il n’y a que la deuxième phase de l’algorithme qui n’est pas
gloutonne. Cette phase consiste à trouver un ensemble indépendant de cardinalité
limitée (au plus ⌊L/k⌋ éléments) dans l’intersection de deux matroïdes.
Dans la deuxième phase, le premier matroïde est obtenu comme suit : consi-
dérons la contraction de M par B1 notée M/B1, et la restriction de M/B1 à
X ′ = {x ∈ X : L(x) /∈ L(B1)} (voir page 26). Notons que X ′ ⊆ X \ B1. Alors la
structure M1 = (X ′,F1) où F1 = {F ⊆ X ′ : B1 ∪ F ∈ F} déﬁnit un matroïde
car la contraction et la restriction d’un matroïde est aussi un matroïde (Schrijver,
2003). Ainsi, M1 est le premier matroïde. Le deuxième matroïde M2 = (X ′,F2)
est le matroïde de partition de X ′ induit par les couleurs. En eﬀet, supposons que
L(X) = {ℓ1, . . . , ℓp}. Soit Xi = {x ∈ X : L(x) = ℓi} pour i = 1, ..., p l’ensemble
des éléments de couleur ℓi, alors F2 = {F ⊆ X ′ : ∀i = 1, ..., p, |F ∩Xi| ≤ 1}.
La deuxième phase consiste à trouver un ensemble S de cardinalité maximum
dans F1 ∩ F2 (ceci peut être fait en temps polynomial (Edmonds, 1979)) et si
|S| > ⌊L/k⌋, retenir un sous-ensemble d’uniquement ⌊L/k⌋ éléments de S. En
utilisant l’axiome (ii) des matroïdes (voir la déﬁnition 1.12, page 24), l’ensemble
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résultant est indépendant. Ainsi, la deuxième phase de 3-phases s’exécute en
temps polynomial.
Théorème 6.5 Soit k ≥ 1 un entier positif donné en entrée, alors 3-phases est(
k−1
k
, 1
k
)
-approché pour le cas des couleurs non-pondérées.
Preuve. L’algorithme est clairement (0, 1)-approché lorsque k = 1 car aucun
élément est choisi durant la première phase, et durant la deuxième phase on peut
insérer ⌊L⌋ = L éléments avec des couleurs distinctes.
Maintenant, supposons que k ≥ 2. Soit B = {e1, . . . , er} une base retournée
par 3-phases en respectant l’ordre d’insertion des éléments par l’algorithme.
Nous nous concentrons d’abord sur le rapport d’approximation k−1
k
pour l’agent
poids. Soit Bw = {ew1 , . . . , e
w
r } une base de poids maximum vériﬁant w(e
w
1 ) ≥
w(ew2 ) ≥ . . . ≥ w(e
w
r ). En utilisant l’axiome (iii) des matroïdes, on a w(ei) ≥ w(e
w
i )
pour i = 1, ..., |B1| et |B1| = ⌊k−1k L⌋. En sommant sur i, on obtient
w(B1) ≥
|B1|∑
j=1
w(ewj ) (6.14)
Les éléments de Bw étant triés par poids décroissant, il s’ensuit que
w(ei) ≥ w(ewj ), ∀(i, j) ∈ {1, . . . , |B1|} × {|B1|+ 1, . . . , |B1|+ |B2|} (6.15)
B2 est l’ensemble des éléments ajoutés durant la deuxième phase par l’agent couleur
et |B2| ≤ ⌊L/k⌋. Puisque |B1| = ⌊k−1k L⌋ ≥ (k − 1)⌊
L
k
⌋ ≥ (k − 1)|B2|, alors il est
possible de partager B1 en k − 1 ensembles disjoints B11 , . . . , B
k−1
1 de façon à ce
que chacun contienne au moins |B2| éléments. En utilisant (6.15), on déduit que
w(Bt1) ≥
|B1|+|B2|∑
j=|B1|+1
w(ewj ) pour t = 1, ..., k − 1
En additionnant ces inégalités, on obtient
w(B1) =
k−1∑
t=1
w(Bt1) ≥ (k − 1)
|B1|+|B2|∑
j=|B1|+1
w(ewj )
D’où,
1
k − 1
w(B1) ≥
|B1|+|B2|∑
j=|B1|+1
w(ewj ) (6.16)
En additionnant (6.14) et (6.16), on obtient
k
k − 1
w(B1) ≥
|B1|+|B2|∑
i=1
w(ewi ) (6.17)
158
6.5. Cas des couleurs non-pondérées
Concernant la troisième phase de l’algorithme, l’axiome (iii) des matroïdes im-
plique que
w(ei) ≥ w(ewi ), pour |B1|+ |B2|+ 1 ≤ i ≤ r
En sommant ces inégalités
w(B3) =
r∑
i=|B1|+|B2|+1
w(ei) ≥
r∑
i=|B1|+|B2|+1
w(ewi )
que l’on additionne à (6.17) pour obtenir
k
k − 1
w(B) ≥
k
k − 1
w(B1) +w(B3) ≥
|B1|+|B2|∑
i=1
w(ewi ) +
r∑
i=|B1|+|B2|+1
w(ewi ) = w(B
w)
D’où, 3-phases est (k−1
k
, ·)-approché.
Considérons maintenant l’agent couleur et soit BL une base deM avec L cou-
leurs (nombre maximum). Soit EL un sous-ensemble de BL contenant un élément
par couleur dans BL, c’est-à-dire |EL| = |L(EL)| = |L(BL)| = L. La deuxième
phase de l’algorithme consiste à ajouter à B1, au plus ⌊L/k⌋ éléments avec des
couleurs qui n’apparaissent pas dans L(B1). Soit E = {e ∈ EL : L(e) /∈ L(B1)}.
Notons t le nombre de couleurs que B1 et EL partagent. On a |L(B1)| ≥ t et
|E| = L− t.
Supposons que |E| ≤ |B1|. On obtient L − t = |E| ≤ |B1| = ⌊k−1k L⌋. Alors
t ≥ L− ⌊k−1
k
L⌋ ≥ L− k−1
k
L = L
k
. En utilisant |L(B1)| ≥ t, on observe que B1, et
a fortiori B, contiennent au moins L/k couleurs.
Supposons maintenant que |E| > |B1|. Au moins |E|−|B1| = (L−t)−⌊k−1k L⌋ =
⌈L/k⌉ − t éléments avec de nouvelles couleurs sont ajoutés durant la deuxième
phase. En eﬀet, d’une part en utilisant l’axiome (iii′) (déﬁnition 1.12, page 24), il
existe A ⊆ E \ B1 avec |A| = |E| − |B1| tel que A ∪ B1 ∈ F (c’est-à-dire, A est
un ensemble indépendant de M1 = (X ′,F1) où X ′ = {x ∈ X : L(x) /∈ L(B1)}
et F1 = {F ⊆ X ′ : B1 ∪ F ∈ F}). D’autre part, A est un ensemble indépendant
du matroïde de partition M2 = (X ′,F2) (où X ′ est partitionné en {X1, ..., Xp}
tel que Xi = {x ∈ X : L(x) = ℓi} pour i = 1, ..., p et F2 = {F ⊆ X ′ : ∀i =
1, ..., p, |F ∩Xi| ≤ 1}) car |L(A)| = |A|.
Ainsi, A est une solution réalisable de l’intersection des matroïdes M1 et M2.
Donc |L(B2)| ≥ |L(A)|. Puisque |L(B1)| ≥ t, alors au moins |L(B1 ∪ B2)| =
|L(B1)| + |L(B2)| ≥ |L(B1)| + |L(A)| = ⌈L/k⌉ ≥ L/k couleurs apparaissent à la
ﬁn de la deuxième phase. Les éléments ajoutés durant la dernière phase ne peuvent
qu’augmenter le nombre de couleurs. Dans tous les cas, l’algorithme 3-phases est
(·, 1/k)-approché.
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En conclusion, 3-phases est (k−1
k
, 1
k
)-approché. 
Le prochain lemme montre que les garanties de 3-phases sont Pareto-optimales.
Lemme 6.1 Soient α, β ∈]0, 1[. Il existe des instances sans (α, β)-approximation
pour le cas des couleurs non-pondérées dans les circonstances suivantes :
(a) α + β ≥ 1 et α 6= k−1
k
pour tout entier strictement positif k ;
(b) α > 0 et β > 1/2.
Preuve. Nous prouvons le lemme sur des instances du matroïde graphique mais
le résultat est valable pour des matroïdes généraux. Soient α > 0 et β > 0.
(a) Supposons que α + β ≥ 1 et α 6= k−1
k
pour tout entier positif k. Il existe un
unique entier L ≥ 2 tel que L−2
L−1 < α <
L−1
L
. Donc αL > L(L−2)
L−1 et (1 − α)L > 1.
Considérons le multigraphe GL, instance du matroïde graphique avec des couleurs
non-pondérées, donné dans la ﬁgure 6.4.
v0 v1 v2 vLvL−1
(0, ℓ1) (0, ℓ2)
(
L
L−1 , ℓ1
)
(0, ℓL)
(
L
L−1 , ℓ1
)
Figure 6.4 – Le multigraphe GL.
Le point idéal de GL est xL = (L, L) en considérant les arbres déﬁnis par l’arête
(v0, v1) et les arêtes du bas pour le poids, et les arêtes du haut pour les couleurs.
Par contradiction, supposons que T est un arbre couvrant de GL avec un poids
w(T ) ≥ αL > L(L−2)
L−1 et un nombre de couleurs |L(T )| ≥ (1−α)L > 1. Si T contient
au moins L− 1 arêtes de poids L/(L− 1), alors T contient une couleur ℓ1. Ainsi,
1 = |L(T )| ≥ (1 − α)L > 1, contradiction. D’où, T contient au plus L − 2 arêtes
de poids L/(L − 1) et donc L(L − 2)/(L− 1) ≥ w(T ) ≥ αL > L(L− 2)/(L− 1),
contradiction.
(b) Supposons que α > 0 et β > 1/2. Considérons le multigraphe G2 représenté
dans la ﬁgure 6.5.
Le multigrapheG2 admet deux diﬀérents arbres couvrants T1 = {(v0, v1), (v1, v2)
haut} et T2 = {(v0, v1), (v1, v2) bas} avec des utilités respectives de (0, 2) et (2, 1).
Donc le point idéal est (2, 2).
Il n’existe pas de solution réalisable avec un poids strictement positif et de
sorte que le nombre de couleurs soit supérieur à 2β > 2 ∗ 1/2 = 1. 
Le point (b) du Lemme 6.1 montre que β = 1/2 est ce que l’on peut espérer de
mieux dès lors qu’il y a une approximation non triviale pour le poids.
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v0 v1 v2
(0, ℓ1) (0, ℓ2)
(2, ℓ1)
Figure 6.5 – Le multigraphe G2.
6.5.2 Base de poids maximum avec un nombre exact de
couleurs
Dans cette section, nous nous intéressons au cas des couleurs non-pondérées.
Chaque élément du matroïde M = (X,F) a une couleur avec un gain g(ℓ) = 1
pour tout ℓ. Nous considérons le cas où le nombre de couleurs n’est pas ﬁxé et
nous voulons trouver une base qui maximise le poids w et qui contient exactement
k couleurs où k ≥ 1 est un entier ﬁxé.
Un problème connexe a été étudié par Gabow et Tarjan (1984). Ce problème
consiste à trouver une base de poids minimum qui contient exactement q éléments
rouges, c’est-à-dire résoudre min{w(B) : B ∈ B et B a q éléments rouges} lors-
qu’il y a uniquement deux couleurs, rouge ou vert. Les auteurs présentent un al-
gorithme général eﬃcace pour trouver une telle base. L’algorithme est polynomial
sous l’hypothèse que la complexité de l’oracle d’indépendance est polynomial. Ils
proposent également d’améliorer la complexité en temps pour diﬀérents matroïdes
spéciﬁques (matroïdes graphique, transversal, couplage et partition).
Dans cette section, nous supposons qu’il y a une unique base de poids maxi-
mum, c’est-à-dire |Bw| = 1. Notons que l’on peut décider quand |Bw| est égal à 1
et résoudre maxB∈Bw |L(B)| en temps polynomial (voir le théorème 6.4, page 156).
L’hypothèse |Bw| = 1 peut toujours être satisfaite en perturbant à ǫ > 0 près les
poids des éléments. Dans ce cas, le problème est (1 + ǫ)-approché.
En utilisant les notations précédentes, Bw = {F ∗w,g} puisque F
∗
w,g est une base
de Bw avec un nombre maximum de couleurs distinctes. Nous nous intéressons à
trouver une base de poids maximum parmi les bases qui utilisent exactement k
couleurs : max{w(B) : B ∈ B et |L(B)| = k}.
Considérons les notations suivantes : soit F∗w,k l’ensemble des bases B qui sont
maximums pour w sous la contrainte |L(B)| = k et F ∗g,w est une base de Bg de
poids maximum (voir la section 6.4, page 155). Soit k∗1 = |L(F
∗
w,g)|, k
∗
2 = |L(F
∗
g,w)|
et J = {k∗1, . . . , k
∗
2}. Évidemment, k
∗
1 ≤ k
∗
2 et chaque solution Pareto-optimale
est dans
⋃
k∈J F
∗
w,k. Soit N l’ensemble des éléments ayant une couleur qui n’est
pas présente dans L(F ∗w,g) et soit C l’ensemble des éléments restants, c’est-à-dire
N = {x ∈ Bk : L(x) /∈ L(F ∗w,g)} et C = {x ∈ Bk : L(x) ∈ L(F
∗
w,g)}. Nous allons
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prouver que si on décompose une base Bk ∈ F∗w,k en C∪N , alors toutes les couleurs
de F ∗w,g sont présentes dans Bk, chaque nouvelle couleur apparaît exactement une
fois et Bk contient exactement k couleurs.
Théorème 6.6 Pour tout k ∈ J et pour tout Bk = N ∪ C ∈ F∗w,k où N = {x ∈
Bk : L(x) /∈ L(F ∗w,g)} et C = {x ∈ Bk : L(x) ∈ L(F
∗
w,g)}, les propriétés suivantes
sont valides :
1. L(C) = L(F ∗w,g).
2. |N | = |L(N)|.
3. |L(Bk)| = k.
Preuve. Soit k ∈ J et Bk = N ∪ C ∈ F∗w,k.
1. Par contradiction, supposons que L(C) 6= L(F ∗w,g). Alors par hypothèse, F
∗
w,g 6=
Bk et même L(F ∗w,g) \ L(Bk) 6= ∅. Soit x ∈ F
∗
w,g avec L(x) /∈ L(Bk). En particu-
lier, x /∈ Bk. En utilisant la propriété d’échange d’un élément (voir le théorème
1.3 page 27), nous savons qu’il existe y ∈ Bk \ F ∗w,g tel que F
′ = F ∗w,g − x + y
et B′ = Bk − y + x sont dans B. Puisque F ∗w,g ∈ Bw, alors w(x) ≥ w(y) et donc
w(B′) ≥ w(Bk). Par ailleurs, puisque L(x) /∈ L(Bk), alors |L(B′)| ≥ |L(Bk)| ≥ k.
Ainsi, B′ ∈ F∗w,k, donc w(x) = w(y) car Bk ∈ F
∗
w,k (d’où, w(Bk) = w(B
′)). On
déduit que w(F ′) = w(F ∗w,g) où F
′ 6= F ∗w,g. Contradiction avec l’hypothèse initiale
que |Bw| = 1. D’où, L(C) = L(F ∗w,g).
2. La preuve est similaire. Par contradiction, supposons que l’égalité n’est pas véri-
ﬁée. Donc une couleur ℓ ∈ L(N) apparaît au moins deux fois dans Bk. Soit y ∈ N
avec L(y) = ℓ. Puisque L(y) /∈ L(F ∗w,g), alors y /∈ F
∗
w,g. Ainsi, en utilisant le théo-
rème 1.3 (page 27), nous savons qu’il existe x ∈ F ∗w,g \Bk tel que F
′ = F ∗w,g−x+ y
et B′ = Bk − y + x sont dans B. D’où, w(x) ≥ w(y) car F ∗w,g ∈ Bw. Par ailleurs,
|L(B′)| ≥ |L(Bk)| ≥ k car la couleur ℓ apparaît deux fois dans Bk. Ainsi, B′ ∈ F∗w,k
et alors w(x) = w(y). Une fois de plus, on obtient une contradiction avec l’hypo-
thèse initiale |Bw| = 1.
3. Supposons que |L(Bk)| > k. En particulier, on déduit que k > k∗1 car initia-
lement, |Bw| = 1 ; d’où, Bk 6= F ∗w,g. En utilisant les deux propriétés précédentes,
on sait que Bk = N ∪ C avec L(C) = L(F ∗w,g) et |N | = |L(N)|. Comme pré-
cédemment, soit y ∈ N avec L(y) = ℓ et y /∈ F ∗w,g. Il existe x ∈ F
∗
w,g \ Bk tel
que F ′ = F ∗w,g − x + y et B
′ = Bk − y + x sont dans B. Ainsi, w(x) ≥ w(y) et
|L(B′)| ≥ |L(Bk)|−1 ≥ k car |L(Bk)| > k. En conclusion, B′ ∈ F∗w,k, w(x) = w(y)
et on obtient la même contradiction que précédemment. 
Remarque 6.1 Lorsque |Bw| > 1, le théorème 6.6 peut être révisé comme suit :
pour tout k ∈ J , il existe Bk = N ∪ C ∈ F∗w,k et B ∈ Bw tels que L(C) = L(B),
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|N | = |L(N)| et |L(B)| = k en considérant une base Bk ∈ F∗w,k qui a un nombre
maximum d’éléments en commun avec une base B de Bw.
En utilisant le théorème 6.6, on peut penser que l’algorithme suivant trouve
une base Bk = N ∪C de F∗w,k pour un entier k ≥ k
∗
1 : au début considérer l’unique
base F ∗w,g, supprimer un ensemble A de k
′ = |N | = k−k∗1 éléments de F
∗
w,g de sorte
que L(F ∗w,g) = L(F
∗
w,g\A) et ajouter k
′ nouvelles couleurs. Malheureusement, cette
procédure n’est pas valable car il existe des instances où C n’est pas forcément un
sous-ensemble de F ∗w,g comme montré dans l’exemple 6.7.
Exemple 6.7 Considérons le matroïde graphique colorié où G = (V,E) est un
graphe connexe de 5 sommets décrits dans la ﬁgure 6.6.
v5
v1
v2
v3
v4
e1 e′1
e2
e′2e3e′3
e4
Figure 6.6 – Exemple 6.7.
E = {e1, . . . , e4} ∪ {e′1, e
′
2, e
′
3} avec w(ei) = 2 pour i = 1, . . . , 4 et w(e
′
i) = 1
pour i = 1, . . . , 3. Finalement, L(e1) = L(e4) = ℓ1, L(e2) = L(e′1) = ℓ2, L(e3) =
L(e′2) = ℓ3 et L(e
′
3) = ℓ4 ; donc, nous avons 4 couleurs {ℓ1, . . . , ℓ4}. On obtient
F∗w,3 = {F
∗
w,g} = {{e1, . . . , e4}} qui utilise 3 couleurs {ℓ1, ℓ2, ℓ3}, et a un poids
total de 8, tandis que F∗w,4 = {{e
′
1, e
′
2, e
′
3, e4}} utilise les 4 couleurs et a un poids
total de 5.
Nous concluons cette section en proposant l’algorithme Exact (voir l’algo-
rithme 6.2) qui détermine une base de F∗w,k lorsque |Bw| = 1.
En utilisant le théorème 6.6, on déduit que l’algorithme Exact retourne une
base de poids maximum parmi les bases contenant exactement k couleurs. Notons
que cet algorithme ne s’exécute pas en temps polynomial.
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Algorithme 6.2 : Exact
Données : un matroïde M = (X, F), une fonction poids w : X → IR+, une fonction
couleur L : X → {ℓ1, . . . , ℓp} et un entier k
Résultat : une base de F∗w,k
1 décider si |Bw| = 1 et trouver F
∗
w,g
2 C ← L(F ∗w,g)
3 si k < k∗1 = |C| alors
4 retourner F ∗w,g
5 Bk ← ∅
6 pour tout sous-ensemble C ∪N ∈ F avec N ⊆ X \ F ∗w,g, |N | = k− k
∗
1 et |C| = k
∗
1 faire
7 si |N | = |L(N)| et L(C) = C alors
8 soit M′ = (X ′, F ′) le matroïde où X ′ = {x ∈ X \ (C ∪N) : L(x) ∈ C} et F ′ ∈ F ′
si et seulement si F ′ ∪ (C ∪N) ∈ F
9 B′C∪N ← Glouton (M
′, w) (B′C∪N est une base de poids maximum de M
′)
10 si w(B′C∪N ) + w(C ∪N) > w(Bk) alors
11 Bk ← B′C∪N ∪ C ∪N
12 retourner Bk
Conclusion et perspectives
Pour le problème général, nous avons proposé un algorithme polynomial (1
2
, 1
4
)-
approché du point idéal pour des matroïdes coloriés-simples. Une (1
3
, 1
3
)-approxima-
tion existe pour des matroïdes simples en inversant l’ordre de passage des agents
dans l’algorithme. Une question importante consiste à améliorer ces approxima-
tions. Nous conjecturons l’existence d’une (1/2, 1/3)-approximation et qu’elle est
Pareto-optimale, c’est-à-dire qu’il existe des instances sans (α, β)-approximation
telle que α ≥ 1/2 et β ≥ 1/3 avec au moins une inégalité stricte.
Pour le cas des couleurs non pondérées, nous avons proposé des algorithmes
déterministes polynomiaux qui construisent plusieurs compromis et nous avons
prouvé que certains compromis ne peuvent être obtenus. Notons que le résultat
de complexité de la section 6.4 n’est pas valide pour le cas des couleurs non pon-
dérées, donc sa complexité exacte est un problème ouvert. Une première étape
dans cette direction serait de considérer le problème ouvert de la construction de
F ∗g,w (une solution Pareto-optimale de poids maximum parmi les solutions de gain
maximum).
Une autre perspective est de considérer des classes plus générales de fonctions
objectifs. Supposons que les deux fonctions d’utilité soient de type « gain des cou-
leurs » de sorte que les couleurs de la première fonction d’utilité soient indépen-
dantes de celles de la deuxième. Alors une révision appropriée de l’algorithme Alt-
Glouton fournit une
(
1
3
, 1
4
)
-approximation pour des matroïdes coloriés-simples.
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Cependant, nous pensons que cette approximation n’est pas Pareto-optimale et
nous conjecturons l’existence d’une (1
3
, 1
3
)-approximation.
Si la première fonction d’utilité est « gain des couleurs » et la seconde est
« nombre des couleurs », nous pouvons déduire une
(
1
3
, 1
3
+ 1
r(M)
)
-approximation
avec la version révisée de Alt-Glouton. Une question intéressante est la possibi-
lité de modiﬁer les phases 1 et 3 de 3-phases dans le but de fournir de meilleures
garanties.
Cependant, si la première fonction d’utilité est « nombre des couleurs » et la
seconde est « gain des couleurs », nous ne pensons pas pouvoir améliorer la (1
3
, 1
4
)-
approximation avec des algorithmes de choix séquentiels (picking sequences).
Dans tous les cas, il est préférable que l’agent couleur choisisse ses éléments
après l’agent poids dans les procédures de choix séquentiel car cela permet à l’agent
couleur de se garantir une couleur supplémentaire. En eﬀet, si l’agent poids choisit
un élément en premier, alors on peut compter une première couleur. Puis, l’agent
couleur tentera toujours d’ajouter des éléments de nouvelles couleurs par rapport
à ce qu’a pris l’agent poids.
Finalement, il serait intéressant d’étudier le problème avec des fonctions d’uti-
lité sous-modulaires générales.
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Conclusion
Nous nous sommes intéressés dans cette thèse à la problématique de la déci-
sion collective. Il s’agit de déterminer une solution de compromis parmi plusieurs
alternatives, qui sont soumises à de multiples points de vue. Les problèmes consi-
dérés sont de nature combinatoire, ils se modélisent à l’aide d’un matroïde où une
solution réalisable est une base du matroïde. Les points de vues s’expriment sous
forme de fonctions d’utilité à maximiser. La solution déterminée doit être un com-
promis pour les membres de la collectivité et doit satisfaire, au mieux, les attentes
de chacun.
L’objectif est de trouver une base d’un matroïde évaluée par plusieurs agents
au moyen de fonctions d’utilité additives. Cette base représente la solution de
compromis que l’on partage sur les agents de façon équitable.
Une caractéristique importante d’une solution de compromis est son équité par
rapport à tous les membres de la collectivité. À cette ﬁn, nous nous sommes inspirés
des concepts d’équité utilisés dans le problème classique d’allocation de ressources
pour déterminer un partage équitable de la solution de compromis sur les agents.
Une première étape était d’adapter les notions d’équité classiques au problème de
la base d’un matroïde multi-agents. Cela a constitué les travaux du chapitre 3 pour
l’équitabilité, l’absence de jalousie (que nous avons introduit), la proportionnalité
et l’absence d’envie. Il est bien connu, pour ces notions d’équité, qu’il n’existe pas
toujours d’allocation de biens indivisibles qui les satisfasse, ou encore déterminer
l’existence d’une telle allocation est NP-complet. Ces constats négatifs sont de
fait valables pour le problème de la base d’un matroïde multi-agents. Nous avons
proposé de relaxer ces notions d’équité aﬁn de garantir l’existence d’une base
qui satisfait le critère d’équité relaxé. Nous avons proposé le concept de solution
proche de l’équité, qui signiﬁe satisfaire l’équité à un élément près. Cela a permis de
garantir l’existence d’une solution proche de l’équité et de sa construction en temps
polynomial pour l’absence de jalousie, la proportionnalité et l’absence d’envie (pour
deux agents).
Par la suite, nous nous sommes intéressés à fournir une solution de compromis
avec une garantie, dans le pire cas, sur l’utilité de chaque agent. D’un point de vue
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multi-objectif, ce problème consiste à trouver une solution réalisable qui approche
le point idéal du problème avec une garantie de performance.
Nous nous sommes d’abord intéressés au cas général de n ≥ 2 agents avec des
utilités additives (problème de la base d’un matroïde multi-agents). Il s’avère que
ce problème n’admet pas d’approximation à rapports constants, même pour deux
agents. Comme alternative, nous avons proposé des approximations dépendant du
paramètre αi, représentant l’utilité maximum de l’agent i pour un élément du ma-
troïde. Nous avons proposé un algorithme déterministe polynomial centralisé pour
tout n ≥ 1 et un autre décentralisé pour n ≤ 9 agents qui construisent une base
d’un matroïde avec une borne inférieure sur l’utilité de chaque agent. L’idée sous-
jacente est qu’une solution issue d’un protocole décentralisé est plus facilement ac-
ceptée par l’ensemble des agents. Ceux-ci prenant part plus activement à la création
de la solution ﬁnale. L’algorithme centralisé est (Wn(αi))i=1,...,n-approché et l’algo-
rithme décentralisé est ( i
n
Vi(ni αi))i=1,...,n-approché. Nous nous sommes intéressés
à l’application de ce problème au problème classique d’allocation de biens indivi-
sibles. Les garanties de nos algorithmes améliorent la garantie connue pour le pro-
blème d’allocation de biens indivisibles qui est une (Vn(αi))i=1,...,n-approximation.
En eﬀet, Wn(αi) ≥ Vn(αi) pour tout αi ∈ [0, 1] (voir la propriété 4.1, page 103).
De plus, nous savons grâce au Lemme 2.2 (page 66) que i
n
Vi(ni αi) ≥ Vn(αi) pour
i = 1, ..., n − 1 et αi ∈ [0, 1]. Nous avons également proposé une borne supé-
rieure sur l’utilité de l’agent le plus défavorisé. Ces bornes inférieure et supérieure
coïncident pour certaines valeurs de αi ∈ [0, 1].
Notons, contre toute attente, que la fonction Wn est non-monotone. La borne
supérieure W n(α) sur l’utilité de l’agent le plus défavorisé (voir la section 4.4, page
114) vient conﬁrmer la non-monotonie de cette garantie. L’idée est que de façon
générale, plus αi est petit, meilleur est le partage. Ceci est capturé par la fonction
Vn. Cependant, lorsque l’on regarde le problème plus en détails, la fonction n’est pas
monotone, ce qui est le cas deWn. Ceci peut s’expliquer par l’aspect indivisible des
éléments où certaines valeurs de αi permettent d’atteindre de meilleures garanties.
Par exemple, pour n = 2 agents, si α1 = α2 = 0.5 alors chaque agent peut
avoir W2(α1) = W2(α2) = 0.5 alors que si α1 = α2 = 0.4, il existe des instances
où les agents ne peuvent avoir tous les deux plus de W2(α1) = W2(α2) = 0.4
(voir les instances proposées dans la section 4.4, page 114). On peut noter que bon
nombre de problèmes discrets sont le sujet d’anomalies comme en ordonnancement
(Graham, 1969) et en transport (paradoxes de Pigou (1924); Braess (1968); Fisk
(1979)).
Dans l’optique de généraliser l’additivité des fonctions d’utilité, nous nous
sommes intéressés à un autre problème déﬁni sur un matroïde qui est évalué
par deux agents avec diﬀérentes fonctions d’utilité. La première fonction d’uti-
lité est additive et la seconde est une fonction sous-modulaire particulière re-
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présentée par des couleurs. Cette fonction est appelée coloration pondérée (the
chromatic price). Nous montrons qu’il est possible d’obtenir une solution Pareto-
optimale lexicographique du problème en temps polynomial (théorème 6.4, page
156). Il s’agit de la base de coût des couleurs maximum parmi celles de poids
maximum. Si on s’intéresse à la classe générale des matroïdes, ce problème n’ad-
met pas d’approximation à rapports constants. Cependant, si on considère des
classes particulières de matroïdes, alors nous pouvons obtenir des garanties inté-
ressantes en utilisant des algorithmes de choix séquentiel. Nous avons proposé un
premier algorithme polynomial
(
1
2
, 1
4
)
-approché du point idéal pour des matroïdes
colorié-simples. En inversant l’ordre des agents dans l’algorithme, nous obtenons
une
(
1
3
, 1
3
)
-approximation pour des matroïdes simples qui est incomparable à la
garantie initiale. Lorsque chaque couleur apparaît au plus une fois sur les éléments
du matroïde, la fonction coloration pondérée devient additive. Dans ce cas et pour
des matroïdes (x + 1)-simples, le problème est
(
x
x+y
, y
x+y+xy
)
-approché du point
idéal pour tout x, y ≥ 1. Lorsque toutes les couleurs ont le même coût, nous pro-
posons un algorithme
(
k−1
k
, 1
k
)
-approché pour tout k ≥ 1 donné en entrée. Nous
avons également pu observer que certains rapports d’approximation ne peuvent
être obtenus du fait de la non-existence de solutions dans certaines instances.
Perspectives
L’objectif de cette thèse était, d’une part de généraliser, et d’autre part d’amé-
liorer certains résultats obtenus pour le problème classique d’allocation de biens
indivisibles, à une structure plus générale déﬁnie par un matroïde. Aﬁn d’élargir
le champ d’application des approches et des techniques utilisées, de nombreuses
perspectives de recherche se dégagent de ce travail.
1. Amélioration des résultats obtenus
Les résultats d’approximation présentés dans cette thèse ne sont pas tous prou-
vés comme étant les meilleurs possibles. Par exemple, la garantie (Wn(αi))i∈N pour
le problème de la base multi-agents avec des fonctions d’utilité additives, ou encore
le problème bi-objectif avec des utilités hétérogènes (étudié dans le chapitre 6) qui
est (1
2
, 1
4
)-approché (nous conjecturons qu’une (1
2
, 1
3
)-approximation existe). Une
perspective serait, soit d’améliorer ces garanties, soit d’exhiber des instances pour
lesquelles il n’est pas possible d’améliorer la garantie proposée.
Par ailleurs, il serait intéressant de généraliser pour tout n ≥ 2 les protocoles
décentralisés proposés dans les chapitres 2 (pour trouver une solution proche de
l’absence d’envie) et 5 (pour trouver une garantie dans le pire cas sur l’utilité de
chaque agent).
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2. Généralisation de la structure du problème
Rappelons que le problème générique d’allocation de ressources est déﬁni sur
un ensemble d’éléments R et une collectionR ⊆ 2R d’allocations admissibles. Nous
avons traité dans cette thèse le cas où R contient tous les ensembles indépendants
d’un matroïde. De plus, dans la majorité des cas, nous avons supposé que les
utilités des agents sont additives. Une autre perspective serait d’aller plus loin
dans la généralisation de ce problème selon les pistes suivantes :
Généraliser la collection des allocations admissibles
Bien que les matroïdes soient connus pour modéliser plusieurs problèmes de
nature combinatoire, on peut pousser la généralisation de la collection R au delà
des matroïdes et l’enrichir par l’une des structures suivantes :
• Problème d’intersection de matroïdes : déﬁnissons n matroïdes pondérés
M1 = (R,F1, u1), ..., Mn = (R,Fn, un) et considérons le problème qui
consiste à trouver un ensemble indépendant F ∈ F1 ∩ ... ∩ Fn, c’est-à-dire
que la collection R est déﬁnie par R = {F ⊆ R : F ∈ F1∩ ...∩Fn}. Notons
que le calcul d’un ensemble indépendant de poids maximum commun à
n = 2 matroïdes est polynomial, tandis que pour n ≥ 3, il est NP-diﬃcile.
• Les systèmes d’indépendance vériﬁent uniquement les axiomes (i) et (ii) de
la déﬁnition 1.12 des matroïdes (page 24). Ce système d’ensembles permet
également de généraliser les problèmes du stable de poids maximum, du
plus court chemin, du voyageur de commerce, du sac à dos, de l’arbre de
Steiner, etc. (Korte et Vygen, 2008).
• Les greedoïdes vériﬁent uniquement les axiomes (i) et (iii) de la déﬁnition
1.12 des matroïdes (page 24). Les greedoïdes généralisent aussi le problème
de la couverture des sommets d’un graphe (Korte et Vygen, 2008).
• Les polymatroïdes sont des polytopes déﬁnis par P (f) = {x ∈ (IR+)X :
x ≥ 0,
∑
i∈F xi ≤ f(F ), ∀F ⊆ X} où X est un ensemble ﬁni d’éléments et
f : 2X → IR+ est une fonction sous-modulaire. Un matroïdeM = (X,F) est
un cas particulier où f correspond à la fonction rang r du matroïdeM (voir
le théorème 1.2, page 26). L’intersection de deux matroïdes M1 = (X,F1)
et M2 = (X,F2) peut également être généralisée par un polymatroïde en
posant f(F ) = r1(F )+ r2(X \F ) pour tout F ⊆ X où ri est le rang deMi,
i = 1, 2. D’autres exemples de polymatroïdes sont proposés par Schrijver
(2003).
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Généraliser l’additivité des fonctions d’utilité des agents
Par exemple, considérer des fonctions d’utilité k-additives dont la déﬁnition
suivante est inspirée des travaux de Grabisch (1997). Une fonction d’utilité u est
dite k-additive 1 pour un certain k ∈ {1, ..., |R|} si et seulement s’il existe un
ensemble de coeﬃcients {αFi : F ⊆ R} tels que α
F
i = 0 lorsque |F | > k, et
pour tout R′ ⊆ R, u(R′) =
∑
F⊆R′ αF (Chevaleyre et al., 2008). Cela signiﬁe que
l’utilité de l’ensemble R′ est la somme des utilités marginales attribuées à des
sous-ensembles F de R′ de taille au plus k. L’additivité est le cas particulier où
k = 1. Chevaleyre et al. (2008); Nguyen et al. (2013) traitent le problème classique
d’allocation de biens indivisibles avec des fonctions d’utilité k-additives.
Il est également possible de généraliser les fonctions d’utilité additives par
des fonctions d’utilité sous-additives déﬁnies comme suit. Une fonction d’utilité
u : 2R → IR est sous-additive si pour tout F1, F2 ⊆ R, u(F1)+u(F2) ≥ u(F1 ∪F2).
Ces fonctions d’utilité sont étudiées par Dobzinski et al. (2005); Chekuri et al.
(2010) pour le problème classique d’allocation de biens indivisibles.
On peut également considérer des fonctions d’utilité sous-modulaires, c’est-à-
dire, u(F1) + u(F2) ≥ u(F1 ∪ F2) + u(F1 ∩ F2) pour tout F1, F2 ⊆ R. La sous-
modularité permet également de généraliser les fonctions d’utilité pondérées co-
loriées. La sous-modularité est abordée notamment dans Lehmann et al. (2001);
Golovin (2005); Vondrák (2008); Goemans et al. (2009); Chekuri et al. (2010) pour
le problème classique d’allocation de biens indivisibles. Nous avons commencé à
étudier un type particulier de fonction d’utilité sous-modulaire déﬁni par des cou-
leurs pour le cas de deux agents (chapitre 6). L’idée serait de généraliser le pro-
blème, d’une part, avec un matroïde évalué par cette fonction d’utilité pour n ≥ 2
et d’autre part, par des fonctions d’utilité sous-modulaires générales.
Un récapitulatif de tous les résultats obtenus selon ces diﬀérentes fonctions
d’utilités pour le problème classique d’allocation de biens indivisibles est proposé
par Nguyen et al. (2013).
Dans certains SMA, il peut être diﬃcile pour les agents d’éliciter des préfé-
rences numériques sur les éléments (ou biens indivisibles). Dans ce cas, il serait
intéressant de considérer des utilités ordinales plutôt que cardinales sur les élé-
ments ou des portions de la ressource. Il existe quelques travaux qui traitent du
problème classique d’allocation de biens indivisibles avec des utilités ordinales
1. Formellement, la k-additivité est définie en utilisant l’inversion de Möbius. L’inversion de
Möbius associé à une fonction d’ensembles u : 2R → IR est une fonction m : 2R → IR définie par
m(R′) =
∑
F⊆R′(−1)
|R′\F |u(F ) pour tout R′ ⊆ R. Ainsi, u est k-additive (k ∈ {1, ..., |R|}) si
son inversion de Möbius est nul pour tout E ⊆ R tel que |E| > k, et il existe un sous-ensemble
F ⊆ R avec |F | = k et dont l’inversion de Möbius est non nul Grabisch (1997).
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(Herreiner et Puppe, 2002; Brams et al., 2003; Bouveret et al., 2010; Aziz et al.,
2014; Baumeister et al., 2014).
3. Équité de la solution de compromis
Nous avons pu constater le nombre important de variantes du problème clas-
sique d’allocation de biens indivisibles selon le sens prêté à l’équité, en déﬁnissant
plusieurs notions de bien-être social comme celles exposées dans la section 2.2
(page 54). Il serait intéressant d’appliquer d’autres critères d’équité, comme le cri-
tère égalitariste, la juste part max-min, l’opérateur OWA, etc. pour partager une
base d’un matroïde sur plusieurs agents.
Nous avons également constaté que pour la plupart des notions d’équité déﬁnies
dans la section 2.2 pour le problème classique d’allocation de biens indivisibles, il
n’existe pas toujours une allocation qui satisfasse ce critère, ou encore déterminer
l’existence d’une telle allocation est un problème NP-complet. Ces constats néga-
tifs sont de fait valables pour toute généralisation de la collection R d’allocations
admissibles. Une perspective serait de relâcher les déﬁnitions de l’équité aﬁn de
garantir l’existence d’allocations qui satisfont le critère d’équité relâché et de ré-
duire la complexité de calcul de telles solutions. Une première idée avait été de
considérer des solutions qui satisfont un critère d’équité à un élément près dans le
chapitre 3. Il serait intéressant de proposer d’autres relaxations de l’équité.
En outre, nous avons supposé dans cette thèse que chaque agent a une vue
globale sur les autres agents, c’est-à-dire que chaque agent a accès aux mêmes
informations par rapport à tous les autres agents. Une situation intéressante serait
de supposer que les agents ont une vision locale et non globale, c’est-à-dire que les
agents ne peuvent interagir qu’avec certains (leurs voisins). L’idée consiste à créer
un graphe orienté où les sommets sont les agents et il existe un arc qui va d’un
sommet a vers un sommet b si l’agent a peut interagir avec l’agent b. Il s’agirait
alors de résoudre les problèmes d’allocation de ressources en tenant compte de
la structure du graphe des interactions possibles entre les agents. Si le graphe
est complet alors tous les agents peuvent interagir les uns avec les autres, qui est
l’hypothèse que nous avons fait dans cette thèse. Cette problématique a été étudiée
par Chevaleyre et al. (2007c) qui déﬁnissent un graphe non orienté où les arêtes
représentent la possibilité que deux agents négocient (échange de ressources) en cas
d’envie. Ils proposent une topologie de négociation pour éliminer l’envie. Ce type
de modèles peut avoir des applications dans les réseaux sociaux en s’intéressant
aux interactions d’un agent avec ses voisins.
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Annexe A
Preuve du lemme 2.2
Lemme 2.2. (page 66) Étant donnés deux entiers n, k tels que n ≥ 2 et n >
k ≥ 1, et un réel x ∈ I(n, p) ∪NI(n, p) où p ≥ 1 est un entier, alors
I. k
n
Vk
(
n
k
x
)
≥ Vn(x) + Zn,k(x) ≥ Vn(x) ;
II. k
n
Vk
(
n
k
x
)
≥ k+1
n
Vk+1( nk+1x).
Preuve. Pour le point I., si x ∈
[
1
n−1 , 1
]
, alors k
n
Vk
(
n
k
x
)
≥ Vn(x) + Zn,k(x) = 0.
Sinon, soit x ∈ I(n, p) ∪NI(n, p) pour des entiers n ≥ 2 et p ≥ 1.
1. Si x ∈ I(n, p) =
[
p+1
p((p+1)n−1) ,
1
pn−1
]
alors Vn(x) = 1 − p(n − 1)x. Ainsi,
n
k
x ∈ n
k
I(n, p) =
[
n(p+1)
kp((p+1)n−1) ,
n
k(pn−1)
]
. Le but est de situer les valeurs de
n
k
x dans les intervalles NI(k, p) et I(k, p) comme dans la déﬁnition 2.3 (page
63). On distingue deux cas :
(a) Si p ≥ k
n−k alors il en résulte l’axe suivant et en dessous, les extrémités
des intervalles n
k
I(n, p) et NI(k, p).
1
(p+1)k−1
n(p+1)
kp((p+1)n−1)
n
k(pn−1)
p+1
p((p+1)k−1)
Intervalle n
k
I(n, p)
Intervalle NI(k, p)
En eﬀet,
• 1
(p+1)k−1 ≤
n(p+1)
kp((p+1)n−1) si et seulement si p ≥
−n(k−1)
kn−n+k qui est toujours
vrai car n > k ≥ 1, n ≥ 2 et p ≥ 1.
• n(p+1)
kp((p+1)n−1) ≤
n
k(pn−1) si et seulement si 1 ≥ 0.
• n
k(pn−1) ≤
p+1
p((p+1)k−1) si et seulement si p ≥
k
n−k qui est vrai par
hypothèse.
Puisque n
k
x ∈ n
k
I(n, p) ⊂ NI(k, p) =
]
1
(p+1)k−1 ,
p+1
p((p+1)k−1)
[
, alors
k
n
Vk
(
n
k
x
)
= k
n
p
(p+1)k−1 ≥ Vn(x)+Zn,k(x) = 1−p(n−1)x+
(n−k)p2x
n(p+1)((p+1)k−1)
si et seulement si x ≥ p+1
p((p+1)n−1) qui est vrai.
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(b) Si p < k
n−k alors il en résulte l’axe suivant et en dessous, les extrémités
des intervalles n
k
I(n, p), NI(k, p) et I(k, p).
1
(p+1)k−1
n(p+1)
kp((p+1)n−1)
p+1
p((p+1)k−1)
n
k(pn−1)
1
pk−1
Intervalle NI(k, p) Intervalle I(k, p)
Intervalle n
k
I(n, p)
• 1
(p+1)k−1 ≤
n(p+1)
kp((p+1)n−1) si et seulement si p ≥
−n(k−1)
kn−n+k qui est toujours
vrai car n > k ≥ 1, n ≥ 2 et p ≥ 1.
• n(p+1)
kp((p+1)n−1) <
p+1
p((p+1)k−1) si et seulement si n > k qui est vrai.
• p+1
p((p+1)k−1) <
n
k(pn−1) si et seulement si p <
k
n−k qui est vrai par
hypothèse.
• n
k(pn−1) <
1
pk−1 si et seulement si n > k.
i. Si n
k
x ∈
[
n(p+1)
kp((p+1)n−1) ,
p+1
p((p+1)k−1)
[
⊂ NI(k, p) =
]
1
(p+1)k−1 ,
p+1
p((p+1)k−1)
[
alors k
n
Vk
(
n
k
x
)
= k
n
p
(p+1)k−1 ≥ Vn(x) + Zn,k(x) = 1 − p(n − 1)x +
(n−k)p2x
n(p+1)((p+1)k−1) si et seulement si x ≥
p+1
p((p+1)n−1) qui est vrai.
ii. Si n
k
x ∈
[
p+1
p((p+1)k−1) ,
n
k(pn−1)
]
⊂ I(k, p) =
[
p+1
p((p+1)k−1) ,
1
pk−1
]
alors
k
n
Vk
(
n
k
x
)
= k
n
(1− p(k − 1)n
k
x) ≥ Vn(x) + Zn,k(x) = 1− p(n− 1)x+
(n−k)p2x
n(p+1)((p+1)k−1) si et seulement si x ≥
(p+1)((p+1)k−1)
p(nkp2+(2nk−n−1)p+n(k−1)) qui est
vrai car x ≥ k(p+1)
np((p+1)k−1) ≥
(p+1)((p+1)k−1)
p(nkp2+(2nk−n−1)p+n(k−1)) si et seulement si
p ≥ −n(k−1)
k(n−1) qui est vrai car n ≥ 2 et 1 ≤ k < n.
2. Si x ∈ NI(n, p) =
]
1
(p+1)n−1 ,
p+1
p((p+1)n−1)
[
alors Vn(x) =
p
(p+1)n−1 .
Ainsi, n
k
x ∈ n
k
NI(n, p) =
]
n
k((p+1)n−1) ,
n(p+1)
kp((p+1)n−1)
[
. Nous voulons situer les
valeurs de n
k
x. On distingue deux cas :
(a) Si p ≥ 2k−n
n−k alors nous avons l’axe suivant et en dessous, les extrémités
des intervalles n
k
NI(n, p), NI(k, p + 1), I(k, p+ 1) et NI(k, p).
NI(k, p+ 1) I(k, p+ 1) NI(k, p)
n
k
NI(n, p)
1
(p+2)k−1
n
k((p+1)n−1)
p+2
(p+1)((p+2)k−1)
1
(p+1)k−1
n(p+1)
kp((p+1)n−1)
p+1
p((p+1)k−1)
• 1
(p+2)k−1 ≤
n
k((p+1)n−1) si et seulement si nk − n + k ≥ 0 qui est vrai
puisque n > k ≥ 1.
• n
k((p+1)n−1) ≤
p+2
(p+1)((p+2)k−1) si et seulement si p ≥
2k−n
n−k qui est vrai
par hypothèse.
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• p+2
(p+1)((p+2)k−1) ≤
1
(p+1)k−1 si et seulement si 1 ≥ 0.
• 1
(p+1)k−1 ≤
n(p+1)
kp((p+1)n−1) si et seulement si p ≥
−n(k−1)
nk−n+k , cela est vrai
puisque n > k ≥ 1.
• n(p+1)
kp((p+1)n−1) <
p+1
p((p+1)k−1) si et seulement si n > k qui est vrai par
hypothèse.
i. Si n
k
x ∈
]
n
k((p+1)n−1) ,
p+2
(p+1)((p+2)k−1)
[
⊂ NI(k, p + 1) =
]
1
(p+2)k−1 ,
p+2
(p+1)((p+2)k−1)
[
alors k
n
Vk
(
n
k
x
)
= k
n
p+1
(p+2)k−1 ≥ Vn(x) + Zn,k(x) =
p
(p+1)n−1 +
(n−k)p2x
n(p+1)((p+1)k−1) si et seulement si
x ≤ (p+1)((p+1)k−1)((n−k)p+k(n−1))
p2(n−k)((p+1)n−1)((p+2)k−1) . Cependant, x <
p+1
p((p+1)n−1) ≤
(p+1)((p+1)k−1)((n−k)p+k(n−1))
p2(n−k)((p+1)n−1)((p+2)k−1) si et seulement si p ≥
−(n−1)
n
qui est vrai
car n ≥ 2.
ii. Si n
k
x ∈
[
p+2
(p+1)((p+2)k−1) ,
1
(p+1)k−1
]
⊂ I(k, p + 1) =
[
p+2
(p+1)((p+2)k−1) ,
1
(p+1)k−1
]
alors k
n
Vk
(
n
k
x
)
= k
n
(1− (p + 1)(k − 1)n
k
x) ≥ Vn(x) + xa où
a = n(p+1)((p+1)k−1)
(n−k)p2 i.e. Zn,k(x) = x/a. Alors,
k
n
(1−(p+1)(k−1)n
k
x) ≥
p
(p+1)n−1+
x
a
si et seulement si x ≤ a(n(k−1)p+k(n−1))
n((p+1)n−1)(a(p+1)(k−1)+1) . l’inégalité
x ≤ k
n((p+1)k−1) ≤
a(n(k−1)p+k(n−1))
n((p+1)n−1)(a(p+1)(k−1)+1) est vériﬁée si et seulement
si a ≥ k((p+1)n−1)
(n−k)p et a =
n(p+1)((p+1)k−1)
(n−k)p2 ≥
k((p+1)n−1)
(n−k)p si et seulement
si p ≥ −n(k−1)
nk−n+k qui est toujours vrai car n > k ≥ 1.
iii. Si n
k
x ∈
]
1
(p+1)k−1 ,
n(p+1)
kp((p+1)n−1)
[
⊂ NI(k, p) =
]
1
(p+1)k−1 ,
p+1
p((p+1)k−1)
[
alors k
n
Vk
(
n
k
x
)
= k
n
p
(p+1)k−1 > Vn(x) + Zn,k(x) =
p
(p+1)n−1 +
(n−k)p2x
n(p+1)((p+1)k−1) si et seulement si x <
p+1
p((p+1)n−1) qui est vrai.
(b) Si p < 2k−n
n−k alors nous avons l’axe suivant et en dessous, les extrémités
des intervalles n
k
NI(n, p), I(k, p+ 1) et NI(k, p).
p+2
(p+1)((p+2)k−1)
n
k((p+1)n−1)
1
(p+1)k−1
n(p+1)
kp((p+1)n−1)
p+1
p((p+1)k−1)
I(k, p+ 1) NI(k, p)
n
k
NI(n, p)
• p+2
(p+1)((p+2)k−1) <
n
k((p+1)n−1) si et seulement si p <
2k−n
n−k qui est vrai
par hypothèse.
• n
k((p+1)n−1) <
1
(p+1)k−1 si et seulement si n > k qui est toujours vrai.
• 1
(p+1)k−1 ≤
n(p+1)
kp((p+1)n−1) si et seulement si p ≥
−n(k−1)
nk−n+k qui est vrai car
n > k ≥ 1.
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• n(p+1)
kp((p+1)n−1) <
p+1
p((p+1)k−1) si et seulement si n > k qui est vrai par
hypothèse.
i. Si n
k
x ∈
]
n
k((p+1)n−1) ,
1
(p+1)k−1
]
⊂ I(k, p + 1) alors c’est le même cas
que 2(a)ii.
ii. Si n
k
x ∈
]
1
(p+1)k−1 ,
n(p+1)
kp((p+1)n−1)
[
⊂ NI(k, p) alors c’est le même cas
que 2(a)iii.
Le point II. est équivalent à montrer que k
k+1
Vk
(
n
k
x
)
≥ Vk+1( nk+1x). Soit y =
n
k+1
x,
alors n
k
x = k+1
k
y. Ainsi, en appliquant le point I. du Lemme 2.2 pour la variable y
avec n = k+1, on obtient k
k+1
Vk
(
k+1
k
y
)
≥ Vk+1(y). En remplaçant y par sa valeur,
on obtient le résultat attendu. 
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Annexe B
Preuves des propriétés 4.1, 4.2 et 4.3
B.1 Preuve de la propriété 4.1
Propriété 4.1. (page 103) Étant donnés des entiers n ≥ 2 et p ≥ 1, alors pour
tout x ∈ [0, 1],
Vn(x) ≤ Wn(x) ≤
1
n
Preuve. En se basant sur les diﬀérentes valeurs de x ∈ [0, 1] :
• Si x ∈ I(n,0) =
[
1
n−1 , 1
]
alors Wn(x) = Vn(x) = 0 ≤ 1/n pour tout n ≥ 2.
• Si x ∈ I1(n,p) =
[
p+1
p((p+1)n−1) ,
1
np−1
[
pour des entiers n ≥ 2 et p ≥ 1 alors
Wn(x) = 1− p(n− 1)x = Vn(x). De plus, Wn(x) = 1− p(n− 1)x ≤ 1/n si
et seulement si x ≥ 1
np
. Par hypothèse, x ≥ p+1
p((p+1)n−1) ≥
1
np
qui est vrai.
• Si x ∈ I2(n,p) =
[
p2
np3−p2+p+n−2 ,
p+1
p((p+1)n−1)
[
pour des entiers n ≥ 2 et p ≥ 1
alors Wn(x) =
p(1−px)
(n−1)p+n−2 ≥ Wn
(
p+1
p((p+1)n−1)
)
= Vn(x) car Wn est stric-
tement décroissante sur I2(n,p). De plus, Wn(x) =
p(1−px)
(n−1)p+n−2 ≤ 1/n si et
seulement si x ≥ p−n+2
np2
. Par hypothèse, x ≥ p
2
np3−p2+p+n−2 ≥
p−n+2
np2
si et
seulement si (n − 1)2p3 − (n − 1)p2 + (n − 2)2 ≥ 0. En fait, (n − 1)2p3 −
(n− 1)p2+ (n− 2)2 ≥ (n− 1)2p3− (n− 1)p2 = (n− 1)p2((n− 1)p− 1) ≥ 0
car n ≥ 2 et p ≥ 1.
• Si x ∈ I3(n,p) =
[
1
(p+1)n−1 ,
p2
np3−p2+p+n−2
[
pour des entiers n ≥ 2 et p ≥ 1
alors Wn(x) =
p(x+p−1)
np2−p−n+2 ≥ Wn
(
1
(p+1)n−1
)
= Vn(x) car Wn est strictement
croissante sur I3(n,p). De plus, Wn(x) =
p(x+p−1)
np2−p−n+2 ≤ 1/n si et seulement
si x ≤ (n−1)p−n+2
np
. Par hypothèse, x < p
2
np3−p2+p+n−2 ≤
(n−1)p−n+2
np
si et
seulement si n(n−1)p4−(n+1)(n−1)p3+(2n−3)p2+(n−2)2p−(n−2)2 ≥ 0.
Si p = 1 alors la dernière inégalité est équivalente à n ≥ 2 qui est vrai par
hypothèse. Sinon, n(n− 1)p4− (n+ 1)(n− 1)p3 + (2n− 3)p2 + (n− 2)2p−
(n− 2)2 ≥ n(n− 1)p4 − (n + 1)(n− 1)p3 = (n− 1)p3(np− n − 1) ≥ 0 car
n ≥ 2 et p ≥ 2. 
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B.2 Preuve de la propriété 4.2
Propriété 4.2. (page 103) Étant donné un entier n ≥ 2, si x ≤ p+1
p((p+1)n−1)
pour un certain entier p ≥ 1, alors Wn(x) ≥
p
(p+1)n−1 .
Preuve. Considérons les diﬀérentes valeurs de x ≤ p+1
p((p+1)n−1) .
• Si x = p+1
p((p+1)n−1) alors Wn(x) = 1− p(n− 1)
p+1
p((p+1)n−1) =
p
(p+1)n−1 .
• Si x ∈ I2(n,p′)∪ I
3
(n,p′) =
[
1
(p′+1)n−1 ,
p′+1
p′((p′+1)n−1)
[
pour des p′ ≥ p alors selon la
propriété 4.1, Wn(x) ≥ Vn(x) = p
′
(p′+1)n−1 ≥
p
(p+1)n−1 car p
′ ≥ p.
• Si x ∈ I1(n,p′) =
[
p′+1
p′((p′+1)n−1) ,
1
p′n−1
[
pour des p′ ≥ p + 1 alors Wn(x) =
1 − p′(n − 1)x ≥ Wn
(
1
p′n−1
)
= p
′−1
p′n−1 car Wn est strictement décroissante
sur I1(n,p′). Finalement,
p′−1
p′n−1 ≥
p
(p+1)n−1 car p
′ ≥ p+ 1. 
B.3 Preuve de la propriété 4.3
Propriété 4.3. (page 103) Étant donné un entier n ≥ 2, si x ∈ I(n,p) pour un
certain entier p ≥ 1, alors (p− 1)x < Wn(x) ≤ px.
Preuve. Considérons les diﬀérentes valeurs de x ∈ I(n,p) = I1(n,p) ∪ I
2
(n,p) ∪ I
3
(n,p).
• Si x ∈ I1(n,p) =
[
p+1
p((p+1)n−1) ,
1
pn−1
[
alors Wn(x) = 1 − p(n − 1)x ≤ px si et
seulement si x ≥ 1
np
. Par hypothèse, x ≥ p+1
p((p+1)n−1) >
1
np
car p ≥ 1. De
plus, (p− 1)x < Wn(x) = 1− p(n− 1)x car x < 1pn−1 .
• Si x ∈ I2(n,p) =
[
p2
np3−p2+p+n−2 ,
p+1
p((p+1)n−1)
[
alors Wn(x) =
p(1−px)
(n−1)p+n−2 ≤ px si
et seulement si x ≥ 1
(p+1)n−2 . Par hypothèse, x ≥
p2
np3−p2+p+n−2 ≥
1
(p+1)n−2 si
et seulement si (p−1)((n−1)p+n−2) ≥ 0 qui est vrai car n ≥ 2 et p ≥ 1. De
plus, (p− 1)x < Wn(x) =
p(1−px)
(n−1)p+n−2 si et seulement si x <
p
np2−p−n+2 . Par
hypothèse, x < p+1
p((p+1)n−1) ≤
p
np2−p−n+2 si et seulement si (n−1)p+n−2 ≥ 0
qui est vrai car n ≥ 2 et p ≥ 1.
• Si x ∈ I3(n,p) =
[
1
(p+1)n−1 ,
p2
np3−p2+p+n−2
[
alors Wn(x) =
p(x+p−1)
np2−p−n+2 . Si p =
1 alors Wn(x) = x et 0 < Wn(x) ≤ x. Supposons que p ≥ 2, alors
p(x+p−1)
np2−p−n+2 ≤ px si et seulement si x ≥
p−1
np2−p−(n−1) =
1
(p+1)n−1 car p ≥ 2
et par hypothèse x ≥ 1
(p+1)n−1 . De plus, (p− 1)x < Wn(x) =
p(x+p−1)
np2−p−n+2 ssi
x < p(p−1)
np3−(n+1)p2−(n−2)p+n−2 . Par hypothèse, x <
p2
np3−p2+p+n−2 ≤
p(p−1)
np3−(n+1)p2−(n−2)p+n−2 ssi np
2 − p− n+ 2 ≥ 0 qui est vrai car n, p ≥ 2. 
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Annexe C
La garantie de Seuil est au plus près
Nous présentons une famille d’instances critiques (tight instances) pour les-
quelles la solution produite par l’algorithme Seuil (algorithme 4.1, page 104) est
au plus près (tight analysis). Cela signiﬁe que l’utilité de l’agent le plus défavorisé
pour la solution retournée par Seuil est la même que celle fournie par le théorème
4.1 (page 106).
La famille d’instances provient du matroïde graphique où une base correspond
à un arbre couvrant. Ces instances vériﬁent α1 = ... = αn = α. On dira qu’une
instance est bien déﬁnie si pour toute arête e du graphe correspondant, α ≥ ui(e) ≥
0. Ces instances sont toutes normalisées à 1. Nous voulons alors montrer que pour
tout α ∈ [0, 1], la solution B retournée par Seuil vériﬁe pour ces instances
min
i∈[n]
ui(B) = min
i∈[n]
{Wn(α)ui(B∗i )} =Wn(α)
Lorsque α ∈
[
1
n−1 , 1
]
, nous avons vu qu’il n’y a aucune garantie c’est-à-dire
Wn(α) = 0. Nous présentons les instances pour lesquelles la garantie mentionnée
est atteinte en fonction des valeurs de α ∈
[
0, 1
n−1
[
.
1. Si α ∈ I1(n,p) =
[
p+1
p((p+1)n−1) ,
1
pn−1
[
pour des entiers n ≥ 2 et p ≥ 1 alors Seuil
fournit ui(B) ≥Wn(α)ui(B∗i ) = 1−p(n−1)α (car les instances sont normali-
sées). Montrons dans l’instance suivante que l’utilité de l’agent le moins heu-
reux coïncide avec la garantie de Seuil, c’est-à-dire mini∈N ui(B) = Wn(α).
0 1 pnpn− 1
e11
...
en1
...
e1pn
...
enpn
Nous avons ici un multigraphe G = (V,E) tel que V = {0, 1, ..., pn} est
l’ensemble des sommets et E =
⋃pn
k=1{e
1
k, ..., e
n
k} est l’ensemble des arêtes. Il
y a n arêtes e1k, ..., e
n
k entre chaque paire de sommets consécutifs (k − 1, k)
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pour k ∈ {1, ..., pn− 1}. Les utilités sont : pour tout i, j ∈ {1, ..., n} : pour
tout k ∈ {1, ..., pn − 1}, ui(e
j
k) = α si i = j et ui(e
j
k) = 0 sinon. De plus,
ui(ejpn) = 1 − (pn − 1)α si i = j et ui(e
j
pn) = 0 sinon. L’instance est bien
déﬁnie pour les raisons suivantes :
• α ≥ p+1
p((p+1)n−1) > 0 car n ≥ 2 et p ≥ 1 ;
• 1− (pn− 1)α > 0 car α < 1
pn−1 ;
• α ≥ 1 − (pn − 1)α si et seulement si α ≥ 1
pn
. Par hypothèse α ≥
p+1
p((p+1)n−1) , donc α ≥
p+1
p((p+1)n−1) ≥
1
pn
est toujours satisfaite.
Soit B∗i = {e
i
1, ..., e
i
pn} un arbre couvrant optimal pour l’agent i ∈ {1, ..., n}
tel que ui(B∗i ) =
∑pn
j=1 ui(e
i
j) = (pn−1)α+1−(pn−1)α = 1. Alors l’instance
est normalisée.
L’algorithme Seuil retourne la base B =
⋃n
i=1{e
i
(i−1)p+1, e
i
(i−1)p+2, ..., e
i
ip}.
L’instance est normalisée, donc u˜i(B) = ui(B) = pα ≥ Wn(α) en utilisant
la propriété 4.3 (page 103) pour i = 1, ..., n − 1 et u˜n(B) = un(B) =
(p−1)α+1−(pn−1)α = 1−p(n−1)α =Wn(α). Alors l’utilité de l’agent le
moins heureux est mini∈N ui(B) = min{pα, 1− p(n− 1)α} = 1− p(n− 1)α
si et seulement si α ≥ 1
pn
et par hypothèse, α ≥ p+1
p((p+1)n−1) ≥
1
pn
. Ainsi,
mini∈N ui(B) = 1− p(n− 1)α = Wn(α).
2. Soit α ∈ I2(n,p) =
[
p2
np3−p2+p+n−2 ,
p+1
p((p+1)n−1)
[
pour des entiers n ≥ 2 et p ≥ 1.
Nous avons deux instances diﬀérentes selon que n = 2 ou n ≥ 3.
(a) Si n = 2 alors considérons l’instance suivante :
0 1 2p2p− 1
e11
e21
e12p
e22p
Pour i, j = 1, 2 : pour tout k ∈ {1, ..., 2p − 1}, ui(e
j
k) = α si i = j et
ui(e
j
k) = 0 sinon. De plus, ui(e
j
2p) = 1− (2p− 1)α si i = j et ui(e
j
2p) = 0
sinon. L’instance est bien déﬁnie pour les raisons suivantes :
• α ≥ p
2p2−p+1 > 0 car p ≥ 1 ;
• 1 − (2p − 1)α > 0 si et seulement si α < 1
2p−1 . Puisque α ∈ I
2
(2,p),
alors α < p+1
p(2p+1)
< 1
2p−1 est toujours vrai.
• α ≥ 1 − (2p − 1)α si et seulement si α ≥ 1
2p
. Par hypothèse α ≥
p
2p2−p+1 , donc α ≥
p
2p2−p+1 ≥
1
2p
car p ≥ 1.
Soit B∗i = {e
i
1, ..., e
i
2p} un arbre couvrant optimal pour l’agent i ∈ {1, 2}
tel que ui(B∗i ) =
∑2p
j=1 ui(e
i
j) = (2p − 1)α + 1 − (2p − 1)α = 1. Alors
l’instance est normalisée.
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Seuil retourne l’arbre couvrant B = {e11, ..., e
1
p} ∪ {e
2
p+1, ..., e
2
2p} tel que
u˜1(B) = u1(B) = pα ≥W2(α) en utilisant la propriété 4.3 (page 103) et
u˜2(B) = u2(B) = (p−1)α+1−(2p−1)α = 1−pα =W2(α). Alors l’utilité
de l’agent le moins heureux est mini∈N ui(B) = min{pα, 1 − pα} =
1− pα =W2(α).
(b) Considérons l’instance suivante pour n ≥ 3 :
0 1 (n+1)p+n−2 (n+1)p+n−1
e11
...
en1
...
e1(n+1)p+n−1
...
en(n+1)p+n−1
Pour tout i, j ∈ {1, ..., n} : pour tout k ∈ {1, ..., p}, ui(e
j
k) = α si
i = j et ui(e
j
k) = 0 sinon ; pour tout k ∈ {p + 1, ..., (n + 1)p + n − 1},
ui(e
j
k) =
1−pα
(p+1)n−1 si i = j et ui(e
j
k) = 0 sinon. L’instance est bien déﬁnie
pour les raisons suivantes :
• α ≥ p
2
np3−p2+p+n−2 > 0 car n ≥ 3 et p ≥ 1 ;
• 1−pα
(p+1)n−1 ≥ 0 car (p + 1)n − 1 > 0 (puisque n ≥ 3 et p ≥ 1) et
1− pα ≥ 0 si et seulement si α ≤ 1
p
. Par hypothèse α < p+1
p((p+1)n−1) ,
donc p+1
p((p+1)n−1) ≤
1
p
si et seulement si p ≥ 1
n−1 − 1 qui est vrai
puisque n ≥ 3 et p ≥ 1 ;
• α ≥ 1−pα
np+n−1 si et seulement si α ≥
1
(n+1)p+n−1 . Par hypothèse α ≥
p2
np3−p2+p+n−2 , donc α ≥
p2
np3−p2+p+n−2 ≥
1
(n+1)p+n−1 si et seulement si
p3 + np2 − p− n+ 2 ≥ 0 qui est vériﬁé car n ≥ 3 et p ≥ 1.
Pour tout i ∈ N , l’arbre couvrant B∗i = {e
i
1, ..., e
i
(n+1)p+n−1} est opti-
mal pour l’agent i avec ui(B∗i ) =
∑(n+1)p+n−1
j=1 ui(e
i
j) = pα + (np + n −
1) 1−pα
np+n−1 = 1. Alors l’instance est normalisée.
L’application de Seuil donne l’arbre couvrant B = ∪i∈NBi tel que
B1 = {e11, ..., e
1
p}, Bi = {e
i
(i−1)p+1, ..., e
i
ip} pour tout i ∈ {2, ..., n −
1} et Bn = {en(n−1)p+1, ..., e
n
(n+1)p+n−1}. L’instance est normalisée, donc
u˜1(B) = u1(B) = u1(B1) = pα ≥ Wn(α) en utilisant la propriété 4.3
(page 103), u˜i(B) = ui(B) = ui(Bi) = p
1−pα
(p+1)n−1 = Wn(α) pour tout
i ∈ {2, ..., n− 1} car α ∈ I2(n,p), et u˜n(B) = un(B) = un(Bn) = (2p+n−
1) 1−pα
(p+1)n−1 >
p(1−pα)
(p+1)n−1 =Wn(α). D’où, mini∈N ui(B) = min{pα,
p(1−pα)
(p+1)n−1 ,
(2p+ n− 1) 1−pα
(p+1)n−1} =
p(1−pα)
(p+1)n−1 = Wn(α).
3. Soit α ∈ I3(n,p) =
[
1
(p+1)n−1 ,
p2
np3−p2+p+n−2
[
pour des entiers n ≥ 2 et p ≥ 1.
Nous avons deux instances diﬀérentes selon que n = 2 ou n ≥ 3.
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(a) Si n = 2 alors considérons l’instance suivante du matroïde graphique :
0 1 2p+1 2(p+1)
e11
e21
e12(p+1)
e22(p+1)
Les utilités des arêtes sont : pour i, j = 1, 2 : ui(e
j
1) = α si i = j et
ui(e
j
1) = 0 sinon ; ui(e
j
2(p+1)) =
(2p+1)α−1
2p−1 si i = j et ui(e
j
2(p+1)) = 0 sinon ;
et pour tout k ∈ {2, ..., 2p + 1}, ui(e
j
k) =
1−2α
2p−1 si i = j et ui(e
j
k) = 0
sinon. L’instance est bien déﬁnie pour les raisons suivantes :
• α ≥ 1
2p+1
> 0 car p ≥ 2 ;
• (2p+1)α−1
2p−1 ≥ 0 car 2p − 1 > 0 (puisque p ≥ 1) et (2p + 1)α − 1 ≥ 0
car α ≥ 1
2p+1
;
• 1−2α
2p−1 ≥ 0 car 2p − 1 > 0 et 1 − 2α ≥ 0 si et seulement si α ≤
1
2
et
par hypothèse α < p
2p2−p+1 , donc α <
p
2p2−p+1 ≤
1
2
car p ≥ 1 ;
• α ≥ (2p+1)α−1
2p−1 si et seulement si α ≤
1
2
qui est vrai comme montré
précédemment ;
• α ≥ 1−2α
2p−1 car α ≥
1
2p+1
.
Soit B∗i = {e
i
1, ..., e
i
2(p+1)} un arbre couvrant optimal pour l’agent i ∈
{1, 2} tel que ui(B∗i ) =
∑2(p+1)
j=1 ui(e
i
j) = α +
(2p+1)α−1
2p−1 + 2p
1−2α
2p−1 = 1.
Alors l’instance est normalisée.
L’application de Seuil fournit l’arbre couvrant B = B1∪B2 tel que B1 =
{e11, ..., e
1
p} et B2 = {e
2
p+1, ..., e
2
2(p+1)}. Puisque l’instance est normalisée,
alors u˜1(B) = u1(B) = u1(B1) = α +
(p−1)(1−2α)
2p−1 =
α+p−1
2p−1 = W2(α) et
u˜2(B) = u2(B) = u2(B2) =
(p+1)(1−2α)
2p−1 +
(2p+1)α−1
2p−1 =
p−α
2p−1 ≥
α+p−1
2p−1 =
W2(α) si et seulement si α ≤ 1/2 et par hypothèse α < p2p2−p+1 ≤
1
2
car p ≥ 1. D’où, min {u1(B), u2(B)} = min
{
α+p−1
2p−1 ,
p−α
2p−1
}
= α+p−1
2p−1 =
W2(α).
(b) Si n ≥ 3 alors considérons l’instance suivante :
Pour tout i, j ∈ {1, ..., n} : ui(e
j
1) = α si i = j et ui(e
j
1) = 0 sinon ; pour
tout k ∈ {2, ..., p}, ui(e
j
k) =
p−α(np+n−2)
np2−p−n+2 si i = j et ui(e
j
k) = 0 sinon ; et
pour tout k ∈ {p + 1, ..., np + n(n − 1)}, ui(e
j
k) =
(n−1)p2−n+2−pα
(n−1)(p+n)(np2−p−n+2)
si i = j et ui(e
j
k) = 0 sinon. L’instance est bien déﬁnie pour les raisons
suivantes :
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0 1 np+n(n−1)−1 np+n(n−1)
e11
...
en1
...
e1np+n(n−1)
...
ennp+n(n−1)
• α ≥ 1
(p+1)n−1 > 0 car n ≥ 3 et p ≥ 1.
• p−α(np+n−2)
np2−p−n+2 ≥ 0 car np
2 − p− n+ 2 ≥ 0 (puisque n ≥ 3 et p ≥ 1) et
p− α(np+ n− 2) ≥ 0 si et seulement si α ≤ p
np+n−2 . Par hypothèse
α < p
2
np3−p2+p+n−2 , donc α <
p2
np3−p2+p+n−2 ≤
p
np+n−2 si et seulement
si np3 − (n + 1)p2 − (n − 3)p + n − 2 ≥ 0 qui est vrai car p ≥ 1 et
n ≥ 3.
• (n−1)p
2−n+2−pα
(n−1)(p+n)(np2−p−n+2)≥0 car (n−1)(p+n)(np
2−p−n+2)>0 (puisque
n ≥ 3 et p ≥ 1) et (n − 1)p2 − n + 2 − pα ≥ 0 si et seulement si
α ≤ (n−1)p
2−n+2
p
. Par hypothèse α < p
2
np3−p2+p+n−2 ≤
(n−1)p2−n+2
p
si et
seulement si p3((n−1)(np−1)p−n2+3n−2)+(n−2)(np2−p−n+2) ≥
0 qui est vrai car n ≥ 3 et p ≥ 1.
• α ≥ p−α(np+n−2)
np2−p−n+2 car α ≥
1
(p+1)n−1 .
• α ≥ (n−1)p
2−n+2−pα
(n−1)(p+n)(np2−p−n+2) si et seulement si α ≥
(n−1)p2−n+2
(n−1)(p+n)(np2−p−n+2)+p
et par hypothèse α ≥ 1
(p+1)n−1 ≥
(n−1)p2−n+2
(n−1)(p+n)(np2−p−n+2)+p si et seule-
ment si np2 − p− n + 2 ≥ 0 qui est vrai car n ≥ 3 et p ≥ 1.
L’arbre couvrant B∗i = {e
i
1, ..., e
i
np+n(n−1)} est optimal pour tout i ∈ N
avec ui(B∗i ) =
∑np+n(n−1)
j=1 ui(e
i
j) = α+ (p− 1)
p−α(np+n−2)
np2−p−n+2 + (n− 1)(p+
n) (n−1)p
2−n+2−pα
(n−1)(p+n)(np2−p−n+2) = 1. Alors l’instance est normalisée.
Seuil produit la solution B = ∪i∈NBi où B1 = {e11, ..., e
1
p}, Bi =
{ei(i−1)p+(i−2)(n−1)+1, ..., e
i
ip+(i−1)(n−1)}, ∀i ∈ {2, ..., n− 1} et
Bn = {en(n−1)p+(n−2)(n−1)+1, ..., e
n
np+n(n−1)}.
L’instance est normalisée, donc u˜1(B) = u1(B) = u1(B1) = α + (p −
1)p−α(np+n−2)
np2−p−n+2 =
p(α+p−1)
np2−p−n+2 = Wn(α). Pour tout i ∈ {2, ..., n − 1},
u˜i(B) = ui(B) = ui(Bi) =
(p+n−1)((n−1)p2−n+2−pα)
(n−1)(p+n)(np2−p−n+2) ≥
p(α+p−1)
np2−p−n+2 = Wn(α)
si et seulement si α ≤ (n
2−2n+2)p−(n−1)(n−2)
p(np+(n−1)(n+1)) et par hypothèse
α < p
2
np3−p2+p+n−2 ≤
(n2−2n+2)p−(n−1)(n−2)
p(np+(n−1)(n+1)) si et seulement si (n
3 − 2n2 +
n)p4− (n3− n2 +1)p3 + (2n2− 5n+ 4)p2+ (n3− 5n2 +9n− 6)p− (n−
1)(n − 2)2 ≥ 0 qui est vrai car n ≥ 3 et p ≥ 1. De plus, u˜n(B) =
un(B) = un(Bn) = (p + 2(n − 1))
(n−1)p2−n+2−pα
(n−1)(p+n)(np2−p−n+2) > (p + n −
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1) (n−1)p
2−n+2−pα
(n−1)(p+n)(np2−p−n+2) ≥
p(α+p−1)
np2−p−n+2 = Wn(α).
D’où, mini∈N ui(B) = min{
p(α+p−1)
np2−p−n+2 , (p+n−1)
(n−1)p2−n+2−pα
(n−1)(p+n)(np2−p−n+2) , (p+
2(n− 1)) (n−1)p
2−n+2−pα
(n−1)(p+n)(np2−p−n+2)} =
p(α+p−1)
np2−p−n+2 = Wn(α).
En conclusion, l’analyse de Seuil est au plus près (tight) pour tout α ∈ [0, 1].
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Annexe D
Preuves des lemmes 5.1 et 5.2
D.1 Preuve du lemme 5.1
Lemme 5.1. (page 133) Si n = |N | ≤ 9 alors le protocole 5.3 est bien défini.
Preuve. L’arborescence de la preuve est proposée dans la ﬁgure 5.1 (page 132).
Pour n ≤ 2, le résultat est trivial. Supposons que n ≥ 3 et montrons que le
protocole 5.3 (page 130) aboutit à l’instruction retourner dans tous les cas.
L’ensemble {k ≥ 1 : |Nk| ≥ n − k − 2} est non vide car |Nn−2| ≥ 0, donc k0
existe et 1 ≤ k0 ≤ n − 2. De plus, |Nk| ≤ n − 2 ≤ 7 car |Nk| ≤ |N \ {i1, i2}| et
|N | ≤ 9.
Si k0 = 1 alors |Nk0| ≤ n−2 = n−k0−1. Donc nous sommes aux étapes 6-9 du
protocole et l’instruction retourner est atteinte (étape 9). Supposons maintenant
que k0 ≥ 2. Nous pouvons également supposer que |Nk0| ≥ n−k0 puisqu’autrement
nous serions dans les étapes 6-9.
Si k0 = 2 alors n− 2 = n− k0 ≤ |Nk0| ≤ n− 2 et forcément |Nk0−1 \Nk0 | = 0,
donc nous sommes aux étapes 12-16 où l’instruction retourner est atteinte à
l’étape 16. Maintenant, supposons que k0 ≥ 3. Alors Nk0−1 et Nk0−2 existent.
S’il existe un certain p ∈ {1, 2} tel que |Nk0−p \ Nk0 | = p ou |Nk0−p \ Nk0| =
p−1 alors nous sommes aux étapes 12-16 du protocole où l’instruction retourner
apparaît à l’étape 16. Supposons dorénavant que |Nk0−1 \Nk0| ≥ 2 et soit |Nk0−2 \
Nk0 | = 0 ou |Nk0−2 \Nk0 | ≥ 3.
Si |Nk0−2 \ Nk0 | = 0 alors nous sommes aux étapes 17-21 du protocole où
l’instruction retourner apparaît à l’étape 21. Supposons que |Nk0−2 \ Nk0 | ≥ 3.
Alors
(n− k0) + 3 ≤ |Nk0 |+ |Nk0−2 \Nk0 | ≤ |N \ {i1, i2}| = n− 2
Ainsi, k0 ≥ 5 et Nk0−3 existe.
Si |Nk0−3 \ Nk0 | ≤ 2 alors nous sommes aux étapes 22-27 du protocole où
l’instruction retourner apparaît à l’étape 27. Supposons que |Nk0−3 \ Nk0 | ≥
3. Tous les autres cas sont dans les étapes 28-31 du protocole où l’instruction
retourner apparaît à l’étape 31.
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Aux étapes 28-31, montrons que |Nk0−3 \ Nk0| = 3, c’est-à-dire que le cas
|Nk0−3 \Nk0| ≥ 4 ne se produira jamais. Par contradiction, supposons que |Nk0−3 \
Nk0 | ≥ 4. Alors
4 ≤ |Nk0−3 \Nk0| ≤ |Nk0−3| < n− (k0 − 3)− 2 ≤ 9− (k0 − 3)− 2 (D.1)
(voir l’étape 5), ainsi k0 < 6. De plus,
(n− k0) + 4 ≤ |Nk0 |+ |Nk0−3 \Nk0 | ≤ |N \ {i1, i2}| = n− 2
D’où, k0 ≥ 6, contradiction avec (D.1).
Dans tous les cas, le résultat est prouvé. Donc, le protocole 5.3 s’achève toujours
car, dans tous les cas, il fait des appels récursifs sur des instances plus petites. 
D.2 Preuve du lemme 5.2
Lemme 5.2. (page 135) Si n ≤ 9 alors à chaque appel récursif du protocole
5.3, un ensemble I ′ d’agents et un ensemble indépendant BI′ ∈ F sont obtenus tels
que OPTi(M/BI′) ≥
|I′|
n
OPTi(M) pour tout i ∈ I ′ \ {i1}.
Preuve. Nous faisons une étude de cas. Si n = 1 (correspondant à l’étape 1 du
protocole 5.3, page 130) alors cela est vrai en posant I ′ = {i1} et BI′ = ∅. Si
n = 2 (correspondant à l’étape 3) alors en utilisant l’hypothèse 5.1 (page 135) et
en posant I ′ = {i2}, BI′ = Aσ(1), on obtient OPTi2(M/BI′) ≥
1
2
OPTi2(M) =
|I′|
n
OPTi2(M) (voir la section 5.2, page 126).
Maintenant, supposons que n ≥ 3. Nous suivons les étapes de la preuve du
lemme 5.1 (page 187). Nous savons que k0 existe et k0 ≤ n−2. Si |Nk0| ≤ n−k0−1
(correspondant aux étapes 6-9), alors soit |Nk0 | = n−k0−2 ou |Nk0| = n−k0−1.
Dans tous les cas, |J0| = n− k0. Posons I ′ = J0 et BI′ = ∪j≤k0Aσ(j). En utilisant
l’hypothèse 5.1 (page 135), on obtient ∀i ∈ I ′\{i1}, OPTi(M/BI′) ≥
|I′|
n
OPTi(M)
(correspondant à l’étape 8) car |I ′| = |J0| = n− k0.
À l’étape 9 et par construction, ∀i ∈ N \ (J0∪{i1}), OPTi(M/(∪j≤k0Aσ(j))) <
|J0|
n
OPTi(M) car |J0| = n − k0 (voir l’observation 5.1, page 135). En utilisant le
lemme 1.1 (page 32) avec M, S = ∪j≤k0Aσ(j) et BI′ = BJ0 où BJ0 est la base
obtenue à l’étape 8, on obtient ∀i ∈ I ′ = N \ J0 avec i 6= i1, OPTi(M/BI′) ≥
|N\J0|
n
OPTi(M) =
|I′|
n
OPTi(M) car OPTi(M/S) <
|J0|
n
OPTi(M).
Aux étapes 10-11, nous savons par construction que |Nk0 | ≥ n−k0 (puisqu’au-
trement nous serions à l’étape 6). Aﬁn de construire J1, nous commençons par
ajouter {i2} puis on ajoute de nouveaux éléments de Nk0 ∩Nk0−1, Nk0 ∩Nk0−2 et
ainsi de suite jusqu’à Nk0 ∩N0. L’ensemble J1 est bien déﬁni et sa taille est n− k0
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car Nk0 ∩N0 = Nk0 ⊆ N0. Soit I
′ = J1 et BI′ = ∪j≤k0Aσ(j). Par construction, on a
∀i ∈ I ′, OPTi(M/BI′) ≥ n−k0n OPTi(M) =
|I′|
n
OPTi(M) (correspondant à l’étape
11).
Aux étapes 12-16, soit le plus petit p0 ∈ {1, 2} tel que |Nk0−p0 \ Nk0 | = p0 ou
|Nk0−p0 \Nk0 | = p0 − 1. Soit I
′ = J2 où J2 est obtenu à l’étape 14 et posons BI′ =
∪j≤k0−p0Aσ(j)∪BJ1 où BJ1 est obtenu à l’étape 11. Utilisons le lemme 1.1 (page 32)
avecM/(∪j≤k0−p0Aσ(j)), S = ∪
k0
k0−p0+1Aσ(j) et T = BJ1 aﬁn d’obtenir ∀i ∈ I
′\{i1},
OPTi(M/(∪j≤k0−p0Aσ(j) ∪ BJ1) = OPTi(M/BI′) ≥
p0
n
OPTi(M) =
|I′|
n
OPTi(M)
car en utilisant l’hypothèse 5.1, OPTi(M/(∪j≤k0Aσ(j))) <
n−k0
n
OPTi(M) et
OPTi(M/(∪j≤k0−p0Aσ(j))) ≥
n−(k0−p0)
n
OPTi(M) puisque i ∈ Nk0−p0 \Nk0 (corres-
pondant à l’étape 15).
À l’étape 16, montrons que N \ (J1 ∪ J2) ⊆ N \Nk0−p0 ou de façon équivalente
Nk0−p0 ⊆ (J1 ∪ J2). Nous savons que (Nk0−p0 \ Nk0) ⊆ J2 grâce à la déﬁnition de
J2 (voir l’étape 14), donc il reste à montrer que (Nk0−p0 ∩ Nk0) ⊂ (J1 ∪ J2) selon
les valeurs de p0 ∈ {1, 2}.
• Si p0 = 1 alors |Nk0−1∩Nk0 | ≤ |Nk0−1| ≤ n− (k0− 1)− 3 = n− k0− 2 (voir
l’étape 5). Par déﬁnition de J1, |J1| = n− k0. En particulier, J1 contient i2
et Nk0−1 ∩ Nk0 et le résultant s’ensuit (voir la construction de J1 à l’étape
10).
• Si p0 = 2 alors |Nk0−1 \Nk0 | ≥ 2 et 1 ≤ |Nk0−2 \Nk0 | ≤ 2 (voir l’étape 13).
Nous voulons montrer que Nk0−2 ∩ Nk0 ⊂ J1, cela signiﬁe que J1 contient
au moins i2, Nk0−1 ∩Nk0 et Nk0−2 ∩Nk0. Ceci est équivalent à montrer que
|J1| = n− k0 ≥ |{i2}|+ |Nk0−1 ∩Nk0|+ |(Nk0−2 ∩Nk0) \Nk0−1|
Par contradiction, supposons que
n− k0 < 1 + |Nk0−1 ∩Nk0|+ |(Nk0−2 ∩Nk0) \Nk0−1| (D.2)
D’une part,
|Nk0−1∩Nk0 | = |Nk0−1|− |Nk0−1 \Nk0 | ≤ (n− (k0−1)−3)−2 = n−k0−4
car grâce à l’étape 5 nous savons que |Nk0−1| ≤ n− (k0− 1)− 3 et |Nk0−1 \
Nk0| ≥ 2 puisque p0 > 1. D’autre part,
|(Nk0−2∩Nk0)\Nk0−1|≤|Nk0−2|−|Nk0−2\Nk0 |≤(n−(k0−2)−3)−1=n−k0−2
car grâce à l’étape 5, |Nk0−2| ≤ n− (k0−2)−3 et |Nk0−2 \Nk0 | ≥ 1 puisque
p0 = 2. En utilisant (D.2), on obtient n−k0 < 1+(n−k0−4)+(n−k0−2),
donc
k0 < n− 5 ≤ 9− 5 = 4 (D.3)
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De plus, (n− k0) + 2 ≤ |Nk0|+ |Nk0−1 \Nk0 | ≤ |N \ {i1, i2}| = n− 2, donc
k0 ≥ 4, contradiction avec (D.3). Ainsi, |J1| = n− k0 ≥ 1+ |Nk0−1 ∩Nk0 |+
|(Nk0−2 ∩Nk0) \Nk0−1| et le résultat s’ensuit.
Finalement, Nk0−p0 ⊆ (J1 ∪ J2) pour tout p0 ∈ {1, 2} et de façon équivalente,
N \ (J1 ∪ J2) ⊆ N \Nk0−p0.
Soit I ′ = N \ (J1 ∪ J2) et BI′ = BJ1 ∪ BJ2. Utilisons le lemme 1.1 (page 32) avec
M, S = ∪j≤k0−p0Aσ(j) et T = BI′ pour obtenir ∀i ∈ I
′ \ {i1}, OPTi(M/BI′)≥
k0−p0
n
OPTi(M)=
|I′|
n
OPTi(M) carOPTi(M/(∪j≤k0−p0Aσ(j)))<
n−(k0−p0)
n
OPTi(M)
puisque I ′ ⊆ N \Nk0−p0 (correspondant à l’étape 16).
Aux étapes 17-31, nous savons que |Nk0−1 \Nk0 | ≥ 2 et soit |Nk0−2 \Nk0| = 0
ou |Nk0−2 \Nk0 | ≥ 3.
Si |Nk0−2 \Nk0| = 0 alors nous sommes aux étapes 17-21. Soit I
′ = J3 = {i3} ⊂
Nk0−1\Nk0 (puisque |Nk0−1\Nk0| ≥ 2) etBI′ = ∪j≤k0−1Aσ(j)∪BJ1 oùBJ1 est obtenu
à l’étape 11. Utilisons le lemme 1.1 (page 32) avec M/(∪j≤k0−1Aσ(j)), S = Aσ(k0)
et T = BJ1 pour obtenir OPTi3(M/(∪j≤k0−1Aσ(j) ∪ BJ1) = OPTi3(M/BI′) ≥
1
n
OPTi3(M) =
|I′|
n
OPTi3(M) car OPTi3(M/(∪j≤k0Aσ(j))) <
n−k0
n
OPTi3(M) et
OPTi3(M/(∪j≤k0−1Aσ(j))) ≥
n−(k0−1)
n
OPTi3(M) puisque i3 ∈ Nk0−1 \Nk0 (corres-
pondant à l’étape 18).
À l’étape 19, montrons que |Nk0−2 \ J1| ≤ 1. Par contradiction, supposons que
|Nk0−2 \ J1| > 1. Ainsi,
(n− k0) + 2 + 1 < |J1|+ |Nk0−1 \Nk0 |+ |Nk0−2 \ (J1 ∪Nk0−1)| ≤ n− 2
car Nk0−2 \ (J1 ∪ Nk0−1) = Nk0−2 \ J1 puisque par hypothèse nous sommes dans
le cas où Nk0−2 ⊆ Nk0 et donc Nk0−2 ∩ Nk0−1 ⊆ J1 par construction de J1. D’où,
k0 > 5. Par ailleurs,
2 ≤ |Nk0−1 \Nk0 | ≤ |Nk0−1| ≤ n− (k0 − 1)− 3 ≤ 9− (k0 − 1)− 3 = 7− k0
donc k0 ≤ 5, contradiction. Finalement |Nk0−2 \ J1| ≤ 1.
À l’étape 20, considérons le cas où J4 = {i4} = Nk0−2 \ J1.
Par exemple, soient N = N0 = {1, ..., 9}, N1 = {3, 4}, N2 = {4, 5, 6, 7},
N3 = {3, 8, 9} et N4 = {3, 4, 5, 6, 7}. Ici k0 = 4 et J1 = {2, 3, 4, 5, 6}.
Nous avons |Nk0−1\Nk0| = |N3\N4| = 2 et |Nk0−2\Nk0| = |N2\N4| = 0,
donc nous sommes aux étapes 17-21. On obtient J3 = {8} et puisque
Nk0−2 = N2 * J1, il s’ensuit que J4 = {i4} = N2 \ J1 = {7}.
il est évident que i4 /∈ Nk0−1 car sinon i4 serait dans J1 (par construction de J1). Po-
sons I ′ = J4 et BI′ = ∪j≤k0−2Aσ(j)∪BJ1∪BJ3 où BJ1 est obtenu à l’étape 11 et BJ3
est obtenu à l’étape 18. Utilisons le lemme 1.1 (page 32) avec M/(∪j≤k0−2Aσ(j)),
S = Aσ(k0−1) et T = BJ1∪BJ3 pour obtenir OPTi4(M/(∪j≤k0−2Aσ(j)∪BJ1∪BJ3) =
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OPTi4(M/BI′) ≥
1
n
OPTi4(M) =
|I′|
n
OPTi4(M) car OPTi4(M/(∪j≤k0−1Aσ(j))) <
n−(k0−1)
n
OPTi4(M) et OPTi4(M/(∪j≤k0−2Aσ(j))) ≥
n−(k0−2)
n
OPTi4(M) puisque
i4 /∈ Nk0−1 et i4 ∈ Nk0−2 (correspondant à l’étape 20).
À l’étape 21, nous savons que N \ (J1 ∪ J3 ∪ J4) ⊆ N \ Nk0−2 ou de façon
équivalente, Nk0−2 ⊆ J1 ∪ J4 car Nk0−2 /∈ J3, |Nk0−2 \Nk0 | = 0, |Nk0−2 \ J1| ≤ 1 et
J4 = Nk0−2 \ J1 lorsque |Nk0−2 \ J1| = 1.
Soit I ′ = N \ (J1 ∪ J3 ∪ J4) et BI′ = BJ1 ∪ BJ3 ∪ BJ4 où BJ1 est obtenu à l’étape
11, BJ3 est obtenu à l’étape 18 et BJ4 est obtenu à l’étape 20. Utilisons le lemme
1.1 (page 32) avec M, S = ∪j≤k0−2Aσ(j) et T = BI′ aﬁn d’obtenir ∀i ∈ I
′ \ {i1},
OPTi(M/BI′) ≥ k0−2n OPTi(M) =
|I′|
n
OPTi(M) car OPTi(M/(∪j≤k0−2Aσ(j))) <
n−(k0−2)
n
OPTi(M) puisque I ′ ⊆ N \Nk0−2 (correspondant à l’étape 21).
Aux étapes 22-31, forcément |Nk0−2\Nk0 | ≥ 3 car sinon nous serions aux étapes
17-21 (si |Nk0−2 \ Nk0 | = 0) ou aux étapes 12-15 (si 1 ≤ |Nk0−2 \ Nk0 | ≤ 2). De
plus, k0 ≥ 5 (voir la preuve du lemme 5.1, page 187), donc Nk0−3 existe.
Si |Nk0−3\Nk0| ≤ 2 alors nous sommes aux étapes 22-27 (l’exemple 5.2, page 132
décrit ce cas). Soit I ′ = J5 = {i5, i′5} ⊂ Nk0−2 \Nk0 (puisque |Nk0−2 \Nk0 | ≥ 3) et
BI′ = ∪j≤k0−2Aσ(j)∪BJ1 oùBJ1 est obtenu à l’étape 11. Utilisons le lemme 1.1 (page
32) avecM/(∪j≤k0−2Aσ(j)), S = Aσ(k0−1)∪Aσ(k0) et T = BJ1 aﬁn d’obtenir ∀i ∈ I
′,
OPTi(M/(∪j≤k0−2Aσ(j) ∪ BJ1) = OPTi(M/BI′) ≥
2
n
OPTi(M) =
|I′|
n
OPTi(M)
car OPTi(M/(∪j≤k0Aσ(j))) <
n−k0
n
OPTi(M) et OPTi(M/(∪j≤k0−2Aσ(j))) ≥
n−(k0−2)
n
OPTi(M) puisque i ∈ Nk0−2 \Nk0 (correspondant à l’étape 24).
À l’étape 25, montrons que |Nk0−3\(J1∪J5)| ≤ 1. Par contradiction, supposons
que |Nk0−3 \ (J1 ∪ J5)| > 1. Ainsi,
(n− k0) + 2 + 1 < |J1|+ |J5|+ |Nk0−3 \ (J1 ∪ J5)| ≤ n− 2
donc k0 > 5. Par ailleurs,
3 ≤ |Nk0−2 \Nk0 | ≤ |Nk0−2| ≤ n− (k0 − 2)− 3 ≤ 9− (k0 − 2)− 3 = 8− k0
donc k0 ≤ 5, contradiction. Finalement |Nk0−3 \ (J1 ∪ J5)| ≤ 1.
À l’étape 25, considérons le cas où J6 = {i6} = Nk0−3 \ (J1 ∪ J5). Il est évident
que i6 /∈ Nk0−2 car sinon i6 serait dans J5 et par construction, J5 contient un
nombre maximum d’éléments appartenant à Nk0−3 \Nk0 . Posons I
′ = J6 et BI′ =
∪j≤k0−3Aσ(j) ∪BJ1 ∪BJ5 où BJ1 est obtenu à l’étape 11 et BJ5 est obtenu à l’étape
24. Utilisons le lemme 1.1 (page 32) avec M/(∪j≤k0−3Aσ(j)), S = Aσ(k0−2) et T =
BJ1 ∪BJ5 pour obtenir OPTi6(M/(∪j≤k0−3Aσ(j) ∪BJ1 ∪BJ5) = OPTi6(M/BI′) ≥
1
n
OPTi6(M) =
|I′|
n
OPTi6(M) carOPTi6(M/(∪j≤k0−2Aσ(j))) <
n−(k0−2)
n
OPTi6(M)
et OPTi6(M/(∪j≤k0−3Aσ(j))) ≥
n−(k0−3)
n
OPTi6(M) puisque i6 /∈ Nk0−2 et i6 ∈
Nk0−3 (correspondant à l’étape 26).
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À l’étape 27, nous savons que N \ (J1 ∪ J5 ∪ J6) ⊆ N \ Nk0−3 ou de façon
équivalente Nk0−3 ⊆ (J1∪J5∪J6) car |Nk0−3\(J1∪J5)| ≤ 1 et J6 = Nk0−3\(J1∪J5)
lorsque |Nk0−3 \ (J1 ∪ J5)| = 1.
Soit I ′ = N \ (J1 ∪ J5 ∪ J6) et BI′ = BJ1 ∪ BJ5 ∪ BJ6 où BJ1 est obtenu à l’étape
11, BJ5 est obtenu à l’étape 24 et BJ6 est obtenu à l’étape 26. Utilisons le lemme
1.1 (page 32) avec M, S = ∪j≤k0−3Aσ(j) et T = BI′ pour obtenir ∀i ∈ I
′ \ {i1},
OPTi(M/BI′) ≥ k0−3n OPTi(M) =
|I′|
n
OPTi(M) car OPTi(M/(∪j≤k0−3Aσ(j))) <
n−(k0−3)
n
OPTi(M) puisque I ′ ⊆ N \Nk0−3 (correspondant à l’étape 27).
Aux étapes 28-31, |Nk0−3 \ Nk0 | ≥ 3 et puisque le cas |Nk0−3 \ Nk0| ≥ 4 ne se
produira jamais, on conclut que |Nk0−3\Nk0| = 3 (voir la preuve du lemme 5.1, page
187). Soit I ′ = J7 = Nk0−3 \Nk0 et BI′ = ∪j≤k0−3Aσ(j) ∪ BJ1 où BJ1 est obtenu à
l’étape 11. Utilisons le lemme 1.1 (page 32) avecM/(∪j≤k0−3Aσ(j)), S = Aσ(k0−2)∪
Aσ(k0−1)∪Aσ(k0) et T = BJ1 pour obtenir ∀i ∈ I
′, OPTi(M/(∪j≤k0−3Aσ(j)∪BJ1) =
OPTi(M/BI′) ≥ 3nOPTi(M) =
|I′|
n
OPTi(M) car OPTi(M/(∪j≤k0Aσ(j))) <
n−k0
n
OPTi(M) et OPTi(M/(∪j≤k0−3Aσ(j))) ≥
n−(k0−3)
n
OPTi(M) puisque
i ∈ Nk0−3 \Nk0 (correspondant à l’étape 30).
À l’étape 31, montrons que N \ (J1 ∪ J7) ⊆ N \Nk0−3 ou de façon équivalente
Nk0−3 ⊂ (J1 ∪ J7). Nous savons que J7 = Nk0−3 \Nk0, donc il reste à montrer que
(Nk0−3 ∩ Nk0) ⊂ J1. Par construction de J1 (voir l’étape 10), ceci est équivalent
à montrer que |J1| = n − k0 ≥ |{i2}| + |Nk0−1 ∩ Nk0 | + |(Nk0−2 ∩ Nk0) \Nk0−1| +
|(Nk0−3 ∩Nk0) \ (Nk0−1 ∪Nk0−2)|. Par contradiction, supposons que
n−k0 < |{i2}|+|Nk0−1∩Nk0 |+|(Nk0−2∩Nk0)\Nk0−1|+|(Nk0−3∩Nk0)\(Nk0−1∪Nk0−2)|
(D.4)
Nous savons que
◮ |Nk0−1∩Nk0 | = |Nk0−1|− |Nk0−1 \Nk0 | ≤ (n− (k0−1)−3)−2 = n−k0−4
car |Nk0−1 \Nk0| ≥ 2.
◮ |(Nk0−2 ∩ Nk0) \ Nk0−1| ≤ |Nk0−2 ∩ Nk0 | = |Nk0−2| − |Nk0−2 \ Nk0 | ≤ (n −
(k0 − 2)− 3)− 3 = n− k0 − 4 car |Nk0−2 \Nk0 | ≥ 3.
◮ |(Nk0−3∩Nk0)\(Nk0−1∪Nk0−2)| ≤ |Nk0−3∩Nk0 | = |Nk0−3|−|Nk0−3 \Nk0 | ≤
(n− (k0 − 3)− 3)− 3 = n− k0 − 3 car |Nk0−3 \Nk0| = 3.
En utilisant (D.4), on obtient n−k0 < 1+(n−k0−4)+(n−k0−4)+(n−k0−3),
donc k0 < n−5 ≤ 9−5 = 4 qui est une contradiction avec k0−3 ≥ 1 (puisque Nk0−3
existe), donc l’hypothèse (D.4) est fausse. Par construction de J1, Nk0−3 ⊂ J1 et
N \ (J1 ∪ J7) ⊆ N \Nk0−3.
Soit I ′ = N\(J1∪J7) et BI′ = BJ1∪BJ7 oùBJ1 est obtenu à l’étape 11 et BJ7 est ob-
tenu à l’étape 30. Utilisons le lemme 1.1 (page 32) avecM, S = ∪j≤k0−3Aσ(j) et T =
BI′ pour obtenir ∀i ∈ I ′ \ {i1}, OPTi(M/BI′) ≥ k0−3n OPTi(M) =
|I′|
n
OPTi(M)
car OPTi(M/(∪j≤k0−3Aσ(j))) <
n−(k0−3)
n
OPTi(M) puisque I ′ ⊆ N \ Nk0−3 (cor-
respondant à l’étape 31). 
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Annexe E
Abréviations et notations
E.1 Abréviations
EPTAS : Eﬃcient Polynomial Time Approximation Scheme
FPTAS : Fully Polynomial Time Approximation Scheme
MA : Multi-Agents
MO : Multi-Objectif
OWA : Ordered Weighted Averaging
PTAS : Polynomial Time Approximation Scheme
SMA : Système Multi-Agents
TSP : Traveling Salesman Problem
E.2 Notations
2X : collection des parties de X
A : algorithme
APX : classe des problèmes d’optimisation admettant des algorithmes
d’approximation à rapport constant
α : utilité maximum d’un élément
αi : utilité maximum de l’agent i pour un élément
B : base d’un matroïde
{B1, ..., Bn} : base-allocation d’un matroïde
B : collection des bases d’un matroïde
Bu : collection des bases maximums pour u
C(M, F ) : complément de F dans le matroïde M (voir page 32)
C
max(M, F, u) : complément de F maximum pour u dans le matroïde M
C
min(M, F, u) : complément de F minimum pour u dans le matroïde M
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δ : cocycle d’un sommet
δ− : ensemble des arcs incidents intérieurement à un sommet
∆ : degré maximum des sommets d’un graphe
e : élément d’un matroïde (ou bien indivisible)
ǫ : rapport d’approximation (ou la performance garantie)
ǫi : rapport d’approximation de l’objectif i
F : ensemble indépendant d’un matroïde
F : collection des ensembles indépendants d’un matroïde
F + e : fait référence à F ∪ {e}
F − e : fait référence à F \ {e}
g : fonction gain des couleurs
G : graphe
I : instance
ℓi : couleur (ou label) i
L : fonction couleur (ou label)
m : nombre d’éléments d’un matroïde (ou nombre de biens indivisibles)
M : matroïde
M≤k : k-troncature du matroïde M (voir page 26)
M|X ′ : restriction du matroïde M à X ′ (page 26)
M/X ′ : contraction du matroïde M par X ′ (page 26)
n : nombre d’agents[
n
]
: fait référence à {1, ..., n}
N : ensemble d’agents
IN : ensemble des entiers naturels
NP : classe des problèmes résolubles en temps polynomial sur une machine de
Turing non déterministe
obj : prend les valeur min ou max
OPT : valeur optimale d’un problème d’optimisation
OPTi : valeur optimale de l’objectif i d’un problème d’optimisation
multi-objectif
OPTi(M) : utilité maximale de l’agent i pour une base du matroïde M
P : classe des problèmes résolubles en temps polynomial sur une machine de
Turing déterministe
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E.2. Notations
PI : ensemble approché du front de Pareto de l’instance I d’un problème
d’optimisation multi-objectif
PAR(I) : ensemble des solutions Pareto-optimales de l’instance I d’un problème
d’optimisation multi-objectif
PIR(I) : valeur de la pire solution pour l’instance I d’un problème
d’optimisation mono-objectif
π : problème d’optimisation mono-objectif
πk : problème d’optimisation avec k objectifs
r : fonction rang
r(M) : rang du matroïde M
R : ressource (ou ensemble de biens indivisibles)
R : collection des allocations admissibles
Rmax : collection des allocations admissibles maximales pour l’inclusion
IR : ensemble des réels
IR+ : ensemble des réels positifs
S = {S1, ..., Sn} : allocation réalisable de biens indivisibles∑p
2 : fait référence à la classe NP
NP
θ : complexité de l’oracle d’indépendance d’un matroïde
u : fonction d’utilité
ui : fonction d’utilité de l’agent i
Vn : fonction décroissante déﬁnie par morceaux sur [0, 1] et prend ses valeurs
dans [0, 1
n
] pour un entier n ≥ 2 (voir la déﬁnition 2.3, page 63)
V AL(I, x) : valeur de la solution x pour l’instance I d’un problème
d’optimisation mono-objectif
V ALi(I, x) : valeur de la solution x sur l’objectif i pour l’instance I d’un
problème d’optimisation multi-objectif
w : fonction poids
Wn : fonction décroissante déﬁnie par morceaux sur [0, 1] et prend ses valeurs
dans [0, 1
n
] pour un entier n ≥ 1 (voir la déﬁnition 4.1, page 101)
x : solution réalisable
X : ensemble des éléments d’un matroïde
XI : ensemble des solutions réalisables de l’instance I
Zn,k : fonction décroissante déﬁnie par morceaux sur [0, 1] et prend ses valeurs
dans [0, 1
n
] pour des entiers n ≥ 2 et n > k ≥ 1 (voir page 66)
Z+ : ensemble des entiers relatifs positifs
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Annexe F
Liste des problèmes abordés
Problème 1 3-dimensional matching (3DM)
(problème [SP1] dans Garey et Johnson (1979))
Instance des ensembles X, Y et Z disjoints contenant le même nombre
d’éléments q et un ensemble M ⊆ X × Y × Z.
Question existe-t-il un ensemble M ′ ⊆M de taille |M ′| = q tel que pour
tout couple de triplets (x1, y1, z1) ∈ M et (x2, y2, z2) ∈M ,
x1 6= x2, y1 6= y2 et z1 6= z2 ?
Problème 2 3-partition (problème [SP15] dans Garey et Johnson (1979))
Instance un ensemble E de 3k éléments, une borne b ∈ Z+ et une
fonction poids w(e) ∈ Z+ pour chaque e ∈ E où
b/4 < w(e) < b/2 et
∑
e∈E w(e) = kb.
Question l’ensemble E peut-il être partitionné en k ensembles E1, ..., Ek
tels que |Ei| = 3 et
∑
e∈Ei w(e) = b pour tout i ∈ [k] ?
Problème 3 Arborescence enracinée de poids maximum
(chapitre 6 de Korte et Vygen (2008))
Instance un graphe G = (V,E) orienté et connexe, une racine r ∈ V et
une fonction poids w : E → IR.
Tâche une arborescence T ⊆ E (ensemble d’arcs constituant un arbre
où chaque sommet a au plus un arc incident intérieurement) de
poids w(T ) =
∑
e∈T w(e) maximum.
Problème 4 Arbre couvrant avec un nombre maximum de
couleurs (Broersma et Li, 1997)
Instance un graphe G = (V,E) non orienté et connexe et une fonction
couleur L : E → {ℓ1, ..., ℓp}.
Tâche un arbre couvrant T ⊆ E (graphe partiel connexe et sans
cycle) avec |L(T )| = |
⋃
e∈T
L(e)| maximum.
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Problème 5 Arbre couvrant de poids maximum
(chapitre 6 de Korte et Vygen (2008))
Instance un graphe G = (V,E) non orienté et connexe et une fonction
poids w : E → IR.
Tâche un arbre couvrant T de poids w(T ) =
∑
e∈T w(e) maximum.
Problème 6 Base de poids maximum
(chapitre 13 de Korte et Vygen (2008))
Instance un matroïde pondéré M = (X,F , u).
Tâche une base B ∈ F de poids u(B) =
∑
e∈B u(e) maximum.
Problème 7 Base d’un matroïde multi-agents
(chapitres 2, 3, 4 et 5)
Instance un matroïde M = (X,F), un ensemble N de n ≥ 1 agents,
n fonctions d’utilité additives ui : X → IR+, i = 1, ..., n.
Tâche une base-allocation B = {B1, ..., Bn} qui satisfait un certain
critère d’équité.
Problème 8 Base d’un matroïde multi-objectif
(chapitres 2, 3, 4 et 5)
Instance un matroïde M = (X,F), un entier n ≥ 1 et des fonctions
objectifs additives ui : X → IR+, i = 1, ..., n.
Tâche une base B ∈ F qui maximise ui(B), i = 1, ..., n.
Problème 9 Base d’un matroïde pondéré colorié (chapitre 6)
Instance un matroïde M = (X,F), une fonction poids w : X → IR+, un
entier p ≥ 1, une fonction couleur L : X → {ℓ1, . . . , ℓp} et une
fonction gain des couleurs g : {ℓ1, . . . , ℓp} → IR+.
Tâche une base B ∈ F qui maximise w(B) =
∑
e∈B w(e) et
g(B) =
∑
l∈
⋃
e∈B
{L(e)} g(l).
Problème 10 Plus court chemin (chapitre 7 de Korte et Vygen (2008))
Instance un graphe G = (V,E), une fonction longueur ℓ : E → IN et
deux sommets a, b ∈ V .
Tâche un chemin P ⊆ E entre a et b de longueur ℓ(P ) =
∑
e∈P ℓ(e)
minimum.
Problème 11 Chemin hamiltonien dans un graphe orienté
(problème [GT39] dans Garey et Johnson (1979))
Instance un graphe orienté G = (V,E).
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Question le graphe G contient-il un chemin hamiltonien (un chemin qui
passe par chaque sommet exactement une fois) ?
Problème 12 Coloration des arêtes d’un graphe
(problème [GT4] dans Garey et Johnson (1979))
Instance un graphe non orienté G = (V,E).
Tâche colorier les arêtes de G avec un nombre minimum de couleurs de
sorte que deux arêtes adjacentes n’aient pas la même couleur.
Problème 13 Couplage de poids maximum
(chapitre 11 de Korte et Vygen (2008))
Instance un graphe G = (V,E) non orienté et une fonction w : E → IR.
Tâche un sous-ensemble d’arêtes M ⊆ E disjointes de poids
w(M) =
∑
e∈M w(e) maximum.
Problème 14 GAP (Papadimitriou et Yannakakis, 2000)
Instance un problème πk à k ≥ 2 objectifs à minimiser, un vecteur de
valeurs v de dimension k et une constante ǫ > 0.
Tâche soit calculer une solution qui Pareto-domine v,
soit montrer qu’il n’existe pas de solution qui (1 + ǫ)-approche v.
Problème 15 Intersection de deux matroïdes de cardinalité
maximum (chapitre 13 de Korte et Vygen (2008))
Instance deux matroïdes M1 = (X,F1) et M2 = (X,F2).
Tâche un ensemble indépendant F ∈ F1 ∩ F2 tel que |F | est maximum.
Problème 16 Intersection de deux matroïdes de poids maximum
(chapitre 13 de Korte et Vygen (2008))
Instance deux matroïdes pondérés M1 = (X,F1, u) et M2 = (X,F2, u).
Tâche un ensemble indépendant F ∈ F1 ∩ F2 de poids
w(F ) =
∑
e∈F w(e) maximum.
Problème 17 Intersection de trois matroïdes de cardinalité
maximum (problème [SP11] dans Garey et Johnson (1979))
Instance trois matroïdes M1 = (X,F1), M2 = (X,F2) et M3 = (X,F3).
Tâche un ensemble indépendant F ∈ F1 ∩ F2 ∩ F3 tel que |F | est
maximum.
Problème 18 k-couverture de poids maximum (Nemhauser et al., 1978)
Instance un entier k ≥ 1, une collection {S1, ..., Sm} d’ensembles
et un poids w(e) associé à chaque élément e ∈
⋃m
j=1 Sj .
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Tâche un sous-ensemble J ⊆ {1, ..., m} de taille |J | ≤ k tel que le
poids des éléments couverts
∑
e∈
(⋃
j∈J
Sj
) w(e) est maximum.
Problème 19 Partage de gâteau (Cake-Cutting)
(Brams et Taylor, 1996)
Instance Un gâteau représenté par l’intervalle [0, 1], un ensemble N de
n ≥ 1 agents, chaque agent i ∈ N a une fonction d’utilité ui
associant à chaque I ⊆ [0, 1] une utilité ui(I) ≥ 0.
Tâche Partitionner l’intervalle [0, 1] en n parties I1, ..., In où Ii revient
à l’agent i ∈ {1, ..., n} en satisfaisant un certain crtière d’équité.
Problème 20 Partition (problème [SP12] dans Garey et Johnson (1979))
Instance un ensemble d’éléments A = {a1, ..., am} et une fonction poids
s(a) ∈ Z+, ∀a ∈ A.
Question existe-t-il un ensemble A′ ⊆ A tel que
∑
a∈A′
s(a) =
∑
e∈A\A′
s(a) ?
Problème 21 Problème classique d’allocation de biens
indivisibles (Brams et Taylor, 1996)
Instance un ensemble R de m ≥ 0 biens indivisibles, un ensemble N de
n ≥ 1 agents et des utilités ui : 2R → IR+, i = 1, ..., n.
Tâche une allocation S = {S1, ..., Sn} (partition de R) qui satisfait un
certain critère d’équité.
Problème 22 Problème MA (chapitre 2)
Instance un ensemble R, une collection R ⊆ 2R, un ensemble N de
n ≥ 1 agents et des utilités ui : 2R → IR
+, i = 1, ..., n.
Tâche un vecteur de n ensembles deux à deux disjoints (S1, ..., Sn) où
S = ∪i∈NSi ∈ Rmax ⊆ R en satisfaisant un critère d’équité.
Problème 23 Problème MO (chapitre 2)
Instance un ensemble R, une collection R ⊆ 2R, un entier n ≥ 1, des
fonctions objectifs ui : Rmax → IR
+, i = 1, ..., n.
Tâche trouver un ensemble S ∈ Rmax qui maximise ui(S), i = 1, ..., n.
Problème 24 Voyageur de commerce
(TSP ou problème [ND22] dans Garey et Johnson (1979))
Instance un ensemble C de m ≥ 2 villes et une distance d(i, j) ∈ Z+
pour chaque paire de villes i, j ∈ C.
Tâche un tour T (cycle hamiltonien) de C de distance totale
d(T ) =
∑
i∈T d(i) minimum.
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Les matroïdes et leur implication dans l’allocation de ressources
indivisibles : algorithmes d’approximation avec garantie de performance
Résumé : Nous nous intéressons dans cette thèse à la problématique
de la décision collective. L’objectif est de déterminer une solution de
compromis pour des problèmes soumis à de multiples points de vue. Les
problèmes considérés sont de nature combinatoire. Plus précisément, il
s’agit de la classe des systèmes d’ensembles qui ont une structure de
matroïde. La théorie des matroïdes est centrale en optimisation com-
binatoire, elle a permis d’uniﬁer des structures apparemment séparées
comme les arbres et les couplages dans les graphes et elle a engendré des
algorithmes eﬃcaces pour résoudre des problèmes d’optimisation non
triviaux en temps polynomial. Nous nous intéressons à fournir des algo-
rithmes d’approximation polynomiaux centralisés et décentralisés avec
garantie de performance pour déterminer une solution de compromis qui
est une base du matroïde. La solution de compromis doit également être
équitable pour tous les membres de la collectivité. Nous portons un inté-
rêt particulier au problème de partage équitable de biens indivisibles qui
est une thématique importante en choix social computationnel et dont
le problème se modélise par les matroïdes.
Mots clés : Optimisation combinatoire, approximation polynomiale à garantie de
performance, matroïdes, allocation de biens indivisibles, notions d’équité.
Matroids and their implication in the allocation of indivisible resources :
approximation algorithms with guaranteed performance
Abstract : In this thesis, we are interested in collective decision-making.
The objective is to ﬁnd a tradeoﬀ solution for problems that are evalua-
ted by multiple points of view. We consider problems having a matroid
structure. Matroid theory is signiﬁcant in combinatorial optimization,
it helped to unify apparently separated structures like forests and mat-
chings in graphs and it includes eﬃcient algorithms for solving non trivial
optimization problems in polynomial time. We are interested to provide
polynomial time centralized and decentralized approximation algorithms
for ﬁnding a tradeoﬀ solution which is a base of the matroid. The tradeoﬀ
solution must also be fair for all the members of the community. We are
particularly interested in the issue of the fair division of indivisible goods
which is central in computational social choice and that can be modeled
by matroids.
Key words : Combinatorial optimization, polynomial time approximation with
guaranteed performance, matroids, allocation of indivisible goods, fairness notions.
