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The change point problem is an interesting topic in both cross-sectional and longitudi-
nal settings. In the cross-sectional scenario, the change point problem has been studied
extensively. In longitudinal settings, authors usually suggest fitting linear mixed models
but to find the change points in this scenario is not an easy task. In this way, identifying
change points in linear mixed models (LMMs) is an open problem that has been studied
by few authors. Recent contributions on this topic were done by Lai and Albert (2014).
However, to the best of our knowledge, there is neither proposal in which change points
had been obtained for each subject nor about a calibration function fitted from these
change points.
The purpose of this proposal is to develop a solution to the change points problem un-
der a linear mixed model when several covariates are considered into the model. If we
obtain the change point for each subject under a longitudinal setting, this yields a change
function instead of a single change point. We fit a calibration function that allows pre-
dicting the change point given some referenced values of time-independent variables or
fixed effects. The solution is given by considering a linear mixed model (LMM) under
the assumption that this model has a continuous change point for each subject, that is, a
broken-stick model (profile) is associated with each subject in the data set. We consider
both a parametric and a Bayesian approach, standard linear mixed models assumptions,
and a first order autoregressive (AR(1)) covariance structure on the random errors.
We found that there is not a close or analytical expression to obtain the change point
for linear mixed models; this is why we suggest an adapted methodology to estimate
subject-specific change points from linear mixed models. We show the results of both a
parametric approach of the calibration function from change points, and some asymptotic
properties of the calibration function parameters.
Additionally, we show the results of a Bayesian approach of the calibration function
through a simulation study, by considering classical prior distributions of the parame-
ters and random effects of the linear mixed model. Also, we illustrate this proposal in
a practical situation with real data about dried Cypress wood slats (Botero, 1993), and
we compare the results obtained in the parametric case with the ones obtained by using
the Bayesian approach. All algorithms and calculations were implemented by means of
paralleling programmed routines in the statistical software R (Team, 2015) on advanced
computational clusters, and high-performance computers.
ix
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This proposal is useful because predicting a time in which the model changes is so im-
portant in productive processes, so that this prediction allows to avoid some additional
drawbacks, and for example, it could help to decrease the storage expenses.
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Introduction
Classic regression problem studies the relationship between two variables X and Y , where
X is called the explanatory variable, and Y is called the response variable. The infor-
mation is registered as a pair (X, Y ). The model to describe the relationship between
these variables is Yi = f(Xi;β) + εi, where εi
i.i.d∼ N(0, σ2), Xi corresponds to the design
matrix with two columns, the first column is a vector of ones and the second column
is a vector with the values of Xi. and f(Xi;β) captures the nature of the relationship
between these variables and it can be either a linear nor nonlinear function. If there ex-
ists a linear relationship between X and Y , a Simple Linear Regression Model (SLRM)
could be satisfactorily fitted. One of the most remarkable assumptions of that model is
that the linear behavior holds over the whole regression range. These models have been
studied extensively in the past. The properties of the parameters have been demonstra-
ted. The analysis of residuals including some diagnostics techniques has been proposed
to identify outliers or influence values through all pairs registered (Rao, 1973). Similarly,
Multiple Linear Regression Models have been extensively studied and the properties of
the parameter estimators are well known (Draper and Smith, 1998).
When the interest relies on predicting the value of X, (X̂) given a specific value of Y ,
that is, X̂i | Yi, the relationship is called an inverse regression model. We call this model
calibration regression model, from now forward. This calibration model tries to solve
the opposite problem. This is sometimes important for researchers. Some authors have
made contributions in this topic. A complete review can be seen at Garcia et al. (2017).
A natural extension of the linear regression models are the linear mixed models (LMMs),
or nonlinear mixed models in another case. This kind of models can be applied on lon-
gitudinal data sets, allowing to explain within and between groups variation due to the
correlation between observations, which arises when the measurements are made on the
same unit over time. A linear mixed model (LMM) finds better estimates of the fixed
effects, allows to predict the random effects associated to the behavior of each subject
(within-between variation), and yields a better estimation on the errors covariance ma-
trix (within-subject variation). One of the main assumptions on an LMM is a common
pattern all over the regression range, which is not necessarily true in some cases. Lai
and Albert (2014) estimated an average change point equal to all the subjects in a da-
taset. They estimate a common change point, however they do not refer an approach
to predict a change point over time in a longitudinal data setting and neither author
has proposed it before. This proposal considers fitting a calibration function to predict
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a change point, instead of estimate a single change point over time. This calibration
function allows the optimization of either a particular risk function or a loss function
associated with the fitted model. For example, the minimization of the storage expenses.
In this thesis we propose to predict the change point given that there is only one continu-
ous change point per subject in the data set; some authors have called it a broken-stick
regression model or piecewise continuous regression model. This function allows pre-
dicting the change point given known values of time-independent variables, so called by
Pinheiro and Bates (2000). We show a methodology to fit a calibration function that
allows predicting the change point when several covariates are considered into the LMM.
We estimate the change point for each subject under a longitudinal setting by using
differential evolutionary algorithms (DEAs) when the covariance matrix on the random
error is assumed as a first order autoregressive covariance structure (AR(1)). This es-
timation procedure yields a vector of change points on which we adjust a calibration
function. The parametric function is identified, and the properties of the parameters are
explored through a simulation study. Moreover, this change function is estimated from
a Bayesian perspective where the results are shown by a simulation study. Additionally,
we illustrate this proposal in a practical situation with real data about dried cypress
wood slats, presented by Botero (1993). A complete exploratory analysis of the data is
presented, and the results for the estimates under a parametric and a Bayesian approach
are compared. All algorithms and calculations are programmed in the statistical soft-
ware R (Team, 2015) and an R package will be available at CRAN-mirror.
We have structured this thesis as follows. In the first chapter, you can find a complete
bibliographical review where we considered the references on the topics as calibration,
change points, linear mixed models, and change points for linear mixed models. The
second chapter exposes the mathematical foundations and theoretical background of
Linear Mixed Models (LMMs), estimation and optimization techniques. In the third
chapter, we show the mathematical expressions to obtain subject-specific change points
using LMMs and the methodology proposed to fit the calibration function, and the
asymptotic properties of the parameters of the calibration function; we show the results
of a simulation study for the calibration function under a parametric approach. In the
fourth chapter, we show an extension of estimation procedure for a set of simulated
scenarios by varying the value of the fixed referenced parameters and different sample
sizes. The fifth chapter shows the results of a simulation study by considering a Bayesian
model on the parameters of the calibration function under some specific priors associated
with the parameters. The sixth chapter examines an application of the methodology
proposed on a real dataset about dried Cypress wood slats. We compare the results by
implementing, both parametric and Bayesian approaches. Finally, we remark the most
important findings and suggest further researches.
2
Chapter 1
A calibration function built from
change points: a review
Calibration is not a new problem, Early in the 1960’s, it was suggested by Krutchkoff
under a parametric approach (Krutchkoff, 1967). Then, this idea has been widely stu-
died and several approaches have been presented by different authors. On the other
hand, latest proposals on change points consider some additional assumptions based on
a linear mixed models approach (Lai and Albert, 2014; Jackson and Sharples, 2004). We
present an extensive review of these topics to show that both problems calibration and
change point has not been studied jointly yet under a longitudinal setting.
1.1 The initial model
In general, if we have two variables and we want to explore the nature of the relationship
between them, we can consider a model given by
Y = f(X;β) + ε,
where ε ∼ N(0, σ2I) and f(X;β) may be a linear or nonlinear function.
Classic regression problem studies the relationship between two variables X and Y, where
X is called the explanatory variable and Y is called the response variable and we usually
register the information about these variables as a pair (X, Y ), and X can be either a
vector of values for the independent variables when the interest is focused on a regression
model without intercept, nor a matrix with a columns of ones and a column of values
for the independent variables when the intercept must be kept. As a particular case,
Simple Linear Model can be adjusted if we assumed that a linear relationship between
X and Y is plausible. Under similar assumptions, we consider the calibration problem
which is in practice of interest for researchers according to Kalotay (1971), Knafl et al.
(1984), Concordet and Nuñez (2000), among others. Who described the goodness of
this procedure in applied fields as chemistry, financial, physics and other related fields.
It arises when the focus is on the estimation of a particular value of the independent
3
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variable X given an observed value of the dependent variable Y = y. Some authors have
made some proposals on this topic Berkson (1969), Naszódi (1978). They proposed some
estimators and discussed their asymptotic properties. Before presenting our solution for
the calibration function problem from change points, we present a review of the classical
and latest calibration problem approaches jointly with the change point problem.
1.2 Calibration problem
In a particular way, fitting a simple linear regression model (SLRM) implies to quantify
the effect of the predictor (X) on the response variable (Y ). This is done through the
estimation of the model parameters and a posterior residual analysis. After the data set
is collected and the model is specified, the next step is to find the estimate the parameters
of the model. The general statement for a SLRM is
Yi = α + βXi + εi , i = 1, 2 . . . , n, (1.1)
with εi
i.i.d.∼ N (0, σ2) that corresponds to the usual normality, independence and homosce-
dasticity assumptions about the random error.
The parameters can be estimated using either maximum likelihood or least squares. In













α̂ = Ȳ − β̂X̄ (1.3)
The estimators α̂ and β̂ are Gauss-Markov minimum variance unbiased estimates (Rao,
1973; Berkson, 1969).














. This model is considered a particular approach to
solve the inverse regression problem. However, there are several approaches to this pro-
blem used to find the “best ” estimator for X. Krutchkoff (1967; 1969), Berkson (1969),
Chow and Shao (1990), Halperin (1970), Naszódi (1978) proposed some techniques on
this topic, and they have developed some methods to solve some specific problems asso-
ciated with the calibration problem in the cross-sectional setting. Many other authors
cited by Osborne (1991) contributed t solve this prroblem.
Sometimes the objective of a researcher is to make inferences based on a linear or nonli-
near relationship between the explanatory and response variables. However, an inverse
relationship could be also important to explore. If we are interested in predicting a
specific value for X, given a value of Y, then we have a calibration or inverse prediction
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problem. We need to study some specific concepts and conditions about this. Blankens-
hip et al. (2003) studied some properties about calibration particular problem.
In the case of longitudinal data, observations are collected over the time and some as-
sumptions about the model given by (1.1) are not appropriated. Linear mixed models
consider time as the main explanatory variable. For example, an LMM with intercepts
and slopes that vary randomly among individuals (Fitzmaurice et al., 2008), is given
by Yij = β0 + b0i + (β1 + b1i) tij + εij ,j = 1, . . . , ni, where β0 and β1 correspond to pa-
rameters associated to the fixed effects and b0i and b1i correspond to random effects to
explain the subject specific variation, and εij corresponds to the measurement error, it
allows the response at any time to vary randomly above and below the subject-specific
trajectory. The function that describes the average profile is a function of time, linear
in this case, f(β; t). Onwards, we will assume X as the value to be predicted in SLRM
and t as the value to be predicted in a LMM.
Linear Mixed Models (LMMs) have been widely studied and they are usually seen as
an extension of the model (1.1), but in this case taking into account that the random
errors can be divided into two parts between-subjects variability and within-subjects
variability. The general expression for LMMs (Fitzmaurice et al., 2008), is given by:
Yi = Xiβ︸︷︷︸+ Zibi + εi︸ ︷︷ ︸ ,i = 1, 2, ..., N
Fixed Random
bi ∼ N (0,D)
εi ∼ N (0,Σi)
εi and bi are independent.
(1.5)
where Yi is a ni × 1 vector of continuous responses for the i−th subject. Xi, is a ni × p
(p = k+ 1) design matrix that considers variables that affect the response values for the
i−th subject. β, is a vector of p unknown fixed effects parameters. Zi is a ni× q matrix
that represents the q observed values for the predicted variable in the i−th subject which
affect the variable that varies randomly across the subjects. D, is a q × q covariance
matrix that considers the covariances among random effects for each subject. Frequently,
D is considered as an unstructured or a diagonal matrix. Finally, Σi corresponds to a
ni× ni covariance matrix that considers the covariance between measurements made on
each individual. The model we are studying in this thesis corresponds to an extension of
the model (1.5) that considers subject - specific change points and our goal is to predict
the change point t , i.e., t̂ as accurate as possible as a function and not as only a point.
1.2.1 Parametric approach
As we stated before, one can face the calibration problem in different ways. Some authors
proposed some parametric approaches most of them referenced in the Osborne’s paper
and so many others have been contributing on this topic (Wu et al., 2001; Blankens-
hip et al., 2003). A Bayesian approach has studied by Hoadley (1970), Harville (1974),
Hunter and Lamboy (1981), and some other authors. Also Knafl et al. (1984), Carroll
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et al. (1988), Carlstein (1988), Gruet (1996) and Ding and Karunamuni (2004) propo-
sed a nonparametric approach to this problem. Concordet and Nuñez (2000), Schwenke
and Milliken (1991), Blankenship et al. (2003) have made some approaches for specific
problems in which there is a mixture of linear or nonlinear mixed models and calibration
problems in applied sciences. Krutchkoff (1967; 1969) began a wide discussion on the
calibration problem under independence assumptions in a cross-sectional setting. Odén
(1973) proposed a methodology to obtain the confidence intervals in reverse regression
by proposing a function which has some specific properties to guarantee that a fixed
proportion of intervals contain the true parameter. Brown (1979) proposed the integra-
ted mean squared error (IMSE) and compared the results with the classical and inverse
estimator. Also, he discussed its properties as well, and called this the ‘optimal estima-
tor’. Trout and Swallow (1979) contrasted results between classic and inverse regression
estimates using confidence bands with both a uniform procedure and Scheffe’s procedure.
He concluded that the uniform procedure is more efficient and simpler than the Scheffe’s
procedure.
Oman (1984) showed some results about residual analysis in calibration problems by
considering a calibration distance curve. He proposed a methodology based on the dis-
tance curve and suggested some properties associated to that curve. Also, he suggested
making a precise specification of the model to conduct an adequate residual analysis
through some methodologies such as Cook’s distance and his proposal. Shukla (1972)
returned on the Krutchkoff’s papers and discussed some specific details about these re-
sults, notably he wrote about how the number of observations in the design affects the
parameter estimates, the mean squared error (MSE) and variance in both cases classical
and inverse estimator. Perng and Tong (1974) discussed the results showed by Odén and
proposed a sequential procedure for the construction of confidence bands for X̂. Their
contribution can be taken as an important benchmark to asymptotic results obtained for
the calibration problem. Minder and Whitney (1975) showed, using likelihood analysis,
the relevance of an informative likelihood to get a more precise estimate for X. Naszódi
(1978) discussed how to eliminate the bias in calibration problems while the experimen-
tal design is done.
Carroll et al. (1988) discussed the results presented in the parametric approach studied
by Trout and Swallow (1979) and suggested other properties about the nonparametric
approach reported in the paper presented by Knafl et al. (1984). Chow and Shao (1990)
showed the difference between classical and inverse regression through some properties
about the relative ratio between the estimates and concluded that the values obtained in
each case are not interchangeable. Schwenke and Milliken (1991) made an approach to
the calibration problem but in the nonlinear case. Osborne (1991) wrote a paper about
the main advances on calibration problems made to date. A modified approach to the
calibration problem was made by Dahiya and McKeon (1991) who proposed two additi-
onal estimators based on past results to get better estimates than the classic and inverse
estimates. Hsing (1999) proved properties about the nearest neighborhood technique
applied to inverse regression by using some geometric properties. All their development
6
1.2 Calibration problem 7
is a theoretical development in this topic.
Kalotay (1971) proposed a solution to the calibration problem by using a structural mo-
del under three assumptions which allow to get, by formal mathematical computation,
the structural distribution for the model parameters even if the error does not come
from a normal distribution. This methodology is so attractive because it replace the
marginal structural distribution for X and avoid some distributional assumptions. His
proposal was based on a similar framework as the Creasy-Feller theorem. Scheffé (1973)
made a complete exposition about the statistical theory of calibration. His paper pre-
sented some results to the calibration intervals. He proposed a graphical method to get
the calibration line and analyzed some properties about the estimates under different
assumptions. On the other hand, Brown and Sundberg (1989) made conributions on
the calibration problem but extended it to the multivariate case and proposed a change
regression. Their development also considered the time series case under supervised and
unsupervised learning processes based on comparative information analysis.
Srivastava and Singh (1989) made an interesting study which presented some properties
of the classical and inverse estimator. Their conclusions are based on small disturbance
asymptotic (SDA) theory. They suggested that the classical estimator is better because
it is consistent. They studied some additional properties about the classic and the in-
verse estimator, by analyzing the Asymptotic Mean Squared Error (AMSE) and variance.
However, their study was limited to small values of the variance of the errors, that is,
the random errors in the calibration are relatively small. Schwenke and Milliken (1991)
explored the properties about the classical estimator for the calibration problem but in
the nonlinear model case by constructing the confidence bands using the distribution on
the X̂, and the distribution on the β̂. This proposal also presented a methodology to
test the equality of two calibration points by using different monotone functions, f, and
g, respectively over the regression range. Based on simulation studies, they showed that
the asymptotic testing procedure performed well even with small sample sizes.
Kimura (1992) compared the estimates of an unknown value of X by considering two
models and, in conjunction with the Expectation Maximization (EM) algorithm, he
obtained estimates under each model and contrasted them against the eigenvector es-
timators including a large sample approximation to obtain the estimates for standard
errors. He suggested that the Eigenvectors Estimators (EV) and the EM methods had
identical maximum likelihood estimates of regression coefficients. Denham and Brown
(1993) assumed serially correlated errors on the calibration problem. They considered
the estimation of a matrix Γ = σ2I to allow more flexibility on the covariance matrix.
They also considered a stationary autocorrelation process and adapted the Box-Jenkins
procedure to avoid some difficulties to obtain the generalized least squares estimator and
used cubic splines to solve the calibration problem. They illustrated the methodology by
using a data set on analysis of the infra-red absorption in detergents and remarked that
‘methods of estimation based on many frequencies retain better robustness in routine
use under varying experimental conditions’. Their contribution is essential because it
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was the first approach to the calibration problem using linear mixed models.
Extending the contributions made earlier by some authors, Wang et al. (1997) proposed
an estimator and obtained its asymptotic properties in the presence of censored data.
They performed a simulation study allowing a fixed percentage of censored data, and
checked the change in bias, MSE, and standard error of the estimates. They found this
method much more efficient than similar strategies presented in the available literature.
A robust calibration method was presented by Cheng and Van Ness (1997). They compa-
red the estimators obtained using several regression methods. They showed that robust
calibration methods have a good behavior in presence of outliers and with non-normal
errors distribution. Also, they suggested a simple-outlier rejection procedure to identify
outliers in calibration problems.
Sundberg (1999) showed an application to the multivariate calibration problem by stu-
dying both univariate and multivariate estimation and he provided a complete review
on the estimators in both the linear and non-linear cases. He suggested some confidence
regions and diagnostics in the calibration problem and illustrated them by using some
data from a chemical study. Furthermore, he evaluated the goodness of fit by comparing
the estimators obtained under several models, including ridge regression.
1.2.2 Nonparametric approach
Knafl et al. (1984) made a nonparametric approach to the calibration problem and obtai-
ned some confidence bands under non-monotonic functions. However, the effectiveness
of their procedures depends on the accuracy of the estimates. They also mentioned
that calibration problems are strongly related to regression problems. They provided
an useful algorithm to estimate a non-parametric calibration function and its confidence
bands. They illustrated this methodology with a real data set and gave some remarks
about this procedure.
Benton et al. (2003) proposed a parametric bootstrap method to test the hypothesis
H0 : X ≤ c against Ha : X > c, where c is a known value given to y0, the value of
the response variable corresponding to an unknown value X of the explanatory variable
under a specific selected model. They used a modified pivot statistic to get confidence
regions. They compared the power of two test based on this statistic for both univariate
and multivariate one-sided hypothesis testing to the calibration problem and made some
additional considerations. They suggested applying a parametric bootstrapping method
to improve the quality of the inferences on the calibration problem.
1.2.3 Bayesian approach
Racine-Poon (1988) presented a Bayesian approach to the calibration problem. He obtai-
ned the estimates of the parameters taking into account the prior information given by
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a calibration experiment. Also, he assumed that the random errors come from a normal
distribution. He obtained the posterior distribution under the condition of independence
among the parameters and by considering a particular value η = X to estimate. He also
considered a logit model to describe the relationship between concentration and the re-
sponse variable. He suggested that the posterior distributions have a normal distribution
in many calibration experiments. He also suggested avoiding an improper posterior dis-
tribution by considering only proper prior distributions. DeJong et al. (1996) presented
an alternative approach to deal with the calibration problem. They proposed modeling
the researcher’s uncertainty through a symmetric distribution and an additional empiri-
cal model by considering prior distributions for both theoretical and empirical models.
They also dealt with serial correlation but these results are not attractive. They applied
the methodology using technology market data and showed the weakness and strength
of the model and its sensitivity to the specification of the parameter uncertainty. Gruet
(1996) proposed an additional method to estimate a quantity of interest by combining
kernel (classic nonparametric) and robust estimation techniques. Gruet proposed a met-
hodology by combining kernel and robust estimation techniques and showed some main
results and properties such as consistency of the estimator proposed and some other
important characteristics in multivariate calibration. She also considered simultaneous
tolerance sets to build simultaneous calibration intervals.
On the other hand, Lucy et al. (2002) presented a nonparametric approach to the cali-
bration problem. They used a Bayesian and an empirical Bayesian estimation procedure
in the calibration problem. They suggested to make a nonparametric density estimation
by considering a smoothing on the continuous response variable using a univariate kernel
function with a single bandwidth parameter, and a uniform smoothing on discrete expla-
natory variables. They contrasted the obtained values using some measurements such as
the Mean Absolute Deviation (MAD), systematic bias by estimating the slope coefficient
against the known x value and the mean width of the 95% confidence intervals. These
approaches were illustrated using forensic data. They found that the smoothed empiri-
cal Bayesian calibration method yielded estimates with accuracy and precision similar to
the multiple regression but it is better due to its robustness against the systematic bias,
particularly to extreme values in the distribution of X (as variable more than a value to
estimate). Ding and Karunamuni (2004) proposed a new estimator for the calibration
problem. They compared classical, inverse and their estimator using the MSE. They
also showed some additional asymptotic properties of this estimator under some scena-
rios. They performed a simulation study which considered X as a random variable and
suggested that the proposed estimator is as good as the inverse or the classic estimator
under some conditions.
1.2.4 Extension to linear and nonlinear mixed models
Significant developments on the calibration problems have been made in the last decades.
Næs (1985) made an approach to the calibration problem but in the multivariate case. He
proposed an adapted estimator to obtain a prediction of x under multivariate normality
assumptions and also explored a multivariate calibration on the specific case in which the
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covariance matrix has a predetermined structure. He proposed a multivariate calibration
method finding that the new prediction coincides with the multiple linear regression
prediction for X on Y when the factors and the number of variables are similar. He
pointed out that the main idea of this approach is to estimate the covariance matrix
for Y in a better way than usual. That contribution has a specific development when
the collected data presents multicollinearity problems. Furthermore, some extensions
considered by some authors included the calibration problem under a longitudinal setting
approach and using linear mixed models.
Fornell et al. (1991) investigated some properties of the direct and reverse regression
when some unobservable variables are including in the model. They concluded that
the reverse regression had some limitations compared to direct regression because the
estimates obtained by using it are generally biased. Also, they proposed an alternative
method to obtain unbiased estimates. This method is based on linear mixed models
which consider a flexible covariance structure for the errors.
1.3 Change point problem
Fitting a simple linear regression model to a data set in a cross-sectional setting is a
common practice. It is usually assumed that the considered model holds for the whole
range of data. However, sometimes researchers need to consider linear models where the
structure of the model changes. An exploratory data analysis could allow detecting a
change in the model structure in either any specific point or several points. The point
in which the structure changes is called the change point. If we consider a model with a
single continuous change point at position s, and X(i) corresponds to the observation at




β10 + β11X(i) + ε1(i) i = 1, . . . , s ε1(i) ∼ N (0, σ21)
β20 + β21X(i) + ε2(i) i = s+ 1, . . . n ε2(i) ∼ N (0, σ22)
(1.6)
In general, change points can be known or unknown, and they divide a statistical model
into homogeneous segments. Usually, the statistical model can be fitted as either a
piecewise nor broken-stick regression. A piecewise regression model is applied when
data behavior suggests a discontinuity at a specific point (change point) associated with
a change on the mean. A broken-stick regression model is useful when the data has a
continuous change point where trend changes. Model given by (1.6) must not be confused
with a mixture model due to it has just one specific structure until the change point and
another one after this point. In statistical inference, a change point exists if there is
enough evidence against the null hypothesis of ‘no change’. Several authors contributed
to solve this problem, Carlstein (1988), Muller (1992), Hartigan (1994), Bhattacharya
(1994), Küchenhoff (1996), Jandhyala and MacNeill (1997), Neumann (1997), Rogers
(2010), Saatçi et al. (2010), Killick and Eckley (2014),Chen and Gupta (2000) and some
others. These authors made proposals on this problem in the cross-sectional setting
under independence assumptions.
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Hofrichter (2007), based on McCullagh and Nelder (1989) developments on a parametric
approach about the change point estimation by considering Generalized Linear Models
(GLM). The results from the simulation study showed that this approach was so effective
to detect one single change point or multiple change points. He built an R-package called
CpInGLM, but unfortunately, to date, it is not still available at the CRAN mirror. Zhou
et al. (2008) also assumed similar conditions under this setting but in their approach,
they suggested to modify the objective function to eliminate the non-smoothness pro-
blem with the change point problem in the maximum likelihood function.
Some useful algorithms used for the detection of change points are available. Change
point detection obeys to a change in the structure. We have explored some papers and
explored an R- package called changepoint. This package was proposed by Killick and
Eckley (2014), and this methodology is particularly useful when time series are the ob-
ject of study. They assumed large samples and considered changes on the mean and the
variance which allow a better estimation. The detection of a single change point can
be presented as a hypothesis test. The null hypothesis, H0, corresponds to no change
point (m = 0) and the alternative hypothesis, H1, is a single change point (m = 1),
where m corresponds to the number of change points (Chen and Gupta, 2000). However
this idea is not new, some advances were done on this topic, for instance, Farley and
Hinich (1970) developed a test of the null hypothesis that a slope coefficient in a time
series model does not shift, against the alternative that the parameter shifts exactly
once and the potential shift is small relative to the error variance. Some examples of the
implementation of these procedures, depending on the available R-package, can be seen
at Appendix C.
Bai and Perron (2003) introduced a dynamic programming algorithm to identify how
many change points had a model under a linear structure and to estimate these change
values. They suggested to build first a triangular matrix of sums of squared residuals and
then sequentially evaluate each partition of data until the new partition achieves some
optimal based on the minimization on the overall sum squared regression. They also sug-
gested a modified algorithm to evaluate a partial structural change and mentioned some
properties of this algorithm including the convergence rates. They proposed confidence
regions for these change points and the parameter estimates. They also performed a
study to determine the number of partitions that should be considered in each model by
considering a test of no break against a fixed number of breaks. Downey (2008) proposed
a Bayesian algorithm to find the change points which they called an online technique that
allows identifying change points when the evidence of this reaches a certain threshold.
He proposed to evaluate this technique using a generalized linear model procedure based
on the cumulative distribution function and a nonparametric procedure to calculate the
change point probability; finally, he found some specific properties associated to each
one.
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1.3.1 Nonparametric approach to the change point problem
Carlstein (1988) made a nonparametric approach to the change point problem, and he
found a set of consistent estimators. He studied the rates of convergence and the error
probability associated with each one. He also remarked that the error probability had an
exponential bound and proved it through four lemmas which were exposed and proved
on his paper. Similarly, Muller (1992) suggested some change point estimators and esta-
blished the conditions under which they would be consistently estimated. His proposal
was made through a comparison of left and right one-sided kernel smoothers and also
included the detection of discontinuities. He showed that the rates of convergence are as
similar as those when the change point is known. Hartigan (1994) studied the change
point problem by evaluating the performance of linear estimators under the assumption
that neighbouring parameter values are not similar, that is, the parameter values did
not vary smoothingly. In this case, the linear estimators could be wrong because if the
parameter of interest is so near to a discontinuity, then the weighted sum will include
a specific kind of bias. This bias was introduced by the observations on the other side
of the discontinuity and modifies the value of the parameter estimators. He considered
a lower bound for the minimax risk in three cases. In the first case, he considered a
circular change point problem on an even number of data. In the second case, he consi-
dered the linear estimator as the shift estimator with useful results for adaptive methods
but not useful in practice. In the third case, he considered linear estimators for image
segmentation problems.
Darkhovski (1994) solved the change point problem using nonparametric methods, and he
studied the problem by considering two ideas. The first idea was based on considering the
problem of detection of changes in the mean value of some new sequences and the second
idea was based on Kolmogorov-Smirnov statistics that allows detecting the change point
in these sequences. He presented both methods and some concrete algorithms to find the
change point and exposed some conditions to guarantee the almost sure convergence of
these sequences. Similarly, Hušková and Picek (2005) approached this problem by using
a bootstrap technique, and they explained the main results of their proposal through
theoretical results. They proved the theorems applied to the change point problem under
asymptotical assumptions.
On the other hand, change point problem is not only a regression problem, stochastic
processes is an important field where change problem is key, too. Dayanik et al. (2008)
suggested to solve the change detection problem under a Bayesian approach but con-
sidering both a Wiener and a Poisson process and solved optimal stopping problems
for jump-diffusion processes by separating jump and diffusion parts with the help of a
jump operator. Their proposal could be seen as a solution to a particular problem on
manufacturing processes or production processes because in both cases researcher needs
to identify effectively and accurately the changes to avoid that the process either goes
out of control or yields false alarm signals.
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1.4 Change points and linear mixed models
Most recent contributions on change points in linear mixed model had been limited only
to some authors as Lai and Albert (2014) and Rosenfield et al. (2010) who considered





XijβBk1 (tij ∈ Bk) + Zijbi + εij, i = 1, 2, . . . , N ,j = 1, 2, . . . , ni (1.7)
where g corresponds to the number of change points, Xij is the design matrix, βBk is
a vector of parameters for the fixed effects at k − th block, 1 (tij ∈ Bk) is the indicator
variable to identify the block number to which the time tij belongs according to its
position into the block Bk, Zij is the matrix design for random effects, bi corresponds to
the random effects vector, and the error measurement εij, as it was referenced at section
1.2. The model given by 1.7 can be extended to the case when fixed effects and random




XijβBk1 (tij ∈ Bk) + bi,0 +
g+1∑
k=1
bi,Bk1 (tij ∈ Bk) + εij , i = 1, 2, . . . , N ,j = 1, 2, . . . , ni
(1.8)
The components at the last model are defined as in the model (1.7), but there is a
new component bi,Bk due to the random effects are predicted according per block. In
this equation bi,0 is the subject-specific random effect and bi, Bk is the subject/block-
specific random effect. The model (1.8) fits in to the framework of a traditional multi-
level random effects model. For this model, we have zi,j = (1,1(tij ∈ B1),1(tij ∈
B2), . . . ,1(tij ∈ Bg+1)) and bi = (bi,0, bi,B1 , bi,B2 , . . . , bi,Bg+1). They proposed to solve the
problem by fitting a model with a common change point by building as many blocks
as a particular given value of the fixed variable. However, they did not predict an
individual change point for each subject under a longitudinal setting. They did not
make a proposal about the prediction of a specific time given some previous conditions
on the fixed variable. Predicting a time in which the model changes is so important
in productive processes because, for example, this could allow avoiding some additional
drawbacks; specifically it could help to reduce the storage expenses. Jackson and Sharples
(2004) studied on the change point problem for longitudinal data by considering these
as censored change points. They proposed a Bayesian approach to this problem and
studied the change point problem by considering two models, the first one was defined
as a linear regression and it is related to those subjects who showed a smooth profile on
their measures through the time. The second one was defined as the acute onset model
that allows explaining a sudden change on the subject-specific profile. Their proposal
was illustrated using a particular data set about lung transplantation.
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1.5 Concluding remarks
We reviewed most of the literature on this topic, and we found a large number of con-
tributions and some useful methodologies. The purpose of this review was to establish
the main references and advances that were made earlier on this topic to ensure the
relevance and the appropriateness of our research proposal (Garcia et al., 2015).This
proposal considers as main goal to estimate the unknown change points for each subject
in longitudinal studies by using a linear mixed models approach and once we obtain
these change points we proceed to build a calibration function that allows researchers to
predict the change point according to the available information about the fixed effects
considered at the onset modelling stage. We will propose a useful methodology to predict
a specific point. For example, predicting the time when a person becomes healthier ac-
cording to the specific conditions of a treatment, or establishing the maximum time that
a wood slot should be dried before selling it and thus not increasing the storage expenses.
We considered Hofrichter (2007)’s proposal as a benchmark to generalize the change
point identification under a longitudinal setting and Lai and Albert’s paper as the most
important references to estimate the change points for Linear Mixed Models. Theoretical
foundations are shown at the next chapter and the main results of this proposal will be
presented at chapter 3.
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Chapter 2
Calibration, linear mixed models
and DEAs, mathematical
foundations
Our proposal considers an innovative approach to predict change points by combining
both calibration and linear mixed models theory. In the first section, we present the
mathematical foundations and main properties of the parameters estimators for the cali-
bration problem, studied in the beginnings by Krutchkoff (1967), discussed and studied
latter by several authors. Then, we present the theory about linear mixed models (LMM)
and change point required to develop this proposal. Finally, we present a description of
the evolutionary algorithms (EAs) implemented to execute the optimization process to
solve the subject-specific change point problem.
2.1 Calibration
Calibration is a particular way to reference a reverse or inverse regression. This name
was given by Krutchkoff (1967). This paper can be referenced as the first on this topic
and the beginning of an extensive discussion about the calibration problem. In his paper,
Krutchkoff discussed some specific properties about the classic estimator and the inverse
estimator. Through a simulation study using Monte Carlo Methods, he suggested that
the inverse approach has a smaller mean squared error than the classical approach which
is a very appealing feature. However, some other authors discussed his results, and later
Krutchkoff (1969) made a proposal about how to solve the calibration problem when the
interest is focused on extrapolation, and he finally suggested that the classical estimator
is better than the inverse estimator under some assumptions.
Onwards, several authors studied and discussed the results presented by Krutchkoff
(1967). Thenceforth, many of his developments and interesting proposals can be found
in the literature. Berkson (1969) discussed Krutchkoff’s results and studied the asympto-
tic properties of each estimator and he concluded that the classic estimator has a smaller
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mean squared error (MSE) than the inverse estimator when it is excluded the particular





Krutchkoff (1967) studied the properties of two estimators based on both classic and
inverse methods. Sometimes the classic approach is called ‘wrong estimator’. Clason
(1980) suggested two additional methods: Integrated Mean Squared Estimator (IMSE)
and a Practically Unbiased estimator method. These four estimators are considered as
possible inverse ones to solve the calibration problem. We present some properties about
those, and we will detail them as well.
Classic point estimator
Using the invariance property of the Maximum Likelihood Estimators (MLE) and under
regularity conditions established for the model given by (1.1), from this model the X







εi, i = 1, 2, . . . , n

























So, it can be seen as a particular case of the Hajeck-S̆idack Theorem (Sen and Singer,
1994). This theorem establishes some assumptions, particularly normality or at least
independence assumptions, between the unknown variable and standard errors, additi-
onally a regularity condition in which a specific value of Y = y cannot be observed at
any single value of Xi infinitely often.
Inverse point estimator
If we consider model (1.1). We can re-parameterize it and obtain:
Xi = γ + δYi + ηi,
16
2.1 Calibration 17






, γ = −α
β
and δ = 1
β
.
Krutchkoff (1967) proposed an inverse point estimator,X̂I , given by:
X̂I = γ̂ + δ̂Y, (2.2)
where γ̂ y δ̂, are the ordinary least squared estimators of their respective parameters.
However, we can prove that X̂I has finite variance when n > 6, but X̂I = X̄ +
Y−Ȳ
β̂
have an infinity mean squared error (MSE) for any finite n. It can be proved by using
the monotone transformation theorem (Casella and Berger, 2002) that Y and Ȳ are
independent normal random variables and that its ratio has a Cauchy distribution with
well known properties. So, they proved that the inverse estimator has an infinite variance
and a finite MSE, while the classic estimator has an infinite MSE. So, according to the
measure researchers choose either one.
Integrated Mean Squared Error Estimator XM
Clason (1980), Brown (1979) and Williams (1969) proposed an alternative to these met-
hods. According to these authors, the Integrated Mean Squared Error (IMSE) point
estimator is given by:
XM = λ0 + λY (2.3)







dW (X), they defined
XM estimator as X̂M = λ̂0 + λ̂Y , given a known value of Y , where:
λ̂0 = W1 − λ̂ (α +W1β)
λ̂ =
β̂ (W2 −W 21 )
σ̂2 + (W2 −W 21 ) β̂2
,
α̂, β̂ and σ̂2 correspond to the parameters to estimate in a SLRM, and W (X) is a
weighting function, generally W (·) is a distribution function over A, where A is the
region to calibrate. So that, Wj =
´ U
L
xjw(x)dx and without loss of generality W0 = 1.
For instance, W1 = E[X] and W2 = E [X
2] = V [X]+{E [X]}2 However, these quantities
are not statistics because they depend on the α, β y σ2 values. Brown (1979) suggested
to replace α, β and σ2 by their respective least squares estimator to obtain:
X̂M =
Mσ̂2 + V β̂ (Y − α̂)
σ̂2 + V β̂2
, (2.4)
where M is the mean and V is the variance of the weighting distribution. It is so im-
portant to remark that when the first two moments of W (X) are equal to the first two
moments of the fixed X then the inverse estimator is the optimal linear estimator of X.
17
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Practically unbiased estimator (PUE)
The PUE was proposed by Naszódi (1978) and cited by Clason (1980). The derivation
begins by expanding the classical estimator Xc in a Taylor’s series around X̄. Assuming














Naszódi (1978) proposed to avoid the convergence problems by truncating the error dis-
tribution. He found an estimator removing the bias of the classical estimator and defined














where β̂ and σ̂2 correspond to the parameters to estimate in a SLRM.








ŷ=27.21 + 4.07x    Classic:  x̂=48.785
x̂=- 2.807 + 0.23y  Inverse:  x̂=49.13
IMSE:    x̂=48.581
 PUE:     x̂=47.651
Figure 2.1: Scatter plot for a SLRM including classical, inverse, IMSE, PUE point
estimators for x = 40 in the model yi = 25 + 4xi + εi and εi ∼ N (0, σ2 = 25)
Figure 2.1 represents a linear relationship between X and Y , non-correlated errors, and
n large enough. Given a value of Y = 40 one prediction X̂ of the value for X is required.
18
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Figure 2.1 shows each one of the estimations obtained by using each of the four esti-
mators presented in this section. We can observe that either of the four estimators are
biased in this case, regardless the well known asymptotic properties of the parameters
estimators for the calibration problem showed in this section.
Calibration problem has been widely studied by important authors, under parametric,
non parametric, and Bayesian approaches. Random errors are assumed just with clas-
sical assumptions normality, independence, and homoscedasticity. Furthermore, studies
are based on cross-sectional settings, under correlated structures and multivariate set-
tings. Fornell et al. (1991) found specific expressions of the estimators for calibration,
when covariates and covariance structure are approximately known. They discussed the
properties of the estimators under these assumptions.
Calibration for nonlinear homoscedastic fixed effects models was addressed by Schwenke
and Milliken (1991). They considered the estimation of an unknown x corresponding to
a fixed value of the response. As an extension of that proposal, Concordet and Nuñez
(2000) studied the behavior of calibration for non linear mixed effects model. They
considered the model Yij = f (θ, bi, tij) + g (θ, bi, tij) εij, where εij represents the intrain-
dividual variability, θ represents the mixed effect associated with the i − th individual,
θ is independent of εij, and θ = (µ,D, σ
2) is an unknown parameter whose components
are the population mean µ, the matrix of interindividual dispersion D, and the intra-
individual variance σ2. They modeled the probability that an observation made on an
individual (chosen at random) at time t has a value Yij below the value of the maximum
residue limit (MRL). Methods based on the central limit theorem and parametric boot-
strap methods were studied under independence assumption. They suggested that this
assumption makes the estimation process simpler and efficient. For small samples, it is
required to check the accuracy of the results under misspecified models, due to the diffe-
rence with the asymptotic distribution. Blankenship et al. (2003) developed a complete
discussion on the contribution made by Schwenke and Milliken (1991). They concluded
that small sample properties of the calibration point estimates needed to be studied.
Our contribution in this thesis proposal is that we are more interested in estimating a
calibration function than in estimating a point estimator.
2.2 Linear Mixed Effects Models
An LMM is a parametric linear model suitable for modelling both cross-sectional or lon-
gitudinal data. It quantifies the effect of explanatory variables on the response variable.
This model allows that fixed and random effects can be estimated and predicted, re-
spectively. While fixed effects estimates give information about the relationship between
a set of independent variables and the response, random effects are used in modeling
the random variation in the dependent variable at different levels, clusters or subjects
within a population (West et al., 2007; Verbeke and Molenberghs, 2009).
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Models for longitudinal data are focused on explaining the behavior of the subjects in
a general data set when measurements have been taken over time. The main goal is
to describe the changes in the mean response, and their relationship to covariates, by
allowing differences from this average model. However, some assumptions are required
when variation between subjects is a fact to be modelled, that is, each subject in the
data set has its own behaviour according to some specific values of known variables. One
way to model this kind of longitudinal data sets is through linear mixed models (LMMs).
The linear mixed effects model has a very strong assumption about the stability of time
independent characteristics of individuals, that is, features that do not varies according
to the time. An LMM can be written as:
Yi = Xiβ︸︷︷︸+ Zibi + εi︸ ︷︷ ︸ , i = 1, 2, . . . , N
Fixed Random
bi ∼ N (0,D)
εi ∼ N (0,Σi)
εi and bi are independent,
(2.6)
where Yi is a ni× 1 vector of continuous responses for the i−th subject. Xi, is a ni× p,
(p = k+ 1) design matrix that considers variables that affect the response values for the
i−th subject. β, is a vector of p unknown fixed effects parameters. Zi is a ni× q matrix
that represents the q observed values for the predicted variable in the i−th subject which
affect the variable that varies randomly across the subjects. D, is a q × q covariance
matrix that considers the covariances among random effects for each subject. Frequently,
D is considered as an unstructured or a diagonal matrix, but it is not always true, clas-
sical theory in LMM establishes a set of possible choices for this matrix. Most common
choices are: diagonal, compound symmetry, a first-order autoregressive or a Toeplitz
structure (Fitzmaurice et al., 2008; Pinheiro and Bates, 2000), to find additional details
on covariance structures you can explore Appendix A.2. And finally, Σi, is a matrix in
which the residuals association with observations on the same subject are considered.
Model given by (2.6) leads to the mean response model expressed as:
E (Yi | Xi) = Xiβ, (2.7)
V ar (Yi | bi) = ZiDZ′i + Σi (2.8)
Important assumptions are required in this model, the first one is that the components
of the vector bi are random and they are uncorrelated with the measured covariates
included in the regression model. Otherwise, the LMM can yield to biased estimates of
β. Secondly, an LMM takes into account the random variation of some subsets of the
regression parameters from one individual to another, thereby accounting for sources of
natural heterogeneity in the population. This implies that individuals in the popula-
tion are not only assumed to have their own subject-specific trajectories over time but
also a mean response and a subset of the regression parameters are now considered as
random. Linear mixed effects models are well known due to the fact that the mean
20
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response is modeled as a combination of population characteristics, β, that are assumed
to be shared by all the individuals called fixed effects, and subject-specific effects that
are unique to a particular individual, bi referred as random effects. The term mixed is
used in this context to denote that the model contains both fixed and random effects.
One of the main advantages of an LMM is that it explains Yi on a longitudinal data
set by estimating the effects of both time varying and time invariant covariates (Verbeke
and Molenberghs, 2009; Fitzmaurice et al., 2008).
A linear mixed effects model assumes that the longitudinal responses depend on a com-
bination of population (or fixed effects) parameters and subject-specific effects. It leads
to a model for the marginal mean response (averaged over the distribution of the random
effects) that can be expressed as (2.7). However, the introduction of random effects in-
duces covariance among the responses and Cov (Yi | bi) = Vi has a distinctive random
effects structure. Inclusion of random effects allows to express the variations among the
repeated measures as functions of time. LMMs explicitly distinguish between two sour-
ces of variability: between-subject and within-subject variability. Moreover, the induced
random effects covariance structure can often be described with relatively few parame-
ters, regardless of the number and timing of the measurement occasions.
2.3 Some specific ways to specify an LMM
2.3.1 Random intercept model
The simplest possible case of a linear mixed effects model occurs when we consider a
model in which each subject has its own variation. In this model, each subject has
an underlying level of response that persists over time. This intrinsic effect can be
incorporated into an LMM as:
Yij = X
′
ijβ + b0i + εij, (2.9)
where b0i is the random subject intercept effect, and the εij are regarded as measurement
or sampling errors. The marginal model associated to (2.9) that describes the mean
response trajectory over time for any individual.
E [Yij | b0i] = X′ijβ + b0i
and the mean response profile in the population
E [Yij] = X
′
ijβ
The model given by (2.9) considers three basic components. The first component is
related to the regression parameters β describe patterns of change in the mean response
over time in the population of interest. The second component, b0i describes how the
trend over time for the i−th individual deviates from the population mean intercept,
21
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once the covariates have been accounted for. The third component is the random error




ijβ + b0i + εij
= β0 + β1Xij1 + β2Xij2 + · · ·+ βpXijp + b0i + εij
= (β0 + b0i) + β1Xij1 + β2Xij2 + · · ·+ βpXijp + εij
β0 is then the fixed effect intercept term in the model. The expression β0+b0i can be seen
as the subject-specific variation from mean β0. And, its associated marginal variance of
each response is given by:
V ar (Yij) = V ar
(
X′ijβ + b0i + εij
)
= V ar (b0i + εij)
= V ar (b0i) + V ar (εij)
= σ2b + σ
2
Similarly, the marginal covariance between any pair of responses from subject i, Yij and
Yik, is given by
Cov (Yij, Yik) = Cov (Xijβ + b0i + εij,Xikβ + b0i + εik)
= Cov (b0i + εij, b0i + εik)
= Cov (b0i, b0i)
= V ar (b0i)
= σ2b
Given that the covariance between any pair of repeated measurements is σ2b , the corre-
lation is:




This is known as intra-class correlation coefficient (ICC).
2.3.2 Random intercept and slope
In this case, both random intercept and random slope allow that each subject deviates
from the average model at each point over time. Particularly, a random slope explains
the variation on each individual at each point of time. For j = 1, . . . , ni, i = 1, 2, . . . , N
and fixed effects given by variables X2, X3, . . . , Xp, the model is given by:
Yij = β0 + β1tij + X
′∗
ijβ
∗ + b0i + b1itij + εij
= β0 + β1tij + β2Xij2 + β3Xij3 + · · ·+ βpXijp + b0i + b1itij + εij
= (β0 + b0i) + (β1 + b1i) tij + β2Xij2 + · · ·+ βpXijp + εij
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2.3 Some specific ways to specify an LMM 23
where X′∗ijβ
∗ denotes the fixed effects related to other covariates. This model suggests
that each subject varies in either their baseline level of response and the responses over
time. Separation between each subject and its baseline is given by b0i and the difference
in the rate of increase over time respect to the population is given by b1i.
2.3.3 Linear mixed models with random effects
A linear mixed model, in a generalized way, incorporates additional random regression
coefficients and allows the mean of the random effects to depend on covariates (Fitzmau-
rice et al., 2008).
A generalization of the model (2.6) using vector and matrix notation is given by:
Yi = Xiβ + Zibi + εi,
where Xi is a (ni × p) matrix of covariates, Zi is a (ni × q) matrix of covariates, with
q ≤ p, Σi = Cov (εi) describes the covariance among the longitudinal observations when
focusing on the conditional mean response profile of a specific individual. That is, it is
the covariance of deviation of the i−th individual from its mean response profile,
E (Yi | bi) = Xiβ + Zibi,
where averaging is over the distribution of the random effects, bi. From the marginal or
population-averaged mean of Yi,
E (Yi) = Xiβ.
In a similar way, we can distinguish between conditional and marginal covariances. The
conditional covariance of Yi, given bi is:
Cov (Yi | bi) = Cov (εi) = Σi,
while the marginal covariance of Yi, averaged over the distribution of bi, is
Cov (Yi) = Cov (Zibi) + Cov (εi)
= ZiCov (bi) Z
′




Even if Σi = σ
2Ini , Cov (Yi) is NOT a diagonal matrix. This matrix will have non-
zero off-diagonal elements, thereby accounting for the correlation among the repeated
observations on the same individuals in a longitudinal study. If we introduce the random
effects, bi, this induces correlation among the components of Yi. An additional property
of LMM is that Cov (Yi) has been described in terms of a set of covariance parameters,
some defining the matrix D and some defining the matrix Σi, allowing an explicit ana-
lysis of between-subject variation (D) and within-subject variation (Σi) as sources of
23
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variation (Fitzmaurice et al., 2008, p.190-202).
The dependence between observations over time lead us to consider a structure for the
Σi matrix, a right choice on this matrix will make the algorithms perform better since it
makes it quicker and precise. Most common covariance matrix structures can be found
at appendix (A.2). In this thesis, we will base the results of this thesis specifically under
the assumption that the error covariance matrix follows an AR (1) structure, but other





1 ρ ρ2 · · · ρni−1
ρ 1 ρ · · · ρni−2






ρni−1 ρni−2 ρni−3 · · · 1
 (2.10)
2.4 Estimation methods for LMMS
The classical approach to conduct inference is based on estimators obtained from maxi-












(Yi −Xiβ)′V−1i (α) (Yi −Xiβ)
)
(2.11)
with respect to θ, where θ = (β′,α′) and α corresponds to a vector with the variances
and covariances in the matrix Cov (Yi). Let us first assume α to be known. The max-
imum likelihood estimator (MLE) of β, obtained from maximizing (2.11), conditioning













where Wi equals V
−1
i .
There exist some specific ways to estimate the parameters on an LMM specifically when
we assume a normal distribution of the errors even if the errors have an unknown cor-
relation structure. These methods are well known as: Maximum Likelihood (ML) and
Restricted Maximum Likelihood (REML). These methods have been extensively applied
under these assumptions (Verbeke and Molenberghs, 2009).
2.4.1 Maximum Likelihood Estimation
The maximum likelihood estimator (MLE) of α is obtained by maximizing (2.11) with
respect to α, after β is replaced by (2.12) (Verbeke and Molenberghs, 2009; Fitzmaurice
et al., 2008). When there are ni repeated measures on the same individual it cannot
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be assumed that these repeated measures are independent. In this case, it is necessary
to consider the joint probability density function for the vector of repeated measures.
However, we established before that the subjects are independent, because of that the
log-likelihood function, `, can be expressed as a sum of the individual multivariate nor-
mal probability density functions for Yi given Xi.
To find the maximum likelihood estimate of β under a repeated measures setting, we
consider two cases, first we assume that Σi is known and get the MLE of β. The second
case relaxes this assumption and try to obtain BLUP for Σi. In the first case, we obtain
an estimation β that maximizes the log-likelihood function:

















i=1 ni corresponds to the total number of observations. The first and
second term in equation (2.13) are constants given that they do not depend on β, so we
just need to maximize:
N∑
i=1
(Yi −Xiβ)′V−1i (Yi −Xiβ) .
The estimator of β that minimizes this expression is known as the Generalized Least

















Under the condition established above, (α is known). β̂ has well known and desirable
asymptotic properties. It is a consistent and unbiased estimator of β. Additionally,
when εi is assumed to be normal or at least it follows a symmetric distribution, then




= β. The sampling distribution of β̂
when Σi is estimated from the data, is approximately multivariate normal with mean, β








. Fitzmaurice et al. (2008) established that
these properties hold even though the multivariate normal distribution assumption is
not valid or when the data are incomplete, specifically under the assumption of missing
completely at random data (MCAR). Data are said to be MCAR when the probability
that responses are missing is unrelated to neither the specific values to be obtained nor
the set of observed values.
In the second case, if α is not known, but an estimate α̂ is available, we can set
V̂i = Vi (α̂) = Ŵ
−1
i , and estimate β through the expression given in (2.12) in which
Wi can be replaced for Ŵi. However, some problems of bias are common with small
sample sizes. The REML estimation addresses this problem.
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2.4.2 Restricted maximum likelihood estimation (RMLE)
It is an alternative to the ML estimation method. MLEs of β and α have desirable
asymptotic properties. However, it yields to biased estimators. In other words, the
diagonal elements of Σi are underestimated (Verbeke and Molenberghs, 2009, p. 41-46).






























i=1 ni. But it has been shown that this estimator is biased and underes-
timates σ2, when it is considered a small sample size (Fitzmaurice et al., 2008). The
correction made to this estimator to get an unbiased estimator is called residual or re-
stricted maximum Likelihood (REML) estimator for σ2. The bias arises because the ML
estimate do not take into account that β has been estimated from the data.
REML’s fundamental theoretical concepts were developed to address this problem. “The
main idea behind REML estimation is to separate that part of the data used for esti-
mation of Vi from that part used for estimation of β ”(Fitzmaurice et al., 2008). The
main idea in REML estimation of Vi is to eliminate β from the likelihood so that it is
defined only in terms of Vi. There are several ways to do that. One way is by trans-
forming the data to a set of linear combinations of observations that have a distribution
that does not depend on β. We can consider the residuals after estimating β by using
ordinary least squares and use them as the data to estimate Vi. The likelihood for these


























The last term in this equation represents an additional component into the estimation
and it is the covariance of β̂. As a result, the REML likelihood multiplies the ML
likelihood by the square-root of the generalized variance of β̂. The difference between ML
and REML estimation becomes less important when N >> p. When REML estimation

















where V̂i = Vi (α̂) is the REML estimate of Vi.
In general, REML is recommended for estimation of Vi and for comparison of nested
models for the covariance. However, the likelihood ratio test comparing nested models
for the mean should always be based on the ML, not the REML log-likelihood.
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2.4.3 A two-stage analysis
A two stage analysis can be performed in this kind of models (Verbeke and Molenberghs,
2009). At the first stage the model is given by:
Yi = Ziβi + εi,
where Zi is a (ni × q) matrix of known covariates, modeling how the response evolves
over time for the i−th subject. Further, βi is a q-dimensional vector of unknown subject-
specific regression coefficients and εi is a vector of residual components. It is usually
assumed that all εi are independent and normally distributed with mean vector zero,
and covariance matrix σ2Ini , where Ini is the ni × ni identity matrix.
In the second step, a multivariate regression model of the form: βi = Kiβ + bi is used
to explain the observed variability between the subjects, with respect to their subject-
specific regression coefficients βi. Ki is a (q × p) matrix of known covariates, and β is a
p-dimensional vector of unknown regression parameters. Finally, the bi are assumed to
be independent, following a q−dimensional normal distribution with mean vector zero
and general covariance matrix D. The equation (2.6) can be seen as a general version of
these two-stage approach once they have been put together:
Yi = ZiKiβ + Zibi + εi
= Xiβ + Zibi + εi,
where Xi = ZiKi
Conditional model
Another way to represent an LMM is through a conditional model given by:
Yi | bi ∼ N (Xiβ + Zibi,Vi)
bi ∼ N (0,D)
The marginal density function is given by:
f (yi) =
ˆ
f (yi | bi) f (bi) dbi





The results above implies some specific assumptions about the dependence structure for
the mean and covariance between Xi and Zi. In practice, the inferential process based
on the marginal model could cause numerical problems during the optimization of the
likelihood process since there is no guarantee of convergence. The marginal model does
27
28 2 Calibration, linear mixed models and DEAs, mathematical foundations
not assume the presence of random effects explicitly.
Making inferences by using an LMM requires obtaining estimates for β, D, and Σi,
respectively. Additionally, we must ‘predict’ the values for the random variables bi.
First, we suppose that both D and Σi are known and we built a system of estima-
tion/prediction equations for β and D. The estimating equations for β correspond to
the generalized least squares (or maximum likelihood). Then, we analyze how these
estimators/predictors are affected by the fact that both D and Σi are estimated.
This proposal considers the estimation of the subject-specific change points by using Evo-
lutionary Algorithms (EA). We will present some of the definitions and main properties
of this meta-heuristic optimizing technique.
2.5 Evolutionary Algorithms
Differential Evolution (DE) is a powerful member of the evolutionary algorithm family.
The feature that makes the difference, in this case, is a so-called differential mutation.
Given a population of candidate solution vectors in RN+1 a new mutant vector v = (τ , ρ)′
is produced by adding a perturbation vector to an existing one, Ardia et al. (2011). In
this case, τ = (τ1, τ2, . . . , τN) corresponds to a vector of change points and ρ corresponds
to the correlation coefficient associated to the AR(1). So that
v′r = vr−1 + p
where the perturbation vector p is the scaled vector difference of two other, randomly
chosen population members
p = F (s− z)
and the scaling factor F > 0 is a real number that controls the rate at which the popu-
lation evolves. The other reproduction operator is the usual uniform crossover, subject
to one parameter, the crossover probability Cr ∈ [0, 1] that defines the chance that for
any position in the chosen vector (parents) currently undergoing crossover, the allele of
the first parent will be included in the child. DE also has a slight twist to the crossover
operator: at one randomly chosen position the child allele is taken from the first parent
without making a random decision. This ensures that the child does not duplicate the
second parent.
Given the values for NP, the number of parameter vectors; F: the differential weighting
factor; Cr: a crossover probability; ngen: number of generations to evaluate; lower: lo-
wer grid bound; upper: upper grid bound. The algorithm generates by itself an initial
population M(t) defined on the searching parameter D ⊆ RN+1, bounded by lower and
upper, in .
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The uniform random search algorithm can be described as:
Pseudocode
1. t = 1
2. f0 =∞
3. while (t < tmaxand) do
sample: three different individualsvt according to p (vt) =
1
µ(M)
evaluate:vt at ` (v)
If ` (vt) ≤ ` (vt−1) then ` (vt) := ` (vt)
else t = t+ 1
5. End
Where µ (M) corresponds to the Lebesgue measure. And, ` (v) is given by:












(Yi −Xi (τ )β)′V−1i (τ , ρ) (Yi −Xi (τ )β)
})
(2.15)
It is important to note that the probability distribution is constant for each iteration,
independent of the actual or previous trials. For this algorithm it can be shown that the
sequence v1,v2, . . . of search points generated asymptotically approaches to the global
optimum, i.e., the property of convergence with probability one holds (Back, 1996).
We described some mathematical foundations and main references that will be used to
develop this proposal in the appendix A at section A.3. Next chapters will show the
results of the proposed methodology to fit the calibration function under parametric and
Bayesian approaches, and the application on a real data set about dried Cypress wood
slats. The results will be shown in the following chapters.
29
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Chapter 3
Parametric approach to the
calibration function from LMMs
Current proposals are either focused in estimating a single change point or in estima-
ting a common change point for all subjects under study in a longitudinal setting. The
parametric approach was considered initially to solve the subject-specific change point
problem in a more general way. In practice, the change point prediction for linear mixed
models allows to minimize costs. First, we present an introduction to subject-specific
change points in LMMs, secondly we present a detailed mathematical development about
change point estimator for linear mixed models, and the main issues of trying to obtain
an analytical expression for change point are presented as well, by analyzing specific
assumptions in either of three cases. Then, we present the results of a simulation study
execution to evaluate the procedure performance and its accuracy to estimate the cali-
bration parameters. Finally, we present the normal bivariate distribution and marginal
unbiasedness properties of the estimators of the calibration function, as the two main
asymptotic properties of the estimators, obtained as result of a high-computational pro-
cedure execution.
3.1 Change point and linear mixed models
Lai and Albert (2014) proposed to obtain one or multiple common change points by
considering an extension of the model (2.6). The first model considers g change points
and general random effects, so there exists g + 1 groups, it was given at equation (1.7).




XijβBk1 (tij ∈ Bk) + bi,0 +
g+1∑
k=1
bi,Bk1 (tij ∈ Bk) + εij,
Instead of estimating a single change point or a unique change point as they suggested,
we propose to estimate subject-specific change points by maximizing the REML function
and fit the calibration function according to the dispersion of the change point and their
relationship with time-independent variables. In a longitudinal setting, these change
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points could mean that the response variable is getting stable around of any particular
value. Usually, the variability once the change point has been reached, can or cannot
be captured through the other measures made after this point. In some specific cases
avoiding the fixed effects after the change point is useful and it can simplify the problem.
Botero’s dataset is an example of this feature becoming common in applied sciences.
Let τi denotes the change point for the i − th subject. The average model, considering
a continuous subject specific change point, can be written as:
Yij = β1Xij + β2tij1 (tij ≤ τi) + β2τi1 (tij > τi) (3.1)
where Xij corresponds to the fixed effect (explanatory variable) associated to each sub-
ject at time tij, this could be the same all over the time or it could change along the time
if it is needed. And, τi corresponds to the change point for the i − th subject. Figure
3.1 shows the difference among our proposal compared with previous proposals, because
we are interested in building a calibration function that predicts the time of change for
some given values of the time-independent fixed effects in an LMM. It was considered
initially just as one value, but it can be extended to a given vector of values of those
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Figure 3.1: Average profiles for a Linear Mixed Model with known change points
Source: Author. Simulated data
Solid lines with dots in Figure 3.1 show the average behavior along the time associated
with the fixed effects of interest in the study. Red points show the average change points
which depend on the parameter values of the calibration function which we are interested
in predicting. Profiles represented in this figure were obtained from a simulated dataset
where values of the change points were assumed following a linear relationship between
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the change point and the thickness, as τi = γ0 + γ1Thickness. The parameters on the
calibration function were assumed fixed as γ0 = 25 and γ1 = 0.8. It is assumed that
there is only one average profile per value of Xij in the LMM.
In a general way, we have considered a model with fixed effects until the change point,
τ , and only a random intercept (effect) after this, to explain the variation for each
subject right after the change point. We have considered a model as given at (2.9) with
random intercepts but additionally this model has only one continuous change point, τi
per individual. The LMM including fixed and random effects including one continuous
change point per subject is given by:
Yij = (β1Xij + β2tij) 1 (tij ≤ τi) + (β1Xij + β2τi) 1 (tij > τi) +
+b0i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
This model could be simplified as:
Yij = β1Xij + β2 {tij1 (tij ≤ τi) + τi1 (tij > τi)}+
+b0i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
(3.2)
In contrast to other proposals to solve the calibration problem, we estimate a change
point per subject to maximize the REML and once the change point had been estimated
we obtain the parametric estimation of the calibration function given particular values
of the fixed effects.
3.2 Change point estimation for LMM an analytical
approach
We have introduced some specifical concepts useful to develop our proposal. The matrix
notation based on the model given by (3.2) is given by:
Yi = (β1Xi + β2ti) 1 (ti ≤ τi) + (β1Xi + β2τi) 1 (ti > τi)
+b00i + b01i1 (ti ≤ τi) + b02i1 (ti > τi) + εi
(3.3)
Before to implement a computational procedure as it is defined in section 2.4. We explo-
red the analytical procedure to get point estimators of τi by analyzing the log-likelihood
function associated to each subject. At the first scenario, we assumed that there is
only one subject, N = 1, τi = τ , Σi = σ
2Ini , and fixed effects are associated to one
time independent variable xj and two time dependent tj by itself and τ . As in classical
approaches, we can find the subject specific change point estimator by optimizing the
log-likelihood function, that is, differentiating the log-likelihood function with respect to
τ and then making this differential equals to zero. We obtain the MLE for τ . Consider
the likelihood function










(Yj − β1Xj − β2tj1 (tj ≤ τ)− β2τ1 (tj > τ))2
)
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Thus, the log-likelihood function is given by:











(Yj − β1Xj − β2tj1 (tj ≤ τ)− β2τ1 (tj > τ))2
(3.4)
At appendix A.1 we present the mathematical development to obtain the point estimator
for change point under the assumption of one subject with measurements over time and
these are independent over time (quite artificial assumption), either case an initial guess
of τ nor a completely unknown value of τ , after differentiate the equation (3.4).









Xj1 (tj > τ̂)
where Ȳs+1 represents the mean of Y for values after the change point. So, in this case
we have a close form for τ̂ , which is mathematically tractable, but it corresponds to an
expression to update the value of τ but it could lead to an estimator without desirable
properties.










Yjtj1 (tj ≤ τ)− β̂1β̂2
ni∑
j=1
tj1 (tj ≤ τ)− β̂22
ni∑
j=1




Yj1 (tj > τ)− β̂1β̂2
ni∑
j=1
Xj1 (tj > τ)− β̂2τ
ni∑
j=1
1 (tj > τ)
]
Notice that even avoiding the random effects and under the most unrestrictive assump-
tions, we cannot express τ̂ in an analytical and closed form. So, we do not have a mat-
hematical tractable way to estimate one subject-specific change point from an LMM, so
numerical methods are required. There exists some methods as Unconstrained Nonlinear
Optimization, Quasi-Newton Methods, NelderMead Simplex Algorithm, Mesh adaptive
direct search (MADS). There are some functions available in R-project as nlminb, optim
optimize for classic methods,nor DEoptim or GA for stochastic search algorithms.
In a general way, we proposed to obtain an estimator of a vector of subject-specific
change points, τ . We extended the model given at (3.2). Additionally, beyond the basic
assumption for a particular subject, we tried to obtain a mathematical expression for
the subject-specific change point problem under an LMM. Then we find a recursive way
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i 1ni (ti > τi)− β̂1Xti (ti > τi) V−1i(s+1)+1ni (ti > τi)
]
Unfortunately, according to the last expression, finding an analytical and close expression
for the change points is not possible and in most cases, it requires both a starting vector of
values for τ and an iterative process to estimate this vector of parameters. This proposal
considers the estimation of the subject-specific change points by using Evolutionary
Algorithms (EA). One of the main advantages of this proposal is supported by the fact
that it easily allows to make contrasts between maximum likelihood (ML) estimators
and restricted maximum likelihood (REML) estimators and to evaluate the effect of
each method on the estimation of the parameters associated to the calibration function,
as Blankenship et al. (2003) suggested. We used Differential evolutionary algorithm
(DEA) since it allows a better estimation of the parameters and instead of getting a
local maximum vector of values we get a vector of values that constitutes a global
maximum associated to the parameters included in the model. We decided to
use differential evolutionary algorithms (DEAs)(Eiben and Smith, 2003; Back, 1996) to
execute the change points estimation procedure, given that this algorithm performs with
a floating point and a differential mutation factor that permits to make a better choice
based on the highest points of the objective function (for details on DEAs, see section
A.3.1). Finally, we estimate the calibration function which will allow users to predict
the change points.
3.3 Simulation study
A simulation study was performed according to the model given by:
Yij = (β1Xij + β2tij) 1 (tij ≤ τi) + β2τi1 (tij > τi) + b00i
+b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
This model considers only one continuous subject-specific change point. Under a para-
metric approach, we assumed a linear function to describe the change point, given the
time-independent values and we considered the simplest case where there exists only one
time independent fixed effect noticed as xi. Each simulation considered a change per
subject at time ti, with ti | xi = γ0 + γ1xi, where xi can be a value from the vector
x′i = (50, 40, 30, 25, 20). The goal is to find τ , the vector of change points by using
DEAs and then estimate γ, so that we can obtain t̂i as t̂i | (τ , xi) = γ0 + γ1xi + εi.
We assumed a completely balanced design with 14 observations per subject, ni = 14,
the considered time vector was t′i = (1, 8, 15, 22, 29, 36, 43, 50, 57, 64, 71, 78, 85, 92). Some
specific values for the covariance matrix were taken into account since this matrix de-
pends on particular values of ρ and σ when an AR(1) structure was considered on the
errors. Particular values of ρ and σ2, considered in the simulation study, were chosen
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based on the extensive exploratory data analysis of the real data. Additionally, some va-
riations of these parameters were considered under the assumption of making estimable
the parameters at the LMM so that a plausible ‘signal’ or profile for each subject could
be guaranteed. The selection of these values make plausible some stability conditions
required to estimate and predict the change points by avoiding jumps at the allocation
of the change points. The values considered in the simulation study where chosen to
simulate a similar process like that described by Botero (1993).
We present a brief example of the calibration function obtained for only one simulated
data set with 50 subjects. The simulated values corresponds to the values under the
next scenario.
Yij = 0.7xij − 0.2tij1 (tij ≤ τi)− 0.2τi1 (tij > τi) + b00i
+b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
τi = 20 + 0.7xi,
Σi (ρ, σ
2) = Σi (0.3, .01)
N = 50, 10 subjects per each xi value
ni = 14
(3.5)
The profiles for one data set obtained under the assumptions above established are
shown at Figure 3.2. The estimated change points were overlapped on the profiles. By
inspecting visually, the fitting by using our methodology the change point estimations
are quite precise and consequently, it is desirable that the parameters of the calibration













Figure 3.2: Estimated change points under the methodology proposed in this thesis
overlapped on the profiles plot for a simulated longitudinal dataset with 50 subjects,
14 observations per subject and fixed values to perform the simulation study: γ0 = 20,
γ1 = 0.7, ρ = 0.3, σ
2 = 0.01
Source: Author. Simulated data
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Figure 3.3: Calibration function for the simulated longitudinal dataset.
Source: Author. Simulated data













































































Figure 3.4: Quality of fitting of the calibration function
Source: Author. Simulated data
Although this example illustrates an acceptable estimation of the parameters of the
calibration function, γ0− γ̂0 = 0.005 and γ1− γ̂1 = −0.012. We are interested into make
a generalization of the results and to evaluate the goodness of the estimation procedure
and the accuracy of the estimated parameters of the calibration function.
We executed a simulation study varying the values of the parameters associated to the
linear mixed model considered. The results are presented at chapter 4. The main
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properties of the estimators by considering some variations of the parameters in the
LMM and the calibration function are presented at the next section.
3.4 Asymptotic properties of the parameters of the
calibration function
Once the simulation study was executed, one of the main objectives was to evaluate
the accuracy of the parameters and the distribution associated to the parameters of the
calibration function taking into account that Gaussian Multivariate assumptions were
made on the random effects for the LMM. Additionally, an AR(1) process was supposed
for the covariance matrix for random error vector per subject, σ2 was assumed as a
small value, so that the fitted LMM recover the main signal associated to the profile
per each subject on the data set. To execute this simulation study the value for σ2 was
bounded, due to high values of this parameter imply problems in the convergence of
this procedure. This assumption (σ2 <<) is important to estimate in a better way the
change point because an excessive chosen of the value for the variance coefficient leads to
either a convergence problem nor an underestimated change point. When measurements
per subject a long time present a high fluctuation, trying to recover the change point
will lead to a divergent algorithm. If convergence is achieved, then the algorithm would
give unexpected estimates on the parameters of the calibration function. We will come
back later on the main assumptions made on the random errors vector, according to the
specific scenario to execute each simulation. We present the associated distribution and
the properties of the calibration parameters.
Simulation study
To explore the properties of the estimators of the calibration function, we considered a
sample size of 250, 14 observations over time, and a completely balanced design. Fitting
the calibration function considers a two stages estimation procedure. At the first stage,
the change points were estimated by using DEAs to optimize the REML function for
an LMM, so that, the results showed below considered the estimation of 250 change
points and additionally 11 parameters associated to the parameters on the LMM for a
longitudinal dataset. At the second stage, a linear function was considered to be fitted
from estimated change points, so that this function can describe the behaviour on the
change points according to the particular values of the fixed effects. In this thesis, we
considered just one fixed effect but, it can be extended to more than one; covariates
considered must be not dependent on the change point, in case they are time-dependent
another iterative procedure should be implemented. To check the asymptotic properties,
100 executions were made under some fixed values and multivariate Gaussian assumption
as follows:
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First scenario
The model considered was:
Yij = 0.8xij − 0.3tij1 (tij ≤ τi) + 4× 1 (tij ≤ τi) + 4× 1 (tij > τi) +
+b0i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
i = 1, 2, . . . , 250, j = 1, 2, . . . , 14
bi ∼ N
0,





0, AR(1, ρ = 0.3, σ2 = 0.01)
)
bi and εi are independent.
τi = 25 + 0.8xi
(3.6)
Results for the asymptotic distribution and the accuracy of the parameters are shown
in Figure 3.5. Henceforth in this chapter, the labels in the multivariate density function
are respectively g0 = γ̂0 and g1 = γ̂1. Henze-Zirkler’s multivariate normality test was
used to assess the assumption of normal bivariate distribution of the parameters of the
calibration function.
Figure 3.5: Surface response and contours of joint distribution of γ̂0 and γ̂1 for the
calibration function built from change point per subject (N = 250), fixed values to
perform the simulation study: γ0 = 25, γ1 = 0.8, ρ = 0.3, σ
2 = 0.01, obtained from
simulated results under the assumptions made at first scenario.
Source: Author. Simulated data
According to the Henze-Zirkler’s multivariate normality test (HZ=0.8412, p-value=0.5562),
we can assume that γ̂0 and γ̂1 follow an asymptotic normal bivariate distribution. This
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distribution is highly concentrated around the mean values, which also are close to the
reference values. The estimators were found to have a small bias, B (γ̂0) = 0.122 and
B (γ̂1) = −0.00175. Even though the contour plot could suggest concentration at another
point it is not sufficient to be considered as a multimodal distribution.
Second scenario
The model considered was:
Yij = 0.7xij − 0.2tij1 (tij ≤ τi) + 4× 1 (tij ≤ τi) + 4× 1 (tij > τi) +
+b0i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
i = 1, 2, . . . , 250, j = 1, 2, . . . , 14
bi ∼ N
0,
 0.5 0.3 0.10.3 0.5 0.1
0.1 0.1 0.5

εi ∼ N14 (0, AR(1, ρ = 0.4, σ2 = 0.02))
bi and εi are independent.
τi = 25 + 0.8xi
(3.7)
Figure 3.6: Surface response and contours of joint distribution of γ̂0 and γ̂1 for the
calibration function built from change point per subject (N = 250), fixed values to
perform the simulation study: γ0 = 25, γ1 = 0.8, ρ = 0.4, σ
2 = 0.02, obtained from
simulated results under the assumptions made at second scenario.
Source: Author. Simulated data
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Similarly, as we did in the first scenario, we can assume that γ̂0 and γ̂1 follow an
asymptotic normal bivariate distribution. (Henze-Zirkler’s multivariate normality test
HZ=0.4750, p-value=0.653). However, in contrast to the Figure 3.5, which present
highly concentrated contours, Figure 3.6 contours show a less concentrated distribution
and the bias of the parameters is given by B (γ̂0) = 0.325 and B (γ̂1) = −0.0121. Even
though, we have considered a higher correlation coefficient at the AR(1) structure, ρ,
and the value of σ2 is twice the value of the first distribution. This value indicates a
direct relationship between the variance for the covariance structure at the LMM and
the covariance matrix of the calibration function parameters.
Third scenario
The model considered here was:
Yij = 0.8xij − 0.3tij1 (tij ≤ τi) + 4× 1 (tij ≤ τi) + 4× 1 (tij > τi) +
+b0i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
i = 1, 2, . . . , 250, j = 1, 2, . . . , 14
bi ∼ N
0,
 0.5 0.3 0.10.3 0.5 0.1
0.1 0.1 0.5

εi ∼ N14 (0, AR(1, ρ = 0.4, σ2 = 0.001))
bi and εi are independent.
τi = 20 + 0.7xi
(3.8)
According to the Henze-Zirkler’s Multivariate Normality Test, estimates of γ̂0 and γ̂1
follow a bivariate normal distribution (HZ=0.5068, p-value=0.4721). Figure 3.7 shows
the joint behavior between γ̂0 and γ̂1. These estimators have a small bias B (γ̂0) = 0.301
and B (γ̂1) = −0.0044. According to these results, we present the next theorem as one
of the most important results of this proposal.
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Figure 3.7: Surface response and contours of bivariate distribution of γ̂0 and γ̂1 for
calibration function built from change point per subject with N = 250 subjects, fixed
values at the simulation study: γ0 = 20, γ1 = 0.7, ρ = 0.4, σ
2 = 0.001
Source: Author. Simulated data
Based on the results of the previous simulations, we conclude that by considering a
sequence of N , ni dimensional random vectors Y1,Y2, · · · ,Yn, such that each vector
component corresponds to data over time (individual longitudinal data set) and assuming






. if τ = (τ1, τ2, . . . , τN)
′
denotes the subject specific change point vector, and it is possible to assume that the
following conditions are satisfied:
i) εi ∼ N (0,Σi), where Σi corresponds to a ni × ni matrix for an AR(1) covariance
structure
ii) bi ∼ N (0,D)
iii) Individual profiles follow, at least approximately, a monotone decreasing function
with one point where the function stops decreasing and onwards it becomes approx-
imately constant.
iv) There is no high variation among the observations for each subject, σ2 < 0.5.
v) There are no missing data.
vi) It is supposed that τ̂i = γ̂0 + γ̂1xi
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N (γ + η,ψ)
where ψ corresponds to the covariance matrix between γ̂0 and γ̂1. η corresponds to a
small bias and η → 0, as N →∞.
Additionally,
τi | xi ∼
a
N (xiγ, S)
where S corresponds to the estimated variance based on the DE algorithm.
The adapted methodology allows estimating a global maximum instead of a local max-
imum which is one the main advantages of Evolutionary Algorithms. The simulation
results showed that the change points estimated by using DEAs are quite close to the
reference parameter values. The parameters values of the calibration function have been
estimated with a bias close to zero, even with small sample sizes. Such as Hinkley (1970)
showed the properties of some estimators by executing a simulation study due to an
analytical proof was not available. We proved through the results of the simulations
that the parameters of the calibration function, built from change points using DEAs
in LMMs, have a bivariate normal asymptotic distribution and they could be assumed
asymptotically unbiased. These results are similar to the ones given by Verbeke and
Molenberghs (2009, p. 69-72), due to there is no a mathematically tractable expression
to find the change point estimator in LMM and check their properties analytically.
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Chapter 4
Extension of the simulation
scenarios using the parametric
approach
We present an extension of the simulation scenarios by varying the parameters values in
scenarios as it was given at equation (3.5) in the section 3.3. Chosen parameters values
to execute simulations by each set reproduce a similar behavior as in the original data
set. Values for fixed effects allows a recreation of average profiles in the data set. Values
of ρ were chosen as 0.1, 0.3, 0.4 as a measure of the strength between measurements,
high values were not considered in all scenarios but results are not different from those
shown at those tables. Values of σ have been selected from 0.1, 0.01, 0.005 to guarantee
that the measurements per each subject along time do not have high volatility, so that
the signal per subject is clear and the convergence of this procedure can be guaranteed.
Additionally, 10, 25, 50, 100 and 250 subjects per dataset were considered and results
are shown in the tables below. The values presented in those tables correspond to the
results obtained after 100 executions of the estimation procedure. We considered varying
the number of generations of DEA from 50 to 200 iterations to guarantee the conver-
gence to the optimal global value. This process has a slow convergence rate when sample
size increased. The estimation process during the simulation cycles, through DEA, was
verified by checking the parameters stability at the final iterations. DEAs procedure
was done by using DEoptim R- package, version 2.2-4 (Mullen et al., 2016). We used
several computing devices to obtain the results; the first one was a server with 12 cores,
a 32 GB RAM that counts with Linux with openSUSE operative system provided by
The Universidad Pedagógica y Tecnológica de Colombia. The second one was an Apolo
server provided by EAFIT University, the third one a computer with Linux, core i7, the
fourth one was a MacPro, the last one was a virtual machine created as an Amazon c©,
EC2 instance which had 32 cores, each of them executed a parallelized routine.
The results of the simulations are presented in the next tables and these are organized as
follows, the first value corresponds to the mean, second one shows the standard deviation
and the last one corresponds to the MSE in each cell of the table (after 100 executions,
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per each combination of the parameters). Fixed values for either the calibration function
parameters and LMM parameters are presented in the third line at the top of each table,
and the values of the varying parameters are shown at the second or third column in each
table. For example, at the first row of the Table 4.1 the model considered to simulate
the results was:
Yij = 0.7xij − 0.2tij1 (tij ≤ τi)− 0.2τi1 (tij > τi) + b00i
+b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
τi = 20 + 0.7xi,
Σi (ρ, σ
2) = Σi (ρ, σLMM)
N = 10, 2 subjects per each xi value
ni = 14
In this scenario we considered 100 generations in DEAs and 100 replicates of the model.
For instance, we obtained γ̂0 = 20.039 with standard deviation of 1.085, and γ̂1 = 0.691
with standard deviation of 0.027. It suggests that the procedure considered here to
fit the calibration function proportionates good parameters estimators of this function
under the assumption that the data set comes from a completely balanced design with
10 subjects. Next value σ̂τ corresponds to the estimated standard deviation associated
with the residuals for the calibration function. According to the estimated value 1.062,
standard deviation is small implying a low dispersion, 0.376. Values for β1, β2, β3, and β4
present a similar behavior, the values estimated by using this procedure were estimated
with high precision. The value of σ̂ = 0.146 shows that the procedure, in this case,
overestimates σLMM given that the value considered was σLMM = 0.1. However, it is not
a consistent result over all the simulations. Values for the mean of ρ̂lme and ρ̂DEA shows
convergence to the fixed value of ρ = 0.4. In this case, lme estimation underestimates
the value, and DEAs overestimate the value. However, it changes according to both the
values of the parameters at the simulation process and the sample size considered.
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Calibration parameters LMM estimated parameters
N ρ σLMM
γ0 γ1 σ̂τ




20.039 0.691 1.062 0.648 -0.199 3.616 3.553 0.146 0.326 0.477
1.085 0.027 0.376 0.040 0.002 1.391 1.390 0.013 0.129 0.256
1.145 0.098 0.009 0.000 2.548 2.458 0.007 0.043 0.092
0.01
20.043 0.689 1.059 0.681 -0.198 3.743 3.894 0.013 0.339 0.433
1.023 0.021 0.331 0.038 0.002 1.105 1.202 0.009 0.117 0.153
1.139 0.002 0.003 0.001 2.522 2.479 0.004 0.014 0.132
0.005
19.986 0.699 0.995 0.693 -0.199 3.982 3.972 0.0078 0.357 0.401
0.993 0.014 0.174 0.035 0.001 0.974 1.013 0.008 0.132 0.113
0.098 0.000 0.002 0.000 1.035 1.775 0.005 0.003 0.026
0.3
0.1
20.192 0.704 1.052 0.721 -0.207 3.732 3.659 0.128 0.254 0.297
1.094 0.033 0.427 0.044 0.006 1.460 1.492 0.017 0.193 0.135
1.209 0.003 0.004 0.001 2.322 2.316 0.004 0.012 0.182
0.01
20.211 0.688 1.051 0.714 -0.215 3.711 3.666 0.117 0.250 0.317
1.092 0.030 0.336 0.037 0.006 1.395 1.405 0.038 0.138 0.261
1.319 0.002 0.003 0.000 1.294 1.936 0.003 0.012 0.162
0.005
19.814 0.695 1.473 0.644 -0.199 3.736 3.675 0.0046 0.212 0.227
1.689 0.033 0.424 0.020 0.003 1.249 1.291 0.037 0.017 0.128
1.592 0.001 0.004 0.000 2.222 2.234 0.004 0.029 0.122
0.1
0.1
20.060 0.700 1.934 0.644 -0.199 3.725 3.748 0.087 0.308 0.063
2.397 0.045 0.477 0.031 0.004 1.073 0.999 0.049 0.024 0.097
1.312 0.001 0.005 0.000 2.329 2.137 0.007 0.018 0.142
0.01
19.574 0.701 0.985 0.651 -0.199 3.483 3.394 0.099 0.067 0.099
1.039 0.023 0.457 0.041 0.008 1.542 1.514 0.006 0.011 0.026
1.139 0.000 0.006 0.000 3.175 3.173 0.004 0.015 0.199
0.005
19.615 0.702 0.8334 0.661 -0.200 3.197 3.142 0.071 0.122 0.172
0.979 0.027 0.342 0.052 0.008 1.704 1.698 0.004 0.013 0.056
1.249 0.001 0.004 0.000 2.622 2.636 0.008 0.013 0.028
Table 4.1: Parameters of the calibration function, calibration error variance, and fixed effects parameters in an LMM, estimated
from a simulation study, by varying the parameters values of ρ and σ on the random error covariance structure for an LMM,




























Calibration parameters LMM estimated parameters
N ρ σLMM
γ0 γ1 σ̂τ




24.693 0.813 2.160 0.648 -0.299 3.610 3.652 0.357 0.354 0.388
1.871 0.048 0.300 0.021 0.002 0.769 0.815 0.037 0.109 0.235
1.405 0.002 0.024 0.000 0.714 0.752 0.022 0.141 0.188
0.01
23.689 0.839 2.340 0.646 -0.299 3.683 3.667 0.119 0.506 0.489
1.504 0.043 0.386 0.020 0.000 0.676 0.691 0.009 0.075 0.242
1.525 0.012 0.024 0.001 0.514 0.552 0.021 0.131 0.178
0.005
25.093 0.802 1.984 0.641 -0.300 3.793 3.814 0.011 0.476 0.519
1.678 0.051 0.294 0.021 0.002 0.748 0.773 0.020 0.086 0.201
1.015 0.003 0.014 0.002 0.327 0.351 0.018 0.132 0.156
0.3
0.1
25.011 0.801 2.136 0.643 -0.299 3.776 3.754 0.323 0.267 0.250
1.280 0.036 0.308 0.018 0.002 0.672 0.717 0.018 0.078 0.203
1.735 0.023 0.034 0.001 0.432 0.425 0.016 0.169 0.175
0.01
23.680 0.844 2.351 0.651 -0.300 3.511 3.551 0.101 0.299 0.511
1.412 0.047 0.333 0.024 0.000 0.820 0.766 0.005 0.067 0.257
1.315 0.031 0.041 0.012 0.227 0.251 0.013 0.192 0.213
0.005
23.608 0.844 2.644 0.645 -0.299 3.719 3.734 0.075 0.285 0.627
1.732 0.047 0.356 0.019 0.000 0.626 0.659 0.005 0.081 0.221
1.115 0.023 0.024 0.001 0.237 0.214 0.178 0.144 0.162
0.1
0.1
24.534 0.813 2.022 0.654 -0.300 3.417 3.384 0.309 0.057 0.576
1.605 0.046 0.328 0.021 0.002 0.717 0.701 0.014 0.069 0.284
1.513 0.130 0.142 0.001 0.724 0.752 0.017 0.129 0.176
0.01
23.887 0.838 2.138 0.65 -0.300 3.521 3.557 0.099 0.006 0.057
1.112 0.034 0.314 0.023 0.000 0.788 0.938 0.004 0.062 0.257
1.532 0.231 0.104 0.001 0.133 0.135 0.118 0.324 0.357
0.005
23.537 0.837 2.439 0.657 -0.300 3.248 3.172 0.07 0.074 0.487
1.305 0.035 0.318 0.021 0.000 0.686 0.765 0.003 0.058 0.268
1.005 0.033 0.042 0.001 0.374 0.382 0.183 0.124 0.165
Table 4.2: Parameters of the calibration function, calibration error variance, and fixed effects parameters in an LMM, estimated
from a simulation study, by varying the parameters values of ρ and σ on the random error covariance structure for an LMM,




Calibration parameters LMM estimated parameters
N ρ σLMM
γ0 γ1 σ̂τ




20.398 0.698 2.53 0.643 -0.199 3.728 3.765 0.150 0.400 0.475
1.367 0.035 0.254 0.015 0.002 0.518 0.509 0.016 0.053 0.243
0.112 0.000 0.021 0.000 0.021 0.021 0.001 0.055 0.024
0.01
19.902 0.701 2.432 0.687 -0.199 3.692 3.564 0.008 0.399 0.400
1.503 0.042 0.385 0.021 0.001 0.675 0.690 0.008 0.077 0.241
0.109 0.001 0.019 0.000 0.031 0.033 0.002 0.034 0.024
0.005
19.997 0.697 2.205 0.703 -0.197 3.721 3.690 0.003 0.399 0.403
1.014 0.032 0.311 0.115 0.000 0.757 0.511 0.046 0.142 0.192
0.121 0.000 0.018 0.000 0.035 0.014 0.014 0.045 0.034
0.3
0.1
19.788 0.709 2.213 0.687 -0.209 3.702 3.697 0.098 0.295 0.301
1.587 0.029 0.368 0.144 0.001 0.800 0.610 0.051 0.181 0.349
0.235 0.000 0.003 0.000 0.149 0.167 0.220 0.760 0.132
0.01
19.884 0.708 2.189 0.667 -0.198 3.696 3.700 0.007 0.298 0.301
1.076 0.027 0.287 0.011 0.003 0.583 0.557 0.013 0.043 0.221
0.209 0.000 0.003 0.000 0.136 0.138 0.187 0.755 0.107
0.005
20.011 0.683 2.120 0.717 -0.202 3.698 3.700 0.004 0.302 0.298
0.992 0.049 0.329 0.019 0.002 0.841 0.509 0.021 0.026 0.164
0.328 0.000 0.002 0.000 0.360 0.392 0.197 0.761 0.104
0.1
0.1
20.386 0.692 2.675 0.660 -0.191 3.546 3.515 0.077 0.137 0.090
1.681 0.076 0.348 0.128 0.003 0.583 0.594 0.068 0.051 0.035
0.162 0.003 0.019 0.000 0.032 0.031 0.004 0.075 0.053
0.01
20.368 0.694 2.734 0.659 -0.198 3.524 3.520 0.076 0.130 0.098
1.609 0.057 0.321 0.058 0.002 0.534 0.542 0.032 0.065 0.030
0.145 0.001 0.003 0.000 0.215 0.195 0.240 0.365 0.234
0.005
20.376 0.684 2.675 0.648 -0.199 3.513 3.511 0.078 0.131 0.090
1.579 0.049 0.277 0.013 0.000 0.499 0.497 0.002 0.048 0.025
0.111 0.004 0.003 0.000 0.017 0.019 0.014 0.065 0.014
Table 4.3: Parameters of the calibration function, calibration error variance, and fixed effects parameters in an LMM, estimated
from a simulation study, by varying the parameters values of ρ and σ on the random error covariance structure for an LMM,




























Calibration parameters LMM estimated parameters
N ρ σLMM
γ0 γ1 σ̂τ




19.294 0.661 2.961 0.685 -0.195 3.642 3.613 0.099 0.47 0.461
1.089 0.030 0.137 0.009 0.006 0.306 0.276 0.005 0.042 0.198
0.079 0.026 0.004 0.000 0.063 0.065 0.173 0.037 0.009
0.01
19.485 0.713 2.865 0.673 -0.199 3.696 3.523 0.019 0.405 0.414
1.064 0.013 0.105 0.018 0.001 0.299 0.261 0.007 0.014 0.172
0.606 0.015 0.202 0.001 0.202 0.203 0.060 0.119 0.033
0.005
19.983 0.695 2.957 0.673 -0.199 3.688 3.435 0.004 0.408 0.496
1.057 0.022 0.088 0.002 0.002 0.281 0.263 0.002 0.003 0.139
0.043 0.025 0.005 0.001 0.097 0.093 0.112 0.082
0.3
0.1
20.127 0.676 2.798 0.713 -0.197 3.788 3.762 0.123 0.378 0.436
1.109 0.054 0.152 0.009 0.012 0.319 0.281 0.019 0.058 0.229
0.093 0.046 0.028 0.002 0.068 0.068 0.031 0.077 0.054
0.01
19.938 0.679 2.803 0.693 -0.203 3.709 3.690 0.083 0.316 0.410
1.101 0.027 0.142 0.008 0.011 0.295 0.296 0.009 0.052 0.223
0.203 0.060 0.017 0.001 0.088 0.078 0.037 0.087 0.056
0.005
20.001 0.699 2.884 0.702 -0.200 3.701 3.700 0.101 0.299 0.402
1.087 0.031 0.129 0.014 0.007 0.317 0.285 0.008 0.041 0.211
0.103 0.057 0.034 0.000 0.059 0.058 0.098 0.064 0.044
0.1
0.1
19.297 0.627 3.980 0.692 -0.201 3.741 3.795 0.210 0.120 0.276
1.156 0.062 0.164 0.055 0.053 0.348 0.330 0.060 0.069 0.250
0.129 0.049 0.023 0.001 0.055 0.057 0.029 0.058 0.045
0.01
19.491 0.640 3.805 0.740 -0.190 3.176 3.457 0.165 0.127 0.341
1.099 0.070 0.167 0.027 0.024 0.326 0.303 0.019 0.060 0.236
0.051 0.065 0.052 0.002 0.082 0.093 0.034 0.141 0.063
0.005
19.386 0.728 3.687 0.644 -0.198 3.698 3.722 0.099 0.117 0.583
1.081 0.026 0.126 0.008 0.000 0.311 0.277 0.003 0.037 0.205
0.002 0.003 0.029 0.001 0.021 0.023 0.002 0.013 0.008
Table 4.4: Parameters of the calibration function, calibration error variance, and fixed effects parameters in an LMM, estimated
from a simulation study, varying the parameters values of ρ and σ on the random error covariance structure for an LMM,




The Table 4.1 presents the results when 10 subjects and 50 generations on the DEA were
considered. According to the presented values, results are more accurate when ρ = 0.4
and σ = 0.005, in other words under the assumption of low variation and a moderate
correlation between the outcomes over time. When we consider a small value for the
correlation between observations, say ρ = 0.1, and a relatively high variance, the esti-
mated values tends to be biased and present variances higher than the ones obtained
when the variance is smaller. This table reflects that the average estimated value of ρ by
using the default method LME nor DEA are similar, particularly when the correlation
is close to zero. The estimation of the parameters of the calibration function is precise,
even though it was not showed at the table the correlation between γ0, and γ1 after 100
executions gave an estimated value of 0.89, and the value of R2 associated to the linear
model considered to describe the relationship to build the calibration function, was 0.85.
However, it was proved that in the scenarios considered when N = 10, according to the
Shapiro-Wilks test that none of them showed that the change points estimated by using
DEAs in LMM follow a normal distribution.
We have assumed a completely balanced data set. However, as an extension to this
proposal we will check in a further proposal the robustness of the parameters estimators
of the calibration function. As an initial finding after executing some simulations, we
suggest that this procedure is useful for an unbalanced data set when missing observati-
ons are not close to the change point. Otherwise, the procedure could overestimate the
change points affecting the expected value and the form and estimation of the parame-
ters of the calibration function when the sample size is small or even it could lead to a
non convergence of the algorithm.
Table 4.2 shows the results of the estimation procedure by using the proposed methodo-
logy when 50 generations were considered at the DEA for the optimization process. In
this table, values of the calibration and LMM parameters changed, but values of σ and ρ
have a slight change. Values for the parameters of the calibration function have a small
amount of bias specifically when ρ is small and significantly precise when the value of ρ
is higher, and σ is small. Estimates are close to the real values. Estimated values can be
improved by letting the evolutionary algorithm to be executed at least 100 generations.
Estimation at the last three sceneries at table 4.2 shows the final estimation after 110
generations, since values of σ were not converging to the fixed values. Values of ρlme
and ρDEA are different particularly when the fixed values have a ’border’ problem, that
is, ρ and σ are close to zero. When the observations over time are almost independent
estimation, by using the lme command, is expected to obtain better estimates.
Table 4.3 presents the average of the estimates for the calibration function after 100
simulations. Again, the least favorable scenario to estimate the calibration function pa-
rameters is when almost independent outcomes were assumed, ρ = 0.1. Best estimators
on calibration function parameters are found when ρ = 0.4 and σ = 0.005, this could be
due to the homogeneity on the observations over time and the fact that the sample size
has increased. The estimated value for either σ and ρ, by using the lme procedure of
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the nlme R-package, tends to be better when ρ = 0.4.
Table 4.4 presents the summary after 100 simulations when 100 subjects were conside-
red. Furthermore, we considered a completely balanced scenario with 100 subjects, 20
subjects associated with each value of xi, and 14 observations of the subject over time.
We executed an estimation process based on only 150 generations of the DEA algorithm
because of the slow convergence rate on the estimation of the parameters. Particularly,
with small values for ρ and σ, estimates of the parameters are precise, and the stan-
dard deviation per parameter decreases. Correlation between γ0 and γ1 is 0.7 and for
the calibration function built from change points, which were assumed to have a linear
relationship, the average R2 was 0.75. Value of ρ shows a big difference in the results
between lme and DEA estimation strategies. In particular, when ρ is close to zero DEA
overestimate the value of ρ by a considerable amount. This issue can be fixed by adjus-
ting the steps and the number of generations at the DEA. This adjustment could lead
to a better estimation of the parameters against the amount of computational time that
could be increased exponentially.
Table 4.5 is a shorter table due to the number of parameters that had to be estimated
to build the calibration function. Each data set considered 250 subjects measured 14
times over time. 250 change points have been estimated simultaneously to maximize the
restricted likelihood, associated with an LMM approach. Results at table 4.5, follows
a similar structure as the tables 4.1, 4.3: mean, standard deviation and MSE for each
parameter appear in each cell of the table. Parameter values are identified between ho-
rizontal lines inside of the table.
Values at Table 4.5 show a lower standard deviation and smaller MSE associated to
the estimation of the parameters for the fixed effects of the LMM and the calibration
function. However, it is interesting to notice that when the sample size is large enough
the correlation coefficient estimated by using the function lme results different from the
original value. Meanwhile, DEA results for ρ are quite precise when the sample size
increases. Pearson’s correlation estimated coefficient between γ0 and γ1 equals to 0.65
and the average R2 = 0.68 with the highest variance, overall cases we studied before,
σ̂R2 = 0.05. Last assessment shows a favorable evidence of the methodology to estimate
the change points and to detect the relationship between change points and the fixed
effects, as it was assumed at the beginning of the simulation study. In conclusion, the
parameter estimators for the calibration function obtained by using the proposed met-
hodology have a small bias but they are quite precise according to the MSE. This bias
can be corrected by letting the number of generations in the Evolutionary algorithm, in-
crease until achieve a higher convergence rate. The accuracy on the estimation of these
parameters leads to a better prediction of the change point according to the value of X.
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Calibration parameters LMM estimated parameters
N
γ0 γ1 σ̂τ
β1 β2 β3 β4 σ ρlme ρDEA
20 0.7 0.7 -0.2 4 4 0.02 0.4 0.4
250
20.355 0.694 4.866 0.645 -0.196 3.648 3.630 0.486 0.898 0.494
0.556 0.016 0.227 0.005 0.0004 0.185 0.184 0.038 0.016 0.168
0.002 0.003 0.029 0.001 0.01 0.013 0.002 0.003 0.008
20 0.7 0.7 -0.2 4 4 0.005 0. 01 0.01
20.657 0.6835 4.652 0.647 -0.196 3.573 3.556 0.544 0.964 0.017
0.504 0.014 0.218 0.006 0.000 0.191 0.194 0.096 0.006 0.009
0.012 0.017 0.024 0.003 0.012 0.013 0.017 0.015 0.012
20 0.7 0.7 -0.2 4 4 0.02 0. 3 0.3
20.493 0.693 4.93 0.647 -0.1964 3.58 3.586 0.427 0.316 0.347
0.986 0.026 0.224 0.006 0.000 0.206 0.211 0.083 0.197 0.215
0.015 0.011 0.004 0.002 0.024 0.019 0.018 0.018 0.013
25 0.8 0.8 -0.3 7 -8 0.01 0.3 0.3
25.091 0.799 4.766 0.539 -0.295 7.117 -8.102 0.983 0.969 0.23
0.444 0.013 0.110 0.026 0.873 0.871 0.001 0.141 0.007 0.21
0.032 0.011 0.002 0.001 0.022 0.018 0.015 0.027 0.017
25 0.8 0.8 -0.3 4 4 0.01 0. 4 0.4
25.361 0.786 5.155 0.644 -0.295 3.605 3.567 1.674 0.989 0.447
0.860 0.026 0.176 0.007 0.001 0.221 0.232 0.060 0.001 0.205
0.014 0.010 0.021 0.002 0.010 0.096 0.052 0.013 0.009
Table 4.5: Parameters of the calibration function, calibration error variance, and fixed
effects parameters in an LMM, estimated from a simulation study, by varying the para-
meters values of ρ and σ on the random error covariance structure for an LMM, when
250 subjects were considered in a completely balanced longitudinal simulated data set
with 14 observations per subject.
Source: Author
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Chapter 5
A calibration function from change
points using LMMs: A Bayesian
approach
Bayesian inference is based on the posterior distribution, and it is a combination of the
prior knowledge on the parameters and the data available at that time. Bayesian models
are usually concerned with inferences on a parameter set θ = (θ1, θ2, . . . , θk) where k
corresponds to the number of unknown quantities which require to be either estima-
ted or predicted. These quantities can be either fixed or random effects, hierarchical
parameters, unobserved indicator variables, and missing data. Prior knowledge about
the parameters is summarised by the density p(θ), the likelihood is p (y | θ), and the
updated knowledge is contained in the posterior density p (θ | y) (Congdon, 2014, p.4).
From the Bayes theorem we get:
p (θ | y) = p(θ)p (y | θ)
p (y)
here p (y) is an integral over the parameter space, so we can consider it as a normalising
constant, and we can write the last expression as:
p (θ | y) ∝ p(θ)p (y | θ)
If we consider an informative prior distribution for θ and the sample size is small, the
updated information will be highly influenced by the prior distribution. Choosing cor-
rectly the prior is an important aspect to be considered when using Bayesian inference.
Bayesian inference is highly related to sampling-based estimation methods. Both ap-
proaches are interested in the entire density of a parameter set or functions of these
parameters. Iterative Monte Carlo methods execute a repeated sampling which permits
sampling from the posterior distribution. The posterior mean can be shown to be the
best estimate of central tendency for a density under a squared error loss function (Leh-
mann and Casella, 2006).
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Bayesian inference is aimed at computing a posterior probability distribution over a set
of hypotheses or models, in terms of their relative support from the data. Inference,
model choice and estimation are not impeded in parameter boundary situations such as
change point analysis. (Congdon, 2014; Gelman and Meng, 2004)
Posterior distributions corresponding to hierarchical mixed models are not usually avai-
lable in closed form, even when conjugate priors are used (Hobert and Casella, 1996).
Realizations of the random variable can be obtained by using some specific algorithms
such as Gibb’s Sampler or Metropolis-Hastings algorithms. These algorithms allow sam-
pling from the joint posterior distribution to get the marginal distribution associated to
each parameter. A Bayesian approach performs according to prior distributions for each
parameter. Even if we consider a proper prior, the posterior joint distribution could be
mathematically intractable or it could not have a closed form and the estimation process
cannot be performed through a classical approach or classical numerical methods do not
execute routines efficiently.
5.1 Proposals of Bayesian change point prediction
in Linear mixed models
LMMs were explained at section 2.2. The equation which represents an LMM is given
by (2.6).
Yi = Xiβ︸︷︷︸+ Zibi + εi︸ ︷︷ ︸
Fixed Random
i = 1, 2, . . . , N
bi ∼ N (0,D)
εi ∼ N (0,Σi)
εi and bi are independent,
The model given at (2.6) implies either:








where Xi is a full column rank matrix to guarantee the invertibility of the covariance ma-
trix. Additionally, we must consider that under a Bayesian approach in a linear mixed
model all the parameters require an associated prior distribution, either informative,
non-informative or elicited distribution for each parameter (Lesaffre and Lawson, 2012).
A classical Bayesian conditionally independent hierarchical model, i.e., Corr (εi, εj) =
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0 , ∀i 6= j, is given by:










bi | D ∼ Nq (0 , D) Level 2
σ2 ∼ π (σ2) , β ∼ π (β) and D ∼ π (D) Priors
(5.1)
And the joint posterior distribution is given by
π (β,D, σ2,b1, . . . ,bN | Y1, . . . ,YN) ∝∏N
i=1
∏ni
j=1 π (Yij | β,bi, σ2)
∏N
i=1 π (bi | D) π (β) π (D)π (σ2)
(5.2)
Predicting the parameters is computationally intensive in Bayesian Modelling and ad-
ditionally when there exists a correlation between parameters within the parameter set
θ = (β,D, σ2,b1, . . . ,bn) also tends to delay convergence and increase the dependence
between successive iterations of the procedure. Slow convergence in random effects mo-
dels such as the two-way model yij = µ+αi+εij, is common (Lesaffre and Lawson, 2012).
A classical form for a hierarchical mixed model begins with the following assumptions
bi | σ21, . . . , σ2N ∼ N (0,D) (5.3)










product, and I is a matrix of order ni. By considering the respective priors of these
parameters, the hierarchical model can be written as:
y | b, σ2ε ,β ∼ N (Xβ + Zb, Iσ2ε)
π (β) ∝ 1
b | σ21, . . . , σ2N ∼ N (0,D)
πε (σ
2




i | ai) ∝ (σ2)
−(ai+1) ,
i = 1, 2, · · · , N ,
where ai’s and u are known and some conditional independence assumptions will be
forced: (1) given b, y is conditionally independent of σ21, . . . , σ
2
N , (2) given σ
2
1, . . . , σ
2
N ,
b is conditionally independent of β and σ2ε and (3) σ
2
ε , β and σ
2




The likelihood function is defined by integrating over all possible values of the unobser-
vable random effects.




ε ,β | Y)
def
= f (Y | σ21, . . . , σ2N , σ2ε ,β)
=
´
Rq f (y | b, σ
2
ε ,β) f (b | σ21, . . . , σ2N) db
Hobert and Casella (1996) simplified the problem by taking as hyperparameters ai =
u = −1. The marginal posterior is proportional to the likelihood function
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L
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ε ,b,β | y
)
db
When we consider the restricted likelihood function, it can be calculated by integrating
β out of the full likelihood, under a flat prior hierarchy assumption. Hobert and Casella






























































−1)−1 Z′ (y −Xβ) , σ2ε (Z′Z + σ2εD−1)−1)
f
(






X′ (y − ZB) , σ2ε (X′X)
−1
)
where IG (a, b) is a inverse gamma distribution with hyperarameters a and b, ai cor-
responds to the first hyperparameter for an IG(ai, b) distribution, that is assumed for
σ2i .
Bayesian methods for the change point problem in LMMs
In longitudinal settings, authors usually suggest fitting linear mixed models, but to find
the change points in this case is not an easy task. So, identifying change points in linear
mixed models (LMMs) is an open problem that has been studied by few authors (Carlin
et al., 1992; Keshavarz and Huang, 2014; Bauwens et al., 2014; Hobert and Casella, 1996;
Ghosal et al., 1999; Jackson and Sharples, 2004; Bernardo et al., 2006) who have made
current developments under a Bayesian approach.
Developments have been made to identify change points in SLRMs and LMMs. Carlin
et al. (1992) show a Bayesian approach to predict the specific place where the change
points is allocate. That paper show the use of Dirichlet and Poisson distribution as infor-
mative prior distributions for change point in a classical setting. Jackson and Sharples
(2004) used a particular lung transplantation data set to model Yij as normal variate
with mean µij which depends on the individual’s progression model, and variance σ
2.
They also reported the model assessment by comparing a linear adjust against a qua-
dratic adjust. This is a set of 204 lung transplant recipients (143 heart-lung, 52 single
lung and nine double lung) from Papworth Hospital, Cambridgeshire, UK. Wang and
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Fang (2009) considered a naive but effective approach to the change point problem esti-
mation, by comparing the least squares estimator against an empirical Bayes estimator
for each value τ̂i. On the contrary, in this chapter, we consider a Bayesian approach to
predict the specific change point for a given vector of fixed values associated to the time
independent fixed effects.
When g change points are considered in a linear model, we could write the sampling
distribution for the partition over the regression range (Bernardo et al., 2006), so the
expression is given by:
f (y | θg+1, rg, g) =
r1∏
i=1
f (yi | θ1)
r2∏
i=r1+1
f (yi | θ2) · · ·
N∏
i=rp+1
f (yi | θ2)
Carlin et al. (1992) proposed a Bayesian approach to the change point. They assumed f
and g as known densities with Yi ∼ f (y) , i = 1, . . . , s and Yi ∼ g (y) , i = s+ 1, . . . , N ,
here s, the change point, is unknown and its value must be in {2, . . . , N}. Let s denotes
the position of the change point, if s = N it means that the model has not a change but
when there exists a change at s, the likelihood is given by







Thus, the posterior density for s | Y becomes
L (Y; s)π (s)∑N
s=1 L (Y; s) π (s)
The question of whether or not a change has occurred is addressed through the posterior
odds for no change:
P (s = N | Y)
1− P (s = N | Y)
Assuming a parametric function form before s and latter. The likelihood is given by
s∏
i=1
f (Yi | β1)
N∏
i=s+1
f (Yi | β2)
and the joint posterior distribution of k, where k is a random variable that describes the
position of the changes, can be written as:
π (s,β1,β2 | Y) ∝ L (Y; s,β1,β2) π (s,β1,β2)
However, marginalization of this expression to obtain, for example the distribution s | Y,
requires integration on β1,β2 which is generally a quite difficult analytic problem to
solve (Dorie, 2014). We can use a Gibb’s sampler to get the posterior distribution, and
generalized the procedure by sampling from the conditional distributions given some
specific values on the hyperparameters. The posterior function is given by
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π (s,β1,β2 | Y) = L (Y; s,β1,β2)π (s)π (β1 | α) π (α)π (β2 | ψ) π (ψ) (5.5)
Trying to solve a problem as we considered in this thesis, Wang and Fang (2009) studied
a model with only one random effect and with one change point:
Yij = (αi1 + β1tij) 1 {tij ≤ τi}+ (αi2 + β2tij) 1 {tij > τi}+ εij (5.6)
The subject-specific change point, according to Wang and Fang (2009), is a naive appro-
ach to estimate the change point as in a simple linear regression model (Muggeo, 2003,




They made an extension of the model (5.6) by considering a random slope effect:
Yij = (αi1 + βi1tij) 1 {tij ≤ τi}+ (αi2 + βi2tij) 1 {tij > τi} (5.7)
They suggested a two-step method to execute a Bayesian approach. At the first step
they considered to find the change points which minimize the sum of squares of the
error. Then, during the second step and after the estimation of the random effects





5.2 A modified Bayesian approach to change point
prediction in linear mixed models
In a different way of the proposal made by Muggeo (2003), our proposal will consider a
modified version of this joint posterior distribution, equation (5.5), by taking into account
the distribution associated to the function which generates the change point based on
the parameters values for γ0 and γ1. Our objective is to get the marginal distribution
associated to the parameters of the change point function, so we could predict the change
point given a specific value of the time-independent fixed effects of an LMM. The change
point problem was described in the section (3.1). However, the Bayesian approach was
done by following a hierarchical structure to the LMM including subject-specific change
points as follows:
Yij | β,bi,Σi ∼ N
(





bi | D ∼ N (0 , D) Level 2








Σi ∼ π (σ2, ρ) , β ∼ π (β,W) ,W ∼ π (W) and D ∼ π (D) , Priors
γ ∼ π (γ0, γ1) , ψ ∼ π (ψ)
(5.8)
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Considering the values of the parameters of the calibration function, the posterior dis-
tribution can be written as:




j=1 π (Yij | β,W,bi,D,Zi, ρ, σ,γ,ψ)
×
∏N
i=1 π (bi | D,Zi,γ)
∏N
i=1 π (W) π (β |W)
×π (D) π (γ, ψ) π (ψ)
Due to the fact that this expression is usually mathematically intractable, we must use
numerical methods.
5.2.1 Change points prediction procedure
Following the proposal established by Chib and Carlin (1999), the model under study in
this thesis leads itself to a full Bayesian analysis based on Markov Chain Monte Carlo
(MCMC) methods. The methodology that we will implement is a modified Metropolis-
Hastings algorithm. This algorithm consist of the next steps:





(s)), be the values of the chain
at time s.
2. Let be p0 = P (θ | Yij) the target posterior distribution.




















5. Sample u ∼ uniform(0, 1). If u < r set θ(s+1) = θ∗, else set θ(s+1) = θ(s).
6. Repeat steps 3 to 5, using the current values of the conditioning distributions until
some convergence criterion is attained.




is that it does not depend on x(s), the previ-
ous values in the sequence. This restriction helps to ensure that the algorithm generates
a Markov Chain. Additionally, Js must be choosen so that the Markov Chain converges
to the target distribution p0 with high probability.
We describe the fundamentals of the adapted methodology according to the model given
by:
Yi = Xi (τi)β + Zi (τi) bi + εi, (5.9)
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x11 · · · xp1 1 (ti1 ≤ τi) 1 (ti1 > τi) ti11 (ti1 ≤ τi)
x12 · · · xp2 1 (ti2 ≤ τi) 1 (ti2 > τi) ti21 (ti2 ≤ τi)































 , D =
 V ar(b0i) Cov (b0i, b1i) Cov (b0i, b2i)Cov (b1i, b0i) V ar (b1i) Cov (b1i, b2i)




1 1 (ti1 ≤ τi) 1 (ti1 > τi)
1 1 (ti2 ≤ τi) 1 (ti2 > τi)

























1 ρ ρ2 · · · ρni−1
ρ 1 ρ · · · ρni−2






ρni−1 ρni−2 ρni−3 · · · 1

The general structure of the model considered in this thesis under a Bayesian approach
considered and the prior distributions is given by:
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Yi | β,W,Σi,bi,D,Zi, ρ, σ,γ,ψ ∼ N
(




π (β |W ) ∼ Np+3 (0,W)
π (σ−2i) ∼ Inv − gamma(a, b)
π (ρ) ∼ Unif(−1, 1)
π (bi | D,Zi,γ) ∼ N (0,D)
π (D) ∼ Inv −Wishart(v1,S1)







π (ψ) ∼ Inv −Wishart(v0,S0)
(5.10)
Values of hyper-parameters were chosen according to the optimal value suggested by a
grid searching algorithm which suggested a vector of values of hyper-parameters so that
the MSE is minimized. Once the values of the hyper-parameters have been selected,
the procedure starts with an initial vector of values. The procedure starts choosing a
new proposal matrix for ψ according to an inverse-gamma distribution, then it selects a
proposal bi-dimensional vector of parameters from a bivariate normal distribution of the
calibration function γ. At the next step, it is selected a new proposal matrix for D from
an inverse-Wishart and according to that matrix a new proposal vector of values for bi
is generated according to a multivariate normal distribution for each subject. Following
the procedure, new proposed values for ρ and σ−2 according to a uniform (-1,1) and an
inverse-gamma distribution respectively and values are incorporated as the arguments
to build the AR(1) structure for the errors covariance matrix. Next step, it computes
W according to Cov(β̂ and a new proposed vector is generated for β̂ and the procedure
iterates recursively by accepting or rejecting the values until achieve convergence.
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5.3 Simulation study
We executed a simulation study by considering the model given by 5.9. The simulation
study considered sample sizes (number of subjects) of N = 10, 25, 100 in each data set.
It is assumed that data comes from a completely balanced design with 14 observations
per subject, over time. We considered only one time independent variable as one of
the fixed effects, this variable was assumed as a continuous variable with five values
50, 40, 30, 25, 20, respectively. Values of ρ, σ2, γ0, γ1 vary according to the scenario
considered. The scenarios and the results of the simulation will be shown in the next
sections.
First scenario, N = 10
When the sample size is N = 10, we used the following assumptions:
Yij = 0.8xij − 0.3tij1 (tij ≤ τi) + 14× 1 (tij ≤ τi) + 6× 1 (tij > τi)
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
1. τi = 25 + 0.8xi, where x
′
i = (50, 40, 30, 25, 20), i = 1, . . . , 10, j = 1, . . . , 14
2. Σi (ρ, σ
2) = Σi (0.4, 0.01)
3. D =
 0.5 0.3 0.10.3 0.5 0.1
0.1 0.1 0.5

The prior distributions considered in this scenario were
π (β |W ) ∼ N4 (0,W)
π (σ−2) ∼ Inv − gamma(4, 3)
π (ρ) ∼ Unif(−1, 1)
π (bi | D,Zi,γ) ∼ N (0,D)
π (D) ∼ Inv −Wishart
8,
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As it is shown in Table 5.1 the median and mean values of the posterior for each para-
meter are near to the referenced value. Standard deviation is small and only some of the
parameters show a high variance. It can be seen that the value of the mean and median
are higher than the fixed referenced values. It occurs due to the initial value considered
for α, that is, in the components of D. We are focused on the distribution of γ0 and γ1
and their corresponding covariance matrix. Posterior distributions on the random effects
parameters can be found in Appendix D.
Mean Sd 50% 2.5% 97.5%
γ̂0 24.210 0.132 24.200 23.968 24.441
γ̂1 0.847 0.011 0.849 0.822 0.864
σ̂2γ0 9.037 0.353 8.987 8.443 9.607
σ̂2γ1 4.323 0.229 4.319 3.926 4.752
ˆcov (γ0, γ1) 1.621 0.080 1.617 1.482 1.781
β̂1 0.808 0.014 0.808 0.781 0.834
β̂2 -0.299 0.001 -0.299 -0.301 -0.298
β̂3 13.793 0.187 13.791 13.492 14.133
β̂4 4.812 0.107 4.804 4.646 4.996
ρ̂ 0.227 0.033 0.225 0.173 0.281
σ̂2 0.016 0.002 0.016 0.012 0.019
σ̂2b0 2.832 0.160 2.861 2.511 3.071
σ̂2b1 3.447 0.306 3.508 2.897 3.888
σ̂2b2 2.294 0.458 2.076 1.792 3.277
σ̂b0,b1 0.295 0.015 0.296 0.249 0.319
σ̂b0,b2 0.104 0.039 0.105 0.023 0.162
σ̂b1,b2 0.134 0.026 0.139 0.081 0.176
Table 5.1: Descriptive measurements of the posterior distribution for the parameters of
the calibration function and fixed effects and covariance parameters of an LMM, when
the sample size is N = 10
Marginal distributions of γ̂0 and γ̂1, when the sample size is 10, corresponds to a normal
distribution centered at 24.2 and 0.84 respectively, and according to Figure 5.1 predicted
values are concentrated around the average value. The behavior is similar among the
parameters considered at the LMM. It is important to notice that with a small sample
size the values of the predicted parameters of the calibration function are biased and
fixed values are not inside of the high probability density region (HPDR). Even though,
they are near to the referenced values, the HPDR suggests that high probability values
are not centered in the fixed value assumed in this simulation scenario. It implies a high
bias and either case the fixed values are not inside of the HPDR.
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(a) Posterior Distribution for γ̂0,with N=10













(b) Posterior Distribution for γ̂1, N=10
Figure 5.1: Posterior distribution for parameters of the calibration function γ, N = 10






































Figure 5.2: Posterior distribution of the covariance parameters for γ̂ when N = 10, (a)
Posterior distribution of σ̂2γ0 , (b) Posterior distribution of σ̂
2
γ1
, (c) Posterior distribution
of cov (γ̂0 ,γ̂1)
Source: Author
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Second scenario, N = 25
When the sample size is N = 25, we made the following assumptions:
Yij = 0.7xij − 0.2tij1 (tij ≤ τi) + 10× 1 (tij ≤ τi) + 6× 1 (tij > τi)
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
1. τi = 17 + 0.7xi, where x
′
i = (50, 40, 30, 25, 20)
2. Σi (ρ, σ
2) = Σi (0.4, 0.01)
3. D =
 0.5 0.3 0.10.3 0.5 0.1
0.1 0.1 0.5

The priors considered to predict the parameters in this scenarios are:
π (β |W ) ∼ N4 (0,W)
π (σ−2) ∼ Inv − gamma(2, 1)
π (ρ) ∼ Unif(−1, 1)
π (bi | D,Zi,γ) ∼ N (0,D)
π (D) ∼ Inv −Wishart
5,
 2 .4 .6.4 3 .3
.6 .3 1















Marginal distributions of γ̂0 and γ̂1, when the sample size is 25, corresponds to skewed
normal distributions highly concentrated at 14.2 and 0.75 respectively, and according to
Figure 5.3 predicted values are concentrated around the average value. Predicted values
of the parameters depend on the values assumed as hyper-parameters.
Several authors have suggested using a Laplace’s transformation to avoid convergence
problems as it happened with γ̂0. Even though this parameter presents a non-common
marginal distribution density, the marginal distributions stabilize according to the va-
lues of the hyper-parameters and by using a tuning parameter to make the process of
estimating the covariance components stable. Summary of the posterior distributions
for each parameter built from this data set can be found at Table 5.2.
67
68 5 A calibration function from change points using LMMs: A Bayesian approach










(a) Posterior Distribution for γ̂0, N = 25











(b) Posterior Distribution for γ̂1, N = 25


































Figure 5.4: Posterior distribution on the covariance elements for γ̂ when N=25, (a)
Posterior distribution of σ̂2γ̂0 , (b) Posterior distribution of σ̂
2
γ̂1
, (c) Posterior distribution
of cov (γ̂0 ,γ̂1)
Source: Author
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Parameter Mean sd 50% 2.5% 97.5%
γ̂0 14.199 0.197 14.143 13.918 14.641
γ̂1 0.765 0.023 0.760 0.727 0.819
σ̂2γ0 6.360 0.150 6.313 6.144 6.643
σ̂2γ1 3.879 0.131 3.855 3.665 4.107
ˆcov (γ0, γ1) 1.435 0.149 1.406 1.177 1.669
β̂1 0.762 0.010 0.762 0.741 0.782
β̂2 -0.299 0.001 -0.299 -0.301 -0.298
β̂3 11.472 0.151 11.515 11.177 11.707
β̂4 3.613 0.215 3.533 3.313 4.006
ρ̂ 0.578 0.056 0.573 0.439 0.675
σ̂2LMM 0.012 0.001 0.012 0.010 0.014
σ̂2b0 4.192 0.310 4.216 3.685 4.757
σ̂2b1 1.373 0.343 1.200 0.984 1.993
σ̂2b2 1.758 0.123 1.737 1.558 1.997
σ̂b0,b1 0.421 0.038 0.419 0.349 0.489
σ̂b0,b2 0.008 0.044 0.011 -0.082 0.077
σ̂b1,b2 0.423 0.043 0.431 0.321 0.492
Table 5.2: Descriptive measurements of the predicted values of the parameters of the
calibration function and fixed effects and covariance parameters of an LMM, when the
sample size is N = 25
Third scenario, N = 100
When the sample size is N = 100, we made the following assumptions:
Yij = 0.8xij − 0.3tij1 (tij ≤ τi) + 12× 1 (tij ≤ τi) + 4× 1 (tij > τi)
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
1. τi = 15 + 0.7xi, where x
′
i = (50, 40, 30, 25, 20)
2. Σi (ρ, σ
2) = Σi (0.4, 0.01)
3. D =
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π (β |W ) ∼ N4 (0,W)
π (σ−2) ∼ Inv − gamma(2, 5)
π (ρ) ∼ Unif(−1, 1)
π (bi | D,Zi,γ) ∼ N (0,D)
π (D) ∼ Inv −Wishart
8,
 3 .1 .1.1 1 .2
.1 .2 1















Table 5.3 exhibits the results of the simulation, in this scenario. Marginal distributions of
γ̂0 and γ̂1, presented at Figure 5.5, follow approximately a normal distribution centered
close to the real values which were chosen as reference for the simulated data set. PACF
function, at any scenario N = 10, 25, 100, shows non correlated values for the generated
chains and chains show small variance but their convergence to the mean is quite slow.
However, the stability on the chains per each parameter can be achieved by increasing
the number of iterations and applying simultaneously a Laplace transformation which
could lead to get a better acceptance rate.
Mean Sd 2.5% 50% 97.5%
γ̂0 14.858 0.059 14.752 14.863 14.978
γ̂1 0.774 0.017 0.737 0.777 0.801
σ̂2γ0 6.024 0.058 5.911 6.035 6.109
σ̂2γ1 3.792 0.050 3.706 3.786 3.888
ˆcov (γ0, γ1) 2.003 0.078 1.887 1.981 2.127
β̂1 0.747 0.005 0.735 0.747 0.756
β̂2 -0.300 0.000 -0.301 -0.300 -0.300
β̂3 12.106 0.098 11.920 12.142 12.239
β̂4 4.287 0.074 4.134 4.273 4.392
ρ̂ 0.385 0.031 0.333 0.390 0.438
σ̂2 0.010 0.000 0.009 0.010 0.011
σ̂2b0 3.195 0.101 3.007 3.178 3.390
σ̂2b1 2.073 0.222 1.706 2.065 2.506
σ̂2b2 0.741 0.357 0.193 0.767 1.237
σ̂b0,b1 0.132 0.025 0.075 0.139 0.165
σ̂b0,b2 0.131 0.063 0.012 0.143 0.216
σ̂b1,b2 0.236 0.014 0.208 0.238 0.260
Table 5.3: Descriptive measurements of the posterior distribution for the parameters of
the calibration function and fixed effects and covariance parameters of an LMM, when
the sample size is N = 100
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(a) Posterior Distribution for γ̂0, N = 100













(b) Posterior Distribution for γ̂1, N = 100
Figure 5.5: Posterior distribution for parameters of the calibration function γ̂, N = 100






































Figure 5.6: Posterior distribution for covariance parameters of the calibration function




Posterior distribution of cov (γ̂0 ,γ̂1)
Source: Author
Figures 5.2, 5.4, and 5.6 show the distribution of the elements of the covariance matrix
associated to the calibration function, under a linear relationship assumption between
the time-independent variables and the change point. Tables 5.1, 5.2, and 5.3 show the
stability of the predicted values per each parameter when the sample size becomes lar-
ger. This procedure is useful and efficient to predict particular values for a calibration
function built from change points when a considerable number of subjects have been con-
sidered in the simulation process. Additionally, The posterior distribution of parameters
follows marginally a normal distribution and the joint distribution associated with all the
parameters to be estimated is a multivariate normal distribution. MSE (θ) associated
to each parameter becomes smaller when sample size increase.
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Results from a simulated data set for the calibration function
We considered the next scenario, when the sample size is N = 50, we made the following
assumptions:
Yij = 0.7xij − 0.2tij1 (tij ≤ τi) + 10× 1 (tij ≤ τi) + 6× 1 (tij ≤ τi)
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
1. τi = 20 + 0.7xi, where x
′
i = (50, 40, 30, 25, 20)
2. Σi (ρ, σ
2) = Σi (0.01, 0.01)
3. D =
 0.5 0.3 0.10.3 0.5 0.1
0.1 0.1 0.5















Figure 5.7: Bayesian fitting of the calibration function overlapped on the profiles plot of
a simulated data set with 50 subjects, 14 observations per subject and fixed values to
perform the simulation study: γ0 = 20, γ1 = 0.7, ρ = 0.01, σ
2 = 0.01.
Source: Author
The results obtained by using the Bayesian methodology for the calibration function
shows the sensibility of this approach to the first pseudo-stabilized value of the measure-
ments per subject over time. Additionally, the results of the simulations by varying the
values of ρ→ 0 and σ2 → 0 showed that the change point estimation under this appro-
ach is sufficiently robust to small values of ρ and σ2, the parameters of the covariance
matrix. To implement this methodology, it was required to assume a linear relationship
between the change point and the value of the fixed effects.
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Some scenarios for the calibration function under a Bayesian approach were showed at
this chapter. The results obtained by this approach showed high accuracy. According to
the referenced values at the simulation study, there is a small bias due to some properties
of the shrinkage factor when sample size is small. Best predicted values are obtained with
larger sample sizes. Either case, Bayesian approach has shown to be efficient to predict
the change point over time. Next chapter will show an application of the methodology
on the real dataset about Dried Cypress wood slats collected by Botero (1993).
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Chapter 6
Application with real data: A
calibration function for dried wood
Cypress slats
The methodology proposed is illustrated now with a specific data set about dried cypress
wood slats. The data set was collected by Botero (1993) as part of his thesis entitled:
Drying of Cypress wood for industrial use: pallets, molding and furniture. The experi-
mental design implemented in this thesis considered the established standards for wood
drying. He wanted to explain the variation of loss of water in the cypress wood slats as a
function of the thickness of the slats. The thicknesses of the slats considered were 50 mm,
40 mm, 30 mm, 25 mm and 20 mm, respectively. He collected data about 20 slats for
every thickness. The weight of each slat was registered every 7 days for around 92 days.
Botero (1993) highlighted that the protocol was executed correctly, he recommends not
to dry the slats directly to the sun ray, and painting the slats ends with aluminum paint
to avoid the splits ends. As Botero (1993) described in his thesis, the wood slats were
weighted each 7 days until each wood slat reached the equilibrium humidity content. He
suggested fitting an exponential model to explain the behaviour of the wood dried. The
profiles for each slats are exhibited in the Figure 6.1.
6.1 Exploratory data analysis
Now, we present an extensive descriptive analysis of the data collected by (Botero, 1993).
We will show the results for slats with a thickness of 50 mm. Similar to Figure 6.2,
Figures B.1, B.2, B.3 and B.4, at appendix B, show the behaviour along time for the slats
depending on their thickness. According to the Table B.1, the weight per slat decreases
almost exponentially from 15 pounds to 11 pounds approximately, and it happens when
the time is around 42 days. Additionally, the weight per slat has a higher variance at
the beginning and it becomes lower once the weight has reached a stability point over
time. We could see the behavior of each slat at Figure 6.2.
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Figure 6.1: Profiles plot associated to dried Cypress wood slats.
Source: Author. Data: Botero (1993)
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Summary of descriptive measurements along time applied on subsets by thickness are
presented at tables B.1, B.2, B.3, B.4, and B.5. These tables show in general stability
after an specific point by thickness. However, our main goal is to estimate the change
points associated to each slat, and analyze how the distribution of each parameter be-
haves once we consider these change points. We transformed the original values through












Figure 6.2: Profile graph for slats of 50 mm thickness
Source: Author. Data: Botero (1993)
Figure 6.3 shows the distributions of the change points, and estimated parameters per
subject by using the piecewise.linear function from SiZer package in R-software (Team,
2015). The model obtained by using this technique, estimates the parameters at the
linear model given by equation (1.6).
yi =
{
β10 + β11xi + ε1(i) i = 1, . . . , s ε1(i) ∼ N (0, σ21)
β20 + β21xi + ε2(i) i = s+ 1, . . . n ε2(i) ∼ N (0, σ22)
The first histogram shows the distribution associated to the estimated change points; it
was built from change points estimated per each slat (20 slats, per each thickness). The
second plot, shows the behaviour associated to the intercept estimated value in a piece-
wise linear regression. At Figure and 6.4 the first plot shows the distribution associated
to the slope before the change point and the next one shows the distribution associated
to the slope after the change point, once it was estimated through the function above
mentioned.
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Figure 6.3: Distribution of the parameters τi and β0 by using piecewise linear model for
log(y). Dried Cypress Slats Data set




























Figure 6.4: Distribution of the parameters β11 and β12 by using piecewise linear model
for log(y). Dried Cypress Slats Data set
Source: Author. Data: Botero (1993)
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Figures 6.3 and 6.4 show a non- normal distribution according to Shapiro-Wilks test
(p-value = 0.0003), but at least a symmetric distribution associated to the estimated
change points, when the value of thickness is 50 mm. β̂0 follows a symmetric distribu-
tion as well. In contrast, β̂11 and β̂12 show a different distribution, they are both skew
and their values try to compensate the effect of the slope once the change point has been
reached; as it is supposed, it should stabilize the value around a unique mean value in
the model after the change point.
The results showed here make sense, however fitting of these change points did not take
into account the correlation value that arises when repeated measurements have been
registered over the time. it suggests a good set of initial ‘guessed’ values required to es-
timate in a better way these change points and of course the calibration function which
we are proposing in this thesis.
The results, associated to the estimated parameters for slats with a thickness of 40 mm
(Table B.2), shows similar behaviour as above. However, change point per each slat looks
like should be thought as a lower value due to the fact that we get a smaller variance
once the change point has reached the value of 28 days. As in Figure 6.3, Figure 6.4,
and Figure B.5 shows the results once we have made an estimation on the values for a
piecewise linear regression, taking into account only those slats which had a thickness of
40 mm. However, under this estimation approach distribution of τi, and β0 are neither
normal nor symmetric distributions. Values of the change points particularly could be
underestimated.
The registered values associated to a thickness of 30 mm are shown at Figure B.2 and
a descriptive summary is presented at Table B.3, again the weight decreases rapidly to
the stable point and this stable point can be achieved approximately after 20 days .
Figure B.6, shows a better behaviour for most of the parameters we are trying to esti-
mate. Change points have a very skew distribution highly concentrated around 10 to
12 days, for slats with a thickness of 30 mm. Once again, the values have a trend to
be underestimated. Figure B.7 and B.8 show neither a non-normal distribution on the
change points nor an approximately normal distribution on the parameters. We remark
that the non-normality can depend on the technique used to estimate the change point
through a piecewise linear regression model instead of the own behavior of the change
points by themselves. Distributions in both cases are highly skewed.
The profiles for the whole data set are shown at the Figure 6.1. In this figure y corre-
sponds to the measurements of the weight for each slat over time and time corresponds
to equally spaced points over time when the data were collected to each slat in the ex-
periment. We decided to transform the data by means of a logarithm of the response
y, so that the change point estimation was done based on the transformed values more
than original values. Transformed profiles can be seen at Figure 6.5.
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Figure 6.5: Profiles by thickness using transformed data set
Source: Author















Figure 6.6: Confidence bands at 95% per thickness non-parametric approach of dried
Cypress wood slats.
Source: Author
The classical nonparametric confidence interval, overlapped on the profiles plot, allowed
to identify non typical profiles or extreme values that belong to a particular slat. Ho-
wever, most of the profiles per thickness stay inside of the confidence region except by
one of them with thickness 20 mm. Figure 6.6 is useful to check homogeneity in regis-
tered values associated with each value of thickness. It means, at least computationally,
stability in the convergence of the algorithm. This stability is related to the assump-
tions of wholly balanced and complete data set, as it was noticed in the simulation study.
Finally, we made a plot to show the distribution associated with the change points
estimated by using a piecewise.linear algorithm to get an approximate knowledge about
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the patterns of these parameters. Results are shown in Figure 6.7 and 6.7.























Figure 6.7: Distribution of the parameters τi and β0 by using piecewise linear model for
log(y). Dried Cypress Slats Data set























Figure 6.8: Distribution of the coefficients piecewise linear model for log(y). Dried
Cypress Slats Data set
Source: Author. Data: Botero (1993)
According to Figure 6.7 and 6.8 the distribution of β̂0 is approximately normal (Shapiro-
Wilks test, p-value=0.132), β̂11 and β̂12 are completely skewed distributions and the
distribution of change points for the whole data set under this algorithm is skewed and
P90 = 25 which implies that change points estimated by using this procedure are parti-
cularly concentrated below 25 days for most of the slats.
Outcomes in this data set arise from an experimental design with repeated measure-
ments on the same subject. So that, the independence assumption is not completely
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plausible, so far. We will estimate subject specific change points by incorporating as a
new component the value of the correlation ρ by exploring the Partial Autocorrelation
function (PACF ) associated with each slat in the dataset.
We obtained an average correlation coefficient according to the thickness so that we
could use this mean as an initial value to obtain a more precise value of the correlation
coefficient in an LMM by considering and autoregressive structure on the error cova-
riance matrix. The correlation coefficient per subject was obtained through command
ARIMA(p, d, q), Table 6.1 shows the order of the AR(p) process and the value of ρ
associated to the subject time series. We calculated the average coefficient associated to
the series which follow an AR(1) structure, the Autocorrelation Coefficient (ACC) value
is 0.5401 and this will be useful to improve the initial values given to the algorithm we
are proposing in this thesis.
Once we obtain an approximate value for the correlation coefficient we analyzed the data
set through Segmented.AR function at the package Segmented. The results for change
points under this approach can be seen at the Figure 6.9 .








Change points Vs thickness using Segmented
Thickness
t i
Figure 6.9: Scatter plot for change points vs thickness in real data set by using segmen-
ted.Arima function at segmented R-package
Source: Author
Figure 6.9 shows that change points, using an approach by a segmented.arima(1,0,0)
algorithm, it does not reflect neither a linear nor a non-linear relationship between the
change point and the thickness as it is supposed have to be theoretically, or at least
how it must be after a visual assessment. A quick exploration on the profiles presented
at Figure 6.1, it makes sense to expect a relationship between the change points and
the value of thickness per each slat. Additionally, literature references an exponential
decreasing but the rate of change in this exponential model depends on the thickness
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50 mm 40 mm 30 mm
i AR() ρ̂ σ̂2 i AR() ρ̂ σ̂2 i AR() ρ̂ σ̂2
1 1 0.575 0.011 21 1 0.639 0.015 41 0 0.000 0.006
2 1 0.473 0.003 22 1 0.667 0.014 42 1 0.437 0.009
3 1 0.606 0.010 23 1 0.598 0.004 43 0 0.000 0.004
4 1 0.686 0.023 24 1 0.628 0.017 44 1 0.556 0.013
5 1 0.605 0.006 25 1 0.523 0.005 45 0 0.000 0.007
6 1 0.554 0.003 26 1 0.677 0.001 46 0 0.000 0.006
7 1 0.625 0.007 27 1 0.599 0.008 47 0 0.000 0.004
8 1 0.525 0.008 28 1 0.563 0.004 48 1 0.418 0.007
9 1 0.459 0.010 29 1 0.484 0.006 49 1 0.416 0.008
10 0 0.000 0.015 30 0 0.000 0.008 50 0 0.000 0.003
11 1 0.626 0.010 31 1 0.533 0.006 51 0 0.000 0.010
12 1 0.583 0.010 32 1 0.559 0.009 52 0 0.000 0.006
13 1 0.506 0.007 33 1 0.566 0.003 53 0 0.000 0.007
14 1 0.525 0.012 34 1 0.525 0.005 54 0 0.000 0.005
15 1 0.547 0.002 35 0 0.000 0.010 55 0 0.000 0.004
16 1 0.617 0.009 36 1 0.601 0.007 56 1 0.443 0.005
17 1 0.533 0.008 37 1 0.602 0.016 57 0 0.000 0.005
18 1 0.670 0.021 38 0 0.000 0.007 58 0 0.000 0.007
19 1 0.582 0.004 39 1 0.514 0.005 59 0 0.000 0.008
20 1 0.417 0.008 40 1 0.608 0.008 60 0 0.000 0.004
25 mm 20 mm
i AR() ρ̂ σ̂2 i AR() ρ̂ σ̂2
61 0 0.000 0.006 81 0 0.000 0.004
62 0 0.000 0.008 82 0 0.000 0.003
63 0 0.000 0.009 83 0 0.000 0.012
64 1 0.442 0.010 84 0 0.000 0.014
65 1 0.483 0.013 85 0 0.000 0.016
66 0 0.000 0.006 86 0 0.000 0.021
67 1 0.561 0.016 87 0 0.000 0.015
68 0 0.000 0.010 88 0 0.000 0.009
69 0 0.000 0.002 89 1 0.444 0.035
70 1 0.456 0.016 90 0 0.000 0.017
71 0 0.000 0.008 91 0 0.000 0.013
72 0 0.000 0.014 92 0 0.000 0.011
73 1 0.467 0.012 93 0 0.000 0.011
74 1 0.445 0.010 94 0 0.000 0.015
75 0 0.000 0.011 95 0 0.000 0.010
76 0 0.000 0.004 96 0 0.000 0.005
77 0 0.000 0.007 97 0 0.000 0.010
78 1 0.458 0.016 98 0 0.000 0.011
79 1 0.539 0.007 99 0 0.000 0.014
80 1 0.482 0.011 100 1 0.439 0.007
Table 6.1: Coefficients for individual time series under the assumption of an AR(p)
structure, per each slat at dried Cypress wood slats.
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value, so that the change point should present a relationship with the value of thickness
per each slat. In this way, the proposed methodology based on EAs shows a better
estimation and results are useful to predict change points. This asset will be studied at
the next section.
6.2 Results by using the proposed methodology
6.2.1 Parametric approach
The change points were obtained by applying this procedure to the real data set. We
present the estimated change points by using evolutionary algorithms for a Linear Mixed
Model as it was proposed in the methodology, described in section 3.3. The estimated
change points are shown jointly with the subject profiles at Figure 6.11 to clarify the
accuracy of the methodology and Figure 6.10 shows the relationship between estimated
change points and thickness of each slat. The subject specific change points are given at
Table 6.2.
Fixed effects values Thickness
50mm 40mm 30mm 25mm 20mm
46.493 48.875 39.055 31.757 26.763 32.623 21.515 20.091 16.699 19.911
41.979 42.569 35.315 32.937 27.271 29.566 20.365 21.613 16.382 18.726
43.871 44.158 32.047 33.631 27.904 34.190 28.515 27.331 20.715 15.682
45.210 44.637 35.042 36.064 28.578 29.115 25.647 23.851 15.512 19.684
40.508 41.280 32.608 35.524 27.016 25.407 22.924 21.632 21.096 15.633
41.826 44.049 33.479 35.755 27.835 26.688 25.464 28.232 23.310 24.328
45.576 47.245 31.917 39.618 26.739 28.011 21.836 20.029 18.351 20.721
44.247 42.327 37.215 30.459 31.769 30.115 20.526 29.076 15.010 17.599
40.318 41.159 30.310 36.307 30.394 28.222 22.584 25.708 24.067 18.730
41.946 45.634 31.141 35.842 27.243 32.707 23.763 23.460 24.099 22.258
Table 6.2: Subject specific change points estimated by using the proposed methodology
for the dried Cypress wood slats data.
Source: Author
Figure 6.10 presents a relationship between the change points and the value of the
thickness per each slat. Despite of it was not a pre-established function to describe
this relationship between these variables, we found that this relationship is linear, for
this particular data set.
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Figure 6.10: Subject specific change points estimated by using the proposed methodology

















Figure 6.11: Subject specific change points estimated by using the proposed methodology
under a parametric approach developed in this thesis overlapped on each slat profile at
dried Cypress wood slats data.
Source: Author
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Once the estimation procedure was executed, by using the methodology proposed in this
thesis on the real data set, the parameters for linear mixed model and considering one
change point per each subject, are given by:
log(Yij) = 0.0284Thicknessi + 1.233× 1 (tij ≤ τi) + 0.954× 1 (tij > τi)− 0.01tij1 (tij ≤ τi) +
+b0i + b01i1 (tij ≤ τi) + b01i1 (tij > τi) + εij
bi ∼ N
0,
 0.062 0.3 0.10.468 0.1
0.616

εi ∼ N14 (0, AR(1, ρ = 0.592, σ2 = 0.0601))
Using these change points we estimated the parameters values for the calibration function
as a function of the thickness, the model is:
τi = γ0 + γ1thicknessi + εi , i = 1, . . . , N
The calibration function built form change points under the proposed methodology, is
given by:
τ̂i = 4.176 + 0.783thicknessi , i = 1, . . . , N
Diagnostics for the calibration function, based on the linear relationship that can be
assumed exists between change points and the fixed effects (thickness), are shown at the
Figure 6.12.





















































































Figure 6.12: Residuals plot associated to the calibration function for the dried Cypress
wood slats data.
Source: Author
Shapiro’s test for univariate normality result shows a calculated value of 0.98 and a
p− value = 0.1221. Residuals from the calibration function follow a normal distribution
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and additionally, standardized residuals and Cook’s Distance plot discard the presence
of outliers. The distribution associated to these change points, with n = 100 (20 subjects
by each thickness), is approximately a normal distribution as expected according to the
theorem ??. Change points can be described through a linear model and prediction
of change point for slats with a specific thickness can be done. The results obtained
coincide with the ones obtained by simulation, but in this case the variance and means
depend on the slat thickness which is considered as fixed value.
6.2.2 Bayesian approach
We applied the proposed methodology presented in section 5.2.1, on the data set des-
cribed by Botero (1993). Hyperparameters were chosen according to a grid searching
procedure to guarantee stability and convergence of the procedure. The prior distribu-
tions considered are:







γ̂ ∝ N2 (0,ψ)
π (D) ∝ Inv −Wishart
8,
 0.3 0.3 0.30.3 0.3 0.3
0.3 0.3 0.3

bi ∝ N3 (0,D)
σ2 ∝ Inv − gamma (4, 3)











The predicted values associated to the main components in an LMM and the parameters
of calibration function, are shown in Table 6.3.
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Parameters mean sd 50% 2.5% 97.5%
γ0 3.872 0.041 3.882 3.775 3.931
γ1 0.383 0.015 0.385 0.351 0.404
σ2γ0 6.441 0.030 6.438 6.384 6.495
σ2γ1 3.755 0.064 3.732 3.672 3.869
σγ0,γ1 1.864 0.037 1.875 1.792 1.908
β1 0.172 0.006 0.172 0.161 0.183
β2 -0.167 0.002 -0.167 -0.172 -0.163
β3 4.110 0.134 4.077 3.906 4.387
β4 4.330 0.136 4.315 4.130 4.642
ρ 0.151 0.011 0.153 0.132 0.173
σ2 0.087 0.003 0.086 0.082 0.094
σ2b0 3.630 0.041 3.643 3.516 3.678
σ2b1 2.292 0.066 2.294 2.159 2.390
σ2b2 1.280 0.072 1.281 1.163 1.415
σb0,b1 0.185 0.004 0.185 0.178 0.193
σb0,b2 0.197 0.004 0.197 0.190 0.206
σb1,b2 0.213 0.005 0.213 0.203 0.223
Table 6.3: Descriptive measurements of the posterior distribution for the parameters
of the calibration function and fixed effects and covariance parameters of an LMM for
Dried Cypress wood slats dataset.
Source: Author. Data: Botero(1993)











Figure 6.13: Posterior distribution of γ0 for calibration function based on the adjusted
LMM for the dried Cypress wood slats data by a Bayesian approach, n = 100
Source: Author. Data: Botero(1993)
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Figure 6.14: Posterior distribution for γ1 for calibration function based on the adjusted
LMM for the dried Cypress wood slats data by a Bayesian approach, n = 100
Source: Author. Data: Botero(1993)
The values presented in Table 6.3 were obtained by using a Laplace transformation due
to the lack of stability of the chains around a unique mean. The MCMC procedure had
an acceptance rate of 0.25 and the PACF was supervised to check the stability and
convergence to a unique mean value of the parameter.
In a general form, the distribution associated to the each of the parameters follows a
normal distribution and jointly a multivariate normal distribution, under classical as-
sumptions on the parameters distribution given by equation (5.10). Distribution of γ
is approximately a bivariate normal distribution. Predicted values for the real data set
leads to a better forecast of the change points, which is one the main contributions of
this thesis.
Before to discuss the results for the real data based on either a parametric approach and a
Bayesian approach, Figure 6.15 shows the adjustment of the calibration function under
this approach by overlapping the predicted function on the profiles plots to evaluate
initially the quality of fit.
6.2.3 A comparison between parametric vs Bayesian approach
The results for real data set showed that the change points estimated for the real data
set are quite precise according to the subject-specific profile. In the illustration with real
data, we observed that this approach could permit to predict, in a plausible and precise
way, the change point given a specific value for the thickness. From a practical point of
view, this prediction process allows both reducing storage time and storage expenses.
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Figure 6.15: Calibration function to predict the change point under a Bayesian approach
developed in this thesis overlapped on profiles plot from dried Cypress wood slats data.
Parameter
Approach γ0 γ1




Table 6.4: Comparison between the estimated parameters of the calibration function for
parametric and Bayesian approaches results of the proposed methodology applied to the
dried Cypress wood slats, with N = 100 subjects and 14 observations per individual
along time (ni = 14).
90
6.2 Results by using the proposed methodology 91
Parametric approach and the Bayesian approach show similar results for γ̂0, due to the
fact that this parameter has a tiny standard deviation, and both results are approxima-
tely equal. The estimation of γ̂1 differs between both approaches. The results showed for
the Bayesian approach are strongly dependent on the hyperparameters values associated
to the prior distributions that were assumed, according to the grid searching procedure
to check time and convergence of the procedure. The difference between these estimated
parameters obeys to the sensitivity of the method by using the proposed methodology.
The parametric approach considers the subject-specific change points where there is no
high variation in their estimates by thickness and according to figure 6.11 the change
point is attained once the signal is stabilized around an specific value. On the other
hand, at the Bayesian approach it was assumed a linear relationship between change
points and thickness. Under this assumption, we found that the prediction of the change
points is highly sensitive to the first change for each subject and the procedure detects
a change just at the first value where the signal stops decreasing significantly (figure
6.15). Under these scenarios, parametric approach could be more useful to predict when
the wood slats are ready to either to be sold or used, while Bayesian approach could be
implemented to decide when the wood slats should be moved to another place or start
a different process of dried avoiding some anomalies in each wood slats. Notice that for
Bayesian approach we considered just the scenario of a first order polynomial. However,
some extensions to higher order polynomials could be explored, so on.
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• The adapted methodology based on DEAs allows estimating a global maximum
instead of a local maximum which is one the main advantages of Evolutionary
Algorithms. This technique improves the estimation of the parameters of the LMM,
and subject-specific change points which permits to get better estimators of the
parameters of the calibration function.
• The simulation results showed that the change points estimated by using the techni-
que based on DEAs are quite close to the reference parameter values and they have
been estimated quite accurately even when the sample size is small.
• Results from the simulation performed in section 3.4 establish that the parameters
of the calibration function follows asymptotically a normal d variate distribution,
where d corresponds to the number of known values of time independent fixed
effects.
• The estimators of the calibration function built from change point and obtained
by using DEAS, are asymptotically unbiased and their accuracy depends on the
number of generations (considered in DEAs), the value of ρ, and the value of σ2
associated to Σi.
• The results obtained from real data set showed that the estimated change points are
reasonably precise according to the subject-specific profiles. In the illustration with
real data, we observed that our approach could permit to predict, in a plausible
and precise way, the change point given a specific value for the thickness of the
slats. From a practical point of view, this prediction process allows to reduce both,
storage time and storage expenses.
• Bayesian approach allows a precise prediction of the parameters of the calibration
function; the prediction improves when the sample size becomes larger and the
considered data is completely balanced.
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• Gaussian assumptions based on the parameters considered at the LMM and on the
calibration function allow a better prediction of the parameters.
• This technique has similar limitations as those presented when using linear mixed
models. The most important ones are the number of subjects, the number of obser-
vations per subject, the covariance structure and the number of time-independent
fixed effects. Additionally, one of the most important factors that could strongly
modify the calibration function is a considerable amount of subjects with missing
values near the change point, particularly when the data set considers a small
sample size.
• Our technique is computational time consuming, but its efficiency was improved
by executing a parallel routine, which allows a faster estimation of the parameters.
• No other than linear mixed models and a linear relationship between change point
and time independent fixed effects were considered.
• It is required to propose a variant on this algorithm when the sample size is con-
siderably high, due to the amount of parameters under estimation. When the
number of parameters is considerably large, the procedure results are highly pre-
cise but computationally difficult and time consuming, even when the routines were
executed in a high computational capacity cluster.
• Considering non-linear models and multiple change points by assuming different
covariance structures are some of the challenges for future researches, which can
help to predict the time in some specific situations.
• We considered the study of how much biased the parameters estimators are. We
do not suggest any particular way to make these parameters estimations unbiased.
Further works will consider some specific techniques to obtain unbiased estimators
and their properties.
• Further works will consider an extended study by considering a set of functions to
predict the change point under a Bayesian approach and a set of prior distributi-
ons, different than classical, to assess the performance under similar assumptions.







Some important theoretical results
A.1 Analysis of change point for linear mixed mo-
dels
We have considered some scenarios to obtain an analytical expression for the change
point under some particular assumption
A.1.1 Change point estimator for one subject
To differentiate equation (2.13) with respect to τ , having just one subject, with ni inde-
pendent observations over time. We considered two cases:



























Yj1 (tj > τ)− β1β2
ni∑
j=1
Xj1 (tj > τ)− β2
n∑
i=1




1 (tj > τ) 1 (tj > τ)
]
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Yj1 (tj > τ)− β1β2
ni∑
j=1
Xj1 (tj > τ)− β2
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j=1


















Xj1 (tj > τ)− 0− β22τ
ni∑
j=1
1 (tj > τ)
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j=s+1 yj − β1β2
∑ni










Xj1 (tj > τ)
So, in this case we have a close form for τ̂ , which is mathematically tractable, values of
β̂1 and β̂2, can be obtained in a similar way. However, the goal is getting an estimator
for change point.














(Yjβ2tj1 (tj ≤ τ)− β1Xjβ2tj1 (tj ≤ τ)− β2tj1 (tj ≤ τ) β2tj1 (tj ≤ τ))
−β2τ1 (tj > τ) β2tj1 (tj ≤ τ) + Yjβ21 (tj > τ)− β1Xjβ21 (tj > τ)
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Yj1 (tj > τ)− β1β2
ni∑
j=1
Xj1 (tj > τ)− 0− β2τ
ni∑
j=1
1 (tj > τ)
]
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Yjtj1 (tj ≤ τ)− β1β2
ni∑
j=1
tj1 (tj ≤ τ)− β22
n∑
j=1




Yj1 (tj > τ)− β1β2
ni∑
j=1
Xj1 (tj > τ)− 0− β2τ
ni∑
j=1
1 (tj > τ)
]
This expression is not mathematically tractable.
A.1.2 A vector of change points
At the second scenario, we proposed to obtain an estimator of a vector of subject-specific
change points, τ . We extended the model given at (3.2) as follows:
Yij = (β01 + β1Xij + β2tij) 1 (tij ≤ τi) + (β02 + β1Xij + β2τi) 1 (tij > τi) +
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
= β011 (tij ≤ τi) + β021 (tij > τi) + β1Xij1 (tij ≤ τi) + β2tij1 (tij ≤ τi) +
+β1Xij1 (tij > τi) + β2τi1 (t > τi) + b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
= β011 (tij ≤ τi) + β021 (tij > τi) + β1Xij + β2tij1 (tij ≤ τi) + β2τi1 (tij > τi) +
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
= β011 (tij ≤ τi) + β021 (tij > τi) + β1Xij + β2 {tij1 (tij ≤ τi) + τi1 (tij > τi)}
+b00i + b01i1 (tij ≤ τi) + b02i1 (tij > τi) + εij
This model is rewritten in matrix form as:
Yi =

1 0 x11 t11






























Additionally, beyond the basic assumption for a particular subject, we tried to obtain a
mathematical expression for the subject-specific change point problem under an LMM:
Yi = Xiβ + Zibi + εi
Yi −Xiβ = Zibi + εi
E [Yi −Xiβ] = E [Zibi + εi] = 0
V ar [Yi −Xiβ] = V ar [Zibi + εi] = ZiDZ′i + Σi = Vi (α)
Given that τ ′ = (τ1, τ2, · · · , τN), that is, τ is a vector of length N that contains as much
elements as subjects in the dataset. Each τi is the subject-specific estimated change
point. The likelihood function L (β1, β2, τ ), and the log-likelihood function ` (β, τ ),
where Xi (τi) corresponds to the design matrix that depends on the change point, are:
99
100 A Some important theoretical results












(Yi −Xi (τi)β)t V−1i (Yi −Xi (τi)β)
)




















(Yi −Xi (τi)β)t V−1i (Yi −Xi (τi)β)
]












i Yi − 2YtiV−1i Xi (τi)β+
+ (Xi (τi)β)





















































i 1ni (ti > τi)
Partitioning the matrix Xi (τi), V
−1
i , and 1ni , where Vis corresponds to the covariance
matrix associated to the first s points where ti ≤ τ , and Vi(s+1)+ corresponds to the
covariance matrix where associated the s + 1 points, corresponds to ti > τ . It permits
writing the derivative as:
Xi (τi) =
[
Xi (ti ≤ τi)
Xi (ti > τi)
]









, 1ni (ti > τi) =
[
0
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]
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i 1ni (ti > τi)− β1Xti (ti > τi) V−1i(s+1)+1ni (ti > τi)
]
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A.2 Random effects covariance structures
The main feature of longitudinal data is that they are correlated. So, we will consider
some specific approaches to model the dependence among the repeated measures taken
over each individual. If we consider an appropriate model for covariance, it will allow
us to get corrected standard errors and additionally it helps to obtain valid inferences
about the regression parameters (Fitzmaurice et al., 2008).
Once the outcomes have been obtained over time, these observations cannot be con-
sidered independent ones. When the correlation among repeated measures is positive,
the variability of the within-individual differences is always smaller than the variabi-
lity of the between-individual differences. In the most simple case, the response variate
with σ2 as a constant, so that σ21 = σ
2
2 = σ
2 then the variance of the within-individual
differences is simply 2σ2 (1− ρ), while the variability of the between-individual diffe-
rences is 2σ2. If the correlation is relatively large and positive, the variability of the
within-individuals differences can be substantially smaller than that for the correspon-
ding between-individual differences. A wrong selection of the covariance error structure
can lead to a misleading inferences. The positive correlation among repeated measures
is an inevitable feature of longitudinal data that must be accounted for in the analysis in
order to make appropriate inferences. Additionally, modelling the covariance structure
enables us to estimate changes in the mean response, and their relation to covariates,
with greater precision than would be possible if the data were uncorrelated. Common
structures of variance have been proposed and applied in many fields according to the
data structure.
Unstructured covariance
This covariance pattern is useful when the number of observations per subject is small.
So, it is desirable to allow the matrix to be arbitrary. The matrix must be symmetric
and positive-definite as follows:
Cov (Yi) =

σ21 σ12 · · · σ1ni
σ21 σ
2





σni1 σni2 · · · σ2ni

The advantage of an unstructured covariance matrix is that no assumptions are made
about the variances and covariances. It is useful in those cases where the variances are
rarely constant over time. In this case, ni×(ni − 1) /2 pairwise covariances or correlations
must be estimated and sometimes the model results overparameterized and inestimable.
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Compound Symmetry
Compound symmetry assumes that the variance is a constant across occasions, and
Corr (yij, yik) = ρ, ∀j 6= k and ρ ≥ 0
Cov (Yi) = σ
2

1 ρ · · · ρ





ρ ρ · · · 1

The compound symmetry covariance does have a theoretical justification when the mean
response is thought to depend on a combination of population parameters, β, and a
single individual-specific random effect. This structure is very parsimonious due to the
fact that it has only two parameters σ2 and ρ, regarding how many measurements we
have per subject and how distant those are. Usually, these assumptions are unrealistic,
particularly when we are modelling longitudinal data.
Toeplitz
The Toeplitz covariance pattern makes the assumption that any pair of responses that
are equally separated in time have the same correlation. When the covariance has a
Toeplitz form, it is assumed that the variance is constant across occasions, say σ2, and
Corr (yij, yij+k) = ρk, ∀j 6= k, i.e.
Cov (Yi) = σ
2

1 ρ1 ρ2 ρ3 · · · ρni−1
ρ1 1 ρ1 ρ2 · · · ρni−2







ρn1−1 ρni−2 ρni−3 ρni−4 · · · 1

Toeplitz covariance assumes that the correlation among responses at adjacent measure-
ment occasions is constant, ρ1. This structure is only appropriate when the measure-
ments are made at equal intervals of time. The Toeplitz structure has ni parameters.
A special case of the Toeplitz covariance is the first order autoregressive covariance; it
means that the measurement made at time ti affects the measurement made at time ti+1
and it is affected by measurement at ti−1 only one time before and one time after are
considered important to model the covariance structure.
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Autoregressive
In the autoregressive model for the covariance it is assumed that the variance is constant
across occasions, say σ2, and Corr (yij, yij+k) = ρ
k, ∀j 6= k and ρ ≥ 0,i.e
Cov (Yi) = σ
2

1 ρ ρ2 · · · ρni−1
ρ 1 ρ · · · ρni−2






ρni−1 ρni−2 ρni−3 · · · 1

This is a convenient structure and it has only two parameters to be estimated.
Banded
This covariance pattern assumes that the correlation is zero beyond some specified in-
terval. For example, a banded covariance pattern with a band size of 3 assumes that
Corr (yij, yij+k) = 0 for k ≥ 3 and it is applicable to each structure shown above. Ban-
ding makes a very strong assumption about how quickly the correlation decays to zero
with increasing separation between the repeated measurements, but it is quite common
in applied sciences (Pinheiro and Bates, 2000).
Exponential
When the measurement occasions are not equally spaced over time, the formulation
of the autoregressive covariance model can be generalized taking into account that:
Corr (yij, yij+k) = ρ
|tij−tik| for ρ ≥ 0. The covariance for this model can be reexpres-
sed as: Cov (yij, yik) = σ
2ρ|tij−tik| = σ2 exp (−θ |tij − tik|), where θ = − log (ρ). The
exponential covariance model is invariant under a linear transformation of the time scale.
A.3 Evolutionary Algorithms
The change point problem is not easily to solve by means of classical techniques, even
in the simplest case we require some iterative processes to estimate the change point.
Usually, optimization techniques are fundamental to find out solutions to most problems
and obtain a computational answer to a problem maybe unsolvable by classical ways. We
have chosen Evolutionary algorithms as a tool to estimate quite precisely. This section
is based strongly in Price et al. (2006), Storn and Price (1997) and Eiben and Smith
(2003) suggestions.
A brief description of general Evolutionary Algorithms is as follow: First, of all, we need
to define a quality function to be maximised. Second, we create a set of random candidate
solutions, i.e., elements of the function’s domain. Third, to apply the quality function
to these as an abstract fitness measure, the higher the better. Fourth, on the basis of
these fitness values, some of the better candidates are chosen to seed the next generation.
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This is done by applying recombination and/or mutation to them. Recombination is an
operator that is applied to two or more selected candidates (parents) producing one or
more new candidates (the children). Mutation is applied to one candidate and the results
is one new candidate. Therefore executing the operation of recombination and mutation
on the parents leads to the creation of a set of new candidates (the offspring). These
have their fitness evaluated and then compete, based on their fitness (and possibly age),
with the old ones for a place in the next generation. This process can be iterated until a
candidate with sufficient quality (a solution is found or a previously set computational
limit is reached) (Price et al., 2006; Eiben and Smith, 2003).
There are two main forces that form the basis of evolutionary systems:
• Variation operators (combination and mutation) create the necessary diversity
within the population, and thereby facilitate novelty.
• Selection acts as a force increasing the mean quality of solutions in the population.
Real valued or Floating-Point Representation. When the values that we want
to represents as genes come from a continuous rather than a discrete distribution, the
genotype for a solution with k genes is a vector (x1, . . . , xk) with xi ∈ R. For a floating-
point representation, it is normal to ignore the discretization imposed by hardware and
consider allele values as coming from a continuous rather than a discrete distribution. It
is common to change the allele value of each gene randomly within its domain given by
a lower Li and upper Ui bound resulting in the following transformation:










i ∈ [Li, Ui]
Similar to discrete case, the new gene values can be obtained by using a uniform and
nonuniform mutation. At the former, the values of x
′
i are drawn uniformly randomly
from [Li, Ui]. This is the most straightforward option and it is normally used with a
position wise probability. The latter, it is the most common form used in mutation
step when the floating-point representation is assumed. So, the change to be introduced
must be small and the current gene value is changed by adding an amount chosen from a
Gaussian distribution with mean zero and user-specified standard deviation. “The self-
adaptation represents a solution to the problem of how to adapt the step-sizes, which
has been successfully demonstrated in many domains, not only for real-valued but also
for binary and integer search spaces. The essential feature is that the step sizes are also
included in the chromosomes and they themselves undergo variation and selection.
Details on how to mutate the value of σ are given below. The key concept is that the
mutation step sizes are not set by the user; rather the σ coevolves with the solutions (the
x̄ part). In order to achieve this behaviour it is essential to modify the value of σ first,
and then mutate the xi values with the new σ value”(Eiben and Smith, 2003, pp. 57-60).
A.3.1 Components of Evolutionary Algorithms
The most important components in a EA are:
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• Parent selection mechanism
• Variation operators, recombination and mutation
• Survivor selection mechanism
Mutation: is the generic name given to those variation operators that use only one
parent and create one child by applying some kind of randomised change to the repre-
sentation (genotype). The form taken depends on the choice of encoding used, as does
the meaning of the associated parameter, which is often introduced to regulate the in-
tensity or magnitude of mutation.
Recombination: the process whereby a new individual solution is created from the
information contained within two (or more) parent solutions, is considered by many to
be one of the most important features in evolutionary algorithms. A lot of research acti-
vity has focused on it as the primary mechanism for creating diversity, with mutation
considered as background search operator. The word recombination has been used in the
last years and on a general case. Early authors used the term, crossover. Recombina-
tion operators are usually applied probabilistically according to a crossover rate pc. For
integer encodings, there are two principal forms of mutation used, both of which mutate
each gene independently with user-defined probability pm.
sectionEvolutionary Algorithms This section is strongly based on Back (1996) and Eiben
and Smith (2003). We will present an Evolutionary Algorithm, and its features (Back,
1996).
Definition A.1. General Evolutionary Algorithm: An Evolutionary Algorithm (EA) is
defined as an 8−tuple
EA = (I,Φ,Ω,Ψ, s, l, µ, λ) (A.1)
where I = Ax×As is the space of individuals, and Ax, As denote arbitrary sets. Φ : I → R
denotes a fitness function assigning real values to individuals.
Ω =
{




ωθ0 , . . . , ωθx | ωθi : Iµ → Iλ
}
is a set of probabilistic genetic operators ωθi, each of which is controlled by specific para-






denotes the selection operator which may change the number of individuals from λ or
λ+ µ to µ, where µ, λ ∈ N and µ = λ is permitted.
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An additional set Θs of parameters may be used by the selection operator. µ is the number
of parent individuals, while λ denotes the number of offspring individuals. Finally,
l : Iµ → {true, false}
is a termination criterion for EA, and the generation transition function Ψ : Iµ → Iµ
describes the complete process of transforming a population P into a subsequent one by
applying genetic operators and selection:
Ψ = s ◦ ωθi1 ◦ · · · ◦ ωθii ◦ ωθ0




. . . ωθi1 (ωθ0 (P ))
))
Here {i1, . . . , ij} ⊆ {1, . . . , z}, and Q ∈ {∅, P}
Definition A.2. Population sequence: given an Evolutionary Algorithm with generation
transition function Ψ : Iµ → Iµ and an initial population P (0) , P (1) , P (2) , . . . is called
a population sequence or evolution of P (0) : if and only if
∀t ≥ 0 : P (t+ 1) = Ψ (P (t))
Usually, P (0) is initialized at random, but it may also be generated from one starting
point. The stopping criterion l characterizes the end of this artificial evolution process,
and the result of a run of an Evolutionary Algorithm is in most cases the individual with
minimal objective function value found during the complete evolution. More details
about Evolutionary Algorithms are given in appendix(A.3).
We use Differential evolutionary algorithm (DEA) to execute the change points estima-
tion procedure, given some well-known properties of this algorithm as that it permits
to make a better choice based on the highest points of the objective function. We will
describe the process slightly.
Differential evolution algorithm (DEA)
In the main DE workflow population, there are lists, rather than (multi)sets, allowing
references to the i−h individual by its position i ∈ {1, . . . , µ} in this list. The order of
individuals in such a population P = 〈~x1, . . . , ~xi, . . . , ~xµ〉 is not related to their fitness
values. An evolutionary cycle starts with creating a mutant vector population M =
〈~v1, . . . , ~vµ〉. For each new mutant ~vi three vectors are chosen randomly from P , a base
vector to be mutated and two others to define a perturbation vector. After making the
mutant vector population, a so-called trial vector population T = 〈~u1, . . . , ~uµ〉 is created,
where ~ui is the result of applying crossover to ~vi and ~xi. So that, ~ui does not duplicate
~xi is guaranteed. In the last step, deterministic selection is applied to each pair ~xi and
~ui: the i−th individual in the next generation is ~ui if f(~ui) ≤ f(~xi) and ~xi otherwise.
The general sketch of differential evolution can be written as:
• Representation: Real-valued vectors
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• Recombination: Uniform crossover
• Mutation: Differential mutation
• Parent selection: Uniform random selection of the 3 necessary vectors
• Survival selection: Deterministic elitist replacement(parent vs children)
In general, a DE algorithm has three parameters, the scaling factor F , the population
size µ (NP), and the crossover probability Cr. It is worth noting that despite mediating
a crossover process, Cr can also be thought of as a mutation rate. DE developers also
suggest that the number of inherited mutant alleles follows a binomial distribution, since
allele origins are determined by a finite number of independent trial having two outcomes
with constant probabilities.
DEAs have been modified over last years, allowing some changes at the building of
mutant population stage or more than one difference vector to define the perturbation
vector in the mutation operator. For example, ~p = F (~y − ~z + ~y′ − ~z′), where ~y, ~z, ~y′, ~z′
are four randomly chosen population members. In order to classify the different vari-
ants, the notation DE/a/b/c has been introduced in the literature, where a specifies the
base vector, e.g, ‘rand’ or ‘best’, b is the number of difference vectors used to define
the perturbation vector, and c denotes the crossover scheme, e.g., ‘bin’ stands for using
uniform crossover. The basic version is notated as DE/rand/1/bin. (Eiben and Smith,
2003).
A.3.2 Variants of Evolutionary Algorithms
Definitions given at this section are strongly based on (Eiben and Smith, 2003; Back,
1996; Price et al., 2006)
1. Genetic Algorithms (GA): it has been widely used and its simple represen-
tation has allowed it to be incorporated as an additional optimisation method.
This has a binary representation, fitness proportionate selection, a low probability
of mutation, and an emphasis on genetically inspired recombination as a means
of generating new candidate solutions. GAs traditionally have a fixed workflow:
given a population of individuals, parent selection fills an intermediary popula-
tion of µ, allowing duplicates. Then, the intermediary population is shuffled to
create random pairs and crossover is applied to each consecutive pair with proba-
bility pc and the children replace the parents immediately. The new intermediary
population undergoes mutation individual by individual, where each of the l bits
in an individual is modified by mutation with independent probability pm. The
resulting intermediary population forms the next generation replacing the previ-
ous one entirely. Note that in this new generation there might be pieces, perhaps
complete individuals, from the previous one that survived crossover and mutation
without being modified, but the likelihood of this is rather low (depending on the
parameters µ, pc, pm).
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2. Evolution Strategies (ESs): An offspring is generated by the addition of a
random number independently to each of the elements of the parent vector and
accepted if fits. Earlier developments denoted this as 1 + 1 or (1, 1) ES according
to the own features of the process at the crossover stage. The random numbers
are drawn from a Gaussian distribution with mean zero and a standard deviation
σ, where σ is called the mutation step size. ESs gave rise to the possibility of
more sophisticated forms of step-size control, and led to the development of a very
useful feature in evolutionary computing: self-adaptation of strategy parameters.
In general, self-adaptivity means that some parameters of the EA are varied during
a run in a specific manner: the parameters are included in the chromosomes and
co-evolve with the solutions. Modern evolution strategies always self-adapt the
mutation step sizes and sometimes their rotation angles. Recent forms of ES such
as the CMA are among the leading algorithms for optimisation of complex real-
valued functions. The selective pressure in evolution strategies is very high because
λ is typically much higher than µ. So that, this indicates that an ES is a more
aggressive optimizer than a (simple) GA.
3. Evolutionary Programming (EP): Evolutionary programming was originally
developed by Fogel et al. (cited by Eiben and Smith (2003)) to simulate evolution
as a learning process with the aim of generating artificial intelligence. Nowadays,
EP frequently uses real-valued representations, and so it has almost merged with
ES (Eiben and Smith, 2003).
4. Genetic Programming (GP): Genetic programming is a relatively young mem-
ber of the evolutionary algorithm family. It differs from other EA strands in its ap-
plication area as well as the particular representation (using trees as chromosomes).
While the EAs discussed so far are typically applied to optimisation problems, GP
could instead be positioned in machine learning. Most other EAs are for finding
some input realising maximum payoff, whereas GP is used to seek models with the
maximum fit. Clearly, once maximisation is introduced, modelling problems can
be seen as special cases of optimisation. This, in fact, is the basis of using evolution
for such tasks: models represented as parse trees are treated as individuals, and
their fitness is the model quality to be maximised (Eiben and Smith, 2003).
5. Learning Classifiers Systems: Learning Classifier Systems (LCS) represent an
alternative evolutionary approach to the model building based on the use of rule
sets, rather than parse trees, to represent knowledge. LCS are used primarily in
applications where the objective is to evolve a system that will respond to the
current state of its environment (i.e., the inputs to the system) by suggesting a
response that in some way maximises future reward from the environment. The
learning algorithm component of an LCS is implemented by an evolutionary al-
gorithm, whose population members either represent individual rules or complete
rule sets, known respectively as the Michigan and Pittsburgh approaches. The
fitness driving the evolutionary process may be driven by many different forms of
learning, here we restrict ourselves to ‘supervised ’ learning, where at each stage
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the system receives a training signal (reward) from the environment in response to
the output it proposes. This helps emphasise the difference between the Michigan
or Pittsburgh approach. In the former, data items are presented to the system
one-by-one and individual rules are rewarded according to their predictions. By
contrast, in a Pittsburgh approach each individual represents a complete model,
so the fitness would normally be calculated by presenting the entire data set and
calculating the mean accuracy of the predictions (Eiben and Smith, 2003).
6. Particle Swarm Optimisation (PSO): It is so similar to DE, the distinguis-
hing feature of PSO is a twist to the usual reproduction operators in EC: PSO does
not use crossover and its mutation is defined through a vector addition. However,
PSO differs from DE and most other EC dialects in that every candidate solution
x̄ ∈ Rn carries its own perturbation vector p̄ ∈ Rn. Technically, this makes them
quite similar to evolution strategies that use the mutation step sizes in the per-
turbation vector parts. However, PSO’s mindset and terminology is based on a
spatial metaphor of particles with a location and velocity, rather than a biological
one of individuals with a genotype and mutation (Eiben and Smith, 2003).
7. Estimation of Distribution Algorithms (EDA): are based on the idea of
replacing the creation of offspring by ‘standard’ variation operators (recombination
and mutation) by a three-step process. First, a ‘graphical model’ is chosen to
represent the current state of the search in terms of the dependencies between
variables (genes) describing a candidate solution. Next, the parameters of this
model are estimated from the current population to create a conditional probability
distribution over the variables. Finally, offspring are created by sampling from this
distribution (Eiben and Smith, 2003; Back, 1996).
A.3.3 Mathematical properties of Evolutionary Algorithms
Back’s (1996) defined mathematically and gave some properties of Evolutionary algo-
rithms. Next definition can be found at his book.
Definition A.3. Global minimum: Given a function f : M ⊆ Rn → R, M 6= ∅, for−→x ∗ ∈M the value f ∗ = f (−→x ∗) > −∞ is called a global minimum, iff
∀−→x ∈M : f (−→x ∗) ≤ f (−→x )
Then, −→x ∗ is a global minimum point. f is called objective function, and the set M is
called the feasible region. The problem of determining a global minimum point is called
the global optimization problem.
The minimization problems for provide a standardized point of view for algorithmic test
runs. This does not restrict generality to the optimization problem, since the identity
max {f (−→x ) | −→x ∈M} = −min {−f (−→x ) | −→x ∈M} ,
holds. The feasible region M is specified more closely in the next definition.
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Definition A.4. Constraints: Let M = {−→x ∈ Rn | gi (−→x ) ≥ 0 ∀i ∈ {1, . . . , q}} be the
feasible region of the objective function f : M → R. The functions gi : Rn → R are
called constraints, and at point −→x ∈ Rn a constraint gj is called
Satisfied :⇔ gj (−→x ) ≥ 0 (A.2)
Active :⇔ gj (−→x ) = 0 (A.3)
Inactive :⇔ gj (−→x ) > 0 (A.4)
V iolated :⇔ gj (−→x ) < 0 (A.5)
The global optimization problem is called unconstrained, iff M = Rn, otherwise, constrai-
ned. In general, the objective function shows not only one, but several minima of different
depths, divided by higher regions. Most optimisation methods, starting by chance in the
region of attraction of all these local minima, i.e. a global one.
Back outlined that a simple method to handle equality constraints in Evolutionary Al-
gorithms performs by repeating the creation of a solution −→x until all constraints are
satisfied. It is easy to verify that any normalized vector space is also a metric space by
setting
ρ (−→v ,−→w ) = |−→v −−→w |
Definition A.5. For −̂→x ∈M the value f̂ := f
(−̂→x ) is called a local minimum, iff
∃ε ∈ R, ε > 0 : ∀−→x ∈M :
∣∣∣−→x − −̂→x ∣∣∣ < ε⇒ f̂ ≤ f (−→x )
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Appendix B
Auxiliary results for exploratory
data analysis of dried Cypress wood
slats
B.1 Exploratory Data Analysis complement
Day Mean s.d c.v. min 25% 50% 75% max
1 14.29 2.16 0.15 8.6 13.04 14.70 15.30 19.25
7 12.80 1.51 0.12 10.8 11.61 12.98 13.39 16.30
14 12.00 1.34 0.11 10.1 10.91 12.05 12.53 14.90
21 11.40 1.11 0.10 9.8 10.47 11.35 12.05 13.70
28 11.05 1.00 0.09 9.6 10.17 11.00 11.65 13.00
35 10.75 0.85 0.08 9.5 10.09 10.65 11.41 12.20
42 10.64 0.78 0.07 9.4 10.09 10.55 11.25 11.80
49 10.48 0.70 0.07 9.4 9.97 10.40 11.10 11.65
56 10.47 0.67 0.06 9.4 9.97 10.40 10.99 11.55
62 10.41 0.66 0.06 9.4 9.97 10.40 10.91 11.55
70 10.39 0.65 0.06 9.4 9.97 10.40 10.91 11.55
92 10.38 0.65 0.06 9.4 9.97 10.32 10.91 11.55
Table B.1: Summary of the weight, per day, of real data set applied to the results for
wood slats with a thickness of 50 mm.
Source: Author. Data: Botero (1993)
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Day Mean s.d c.v. min 25% 50% 75% max
1 11.50 1.29 0.11 9.90 10.50 11.29 12.44 14.35
7 10.04 1.00 0.10 8.28 9.36 10.00 10.29 12.60
14 9.45 0.80 0.09 8.32 8.71 9.52 9.80 11.60
21 9.12 0.68 0.08 8.15 8.48 9.20 9.57 10.75
28 8.93 0.65 0.07 7.95 8.34 9.02 9.38 10.30
35 8.81 0.60 0.07 7.90 8.28 8.81 9.30 9.90
42 8.79 0.61 0.07 7.89 8.26 8.73 9.29 9.89
49 8.44 0.59 0.07 7.45 7.96 8.51 8.95 9.39
56 8.36 0.58 0.07 7.60 7.80 8.35 8.88 9.20
62 8.30 0.60 0.07 7.40 7.76 8.35 8.83 9.20
70 8.32 0.60 0.07 7.40 7.77 8.37 8.86 9.23
92 8.31 0.60 0.07 7.40 7.77 8.35 8.86 9.23
Table B.2: Summary, per day, of real data set applied to the results for slats with
thickness of 40 mm, from the real data set on dried Cypress wood slats.










Figure B.1: Profile graph for slats of 40 mm thickness from the real data set on dried
Cypress wood slats.
Source: Author. Data: Botero (1993)
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Day Mean s.d c.v. min 25% 50% 75% max
1 8.33 0.82 0.10 7.26 7.72 7.95 8.91 10.39
7 7.02 0.73 0.10 6.10 6.48 6.75 7.54 8.79
14 6.57 0.59 0.09 5.67 6.10 6.51 6.93 7.82
21 6.44 0.52 0.08 5.70 6.04 6.39 6.82 7.54
28 6.36 0.50 0.08 5.66 5.99 6.34 6.69 7.45
35 6.35 0.48 0.08 5.66 5.98 6.34 6.68 7.44
42 6.36 0.47 0.07 5.66 5.99 6.34 6.68 7.44
49 6.35 0.47 0.07 5.66 5.97 6.32 6.66 7.39
56 6.33 0.47 0.07 5.66 5.96 6.31 6.63 7.39
62 6.32 0.47 0.07 5.66 5.94 6.31 6.63 7.39
70 6.35 0.47 0.07 5.67 5.95 6.33 6.66 7.42
92 6.33 0.47 0.07 5.66 5.94 6.31 6.63 7.40
Table B.3: Summary, per day, of real data set applied to the results for slats with
thickness of 30 mm, from the real data set on dried Cypress wood slats.












Figure B.2: Profile graph for slats of 30 mm thickness from the real data set on dried
Cypress wood slats.
Source: Author. Data: Botero (1993)
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Day Mean s.d c.v. min 25% 50% 75% max
1 7.95 0.86 0.11 6.64 7.12 8.34 8.69 9.09
7 6.49 0.73 0.11 5.60 5.78 6.52 7.21 7.59
14 5.96 0.54 0.09 5.26 5.46 5.89 6.49 6.82
21 5.80 0.42 0.07 5.23 5.43 5.71 6.16 6.50
28 5.69 0.37 0.07 5.18 5.38 5.65 5.98 6.30
35 5.66 0.36 0.06 5.18 5.38 5.62 5.94 6.27
42 5.67 0.35 0.06 5.19 5.41 5.62 5.92 6.27
49 5.65 0.35 0.06 5.17 5.40 5.61 5.90 6.26
56 5.64 0.34 0.06 5.16 5.39 5.58 5.88 6.25
62 5.63 0.34 0.06 5.16 5.38 5.56 5.85 6.24
70 5.66 0.34 0.06 5.19 5.41 5.59 5.88 6.25
92 5.64 0.35 0.06 5.17 5.38 5.58 5.92 6.23
Table B.4: Summary, per day, of real data set applied to the results for slats with
thickness of 25 mm from the real data set on dried Cypress wood slats.












Figure B.3: Profile graph for slats of 25 mm thickness from the real data set on dried
Cypress wood slats.
Source: Author. Data: Botero (1993)
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Day Mean s.d c.v. min 25% 50% 75% max
1 5.92 0.66 0.11 4.92 5.73 5.82 5.96 7.94
7 4.47 0.35 0.08 4.20 4.30 4.35 4.47 5.69
14 4.14 0.21 0.05 3.88 4.02 4.08 4.21 4.68
21 4.08 0.17 0.04 3.83 3.96 4.06 4.21 4.54
28 4.04 0.16 0.04 3.78 3.92 4.04 4.14 4.47
35 4.03 0.16 0.04 3.78 3.92 4.04 4.14 4.44
42 4.05 0.16 0.04 3.82 3.94 4.04 4.17 4.45
49 4.04 0.16 0.04 3.79 3.93 4.02 4.15 4.44
56 4.04 0.16 0.04 3.79 3.92 4.02 4.14 4.44
62 4.03 0.16 0.04 3.78 3.92 4.02 4.13 4.44
70 4.05 0.16 0.04 3.81 3.93 4.05 4.16 4.45
92 4.04 0.16 0.04 3.80 3.91 4.03 4.15 4.45
Table B.5: Summary, per day, of real data set applied to the results for slats with
thickness of 20 mm, from the real data set on dried Cypress wood slats.












Figure B.4: Profile graph for slats of 20 mm thickness from the real data set on dried
Cypress wood slats.
Source: Author. Data: Botero (1993)
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B.2 Exponential piecewise model complement
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Figure B.6: Distribution of the coefficients for an exponential model (Thickness 30 mm)
Source: Author
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Figure B.7: Distribution of the coefficients for an exponential model (Thickness 25 mm)
Source: Author
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Figure B.8: Distribution of the coefficients for an exponential model (Thickness 20 mm)
Source: Author
121




C.1 Available change point estimation R packages
We made a review on the main R- software packages available to execute the analysis and
estimation of the change points based on classical approach and well known statistical
test for change points, these estimations will be shown according to each package.
strucchange
It is an R package to estimate one or multiple change points according to testing or as-
sessing deviations from stability in the classical linear regression model. “The algorithm
for computing the optimal breakpoints given the number of breaks is based on a dyna-
mic programming approach. The underlying idea is that of the Bellman principle(Zeileis
et al., 2001). The main computational effort is to compute a triangular residual sum of
squares (RSS) matrix, which gives the RSS for a segment starting at observation i and
ending at i′ with i < i′” (Zeileis et al., 2001)
-------------------------------------------------------------------------
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The results showed at this point allows identifying the position over time where change
points happen. However, the algorithm seems to stay stuck at the same point per
each slat in the real data set. One of the most important assumptions they made is
independence between observations.
changepoint
This package permits to you estimate one or several change points by taking into account
the values in a time series (Killick and Eckley, 2014). This package offers some useful
functions like: changepoint::cpt.mean which allows a better estimation of the change
point based on the assumption that the time series average varies over the time. cpt.var
is quite useful to identify where the change points are allocated by assuming that there
is a high volatility on the time series and even though its mean does not change over
time, variance does it at least once along the time. Finally cpt.meanvar function allows
to estimate points over time where the time series change due to either or both causes
change in mean or change in variance. This package is quite useful when data comes
from frequently observed variables. But it is not, as far as we explored it, useful when
observations over time are moderately separated. For example, one observation per week
it is not enough to estimate the change point by using this algorithm unless you have
a considerable amount of weeks under observation. When a change in both mean and
variance are assumed then the code can be executed as follows.
----------------------------------------------------------











This package once a regression model has been considered ‘updates’ the model by ad-
ding one or more segmented (i.e., piece-wise linear) relationships according to the speci-
fic behaviour of data (Muggeo, 2008). This package allows a multiple regression model,
multiple breakpoints and change points are not estimated as an integer or just a specific
date. This package lets you estimate a change point defined into a continuous parame-
ter space. Additionally, segmented allows generalized linear models, non-linear models,
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models which have a proved autocorrelation function between the outcomes allowing a
better estimation on AR,ARMA, and ARIMA processes by switching the relationship
between variables you are interested in. However, the estimation process based on the
procedures available at this packages does not allow a full estimation for all individual
change points in a longitudinal setting. If the researcher is interested in estimating the
subject-specific change point it will be necessary to estimate the change point one by
one, as we proposed and got the results at Figure 6.9, including the estimation problems
discussed at that section. The code for change point per slat assuming an AR(1) process
on the random error is as follows:
----------------------------------------------------------





r1res <- arima (residuals(lm(Data[,i]~tim)),




r1res <- arima (residuals(lm(Data[,i]~tim)),








This package is quite interesting and for non complex problems, it performs efficiently
in the univariate case.
SiZer
This package incorporates one specific function called piecewise.linear (Sonderegger,
2011). This function allows fitting a spline of degree 1 with 1 knot point where the
location of the knot point is unknown. You should include the vector of values for y
and the covariates in a matrix X, the so-called ‘middle’ parameter in this functions
allows to limit the searching area for the change point by locating it just in the middle
or along the regression range and get a confidence interval based on bootstrap samples.
SiZer::piecewise.linear was used at the exploratory analysis of the dataset presented at
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section 6.1 to estimate change points, under the next lines:
-------------------------------------------------------------------










C.2 Linear mixed models estimation
nlme
This package is one of the most complete packages available at CRAN,(Pinheiro et al.,
2014). This package allows to fit and compare Gaussian linear and nonlinear mixed-
effects models. It is quite useful and allows an accurate estimation on the fixed effects
and covariance parameters. Additionally, prediction of random effects per subject is
quite precise. Even though, the multiple advantages and easily of implementing routines
by using the algorithms implemented in this package, as it is known it is not so fast






# lme(y~ x1+x2+x3 + x4 +x5 , data=datos, random=~(x4+x5)|subject)





By considering another structure on the covariance matrix for random error, it is requi-
red to update the model by incorporating the values and arguments according to the
matrix exposed at A.2 and quite extensively studied at (Pinheiro and Bates, 2000). This
document contains a full and detailed description of the parameters and requirements to
estimate an LMM under the different covariance matrix structures. We considered an
AR(1) structure on the covariance matrix.
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-------------------------------------------------------------
LMM using nlme with AR(1) structure
-------------------------------------------------------------
datos<-reStruct(Dataset)
# model<-lme(y~ x1+x2+x3 + x4 +x5 , data=datos,
# random=~(x4+x5)|subject)
#update(model,corr=corAR1(rho))









In the last line of this code, is required to recompute the value of the correlation coefficient
for an AR(1) covariance structure. The φ estimator for autocorrelation factor, in the





, a smoother function to optimize, so to




transformation is not required when one needs only the estimation based on a specific
data set, but it is recommended when a simulation study is executed and one of the
parameters of interest is just ρ.
lme4
“lme4 ” provides functions for fitting and analyzing mixed models: linear (lmer), gene-
ralized linear (glmer) and nonlinear (nlmer). (Bates et al., 2014). This package results
quite faster due to the fact that its algorithms are implemented on c + + by using
RcppEigen package. However, efficiency is not comparable with the complexity due to
incorporate the different covariance structures on residuals as it was explained at A.2.
However, it is convenient when we are interested on the random effects and structure of
covariance matrix is not too much complex. We did not incorporate this package because
of the specific structure that we are interested in, but it will imply a further proposal to
improve the efficiency of the present algorithm.
C.3 Evolutionary Algorithms
DEoptim
DEoptim implements the differential evolution algorithm for global optimization of either
a real-valued function or a real-valued parameter vector (Ardia et al., 2016). A review
can be found at appendix A.3 and theoretical fundamentals can be found at (Eiben and
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Smith, 2003). Advanced mathematical details can be studied at (Back, 1996), among
others.
--------------------------------------------------------------------------
Using DEoptim to estimate the change points
--------------------------------------------------------------------------
outDE <- DEoptim(fun,lower = low.values,upper =up.values,




Considered functions can be from the simplest ones to the most complex depending on
the parameters which you are interested in to estimate and how complex the objective
function could be. This function can be executed faster using not computationally
intensive computation, however due to the complexity of the model considered at this
proposal, this is a computationally intensive procedure, which spends a considerable
lapse of time which increases according to the number of subjects on the data set and
how precise the change point requires to be estimated.
GenAlg
“R based genetic algorithm for binary and floating point chromosomes” (Willighagen
et al., 2015). This package allows an estimation of the values of the parameters depending
on the procedure that you need to implement showing the whole executing process and
with easy computation of the values of interest.
GA
This package provides a flexible way for implementing genetic algorithms search in both
the continuous and discrete case, whether constrained or not. “Users can easily define
their own objective function depending on the problem at hand. Several genetic opera-
tors are available and can be combined to explore the best settings for the current task
” (Scrucca et al., 2013). This package’s real-valued functions are based on DEoptim
package. However, it could be successfully used according to the objective function and
its own complexity. Genetic Algorithms were explained at appendix A and functions at
this package obey to the concepts exposed there.
foreach and doParallel
foreach and doParallel packages allow a faster computation by using the total capacity
of the cores in the computer and they constitute a good tool to parallelize routines in R
(Weston and Calaway, 2017). They are required to improve the computational time of
DEoptim ’s based routines.
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--------------------------------------------------------
Change points by paralleling routine
--------------------------------------------------------
outDE <- DEoptim(negloglike.fun,lower = low.values,upper =up.values,




























































































132 D Auxiliary Bayesian results
Mean S.d. 50% 2.5% 97.5%
b0,1 0.608 0.220 0.669 0.091 0.927
b1,1 0.801 0.158 0.773 0.566 1.161
b2,1 -0.233 0.157 -0.214 -0.574 0.022
b0,2 0.565 0.113 0.574 0.315 0.756
b1,2 -0.757 0.355 -0.740 -1.460 -0.189
b2,2 1.520 0.308 1.573 0.905 2.016
b0,3 -0.372 0.285 -0.481 -0.729 0.309
b1,3 -0.401 0.205 -0.378 -0.790 0.029
b2,3 0.404 0.198 0.395 0.043 0.842
b0,4 1.272 0.280 1.305 0.572 1.658
b1,4 -0.299 0.264 -0.325 -0.702 0.295
b2,4 -1.417 0.217 -1.465 -1.754 -0.916
b0,5 -0.190 0.216 -0.278 -0.464 0.261
b1,5 0.118 0.165 0.094 -0.129 0.488
b2,5 -1.173 0.110 -1.154 -1.410 -1.007
b0,6 0.694 0.240 0.675 0.327 1.222
b1,6 0.231 0.230 0.223 -0.273 0.599
b2,6 -0.091 0.249 -0.103 -0.478 0.380
b0,7 1.133 0.261 1.093 0.790 1.827
b1,7 1.063 0.326 1.099 0.565 1.709
b2,7 0.792 0.243 0.790 0.417 1.327
b0,8 0.206 0.245 0.143 -0.253 0.657
b1,8 -0.577 0.188 -0.596 -0.950 -0.229
b2,8 0.124 0.275 0.191 -0.484 0.574
b0,9 -0.261 0.416 -0.136 -0.840 0.276
b1,9 1.978 0.183 1.956 1.634 2.376
b2,9 0.732 0.274 0.637 0.350 1.366
b0,10 0.130 0.191 0.117 -0.276 0.478
b1,10 0.106 0.336 0.152 -0.424 0.669
b2,10 -1.312 0.278 -1.358 -1.744 -0.776
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