Abstract-Particle Swarm Optimization (PSO) is one of most widely used metaheuristics which is based on collective movement of swarm like birds or fishes. The inertia weight (w) of PSO is normally used for maintaining balance between exploration and exploitation capability. Many strategies for updating the inertia weight during iteration were already proposed by several researchers. In this paper, a Modified Particle Swarm Optimization (MPSO) algorithm based on self-adaptive acceleration constants along with Linear Decreasing Inertia Weight (LDIW) technique is proposed. Here, in spite of using fixed values of acceleration constants, the values are updated themselves during iteration depending on local and global best fitness value respectively. Six different benchmark functions and three others inertia weight strategies were used for validation and comparison with this proposed model. It was observed that proposed MPSO algorithm performed better than others three strategies for most of functions in term of accuracy and convergence although its execution time was larger than others techniques.
I. INTRODUCTION
Metaheuristic optimization techniques have become very popular over the last two decades [21] . They have been mostly inspired by very simple concepts. The inspirations are typically related to physical phenomena, animals' behaviors, or evolutionary concepts.
Regardless of the differences between the metaheuristics, a common feature is the division of the search process into two phases: exploration and exploitation. The exploration phase refers to the process of investigating the promising area(s) of the search space as broadly as possible. An algorithm needs to have stochastic operators to randomly and globally search the search space in order to support this phase. However, exploitation refers to the local search capability around the promising regions obtained in them exploration phase. Finding a proper balance between these two phases is considered a challenging task due to the stochastic nature of meta-heuristics.
There is a question here as to why metaheuristics have become remarkably common. The answer to this question can be summarized into four main reasons: simplicity, flexibility, derivation-free mechanism, and local optima avoidance.
First, metaheuristics are fairly simple. The simplicity allows computer scientists to simulate different natural concepts, propose new meta-heuristics, hybridize two or more metaheuristics, or improve the current metaheuristics.
Second, flexibility refers to the applicability of metaheuristics to different problems without any special changes in the structure of the algorithm assuming problems as black boxes. So, all a designer needs is to know how to represent his/her problem for metaheuristics.
Third, the majority of meta-heuristics have derivationfree mechanisms i.e. meta-heuristics optimize problems stochastically. The optimization process starts with random solution(s), and there is no need to calculate the derivative of search spaces to find the optimum. This makes meta-heuristics highly suitable for real problems with expensive or unknown derivative information.
Finally, meta-heuristics have superior abilities to avoid local optima compared to conventional optimization techniques. This is due to the stochastic nature of metaheuristics which allow them to avoid stagnation in local solutions and search the entire search space extensively.
One of the interesting branches of the population-based metaheuristics is Swarm Intelligence (SI). The inspirations of SI techniques originate mostly from natural colonies, flock, herds, and schools. Here, the search agents navigate using the simulated collective and social intelligence of creatures. Some of the most popular SI techniques are Particle Swarm Optimization (PSO) [1] , Ant Colony Optimization (ACO) [22] , Artificial Bee Colony (ABC) [23] and Bat Algorithm (BA) [24] [27] and Transportation Network design [28] problems etc. In case of PSO, a particle (i.e. bird or fish) denotes a potential solution for the optimization problem. A set of particles is known as a swarm, where particles are initially distributed or positioned in random manner in ddimensional search space of the problem. Swarm is flown through the search space and the position of each particle is updated based on the experiences (fitness value at that point) of all neighbors particle including itself [2] . Every particle is considered as intelligent and knows its own current fitness value, its own best value so far (locally best solution), the best fitness value of the whole swarm (globally best solution), and its own velocity [3] .
For, d-dimensional optimization problem, the position of i-th particle of a swarm (consist of N particles) at t-th iteration is given as , = ( 1 , 2 , … . , ) and the velocity is represented by , = ( 1 , 2 , … . , ) . Locally best solution by i-th particle at current iteration is given as , , = ( 1 , 2 , … . , ) and global best solution is denoted by , = ( 1 , 2 , … . , ) . As iteration proceeds, the velocity and position of the particles are updated according to following rules [1] .
Where 1 and 2 are called as acceleration constants, also named as cognitive learning rate and social learning rate respectively.
(1, ) is generate a d-dimensional array of random values within [0,1]. ⊙ denotes element wise multiplication.
However, one of the main reasons behind the success of a metaheuristic is a delicate balance between exploration and exploitation capability of the algorithm. Several authors [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] proposed different methods to achieve better accuracy and convergence. However, in this paper, we have proposed a Modified Particle Swarm Optimization (MPSO) Algorithm based on self-adaptive acceleration constants. The rest of this paper is organized as follows. Section II describes different existing PSO strategies. The proposed Modified PSO is described Section III which is followed by results and analysis section. Next, conclusion and references are provided.
II. RELATED WORKS
To get a better control between the global and local search characteristics of PSO, Shi and Eberhart [4] proposed a modified PSO where the velocity of each particle is updated based on inertia weight ( ). So, the velocity update rule is modified according to following equation.
Recently, researchers give lots of attentions to the inertia weight parameter for improving the performance of original PSO. Lots of strategies were already proposed for updating inertia weight during the course of iteration.
In 1998, Shi and Eberhart [4] proposed Constant Inertia Weight (CIW) technique where they claimed that large constant value of Inertia Weight is suitable for exploration while a small constant value of Inertia Weight is suitable a exploitation. So, CIW can be described using following equation.
Further, in case of Random Inertia Weight (RIW) [5] , the value of inertia weight is selected in random manner and it is very efficient to find out the optima in a dynamic system. For RIW, the value of inertia weight is assigned using following equation
Where is a function that generates random number within [0, 1]. Therefore, value of inertia weight is uniformly distributed over [0.5, 1] and this technique partially solve the problem of selection for constant of CIW.
Linear Decreasing Inertia Weight (LDIW) [6] [7] [8] is very popular and efficient technique in improving the finetuning characteristics of the PSO where the value of inertia weight is linearly depend on the iteration number. In case of LDIW, the value of is linearly decreased from an initial large value ( ) to a final small value ( ) according to the following equation:
Where is iteration index and denotes maximum number of iteration. LDIW has better efficiency over the others technique due to smooth transition from initial global search to local search during iteration process [20] .
There are lots of others strategies for variation of inertia weight like Adaptive Inertia Weight [9] , Sigmoid Increasing Inertia Weight [10] , Chaotic Inertia Weight [11] , Oscillating Inertia Weight [12] , Global-Local Best Inertia Weight [13] , Simulated Annealing Inertia Weight [14] , Exponent Decreasing Inertia [15] , Natural Exponent Inertia Weight Strategy [16] Fine parametric tuning of evolutionary algorithms is very important aspect to improve accuracy and efficiency. Earlier approaches [6] [7] [8] were mainly focused on the variation of inertia weight to increase the efficiency of PSO. However, they normally used fixed acceleration constants 1 and 2 ( 1 = 2 = 2 ) during the course of iteration.
In this work, instead of using fixed acceleration constants, a weight based acceleration variables 1 and 2 is proposed that depends on the current best particle solution and global best particle solution respectively. These variables are updated adapted themselves depending on difference between best and worst fitness value. The velocity update rule for modified PSO can be written as according to following equations
Where 1 and 2 are defined as following way
Where ( , , ) , ( , ) are fitness values corresponding to the local best for i-th particle and global best solution respectively. and are the best and worst fitness for all particles in current iteration. For a function minimization problem, and are defined as follows
The particles are moving to the optimal point based on above self adaptive mechanism. However, if all particles move to an optimal point during iteration, minimum and maximum fitness value will be same. In that case, 1 and 2 will be undefined. To avoid such case during iteration, we introduce a condition that when and are different, 
B. Analysis of Results
In this research work, all techniques are executed for all benchmark functions and result analysis is done based on five different criteria i.e. best fitness, average fitness, worst fitness, average execution time and convergence speed.
As the performance of PSO is also depending on initialization of particles, therefore, each program for each function is simulated for 50 times with different initialization. The best and worst fitness is the minimum and maximum fitness value respectively among those 50 optimal outputs corresponding to 50 times run. Average fitness and execution time is the mean of all cases of output fitness and execution time respectively. Table 3 shows a comparative study among different strategies for all six benchmark problems on the basis of best fitness, average fitness, worst fitness and average execution time where best values are shown in bold letter and worst values are denoted by inverted letter.
Next, we have observed the convergence of each algorithm for each of the functions. Followings figures depicts how the fitness value decreases with respect to iteration number for all strategies and functions.
From Table 3 , it can be observed that proposed MPSO gives best fitness for all function except De Jong and Easom functions. Though the best fitness for De Jong is quite satisfactory, but MPSO underperformed for Easom function. MPSO has been stuck to a local minima point ( * =0) for Easom function. LDIWPSO performs better with respect to average fitness and worst fitness while CIWPSO is the fastest technique on the basis of average execution time. However, execution time of MPSO is slightly higher than others due to incorporation of self adaptive technique in the algorithm. Now, if we observe the convergence graph for different algorithm, we observed that MPSO converge faster than other methods for all functions except Easom. RIWPSO is the worst technique on the basis all performance parameters except average execution time. Table 4 summarizes the output of this study where best and worst techniques for different parameters are mentioned. Best technique is selected on the basis of maximum voting for each parameter against all functions. However, best fitness and convergences are most important parameters for an optimization technique. It can be observed that MPSO is better technique on the basis of best fitness and convergence. So, MPSO is preferable than others technique such as LDIWPSO, CIWPSO and RIWPSO. Several state of art techniques for inertia weight variation of PSO are already developed to increase the efficiency of PSO. However, in this paper, a Modified Particle Swarm Optimization Algorithm based on selfadaptive acceleration constants is proposed for further improvement in the accuracy of PSO. Here, acceleration constants depend on the global best particle solution and current best particle solution and updated themselves during the course of iteration. The proposed method is tested against six different benchmark functions. The results are also compared with other three strategies i.e. CIWPSO, RIWPSO and LDIWPSO. It is found that MPSO is most suitable for function optimization with best fitness value and convergence. However, its execution time is slightly higher than others technique. In future, different strategies for updating acceleration constants may be employed for further improvement of the performance of PSO.
