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CHAPTER I. STATEMENT OF THE PROBLEM 
Water management has several dimensions. Spatial and inter-temporal 
allocations have always been important. Increasing emphasis is also being 
given to maintaining and improving the quality of water and the produc­
tivity of irrigable land. Since water is a public resource, the competing 
demands for water can best be reconciled through a systematic program 
which specifies and integrates public goals through time. Specification 
of public goals and the priorities attached to each is largely an out­
growth of legislative processes. 
This study focuses on the inter-temporal allocation of water for 
agricultural uses. The stochastic nature of water supplies is incorpora­
ted in a systematic approach for determining optimal watershed management 
policies for allocating water over time. The model integrates water 
supply and demand relationships for agricultural uses with the planning 
objective being maximization of expected income from agricultural pro­
duction over a multi-year planning horizon. More particularly, the study 
concentrates on determination of optimal management policies for water 
projects primarily supplying supplemental water rather than full supply 
projects. Because of data availability and previous background work, 
a semi-empirical model having general applicability will be applied to 
the Emery County Project in Utah. This project was developed by the 
Bureau of Reclamation, U.S. Department of the Interior. 
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Area and Scope of Study 
This thesis examines the classical problem of reservoir management 
where the water supply is limited and subject to large annual fluctuations. 
Reservoir managers must make annual discharge and water storage decisions. 
In supplemental water projects such as the Emery County Project, water 
demand will be high in a drought year and low in a high precipitation 
year. Excess water supply might cause high return flows and create 
salinity and fertilizer pollution problems. This danger is most likely 
where payment for water is independent of quantity supplied, e.g., 
water supplied on a per-share basis. While the board of directors has 
full authority in making this decision, they generally follow the 
Bureau's recommendations. To help insure that farmers can meet repayment 
obligations, there is a tendency to recommend a constant water supply. 
In years of high precipitation, farmers do not require much supple­
mental water. Water from natural stream flows is nearly sufficient to 
satisfy distribution according to primary water rights. In dry years, 
however, farmers need supplemental water in excess of the 28,000 acre 
feet planned supply which is based on one acre-foot per share. Total 
reservoir capacity in the Emery County Project is about 58,000 acre-feet, 
thus allowing some flexibility in water allocation policies so as to 
maximize farmers* incomes over a multi-period planning horizon. 
Since all the data available for the Emery County Project are from 
the "pre-project" period, two illustrations of some "post-project" data 
taken from another project^ are presented in Appendix A. The first 
^The Colorado Big Thompson Project (Northeast Colorado). 
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illustration is a quotation from the thirty-fifth annual report of the 
Northern Colorado Water Conservancy District which explains the water 
allotment procedures for summer, 1972. The quoted paragraph shows that 
water allotment procedure is in fact a two-stage decision process, the 
first allotment takes place in the beginning of the irrigation season 
and the final allotment is announced during the middle of the season. 
The second illustration is Figure A.l which demonstrates sixteen years of 
water fluctuation in the Colorado Big Thompson Project. This illustrates 
the potential of using supplemental irrigation water for stabilizing 
production and income in this area. 
Objectives of the Study 
Water allocation over time is an important decision variable in a 
region where water is a major input of agricultural production and the 
supply of water is subject to annual fluctuations. An illustration of 
the problem which appears to be typical for the Western United States is 
presented in Figure A.l (Appendix A). The figure demonstrates sixteen 
years of water fluctuation in the Colorado Big Thompson Project. 
The specific objective of this study is to develop a general model 
which will be used to determine efficient operating policies for a water 
project located in an arid area. The study integrates the water demand 
function with stochastic water supplies in order to determine the optimal 
water allocation over time. While numerous studies have analyzed the 
optimal operation of a watershed system incorporating a fixed demand for 
water, little has been done in the area of integrated supply-demand 
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analysis.^ This study is designed to develop a systematic approach to 
the management of a watershed in which both supply and demand for water 
are integrated. An additional objective is to illustrate the application 
of economy theory to the problems of irrigation development for agricul­
tural purpose. 
Analytical Framework 
The logical framework for planning an irrigation project in an arid 
area is presented by a flow chart in Figure 1.1. The flow chart is 
divided into six planning stages (numbered on the right). The ordering 
and boundaries of these stages might vary; they are subject to the 
planner's set of priorities. 
Stage 1 covers estimation of the quantity of water demanded as a 
function of the water price in the particular area. This demand function 
would give the planner an estimate of the potential direct benefits to be 
derived from the irrigation project. In stage 2 the relationship between 
stream flows and measured meteorological variables such as snow pack 
levels and temperature would be analyzed. This information gives a better 
understanding of the factors determining stream flows. Stage 3 represents 
the statistical analysis of fluctuations in the water supply. In stage 4, 
the planner must review the legal structure of the water rights. For 
example, what are the existing water rights? What will be the rule for 
allocating additional water rights generated by the new project? Stage 5 
refers to the discussion and definition of the project goals, i.e., the 
^See Literature Review, Chapter IV. 
Full supply Supplemental 
Project 
The 
nature of the 
. project 
Estimate Water Demand 
Analyze the water supply data 
Study the structure of 
existing water rights 
Study the rule for 
allocation of new 
water rights 
Find the fluctuation in the 
water supply and try to determine 
the mobility distribution of water yield 
Define the objectives of the project: 
alternative goals might be 
•-hD 
--assuring minimum annual supply 
—maximum return to the farmer over 
the planning horizon 
Set up the final plan: 
—define the optimal operating policy 
—find the optimal size of the project 
Figure 1.1. Logical framework for planning an irrigation project in an 
arid area 
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planner's objective function. The physical data, assumptions and con­
clusions derived in the first five stages are then incorporated into 
Stage 6 which includes the determination of the final plan. 
Methodology 
Linear programming is used in the preliminary analyses where the 
water system is formulated in a transportation-type programming frame­
work. See Chapter III. 
An application and modification of dynamic programming with Markov 
chains is the major methodological core of this thesis. Formulation of 
the dynamic programming model is discussed in Chapter V. The empirical 
application is presented in Chapter VI. 
Chapter VII is devoted to statistical analyses, including estimation 
of the probability distribution of snow fall, determination equations for 
predicting water flow, specification, and estimation of the data required 
for the dynamic model. 
Plan of this Study 
This study has three major parts. In the first part. Chapter I, 
the nature of the study is outlined. Chapters II through IV comprise 
the second part which is devoted to the preliminary stages of the study. 
This part includes a physical description of the watershed, summary of 
data required, primary statistical analysis, and formulation of the 
problem in a linear programming framework. The literature review and 
methodology is given as the final step in the preliminary analysis. This 
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was done so that the literature review could be specifically aimed at the 
water management problem and analyses of the physical structure. Part 
three. Chapters V through VIII, is the core of this thesis. Formal 
presentation of the model is made in Chapter V. The empirical problems 
are formulated in Chapter VI. Chapter VII incorporates the statistical 
analyses. Conclusions from the study are presented in Chapter VIII. 
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CHAPTER II. SOURCE MATERIALS 
This chapter describes the basic data needed for the study and 
includes some tables that will provide insights into features of the 
Emery County Project. The two major sources of information are: 
(1) "Emery County Project, Utah: Definite Plan Report" [U.S. Dept. Int., 
1961, a, b, c, d] which gives a detailed description of the Emery County 
watershed; and (2) "Programming Models of Irrigation Development" 
penson 1971] gives a detailed analysis of the demand for irrigation 
water in the project area. 
The following three kinds of data are required for this study: 
(1) general information on the physical system of the watershed and time-
series data on the meteorological variables appropriate for the region; 
(2) data on demand and supply of irrigation water for the Emery County 
irrigation project; (3) description of the existing water rights in the 
project area. These three groups of data can be identified respectively 
as data on physical variables, economic variables and legal variables. 
Integration of these three classes of variables is needed in order to 
construct an economic model. 
General Information About the Watershed 
The water flow system within the Emery County Project is represented 
in Figure 2.1. The water supply system consists of two creeks (points 2 
and 3)^, three reservoirs (points 7, 8 and 9), water canals and gauging 
stations. There are four areas of demand for irrigation water (points 
^The portion of Cottonwood Creek above the reservoir is called Seely 
Creek. 
m w Q 15 
Demand locations 
Huntington Area D, 
Cottonwood Area D, 
Creeks 
Huntington Creek 
Cottonwood Creek 
Seely Creek 
21' "22' *^23 
24 
3 
2 
1 
Dams 
Huntington 
six small reservoirs (privately owned 
by Huntington Cleveland Irrigation Co.) 9 
Joes Valley Reservoir (Project) 8 
Huntington North Reservoir (Project) 7 
Swasey Diversion Dam 5 
Diversion Point 11, 6 
Snow courses 
Seely Creek ranger station No. 2 
Huntington Horseshoe 
Overflows 
Water unused by the project 
(Elevation 10,000 ft.) 14 
(Elevation 9,800 ft.) 15 
20 
20 
vo 
(13,900 a.f.) 
(54,000 a.f.) 
( 4,850 a.f.) 
Figure 2.1. Water flow diagram for Emery County 
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^21' ^ 22' ^23 ^24^' Weather data and data on monthly water flows for 
Huntington and Cottonwood Creeks are available for a 40-year period. A 
sample of the data available for Cottonwood Creek is presented in Table 
2.1. This table indicates three basic classes of meteorological 
variables: snowfall, spring average monthly temperature and monthly 
stream flow records. The second and the third columns in the table are 
the relevant mountain snow pack data for Cottonwood Creek. These data 
are published by the Soil Conservation Service, Snow Survey Section. The 
last four columns were recorded by the U.S. Geological Survey. Both 
snow pack and spring temperature data are needed for stream flow 
predictions. 
A comprehensive description of the project is given in the follow­
ing quotation:^ 
The Emery County Project area is located in Emery County 
in the east-central part of Utah. It is centered about 25 
miles southwest of Price, Utah, and is in the Green River Basin, 
a part of the Upper Colorado River Basin. The project lands are 
mostly situated in Castle Valley, a broad lowland area lying 
immediately east of the Wasatch Plateau. Small land areas are 
also located in the narrow valleys of Cottonwood and Huntington 
Creeks. 
Two major streams, Cottonwood Creek and Huntington Creek, 
heading high in the Wasatch Plateau, enter the project area from 
the west and provide the present irrigation and municipal water 
supply to the area. Approximately six miles southeast of Castle 
Dale, the two creeks join and about one mile further south they 
are joined by Ferron Creek. Together the three streams consti­
tute the principal tributary of the Colorado River. Communities 
situated within the project boundaries include: Castle Dale 
(Emery County seat), Huntington, Orangeville, Cleveland, Elmo 
and Lawrence. 
^Source: U.S. Dept. Int. [1969]. 
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Through storage regulations, the Emery County Project im­
proves the irrigation water supply to lands in the Cottonwood and 
Huntington areas, thus enhancing their agricultural potential. 
The project provides approximately 28,000 acre-feet of water to 
about 18,000 acres of supplemental service land and about 800 
acres of full service land. Early spring runoff and surplus 
flows of Cottonwood Creek are regulated in Joes Valley Reservoir. 
Joes Valley Dam, located on Seeley Creek about 12 miles north­
west of Orangeville, Utah, is an earthfill dam about 740 feet 
long at its crest and about 195 feet high above streambed. The 
reservoir has a total capacity of 62,500 acre-feet and an active 
capacity of 54,000 acre-feet. Project water is supplied to the 
Cottonwood area through Cottonwood Creek and the existing dis­
tribution system eliminating the necessity of constructing a 
new system. 
Swasey Diversion Dam, about nine miles downstream from Joes 
Valley Dam, diverts water from Cottonwood Creek into the new 
16,7-mile-long Cottonwood Creek-Huntington Canal for conveyance 
to the Huntington area. A 10-second-foot release from Joes 
Valley Reservoir is maintained in Cottonwood Creek during the 
nonirrigation season for fish preservation and municipal and 
livestock use. 
Nonirrigation season flows of Huntington Creek are regu­
lated in Huntington North Reservoir located about one mile east 
of Huntington, Utah. The reservoir has a capacity of 4,850 
acre-feet. Storage releases from the reservoir are used for 
irrigation of project lands in the Huntington area. Adequate 
drainage facilities will be provided to protect the project 
land from excessive seepage. Recreation and fish and wildlife 
facilities are provided at Joes Valley and Huntington North 
Reservoirs. 
Construction of the Emery County Project as a participating 
project of the Colorado River Storage Project was authorized by 
the Congressional Act of April 11, 1956. The Emery Water Conser­
vancy District has contracted with the Federal Government for the 
repayment of the reimbursable costs relating to construction, 
operation, maintenance, and replacement of project works. Con­
struction costs allocated to irrigation which are beyond the re­
payment ability of the irrigators will be paid from power 
revenues of the Colorado River Storage Project apportioned to 
Utah through the Upper Colorado River Basin Fund. 
TABLE 2.1. Sample of the available weather and monthly flow data for 
Cottonwood Creek at Joes Valley dam site, excerpted for 
specified periods and years* 
Water equiv. 
b 
Year 
Snow Pack of the snow Average April 
1 April pack Temperature^ 
Inch Cubic Inch F° 
1930 40 12.9 49.9 
1931 29 7.7 47.3 
1932 58 20.0 44.5 
1933 39 12.6 40.7 
1934 29 9.3 49.7 
1935 51 15.7 43.0 
1936 56 20.8 47.8 
1937 49 15.0 43.8 
1938 50 15.9 45.6 
1939 38 12.8 48.5 
1940 53 19.4 46.7 
1941 54 18.1 40.2 
1942 61 19.6 45.8 
1943 29 9.5 50.2 
1944 61 17.4 40.8 
1945 58 15.4 38.0 
1946 41 12.7 51.4 
1947 43 14.1 44.0 
1948 46 13.7 45.1 
1949 64 20.3 48.8 
1950 34 11.6 47.4 
1951 36 13.0 47.3 
1952 94 37.8 46.2 
1953 33 10.1 43.7 
1954 44 14.3 50.3 
1955 35 11.3 42.9 
1956 36 12.8 46.1 
1957 70 22.3 43.4 
1958 73 23.8 42.0 
1959 28 9.5 46.5 
^Source: Snow data, in Seely Creek ranger station No. 2 [U.S.D.A., 
1968, p. 127]; Temperature recorded at Emery Station, Utah [U.S. Dept. 
Int., 1961b, p. 47]; Stream flows [U.S. Dept. Int., 1961b, p. 47]. 
^Due to space conditions, data have been specified only for the 
above period. A complete record is given in Appendix D. 
12b 
Flow in April'* Flow in May^ Flow in June^ Flow in July^ 
1000 acre-feet 1000 acre-feet 1000 acre-feet 1000 acre-feet 
6.8 14.0 12.5 4.3 
3.1 8.2 6.8 2.8 
3.6 20,5 18.9 5.2 
1.8 6.6 29.1 7.8 
6.1 6.6 2.2 1.1 
2.0 8.6 45.8 5.2 
6.3 41.3 18.0 5.8 
3.7 32.5 16.6 6.1 
5.8 25.5 22.5 4.2 
7.6 25.4 10.9 3.1 
3.0 35.5 12.6 3.0 
2.2 33.5 31.2 6.8 
8.8 26.5 31.0 6.2 
8.2 16.0 13.0 3.9 
2.3 7.5 41.5 9.6 
1.8 ^0.5 21.5 6.9 
8.9 20.0 11.4 3.7 
4.3 27.5 16.8 6.4 
2.2 19.4 13.8 4.2 
7.0 26.0 30.0 8.3 
4.3 15.6 14.5 4.5 
2.1 15.8 20.2 5.7 
7.8 50.0 64.5 14.7 
2.7 6.9 28.1 6.7 
4.9 16.1 5.6 3.2 
1.7 11.3 12.9 4.6 
2.9 18.4 12.7 4.1 
1.6 8.5 55.9 18.3 
4.2 35.1 35.1 6.0 
2.0 6.0 9.0 2.9 
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The Supply of Irrigation Water 
Two aspects of water availability are important. First is the 
annual water flow relative to anticipated water requirements within the 
watershed. Second, the seasonal distribution of the stream flow is of 
significance. Even if stream flows for the year were adequate, the 
monthly distribution of the water flow may not coincide with the corre­
sponding water requirements. 
Interyear flow fluctuation 
The fluctuation in the annual stream flow is of major importance; 
the quantity of water available for irrigation varies considerably among 
years. Variation of the stream flows during the 1920-1959 period is 
summarized in Table 2.2. The water flow has been divided into ranges on 
the basis of Cottonwood stream flows.^ The numerical values for a 
representative year within each range are presented in Table 2.2. The 
four weather conditions are defined as follows: 
(1) Very good year--Cottonwood annual flow greater than 85,000 
acre/feet. In such a year minor transfers would be needed in order to 
fulfill the seasonal irrigation water requirements. 
(2) Good year--Cottonwood annual flow greater than 55,000 acre/feet 
but less than 85,000 acre/feet. In such a year there is adequate annual 
water flow but there is a need for inter-month water transfers, 
^Cottonwood Creek is the main flow feeding Joes Valley Reservoir. 
The selection of class intervals for the states of nature was made on 
the basis of logical break points after inspecting the distribution of 
the historically observed data for Cottonwood Creek. 
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(3) Bad vear--Cottonwood annual flow less than 55,000 acre/feet 
but greater than 35,000 acre/feet. In a bad year, the annual flow is 
not adequate and there is a need for an inter-year water transfer. 
(4) Poor year—Cottonwood Creek annual flow is less than 35,000 
acre/feet. Substantial water shortages occur over most of the irrigation 
season. Depending on the initial réservoir levels, inter-seasonal water 
transfers may not solve the problem but would reduce the water shortage. 
TABLE 2.2. Relative frequency for designated "class" of year, actual 
flows for specified year, and 1930-1959 average flows for 
Huntington and Cottonwood Creeks 
Weather 
condition 
Relative 
frequency 
Cottonwood Creek Huntington Creek 
1000 acre feet/year 1000 acre feet/year 
Very 
Good Year 
(1958) 
11/40 96.6 105.8 
Good Year 
(1937) 15/40 70.8 72.0 
Fair Year 
(1926) 11/40 47.7 49.6 
Poor Year 
(1959) 3/40 30.0 36.9 
Average 
(1920-1959) 68.0 70.3 
^Source: Tables B.l and B.2 Appendix B. 
Intra-vear water distribution 
In addition to the total quantity of water which flows down the 
two streams in any given year, consideration must be given to the timing 
of water availability within the year. 
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Table 2.3 shows the average seasonal distribution of the water 
supply as compared with the seasonal distribution of the demand. This 
table illustrates the seasonality differences in water supply and demand 
which is typical of western streams. The demand estimates were estimated 
by Jensen [1971, pp. 234-236] and the supply was calculated from Tables 
B.l and B.2. These streams generally have high spring runoffs and low 
flows in middle and late summer. These discrepancies in the distribution 
of the water supply relative to demand emphasizes the importance of 
supplemental irrigation water. 
TABLE 2.3. Average percent distribution of annual water supply and demand 
for the Cottonwood and Huntington demand areas, by specified 
period 
Month 
Supply" 
Cottonwood 
(Percent) 
Huntington 
(Percent) 
Demand 
Cottonwood 
(Percent) 
Huntington 
(Percent) 
April 6.2 
May 32.0 
June 34.5 
July 9.7 
August 4.1 
September 2.7 
October 2.2 
Nonirrigation 
period 8.6 
Total lOO.O 
8.5 
34.0 
24.8 
8 . 2  
3.4 
2 . 8  
3.1 
15.2 
100.0 
2.7 
13.6 
24.4 
26.2 
19.3 
11.0 
2.9 
100.0 
2.5 
13.4 
25.1 
27.0 
19.4 
10.0 
2.5 
100.0 
^Source: Average over 1920-1959 calculated from Tables D.l and D.2. 
^Irrigation demand. Source: Jenson [1971, pp. 234-236], 
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The Demand for Irrigation Water 
Estimating a demand curve for irrigation water is important in plan­
ning an irrigation project. The demand function is needed in order to 
estimate the direct benefits generated by the water project (which are 
estimated by the area under the demand curve). If sufficient variation 
in the relevant variables has occurred, the demand function can be derived 
from time-series data. Alternatively, the demand function can be simu­
lated from analyses of optimum water use patterns using linear or non­
linear programming methods to determine the schedule of increments of 
net income accruing from additions to the available supply of water. The 
level of aggregation can range from typical or representative users to 
the entire irrigation district. 
The demand for water depends upon the quantity and quality of 
complementary inputs. Additional water may be worth relatively little 
unless it can be combined with additional fertilizer, seeds, and more 
intensive cultivation. 
The normative demand curve used in this study is based on the 
"representative farm approach" used by Jenson [1971] and Miller [1967]. 
The aggregate demand curve is derived as a weighted aggregation of demand 
by means of individual farm programming models. 
The demand curve gives not only the quantitative estimate of the 
amount demanded; but, in addition, the area under the curve for a 
specified increment of water represents the maximum amount the producer 
would be willing to pay to obtain that increment of water. Since any 
particular increment of water corresponds to some price indicated by the 
17 
demand curve, this price must represent the value of output the producer 
can obtain by using this water. Assuming prices of output represent 
marginal social values and input prices represent real (opportunity) 
costs, this willingness to pay is a measure of the net contribution of 
water to economic welfare. Thus, the direct benefits from an increment 
of water can be measured by the corresponding area under the demand 
curve. 
It must be remembered, however, that the price will have this 
characteristic only where supply conditions are such that users are 
forced to adjust the quantity applied to the current price. Where 
irrigation districts or irrigation companies permit the seasonal rental 
or sale of water, markets arise that permit short-term transfers of 
water among users. If the prices of these transfers are competitively 
determined, they represent the water user's marginal willingness to pay.^ 
The derived demand function for water 
A segment of the aggregate normative agricultural demand function 
for water in Emery county as estimated by Jenson [1971, pp. 442-449] is 
shown in Table 2.4. The last column in Table 2.4 shows the fixed demand 
which is the sum of the requirements for farm domestic use and municipal 
k 
requirements [Jenson, 1971, pp. 223-224]. 
For a case of a free market for water in a Bureau of Reclamation 
Project (Big Thompson) see Northern Colorado Water Conservancy District 
[1972, p. 6]. 
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TABLE 2.4. The derived aggregate demand for water for agricultural use 
in Cottonwood and Huntington areas according to specified 
water price 
Price of water Cottonwood^ Huntington* 
Aggregate 
irrigatign 
demand Fixed demand^ 
$/a.f.^ (000)/a.f. (000)/a.f. (000)/a.f. (000)/a.f. 
12.00 10.0 25.2 35.2 9.5 
11.10 10.3 26.4 36.7 9.5 
10.00 10.4 26.7 37.1 9.5 
9.15 10.4 27.1 37.5 9.5 
8.03 11.0 28.1 39.1 9.5 
7.04 11.7 28.7 40.4 9.5 
6.02 11.8 31.7 43.5 9.5 
4.99 14.5 35.9 50.4 9.5 
3.92 15.0 43.0 38.0 9.5 
2.90 18.8 44.5 63.3 9.5 
2.02 20.0 48.1 68.1 9.5 
1.07 22.3 50.0 72.4 9.5 
.48 22.4 50.1 72.5 9.5 
^Source: Jenson [1971, pp. 442-449], 
^Source: Addition of the second and the third columns. 
^Source: Jenson [1971, pp. 223-224]. Fixed demand is the sum of 
the requirements for farm domestic use and municipal requirements. 
^a.f.: acre feet per year. 
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Usually a stepped function derived by linear programming is not 
convenient for algebraic manipulations, and does not provide figures 
easily interpreted as a continuous function. The most common way of 
fitting a continuous curve to a step function is to use the mid-point 
of the step as discrete values then fit a curve by least squares as 
illustrated by Andersen and Heady [1965], Krenz, Baumann and Heady [1962]. 
Since the derived demand function used here has 274 steps, the continuous 
function was estimated directly from the data. 
Examination of the demand curve in Figure 2.2 shows that the demand 
schedule changes slope when the price of irrigation water is about 
$6.66 per acre foot. This "kinked demand" is not uncommon in situations 
with a narrow resource base and limited substitution possibilities. In 
Emery County, the kink represents a point from where water is used by 
extensive crops like permanent pasture which is grown on low grade land 
that is not eligible for project water. A quick check of the individual 
representative farm demand curves Jenson [1971, pp. 418-441] shows that 
a kink in the demand curve is more likely to be found for larger farms. 
The price elasticity of the demand schedule is a reflection of the 
substitution possibilities both between crops, and between land and 
water. The arc elasticities for the two demand segments shown in 
Figure 2.2 are given in Table 2.5. The change in quantity of water 
demanded per dollar price rise (which will be constant for each linear 
segment) is also given in Table 2.5. 
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11 
10 
9 
8 
7 
6 
5 
4 
3 
2 
1 
Q = 47,731 - 1035 P 
Q = 78,789 - 5690 P 
N9 
O 
40,000 45,000 50,000 55,000 
Quantity demanded 
60,000 65,000 70,000 a.f. 
2. The estimated aggregate irrigation demand function for the Emery County Project area 
and estimating equations for each segment of the demand function 
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TABLE 2.5. Estimated arc elasticities and slopes for the two segments 
of the demand schedule in Figure 2.2 for specified water 
price range 
Water price range Arc elasticity* Per $ demand change^ 
$ .48 - 6.66 -.317 5600 acre feet 
$6.66 - 12.00 -.248 1035 acre feet 
a 
% - Il . Pp + Pi 
''The change in quantity of water demanded per dollar price rise. 
Water Rights 
This section is presented under the source material chapter because 
this study regards water rights as an integral part of the data. The 
water rights should be considered as the institutional parameters of the 
water system. In order to help the reader who might not be familiar with 
water rights terminology, the following definitions are given: 
(1) Project water--new water rights which were established by 
building the project. 
(2) Primary water rights--water rights that were established before 
building the project and having priority on the project in getting water 
from natural stream flow. 
(3) Supplemental water service—supplemental irrigation service 
land is irrigable land now receiving, or to receive, an additional or 
reregulated supply of irrigation water through work or facilities 
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constructed by or to be constructed by the Bureau of Reclamation, together 
with the supply from nonproject sources generally will constitute an 
adequate supply [U.S. Dept. Int., 1961a, p. 2]. 
(4) Irrigable land--arable land is land considered by the Bureau 
of Reclamation as capable of repaying the cost of supplemental water. 
Certain irrigated areas which are known as submarginal land would not be 
included in this category. 
Since the establishment of primary water rights was based on the 
principle of "first in time first in right", an excerpt from the Utah 
State Water Law and a description of the history of the settlement in 
Emery county might help the reader to understand the concept of primary 
water rights. These are given in Appendix C. 
Existing water rights 
Prior to implementing the Emery County Project, natural flows in the 
two creeks were respectively controlled by two companies. An article 
from the document incorporating and consolidating the historical initial 
individual water rights into the two irrigation companies is presented in 
order to explain the "pre-project" situation. This article states the 
following:^ 
That there shall be but one class of water rights in this 
corporation, and that all water rights now owned by said corpora­
tion, or which may hereafter be acquired by this corporation, 
including water which may be stored in reservoirs now constructed, 
or which may hereafter be constructed by said corporation, shall 
be and is hereby construed as one class of water, and the same 
shall be divided among the stockholders of this corporation upon 
the basis of the capital stock issued, and which said class 
^Source: U.S. Dept. Int. [1961b, p. 36]. 
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shall include all the primary water rights, reservoir rights, 
and all other water or water rights now owned or claimed by 
the consolidating companies or any canal, class, or series 
thereof, or waters which may hereafter be acquired by the 
corporation. 
This article explains how the initial water rights holders 
surrendered their original decreed rights for stock in the new company. 
In order to create "Project Water", the two irrigation companies 
agreed to give up some of their primary water rights and to limit the 
diversion of water under the company's rights to 3.9 acre/feet per acre 
annually. They also agreed to restrict the monthly distribution of 
water according to a predefined schedule. For example, the water 
diversion schedule for Cottonwood Creek is the following:^ 
a. The irrigation season is from April 1 to October 31 
of each year. The irrigated land served by the Company canals 
is 9,713 acres, and the annual irrigation demand for such land 
as it applies to decreed and application water, is 3.9 acre/ 
feet per acre at the diversion point for the irrigation season, 
limited to a maximum of 200 c.f.s. measured at the Company's 
headgate diversion point. During the nonirrxgation season, 
the Company's use for domestic and stock-watering purposes is 
10 c.f.s. for said nonirrigation season. 
b. Under project operation and within the limits of its 
decreed and application right in Cottonwood Creek, the Company 
must call for its water according to the following schedule: 
(1) During April, not to exceed 4% of its annual irrigation 
demand, or not to exceed 1,500 acre/feet; 
(2) During May, not to exceed 15% of its annual irrigation 
demand, or not to exceed 5,700 acre/feet; 
(3) During June, not to exceed 21% of its annual irrigation 
demand, or not to exceed 8,000 acre/feet; 
^Source: Contract between the U.S. and Cottonwood Creek Irrigation 
Co. [U.S. Dept. Int., 1951b, p. 43]. 
2 
The term c.f.s. indicates cubic feet/second. 
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(4) During July through October, not to exceed its annual 
decreed and application water rights in Cottonwood 
Creek, as limited in subarticle "a" above. 
Summary 
In evaluating the water rights structure in the Emery county water­
shed, it is clear that the primary water rights serve as an institutional 
constraint for the water system. In order to summarize and to explain 
more clearly the relationship between "primary water rights" and "Project 
Water", a paragraph from the original project operation plan for the 
Cottonwood Creek is quoted.^ This paragraph will, hopefully, clarify 
this issue. 
2 Cottonwood Creek water will be used first to supply 
irrigation requirements of 9,680 acres of land in the Cottonwood 
area including 4,983 acres of project land and 4,697 acres of 
nonproject land that wi^l not receive supplemental water from 
the project, and second for storage in Joes Valley Reservoir. 
When direct flows become insufficient to supply the Cottonwood 
area needs, water will be released from Joes Valley Reservoir 
as a supplemental supply for the presently irrigated project 
lands. Releases will also be made for the irrigation of 178 
acres of presently nonirrigated land in the Cottonwood area. 
This quotation explains the priorities in access to natural 
streamflow. 
^Source: U.S. Dept. Int. [1961b, p. 7]. 
2 
Underlining is the author's and was done for emphasis. 
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CHAPTER III. PRELIMINARY ANALYSIS 
This preliminary analysis quantifies the major physical and economic 
relationships within the water supply-demand system. 
Linear Programming Analysis of Emery County Watershed 
As suggested by Hall and Dracup [1970, p. 178] a (water) transporta­
tion type linear programming model might be used as a preliminary analysis 
and as a first step for planning a water project. It will help the 
planner to "simulate" the project and give him a better understanding of 
the physical, economic, and legal variables of the system. In this 
study, linear programming analysis was used in order to determine the 
critical conditions (bottlenecks) within the watershed and to identify 
and emphasize the key variables of the system. Without doing this, the 
planner might get lost in the details and spend much of his time and 
resources on problems that might have marginal importance for the partic­
ular study. 
A linear programming model was formulated to determine the optimal 
annual operation plan for the Emery County water system. The model 
assumes a predetermined water demand, while the supply is parametrically 
changed according to the weather conditions. The planner's objective is 
assumed to be maximization of the quantity of water available for storage 
at the end of the irrigation season subject to satisfying all pre-
specified, fixed water demands. 
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As formulated, the linear programming model is a deterministic, multi-
period (dynamic) model [Loftsgard and Heady, 1959; Candler, I960]. The 
one-year planning horizon is divided into the following five periods: 
October-April, May, June, July-August, and September. These five periods 
are Indexed from 1 to 5, respectively. A value of $1 per acre-foot is 
assigned to water stored in the reservoirs at the end of the year, i.e., 
the end of the fifth period. With this indexing, the multi-period model 
is formulated mathematically as follows: 
Maximize : 
f = + CgXg + C3X3 + C^X^ + C5X5 (3.1) 
subject to: 
A, 
"si" 
X2 
^3 
= 
®3 
^4 ®4 
r 1 
«5 
(3.2) 
and 
where: 
X^ ^ 0, t = 1, 2, ..., 5. 
= vector of coefficients in the objective function in period t , 
Xj. = vector of activity levels in period t, 
A^ = coefficient matrix for period t, and transfer activities for t+1 
= vector of constraint on water system at period t. 
Note that the objective function is to maximize the value water 
stored at the end of planning horizon. Hence, =62=03 =C/^=0. 
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The simplex table for the linear programming model was formulated by 
rows, the water balance for each node in the water system (see Figure 2.1) 
is expressed as a row in the linear programming model. The detailed 
structure of the equations for period t, and the format of the simplex 
table are given in appendix D. 
The linear programming model incorporates four sets of relationships: 
(a) water balance equations; (b) water demand requirements; (c) the water 
supply system; and (d) constraints on the water system. These four re­
lationships are discussed below. 
Water balance equations 
The skeleton structure of the model is built from the water balance 
equations. They are accounting equations in the sense that for each node 
in Figure 2.1, water inflow must equal outflow. For illustrative purposes, 
the water balance equation for node 5 is given as follows : 
0'*5Qg.5 • ^24 " S.6 " ^ 5.20 ° 
where : 
0.95Qg g = quantity of water carried in Cottonwood Creek between 
points 8 and 5, assuming a 5% water loss in the system 
between 8 and 5 (0.95 is the canal efficiency coefficient)^ 
= water demand in consumption area 24, 
g = quantity of water transferred in canal system from node 5 
to node 6, 
Q5 2q= overflow or water unused by the project. 
^Source: U.S. Dept. Int. [1961b, p. 56]. 
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Water demand requirements 
Each of the four demand areas has a predetermined water requirement. 
For the purpose of the linear programming analysis, a fixed demand of 3.9 
acre-feet/acre for irrigable land is assumed.^ No project water is allo-
2 
cated to submarginal lands although it is assumed to continue receiving 
a partial share of the stream flow based on primary rights. The demand 
equation in the linear programming model for demand area is given in 
equation 3.4 where Qg ^ and ^ are as defined for equation 3.3. 
"24 ® -95Q8.5 - S.e (3-4) 
Water supply systems 
The water supply systems for the Emery County Project area were 
shown in Figure 2.1. For illustrative purposes monthly flows in 
Cottonwood Creek were given in Table 2.1. Cottonwood Creek together with 
discharges from the Joes Valley Reservoir are the only sources for meet­
ing water demand in demand area and they partially supply the water 
demand in areas 0^2 and . 
Constraints on the water system 
The location and storage capacities of the three dams in the project 
area were specified in Figure 2.1. In addition to storage capacities, the 
water system is constrained by the capacity and efficiency of the 
^Storage water is assumed to be applied only to irrigable land 
eligible for project water. 
2 
Most of the submarginal lands are used for permanent pasture and 
are not eligible for project water. 
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transference in both the creeks and canal systems, and quantities to be 
discharged during the specified time period. 
Results 
The solution of the linear programming analysis for a "fair" year 
is given in Tables 3.1 and 3.2. This solution represents the optimum 
water allocation policy based on stream flows in a "fair" year (see Table 
2.2) and the predetermined water demand levels. Table 3.1 indicates 
inflow into the water system, water carryover in the dam reservoirs, and 
quantities to be discharged during the specified time period. Table 3.1 
indicates that in period I, for example, inflows into Cottonwood and 
Huntington Creeks were 14,045 and 19,300 acre feet, respectively. Given 
these inflows and demand for water in period I, Cottonwood-Huntington 
transfers were not needed. Considering the Joes Valley Reservoir, the 
discharge and carryover quantities for period I were derived as 6,898 and 
37,083 acre feet, respectively. Figures for the North and Huntington 
Reservoirs are interpreted in a similar manner. As expected these 
decrease as the irrigation season progresses while the need for water 
transfer increases. 
Table 3.2 gives the solution to the optimal water transportation 
problem taking into account water supply and demand areas. Table 3.2 
shows, for example, water demand requirements in the Cottonwood area (Dg^) 
for period I are derived as follows: 1610 acre feet for irrigable land, 
1465 acre feet for irrigating submarginal lands and 3478 acre feet for 
farm domestic use and municipal requirements. This demand is entirely 
supplied by water from the Joes Valley Reservoir. The dashed line 
TABLE 3.1. Stream inflows, quantities discharged, Cottonwood Huntington transfers, and reservoir 
carryovers for specified reservoirs and time periods during a "fair" year 
Period Source 
a. f. 
Joes Valley 
Reservoir 
a,f/ 
Location 
North 
Reservoir 
a.f. •sr 
Huntington 
Reservoir 
a.f.a 
Previous Year Carryover 30,000 1,000 
Period I 
(October-
April) 
Cottonwood Flow ^ 14,045 
Cot. Hunt, transfers 0 
Huntington Flow 19,300 
Discharge 
Dam Level 
6,898 
37,083 
2,214 
790 
12,866 
6,433 
Period II 
(May) Cottonwood Flow 19,365 
Cot. Hunt, transfers 4,945 
Huntington Flow 14,600 
Discharge 
Dam Level 
11,384 
44,685 
0 
782 
9,733 
11,235 
Period III 
(June) Cottonwood Flow 8,865 
Cot. Hunt, transfers 9,334 
Huntington Flow 6,800 
Discharge 
Dam Level 
18,473 
34,662 
0 
774 
7,100 
10,823 
Period IV 
(July-
August) 
Cottonwood Flow 4,365 
Cot. Hunt, transfers 13,216 
Huntington Flow 6,800 
Discharge 
Dam Level 
25,504 
13,528 
767 
0 
15,322 
2,192 
Period V 
(September) Cottonwood Flow 1,470 
Cot. Hunt, transfers^ 5,570 
Huntington Flow 2,100 
Discharge 9,677 0 4,270 
Dam Level 5,177 0 0 
®a.f. means acre feet. 
Cot. Hunt, transfers mean Cottonwood Huntington water transfer, i.e., transfers from node 5 to 
node 6 in Fig. 2.1. 
TABLE 3.2. Optimum water allocation to meet specified demand requirements In each demand area, by 
water source and time period during a "fair" year. 
Location 
P«lod "24 "22 °23 
a.f. a.f. a.f. a.f. a.f. 
Period I 
(October* 
April) 
Period II 
(May) 
Period III 
(June) 
Demand requirements:' 
Irrigable land 1,610 2,157 1,253 838 
Submarginal land ^ 1,465 1,312 1,201 
Municipal requirements 3,478 2,588 1,533 1,000 
Supply source: g 
Joes Valley Reservoir All - - - 0 0 0 
Huntington Reservoir All 4,804 0 2,005 
Huntington North Reservoir 2,214 0 
Demand requirements:c 
Irrigable land 3,019 4,044 2,349 1,571 
Submarginal land ^ 2,748 2,459 2,253 
Municipal requirements 109 87 105 24 
Supply source: 
Joes Valley Reservoir All — —  4,449 0 0 
Huntington Reservoir --- All 1,220 1,992 0 
Huntington North Reservoir m m m  0 0 
Demand requirements:^ 
Irrigable land 4,222 5,662 3,392 2,199 
Submarginal land ^ 3,846 1,219 1,208 
Municipal requirements 142 119 140 33 
Supply source: 
Joes Valley Reservoir All 0 5,711 2,689 0 
Huntington Reservoir All 0 0 0 
Huntington North Reservoir mtmrn --- 0 0 
Period IV 
(July-
August) 
Period V 
(September) 
Demand requirements:^ 
Irrigable land 8,454 11,323 6,579 4,398 
Submarginal land ^ 2,282 1,319 1,208 
Municipal requirements 280 235 277 75 
Supply source: 
Joes Valley Reservoir All - - - 7,271 4,623 0 
Huntington Reservoir - - - All 2,445 0 0 
Huntington North Reservoir 767 0 
Demand requirements:^ 
Irrigable land 2,819 3,774 2,193 1,466 
Submarginal land ^ 700 408 373 
Municipal requirements 102 88 104 24 
Supply source: 
Joes Valley Reservoir All — — — 3,217 1,796 0 
Huntington Reservoir — — — All 0 0 0 
Huntington North Reservoir 0 0 
Irrigation requirements: see paragraph on water demand requirement (page 28). 
a.f. means acre feet. 
^24* °21* ^22* ^23 demand areas (see Fig. 2.1). 
^Municipal requirements are the sum of farm domestic use and municipal requirements (see 
Table 2.4). 
physical transfer possibilities do not exist. 
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indicates that canals are not available for supplying water to from the 
Huntington and Huntington North Reservoirs. Total demand in area Dgg 
during period I amounts to 3987 acre feet. Discharges from Huntington 
Reservoir, however, total 4804 acre feet. Because canal efficiency is 
less than 100 percent, discharge levels must exceed the derived water de­
mand levels. Consider demand area in period II. The demand for water 
for Irrigation purposes has more than doubled over the period I levels. 
In period I, water demand in was exclusively satisfied by water from 
the Huntington Reservoir. In period II, however, water should be supplied 
by both the Joes Valley and Huntington Reservoirs. The other data in 
Table 3.2 are Interpreted similarly. 
Applying parametric programming techniques, minimum storage levels 
can be determined for satisfying 3.9 acre-feet/acre of water requirement 
for the project land. It is Interesting to note that when a "fair" year 
occurs, the minimum carryover for the Joes Valley Reservoir was derived 
to be 24,610 acre-feet. The other reservoirs could be empty at the end 
of winter, and the water demand could be met even during a "fair" year. 
However, If the carryover in the Joes Valley Reservoir is less than 
24,610 acre-feet, agricultural production would be expected to decrease. 
Consequently, a trade-off between reliability in supply of water and 
production levels exists. This, of course, is a policy variable. The 
Emery County Project was designed to supply about 28,000 feet per year 
and the storage capacity is about 58,000 acre-feet. From the linear 
programming analysis It seems that when following the "rule of thumb" 
policy of a minimum of 24,610 acre-feet carryover to the next period, a 
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shortage may arise only in two cases: (a) after two successive "fair" 
or "poor" years, or (b) a "poor" after "fair" or "fair" after "poor" cases 
which actually happened in five out of forty years of recorded stream 
flows. 
Summarizing the results, it was found that transference capacity in 
canals has never been a binding constraint. This finding was very 
important since it simplified the problem by permitting the dropping of 
a whole set of constraints which seems to be nonrelevant in this partic­
ular problem. 
Preliminary Statistical Analysis 
The objective of the preliminary statistical analysis was to study 
the intra-year flow distribution and the relationships between monthly 
stream flow and climatological variables (snow cover, temperature, etc.). 
The correlation between key variables 
One way to express the relationship between variables is by the 
correlation matrix. The correlation coefficients between the key 
variables in Emery County Project area are given in Table 3.3. Close 
inspection of the correlation coefficients indicates four important re­
lationships : 
(1) There is a high correlation between the historical monthly 
stream flow in the two creeks. 
(2) There are negative relationships between April average tempera­
ture and historical May-September flows (i.e., early snow melting causes a 
reduction in late season flows). 
TABLE 3.3. Simple correlation coefficients anpng key variables affecting water supplies in the Emery 
County Project area. 
I 
Cottonwood Creek 
April Flow May Flow [ June Flow July Flow August Flow Sept. Flow 
April Average Temp.* 
.683 -.059 -.474 -.400 -.403 -.278 
May Average Temp. 
.085 .471 -.338 -.285 -.301 .097 
Snow Depth^ 
.127 .688 .789 .716 .531 .732 
Water Content^ 
.203 .745 .752 .678 .546 .772 
Water Content x Snow-
Depth 
.212 .695 .775 .702 .560 .762 
Cottonwood Creek: 
April Flow 1. .363 -.092 -.127 -.093 .571 
May Flow 1 . .317 .246 .258 .654 
June Flow 1. .871 .690 .634 
July Flow 1. .796 .717 
August Flow 1. .763 
September Flow 1. 
Huntington Creek 
April Flow 
.912 .308 -.163 -.178 -.163 .069 
May Flow 
.193 .909 .600 .503 .510 .773 
June Flow 
-.045 .335 .969 .886 .751 .659 
July Flow 
-.014 .410 .823 .759 .820 .727 
August Flow 
-.045 .529 .017 .614 .568 .692 
September Flow 
-.105 .121 .504 .644 .671 .660 
^Source: Temperature recorded at Emery Station, Utah (see Table 2.1), 
^Source: Cottonwood Creek snow data (see Appendix B). 
^These figures are given in order to show the correlation between the two streams. 
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(3) Historically, late season monthly flows (July, August, September) 
are highly correlated the previous months' flow. 
(4) There is relatively high correlation between snow variables 
and historical monthly stream flow (except for April). 
Most of these findings might look obvious because the results are 
typical for most of the western mountain streams. Even though these re­
sults were expected, it was very useful to verify that these relation­
ships do exist in Emery County Project area. 
Stream flow predictions 
Both monthly and annual stream flows in Emery County are determined 
by water equivalent of the snow pack, accumulated temperature up to the 
predicting period and soil moisture prior to freezing [Monson and Codd, 
1961]. Regression analysis has been used to predict stream flows. The 
following independent variables have been used: 
(1) Snow measurements, as of April 1; 
(2) Average monthly temperature; and 
(3) Past stre&m flows. 
Three equations for predicting natural stream flow in Cottonwood Creek at 
Joes Valley Dam site are summarized below where the following notation 
holds : 
Y= predicted stream flow (dependent variable), measured in 1,000 
acre feet; 
x^=index of snow pack (snow depth x water content)^; 
^Snow depth is in inches, water content is measured in cubic inches. 
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X2= average temperature in March, measured in Fahrenheit degrees; 
Xg, x^, xy= April, May and June stream flow, respectively, measured 
in 1,000 acre feet. 
The t values for the estimated regression coefficients are given in paren­
theses. 
The equation for predicting total annual flows in Cottonwood Creek is 
given in equation 3.5 where Y = April-September cumulative flow, measured 
in 1,000 acre feet. 
Y = 27.1 + 0.035xj^ + 0.023x2 (3.5) 
(1.13) (11.1) (.036) = .845 
The equation for predicting June flows is given in equation 3.6 where 
Y = stream flow during June, measured in 1,000 acre feet. 
Y = 165.0 + 0.019x^ + 0.761x2 - l.Zlx^ - 2.13x^ (3.6) 
(5.4) (11.08) (2.19) (-3.67) (-6.0) „ 
R = .820 
The equation for predicting July flows is given in equation 3.7 where 
Y = stream flow during July, measured in 1,000 acre feet. 
Y = 321 + .005x, + .405x_ - .243x_ - .516x, - .298x^ 
1 2 3 4 5 
(2.59) (8.93) (-3.99) (-2.43) (-2.50) 
= .910 (3.7) 
The three regression lines presented here might indicate that in 
spite of the annual fluctuation in the snow fall, the monthly distribution 
of the flow is relatively stable. While it is difficult to predict for 
the rate of snow melt in April-May, a relatively good regression line can 
be estimated for the total flow and for the second part of the irrigation 
season (after April-May flows were already known). 
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Summary 
The preliminary analysis has proved to be very useful. The analysis 
helped to "conceptualize" the problem, to get rid of non-binding 
constraints and to identify the relationships among various variables. As 
a result of the preliminary study, for planning purposes the irrigation 
season was divided in two periods before and after peak flow had occurred. 
It was found that the stream flow in the first period is dependent on 
the snow and temperature only while the stream flow in the second period 
is jointly dependent on snow and stream flow in the previous period. 
After completion of the preliminary analysis the planner becomes more 
familiar with the problem. Using the information generated by the pre­
liminary analysis, it is possible to build an economic model that will 
fit the data and solve the problem. 
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CHAPTER IV. LITERATURE REVIEW AND METHODOLOGY 
The justification for public investment in water resources is often 
argued in terms of stimulating or maintaining economic growth, providing 
a means of income redistribution, increasing the efficiency of resource 
use and (or) achieving political motivations [Cox , 1971]. 
Because of these diverse and sometimes competing objectives, the problem 
of development of water resources and allocation extends far beyond the 
realms of positive economics. Nonetheless, water is an economic good and 
the major problems relating to the development and allocation of water 
resources are usefully handled within the framework of economic theory. 
Traditionally, the planning and management of water projects was 
handled by engineers; the water market has a tendency to become supply 
oriented [Finster, 1971]. When considering investment in a water proj­
ect, an engineer will usually define the water demand in terms of fixed 
requirements "needed", while an economist will direct himself to the 
water demand schedule, i.e., how much the user is willing to pay for each 
quantity of water supplied. With the wide acceptance of the "linear 
programming approach", agricultural economists have used linear program­
ming models to develop normative demand estimates. The methodology for 
deriving a demand function was presented by Yaron [1967], Hedges and 
Moore [1965], and since then, it has been widely used [Flinn, 1968; 
Gisser, 1970; Jenson, 1971]. While numerous studies have analyzed the 
optimal operation of a watershed system with fixed water demand [Dorfman, 
1965, Roefs, 1968; Hall and Dracup, 1970], relatively little has 
been done in the area of integrated supply and demand analysis 
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[Bredenhoeft and Young, 1970; Andersen et al.. 1971; Gisser and Mercado, 
1972]. As previously stated, this study was designed to develop a 
systematic approach to the management of a watershed in which both the 
supply and demand for water are integrated. The stochastic nature of 
the natural stream flows is considered, and the management policy which 
maximizes the direct economic benefits from the available water over the 
planning horizon is specified. 
This review will include three parts: (a) a discussion of the 
water demand function, (b) a review of intertemporal allocation of water 
and dynamic models and (c) a note on the rate of discount and social 
time preference. 
The Water Demand Function 
Since the technology and the economic interpretation of the norma­
tive demand function derived by programming techniques have been discussed 
in detail in Chapter II, this paragraph is devoted to methodology. 
The complexity of the factors involved in deriving a normative 
water demand schedule were summarized by Yaron [1967] as follows: 
Considering the whole hierarchy of product-factor demand 
interrelationships in the field of water resources, the following 
seems to be a logical succession of elements in this complex: 
(a) the water production (or response) function in a single 
crop; (b) the production function of an individual farm, with 
water as one of the production factors; (c) the demand for water 
of an individual farm as derived from its production function; 
(d) the demand for water of a group of farms, of an agricultural 
region, or of any higher complex of interrelated regions; (e) the 
sociopolitical economic mix, which determines the framework 
within which the actual demand for water is derived. 
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The production function of single crops 
Since the water demand schedule is interpreted as an input demand 
function, estimates of the marginal value product of water incorporated 
in a water demand schedule imply some knowledge of the nature of crop 
production functions. From economic theory, we know that each activity 
in a linear programming model is by definition a fixed coefficient pro­
duction function. By far the majority of published literature concern­
ing returns from irrigation assumes that any crop has a unique water re­
quirement with a fixed distribution. In such studies, the possibilities 
for substitutions among total quantity of water supplied and other inputs 
such as fertilizer, land, or number of irrigations are ignored. 
It was not until 1961 when Beringer [I96l] and Moore [1961] pointed 
out that through the impact on soil moisture, the time of application 
of irrigation water is often a more important factor in determining the 
productivity of water than the total quantity applied. 
The value of water at any point of time is affected by the physio­
logical stage of development of the crop and by the quantities of water 
applied in each stage [Flinn, 1968]. For this reason, the timing and the 
irrigation sequence are important factors in determining the shadow price 
(marginal value product) of water [Flinn and Musgrave, 1967]. Yaron 
[1966] who was aware of this fact has pointed out that in almost all of 
the 29 experiments analyzed in his study, a high correlation was found 
between the frequency of irrigation and quantity of water applied. These 
findings were of no surprise since the experiments were designed to test 
and compare well-established irrigation practices. For a long time, 
agronomists have measured the relationships between timing of irrigation 
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and yield [lilclDrai ami Shims hi, 1963]. IrrLRaLion schudulinR rcc-omini'iicl-
ations were given in terms of extension station recipes and, however, 
because of the limited range of relevant possibilities considered, 
statistically acceptable response relationships could not be derived. 
The lack of empirical data and the inability to separate and formalize 
the relationships between timing of irrigation and quantity applied 
have motivated agronomists to use simulation models. The simulation of 
a crop-water production system is an attempt to quantify the nature of 
the crop-water response surface [Denmead and Shaw, 1960; Moore,1961; 
Flinn, 1968; Yaron et , 1972]. Since in most of the cases the exact 
dynamic functional relationships between water fertilizer and yield are 
still unknown, these models are limited from the standpoint of reflect­
ing actual biological conditions.^ The simulation models can be regarded 
just as tentative steps toward developing economically and biologically 
rigorous models of the crop-soil and moisture-atmosphere system [Young 
and Martin, 1967]. These models are very useful in developing irrigation 
policies to be tested and modified by experiment stations. 
The most comprehensive studies using simulation approaches were done 
in Australia by Flinn [1968] and Dudley [1970]. Flinn [1968] used soil 
moisture simulation with deterministic dynamic programming techniques to 
determine the optimal number of irrigations in the growing season. 
Dudley [1970] incorporated the soil moisture simulation model into a 
stochastic dynamic programming model with Markov chains. The latest 
This statement does not apply to cases where the dynamic relation­
ship between soil moisture, fertilizer and yield can be estimated. 
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development in this field is by Burt and Stauber [1971] who placed the 
problem of determining the optimal level of irrigation in a framework of 
continuous stochastic dynamic programming. They showed how the algebraic 
form of the production function for a single crop determines the appro­
priate state variable of the decision process. 
The water demand function at the farm and the regional level 
The normative water demand function for a farm is directly derivable 
from its production function by using programming models of the farm-
firm. The detailed procedures are given by Yaron [1967] and Jenson 
[1971]. 
The biggest problem in specifying the linear programming model is 
the derivation of the intra-seasonal distribution of water demand for 
each crop production activity. The nonlinear nature of the crop-water 
response function and the impact of the timing of irrigation may be in­
corporated into a linear programming framework by defining a number of 
specific irrigation sequences for each crop. 
Moore [1961], Yaron [1967], Flinn [1968], and Jenson [1971] have 
estimated aggregate seasonal water demand schedules which, however, 
conceal important variations within the irrigation season. So far, 
three different alternatives have been used to derive monthly water 
demand schedules, namely: (a) Moore [1961] and Flinn [1968] used a soil 
moisture simulation approach to synthesize the monthly demand schedule; 
(b) Yaron [1966] used customary rates and extension service 
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recommendations;^ (c) Jenson [1971] calculated the intra-seasonal dis­
tribution by using estimates of the consumptive-use of water. 
As Yaron [1967, p. 466] points out, there are two critical assump­
tions on which the predictive validity of these various models rest. 
First, each derivation is based on the assumption of rational behavior 
by the producer. Second, even if the producer farmer approximates 
economic rationality, the mix of certain "fixed" inputs with variable 
inputs, including water, may not be economically efficient. This latter 
phenomenon is not uncommon in the short-run. 
The aggregation of estimates of individual farm demand into a 
regional water demand schedule is usually done by applying the "represent­
ative farm" approach [Yaron, 1967; Flinn 1968; Jenson, 1971]. A 
detailed discussion of this approach was presented in Chapter II. 
Intertemporal Allocation of Water and Dynamic Models 
The optimal rate of use of reservoir water for irrigation purposes 
is determined not only by consideration of current costs and revenues but 
also by the future expected value of the water stored in reservoirs, 
2 
The problem of ground water allocation, which is conceptually very 
similar to a reservoir management situation, has been studied by a 
number of economists including Kelso [1961], Renshaw [1963], Burt [1964], 
and Bredenhoeft and Young [1970]. While Kelso [1961] and Renshaw [1963] 
^For example see Bielorai and Shimshi [1963]. 
2 
The economic theory of mining extractive natural resources can be 
applied to the intertemporal allocation of water [Smith, 1968]. 
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have conceptualized the problem by using classical (marginal) economic 
techniques, the dynamic programming models of Burt [1964] mark the point 
of departure for the present study. In the Burt study, ground water 
stocks were treated as partially renewable through a stochastic process, 
and the value of this water was imputed in terms of its use as an inter­
mediate product. Burt [19641 (and Buras [19631) indicated that the so-
called Bellman's "principle of optimality"^ would be well-suited to the 
sequential decision process needed to determine the optimal intertemporal 
allocation of water. Burt's model is formulated in continuous terms. A 
functional equation is obtained from a dynamic programming formulation of 
the problem and this functional equation is used to derive approximate 
decision rules for ground water use as a function of the current supply. 
The limitations of continuous Bellman-type dynamic programming 
models are as follows: (a) several simplifying assumptions are made in 
order to formulate the problem into a functional, manageable form, and 
(b) approximations are used in order to derive analytical decision rules. 
Being aware of the above limitations, Bredenheft and Young [1970] have 
recommended the use of simulation models. They claim that since simula­
tion is a technique involving sampling experiments on a model of a 
system, it can represent ground water systems significantly better than 
the more simplified approach. Thus, any Increase in relevance through 
simulation is achieved at the sacrifice of the elegance and simplicity 
of the analytical solution derivable with a continuous Bellman-type 
^The principle of optimality is as follows: "An optimal policy has 
the property that whatever the initial state and initial decisions are, 
the remaining decision must constitute an optimal policy to the state 
resulting from the first decision" Bellman [1957, p. 83]. 
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model. The major limitations of a simulation study as compared with 
Burt's [1964] dynamic programming approach are that the results pertain 
only to the system investigated. One cannot extend these results or 
even their implications to other similar systems. 
Since the dynamic programming approach to ground water management 
has an attractive property of providing a simple decision rule for 
estimating the current and the expected value of state variables, a 
model incorporating dynamic programming with Markov chains [Howard, 1960] 
was considered in this study. This model will overcome the limitations 
of the simplifying assumptions in the continuous Bellman-type model. 
Models of dynamic programming with Markov chains have been used by Burt 
and Allison [1963] and Yaron and Fogel [l97l] in order to solve the pro­
blem of optimal cropping sequence in a semi-arid area. The problem of 
reservoir management which is examined in this study has a similar nature. 
In both cases, because of stochastic water inflows, the future expected 
value of water stored in a reservoir or in the soil for next year's use 
is undetermined. 
A critical assumption of this work is the Markovian nature of the 
underlined stochastic process, i.e., the assumption that the probability 
of the transition from a current state (this year's reservoir level) 
to the next state (next year's reservoir level) depends only on that 
current state and on the current discharge decision and not on the 
history of prior state and decisions. Dynamic programming theory for 
such Markovian cases [Blackwell 1965, Ross 1970], verifies that a search 
for a policy that is optimal among all policies may be restricted to the 
search for policy that is optimal among all stationary policies, i.e.. 
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policies that dictate actions only in accordance with the current state 
independently of the current stage (year) or past history. Hence, a search 
for an optimal stationary policy engaged in this thesis is in fact a search 
for a policy that is optimal without qualifications. This property is 
sometimes called the Markov requirement of dynamic programming. In many 
cases, a careful formulation of the sequential decision process is needed 
to meet the Markov requirement. 
It may be noted that the above remarks apply despite the fact that 
the process involved in this thesis is not precisely Markovian but rather, 
Markovian among years while not Markovian within the year. Indeed, in 
the preliminary analysis of this study, it was observed that there is an 
annual cyclical change in the stochastic variables. While the transition 
probabilities for each cycle satisfy the Markov requirements, the tran­
sitions within each cycle are consequently dependent. A model of cyclical 
Markov dynamic programming where both the transition matrix and the re­
wards resulting from each transition vary (i.e., are periodic) within the 
same cycle was developed by Riis [1965]. The problem in this study could 
be formulated as a cyclical Markov dynamic programming model. But consid­
ering the limitations of the strict dynamic programming discussed earlier, 
a decision tree technique will be used to handle the intra-cycle process. 
This will give the model some of the flavor and the programming flexi­
bility^ of a simulation type model. The decision tree technique will 
also be used in order to determine the optimal policy, i.e., the optimum 
The direct use of computer language permits programming flexibility. 
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sequence of decisions, which maximizes the total expected reward. The 
decision tree technique will be explained in Chapter V. For a formal 
description and empirical application of the technique in firm decision­
making, see Magee [1964], Raiffa and Schlaifer [1965] and Hespos and 
Strassman[1965]. 
Finally, the model will be built from two parts: (a) a long-run 
model which is based on the Markovian process; and (b) a short-run model 
which uses decision tree techniques. 
Rate of Discount and Social Rate of Time Preference 
The choice of an interest rate for the design and evaluation of public 
projects is a difficult economic problem and yet one of the most important 
ones faced in this field. 
The assumption of a perfectly competitive economy and, therefore, 
a perfectly competitive capital market dealing with a single long-term 
bond rate may appear pretty stringent. Even in a world of perfect cer­
tainty, the following question is encountered: Under what conditions 
could such a market rate of interest be regarded as approximating a 
social rate of time preference? Even if a full-employment rate of interest 
were uniquely determined, there may be other reasons for rejecting the 
market rate of interest as an expression of the social rate of time pref­
erence. If this argument is valid, use of the market rate of interest as 
an indicator of the social rate of discount in investment criteria is 
questionable and(or) inappropriate. 
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Two arguments can be made for reducing the interest rate applied to 
public projects. First, public projects usually generate some external 
benefits that cannot be estimated directly. Application of standard 
efficiency criteria would cause underestimation of the benefits and, 
hence, limit the size of projects to below their socially desirable level 
[Eckstein, 1958]. The second argument is expressed as follows: 
The case for government intervention might be strengthened 
by regarding the state as a custodian of the future generations. 
In order to correct the imperfection of vision and/or of insti­
tutions, and to give more weight to the future, investment 
decisions should be guided by 'true' social rate of time prefer­
ence one that is below the rate of interest thrown up by the 
market fMlshan, 1971, p. 210]. 
Judgment concerning the rational use of resources over time hinges 
on the establishment of an acceptable concept or rate of social time 
preference. Working with the conceptual setting of capital theory, 
Hirshleifer, ejt [1960] argue that: (a) the significant benefits and 
costs of water projects are direct and measurable, and (b) the use of 
"public" discount rates as well as certain political and psychological 
elements has led to waste in water use and to projects having excess 
capacity. Hirshleifer has proposed a 10 percent interest rate based on 
an 8-9 percent which he considers as the "real marginal opportunity rate" 
and a 1-2 percent allowance for tax. Hirshleifer argued that if the 
government risks are, in fact, typically greater than those in the private 
sector, 10 percent would be the minimum interest rate charged for a 
government project. 
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In his critique of Hirshleifer, al., Dorfman [1961] suggests 
that since . . no such market-oriented criterion takes adequate account 
of social interest of consumers. . a social rate of time preference 
can bo deduced by averaging the rate of interest at which consumers 
borrow and lend. 
On May 15, 1962, the Secretaries of the Army, Interior, Agriculture, 
Health, Education and Welfare submitted the following recommendation to 
the President: 
The interest rate . . . shall be based upon the average rate 
of interest payable by the Treasury on interest-bearing marketable 
securities of the United States outstanding at the end of the 
fiscal year preceding such computation which, upon original issue, 
have terms to maturity of 15 years or more.1 
This has since been accepted as a basis for policy. 
Fundamentally, the selection of a discount factor is a normative 
issue. On one hand, the use of a low interest rate and long payoff 
periods leads to oversized and capital-intensive projects. On the other 
hand, high interest rates in the public sector might lead to allocatlve 
inefficiency. Since this discussion goes beyond the scope of this 
thesis, the question will be left open and the results will be analyzed 
at two extreme points. These two points are at the zero and ten percent 
interest rate levels. 
^Source: Castle ^  [1963]. 
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CHAPTER V. DEVELOPMENT OF AN ANALYTICAL STOCHASTIC MODEL 
To determine the optimal water allocation over time and operation 
policies for the project, a model known in the literature as dynamic 
programming with Markov chains [Howard, I960] is used. The model is 
modified to fit the actual problem being studied. Basically, the long-
run intertemporal water allocation model involves an n stage dynamic 
system with a given number (N) of states; a succession of irrigation 
decisions, random events, and transformations of the system from one 
state to another; and a profit function related to the alternative 
decision options and states of the system. 
Chapter V is devoted to development of the model. The concept of a 
Markov process is discussed below. The empirical application of the 
model is presented in Chapter VI. 
Markov Process^ 
A Markov process is a mathematical model useful in the study of com­
plex systems. The two basic concepts of Markov processes are the "state" 
of the system and the "state transitions". A system occupies a "state" 
when the system is completely described by the values of the variables 
defining that "state". A system undergoes "state transitions" when the 
values of the variables defining the system change from one "state" to 
those specified for another "state". 
^This section is based on Howard [i960]. For further discussions of 
dynamic programming with Markov chains, see Chitgopekar [1973]. 
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If a simple Markov process applies to the system, the probability of 
a transition from current state i to state j during the next time interval 
is only a function of states i and j and not of states prior to i. In 
other words, a set of conditional probabilities, P^j> be specified for 
moving the system from state i to j. Since the system must be in some 
state after its transition. 
A simple Markov process can be applied to the interyear operation of 
a water reservoir. At the beginning of year t, assume the reservoir 
might be in either of two states: full or empty. Further assume that 
when the reservoir is in state 1 (full) at year t, there is a 50 percent 
chance of remaining in state 1 at t + 1 and a 50 percent chance of a 
transition to state 2 (empty). Taking expected weather into account, 
also assume that beginning with an empty reservoir in year t, i.e., 
state 2, the chance of the reservoir being filled at t + 1 is 2/5 and 
the chance of it remaining empty is 3/5. Stating the alternatives in 
matrix form, the transition matrix can be constructed, as in Figure 5.1. 
N 
(j = 1 Î • • • > N) 
with 0 ^  p.. ^  1 
From 1 
State 
2 
1 1/2 1/2 
2 2/5 3/5 
Figure 5.1. Transition matrix of hypothetical probabilities for moving 
from state i to j 
52 
The transition matrix, P, is therefore, a description of the Markov 
process. Recall that it is assumed that transition probabilities from 
state i to state j are independent of all states of the system prior to 
The transition matrix P can also be presented in a graphical form, 
as in Figure 5.2. 
Figure 5.2, Graphical presentation of simple transition matrix 
The matrix in Figure 5.1 is used to answer questions about the 
process. For example, the following question may arise: What is the 
probability that after n years the reservoir will be in state 1 knowing 
that it is currently at state 1? State probabilities are defined as 
TTj^(n). That is, n\(n) is the probability that the system will occupy 
state i after n transitions if its initial state at n = 0 is known. 
It follows that: 
i 
1/2 
2/5 
i=l 
N 
Z TTj, (n) = 1 (5.1) 
N 
TT.Cn + 1) = S TT. (n) p. . 
J i=l ^ 
(5.2) 
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In other words, in terms of state probability vectors n(n) with components 
n\(n) and the transition matrix P, 
rr(n + 1) = TR(n) P n = 0, 1, 2, ... (5.3) 
and, by recursion, 
n (1) = n (0) 
TT (2) = TT (1) P = TT (0) P^ 
TT (3) = TT (2) P = n (0) P^ 
TT (n) = TT (0) P 
Following equation 5.3 these relations can be illustrated by application 
to the reservoir management problem defined earlier. Starting with a 
full reservoir, 
TT (1) = [1 0] r 1/2 1/2" 
2/5 3/5 
= [1/2 1/2].  
After one year it is equally likely for the reservoir to be full or 
empty. After 2 years. 
n (2) = TT (1) P = [1/2 1/2] 1/2 1/2 
2/5 3/5 
= [9/20, 11/20], 
State probabilities for successive years are similarily derived. 
Note that state probability TT (2) could also have been obtained 
directly from n (2) = rr (0) P . 
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TABLE 5.1. Successive state probabilities after specified years of tran­
sition if the reservoir starts at full "state" 
n (years of 
transition) 
TT^ (n) 
TTg (n) 
P (full) 
P (empty) 
.5 
.5 
.45 .445 .4445 
.55 .555 .5555 
Calculating TT^(ri) as a function of n, it appears that n^(n) 
approaches 4/9 and ^ gCn) approaches 5/9 as n becomes very large. See 
Table 5.1. It is interesting to note that even if the system starts from 
an empty reservoir it will converge to the same solution. Based upon 
results presented in Table 5.2, the state occupancy probabilities appear 
to be independent of the starting state of the system if n becomes large. 
This can be verified in general in the "ergodic" case; for example when 
Pij "• 
TABLE 5.2. Successive state probabilities if the reservoir starts at 
empty "state" 
n (years of 
transition) 0 12 3 4 
TT^ (n) P (full) 0 .4 .44 .444 .4444 
(n) P (empty) 1 .6 .56 .556 .5556 
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Up to now, the two major properties of the Markov process have been 
demonstrated: (1) the ability to trace probabilities; and (2) conver­
gence of the system to a steady state. 
Markov process with rewards 
Suppose that a Markov process with (N) states earns r^^ dollars when 
the transition from state i to state j is made. The r^^ is the "reward" 
associated with the transition from i to j, The set of rewards for the 
process may be described by a reward matrix, R, with elements In 
other words, the Markov process generates a sequence of rewards as state-
to-state transitions are made. Each reward is thus a random variable 
having a probability distribution governed by the probabilistic relations 
of the Markov process. 
One question of interest is: What will be the total expected rewards 
during the next n states if the system is currently at state i? To answer 
this question, define v^(n) as the expected total earning in the next n 
transitions when the system is now at state i. Using this definition. 
Equation 5.4 is developed. 
N 
v.(n) = S p..[r.. + v (n-1)] (5.4) 
j=l J 
i = 1, 2, ...N n = 1, 2, 3, ... 
If the system makes a transition from i to j, the reward will be 
r^j plus the amount it expects to earn if the system starts at state j 
with one move fewer remaining. As shown by equation 5.4, these earnings 
from transition i to j must be weighted by the probability of such a 
transition, p.., in order to obtain the total expected earnings. 
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Equation 5.4 can be written in the form: 
N N 
V (n) = E p.. r + 2 p v (n-1) 
TS=1 J J 4=1 J J 
(5.4a) 
j=l
i = 1, 2, .. .N 
If one defines by 
N 
"ij 'ij 
j i
n = l ,  2 ,  3  . . .  
i = 1, 2, ...N (5.4b) 
Equation 5.4a becomes 
N 
V.(n) = q. + Z p.. V (n-1) 
j=l ^ J 
(5.4c) 
i = 1, 2, ...N n = 1, 2, 3, ... 
the vector form of 5.4c is given by 
V(n) = Q + PV(n-l) n = 1, 2, 3, ... (5.4d) 
In order to illustrate the model with expected earnings, add a 
reward structure to the reservoir problem. When the reservoir is full 
and is being filled again next year, assume farmers earn a reward of 9 
units that year (perhaps $900,000). Thus, r^^j^ is equal to 9, Further 
assume that if the reservoir is empty and will not be filled, farmers 
lose 7 units and r 22 •7. Finally, if the reservoir changed from full 
to empty or vice-versa, assume farmers earn 3 units, i.e., ~ ^ 21 ~ 
The reward matrix R is thus 
R = 
P = 
9 3 
3 -7 
1/2 1/2 
2/5 3/5 
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Using P as specified in Figure 5.1 and the relationship defined in 
equation 5.4b, q^ becomes 
= Q = 6 
-3 
Inspection of vector Q shows that if the reservoir is full, fanners 
expect to earn 6 units next year. If the reservoir is empty, the 
expected loss is 3 units. 
Equation 5.4c may be used to prepare a table of the estimated v^(n) 
for each state and for several values of n, see Table 5.3. 
TABLE 5.3. Total expected reward for the farmers as a function of the 
state number and planning horizon 
n (years of 
transition) 0 
v^(n) 
Vg (n) 
0 
0 
6 7.5 8.55 9.555 10.555 
-3 -2.4 -1.44 -0.444 .555 
Note that as n becomes large, v^(n) - VgCn) seems to approach 10 whereas 
v^(n) - v^(n-l) seems to approach 1. In other words, when n is large 
and the starting point is a full reservoir, the rewards generated seem 
to be worth about 10 units more than starting with an empty reservoir. 
The annual expected earning starting in either state is equal to one 
unit. 
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Markov process with discount factor 
Since projects operate over several years, discounting future 
returns is important. Assume that p is a discount factor defined as 
the reciprocal of 1 plus the interest rate that is applicable to the 
time interval required for the series of transitions to occur. For a 
nonzero interest rate, 0 ^  p < 1. Suppose that r^^ is the reward received 
at the beginning of the transition from i to j, and p^^ is the correspond­
ing probability of occurrence, then the discount version of Equation 5.4 
can be obtained as : 
* ^ r * V (n) = Z p.,[r +p V (n-1)] (5.5) 
^ j=l J 
i = 1, 2, ...N n = 1, 2, 3, ... 
it 
where v^(n) represents the present-value of the total expected reward 
for a system with n transitions. Since q^ is the same as defined in 5.4b, 
the discounted form of 5.4c is written as: 
* ^ * 
v (n) =q +3 E p.. v.(n-l) (5.5a) 
j=l ^ J 
i = 1, 2, ...N n = 1, 2, 3, 
and in vector form 
v*(n) = Q + 3PV*(n-l) n = 1, 2, 3, ... 
Using equation 5.5a, the discounted v^(n) for each state and for several 
values of n are given in Table 5.4. A 10 percent interest rate is 
assumed. 
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TABLE 5.4. The present value of the total expected reward as a function 
of state number and planning horizon (interest rate 10%) 
n (years of 
transition) 1 2 3 4 5 6 ... 49 50 
v*(n) 6.00 7.36 8.23 8.98 9.66 10.29 . . . 16.396 16.406 
v^Xn) -3.00 -2.45 -1.66 -0.91 -.23 .39 ... 6.496 6.506 
Note that as n becomes large, v^(n) - V2(n) seems to be approaching 
9.90 instead of 10.0 in the nondiscounted case. (Recall that the interest 
rate is 10%.) Also, v^(n) - v^(n-l) approaches 1.0 in the nondiscounted 
case, whereas it converges to zero here. Note also that the convergence 
of v*(n) - Vg(n) is relatively quick (after six cycles), whereas 
v*(n) - v*(n-l) is only near zero after 50 cycles. It is interesting 
to note the convergence of v^(n) - VgCn) is sufficient for convergence 
to the optimal stationary policy.^ 
The solution of a sequential decision process 
Initially, the reservoir was assumed to be operated under a fixed 
rule. Assume now that the reservoir manager has other courses of action 
open to him. Up to now, we have only one choice and we could only pre­
dict the future which was dependent on the state of nature. To each 
alternative action is attached a probability of transition from state i 
to state j. Assume the set of rewards for each alternative is known. The 
problem now is to choose that alternative with the highest expected reward. 
^See statistical appendix (Appendix F). 
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Redefine v^(n) as the total expected reward in n stages starting 
from state i and assuming an optimal policy is followed. Then, in a case 
of k alternatives, equation 5.4 can be reformulated as 
^ k k 
V. (n) = max 2 p [r +v. (n-1)] (5.6) 
^ k j=l J 
Based upon preliminary statistical analyses of stream flows in the 
Emery County watershed, flows late in the irrigation season are dependent 
upon flow levels earlier in the season. Taking into account the estimated 
probabilities of these flows, a model based on decision-tree techniques 
is subsequently used for defining the set of alternatives open to the 
reservoir manager in developing annual operating plans for the reservoir. 
The decision-tree technique is also used for determining the optimal 
alternative, i.e., the alternative with the highest expected value. 
The model consists of two parts: (a) a long-run model based on the 
Markovian process; and (b) a short-run model incorporating decision-tree 
techniques. The planning horizon is decomposed into a series of short-
run annual plans. The short-run plans are discussed in the next section. 
Decision-tree techniques and the long-run plan are subsequently 
discussed. 
The Short-run Model 
The short-run model presented here is formulated within a framework 
of assumptions. As with all models, its value depends on the correspond­
ence between actual sets of conditions and assumptions made. The major 
value of the short-run analysis is in obtaining a broader understanding of 
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the microstructure of the processes of annual water allocation. The 
short-run model also serves as a prerequisite for the formulation of 
alternative allocation policies to be subsequently tested for optimality 
in the long-run analysis. 
The short-run plan^ 
Recalling the previous reservoir example, assume the decision maker 
has a planning horizon of one year. Also, assume that only three states 
of the reservoir system exist: (a) full, (b) half-full, and (c) empty. 
The one year planning horizon is divided into the following three key 
time segments: 
(1) December 1. At this time, the reservoir level at the end of 
the previous irrigation period is known. The water stock represents 
the carryover into the one-year planning period for which optimal 
management policies are to be determined; 
(2) April 1. Stream flows for the upcoming irrigation season are 
best estimated around April 1. These estimates are based on snow pack 
conditions as of April 1 and projected temperatures. Taking these esti­
mates into account, the manager must make a decision for a "high", 
"medium", or "low" discharge from the reservoir around April 1. Again, 
this decision is based on expected annual stream flows relative to the 
distribution of demand for irrigation water; and 
The three-state example is an over-simplification and is used 
here for illustration purposes only. A graphical illustration of the 
short-run problem is presented in Figure 5.3. 
0.5/Éu f. /share share (High) • 
1.0 a.f./share (Medium) 
f./share 
a.f./share (Low) 
Full 
Empty 
Half 
Full' 
Random Random Random 
State^ Event State Decision Event State Decision Event State 
Snow Discharge Stream Discharge Stream 
Dec. 1 Pack April 1 (Allotment) Flow June 1 (Allotment) Flow Nov. 30 
g t 
Probability of random event i in period t (i • 1, ...3 and t = 0, ...2), 
^a.f. means acre feet. 
^Reservoir level. 
Figure 5.3. Schematic decision-tree for the Emery County Project incorporating one-year planning 
horizon and beginning with a half-full reservoir 
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(3) June 1. Another set of discharge policy decisions must be 
made at this time. Up to June 1, about 50% of the expected flow has 
been realized. The decision maker will have this information to make 
any corrections or revisions in his, as yet, unexecuted discharge 
dec is ions. 
In the beginning of each sub-period, the decision maker must 
determine the discharge policy. At each sub-period, random events 
(created by nature) determine the effective flows into the reservoir. 
Each discharge policy (quantity of water supplied) involves different 
rewards to users. The estimated reward is derived from the water demand 
function. 
Assuming probabilities for the random events are known,^ the 
decision maker will choose that policy which maximizes the expected 
value of the reward. At this stage of the short-run plan, one can only 
assign some positive value to the water stored for next year. In the 
long-run plan, proper values to interyear water transfers must be 
assigned. 
The Formal Presentation of Decision-tree Problems 
As applied here, decision-tree analysis consists of two steps: 
(a) construction of the decision-tree forward from the starting point to 
the end of the specified planning horizon. At each decision point, the 
set of alternative discharge policies must be specified. At each random 
^See the statistical analysis. Chapter VII. 
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event branching point, the effect of nature and the probability associa­
ted with that random events must be defined; and (b) computation of the 
optimal solution by backward induction. 
To explain the computation, a general example involving a planning 
horizon of two periods, I, K alternative discharge policies and J, L 
random events are used. The schematic diagram is given in Figure 5.4 
where the following notation holds: 
= discharge alternative i in period 1 (i = 1, 2, ..., I) 
2 
Yj^ = discharge alternative k in period 2 (k = 1, 2, ..., K) 
0^ = random event j in period 1 with probability 0^ (P (0^ )) 
(j — Ij 2, .., J) 
2 2 2 
0^ = random event 1 in period 2 with probability 0^ (P (0^ )) 
(1 = 1, 2, •••, L) 
= income (or cost) of alternative i in period 1 when random 
event j has happened 
2 C.., , = income from alternative k in period 2 when random event 1 
ijkl 
has occurred given past ij 
2 
E... = expected income in period 2 with alternative k given past ij 
IJK 
_2 
= expected future income under the optimal route (pattern of 
decisions) given past ij. 
Referring to Figure 5.4, the planning horizon is divided into the 
following five periods; 
(i) initial position; 
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Income from alternative K in period 2 when random event L had 
occurred given past iJ. 
Figure 5.4. Schematic design for decision-tree analysis involving planning 
horizon of two periods, I, K alternative discharge policies, 
and J, L random events 
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(ii) situation existing after a discharge decision has been 
made at (i); 
(iii) outcome of the random event sf in period 1 along with the 
discharge decision made at (i). Another discharge decision 
2 
Yj^ is made at (iii); 
(iv) situation existing after the period 2 discharge decision 
has been made at (iii); and 
2 (v) outcome of random event 0^ in period 2. 
The optimal decision plan is derived through the following sequence 
of steps : 
2 (1) Compute the expected net return, E... , for each alternative 
IjK 
at point (iv) in Figure 5.4, as in equation 5.7. 
^ijk " ^^®1 ^^ijkl (5.7) 
(2) For each state at the beginning of the second period, i.e., 
point (iii), select the alternative with the highest expected value, 
E^j. See equation 5.8. 
= Max E^., (5.8) 
ij k 
Also compute the accumulated net return, for each random event 
at the end of the first period, i.e., point (iii). See equation 5.9. 
C.. = E^. + c]. (5.9) 
ij 
(3) Compute the expected value of the accumulated net return for 
each alternative in the first year, E^, i.e., point (ii). See equation 
5,10. 
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1 
E. i (5.10) 
(4) Select the optimal alternative for the first year according to 
"""i. 
the maximum expected value, E , of the accumulated net return. See 
equation 5.11 
—i - 1 E = Max E. (5.11) 
i " 
The selected alternatives represent the routes chosen by the program in 
order to maximize expected income. The computation steps will be dis­
cussed in more detail in the outline of the 'Computer Program for a 
Decision-tree" which will be presented in the following chapter. 
As defined at the beginning of this chapter, the planner's objective 
is to find an optimal policy which will maximize income for the predeter­
mined planning horizon. Recall that in the short-run, one year program, 
no meaningful value to the interyear water transfer was assigned. 
In order to get a proper answer to the decision-tree model, the value 
of the terminal state, i.e., the reservoir level of the water carried 
over to the next period must be calculated. There are two ways to 
estimate the value of the terminal states: 
(1) subjective value judgment (i.e., estimate); or 
(2) calculation of the expected reward over the whole planning 
The Long-run Plan 
horizon 
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Alternative (2) is of more interest. A dynamic model will be 
used to calculate the expected state values for the entire planning 
horizon. 
The dynamic model^ 
As stated before, the objective of the dynamic model is to determine 
the value of water stored in the reservoir at the end of each year. The 
dynamic model is based on the assumption that a finite number of start­
ing states can be defined. The state variable, acre/feet of water stored 
at Joes Valley Reservoir, is a continuous variable that is made discrete 
within an arbitrary number of intervals. The set of discrete values 
assigned to reservoir level can be as complete as computational feasi­
bility permits. 
The computation is done in stages with only one year of the planning 
horizon considered in each stage. Since the method of dynamic program­
ming requires starting with the last year of the planning horizon and 
working backwards to the first year, the series of computation start from 
the last year of the planning horizon and proceeds to the first. The 
sequence of computations toward an optimal policy is presented by the 
2 
recursive relationship given in equation 5.12. 
^The model presented in this study has some elements in common with a 
model known as cyclical Markov dynamic programming [Riis, 1965]. Here the 
long-run horizon is divided into n cycles and each cycle is a unit by 
itself. 
Although conceptually the model can be presented as cyclical dynamic 
programming, a model based on a sequence of decisions in a decision-tree 
framework appears easier to understand. 
2 
Equation 5.12 is the discounted form of equation 5.6. 
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V. (n) = Max [q^ +g Z p^. v. (n-1)] (5.12) 
k 1=1 j 
i = 1, 2, ... N (states) n = 1, 2, 3, ... (years) 
When (n) is the discounted expected return from the n stage decision 
process under an optimal policy k, when the initial state is i. The 
model will assume that the water stored in the reservoir at the end of 
the planning horizon has no influence on (n). The value of this water 
is arbitrarily set equal to the estimated liquidation value or zero. This 
assumption is used since the optimal policy is expected to be the same in 
each stage of the process when the planning horizon is infinite. Then, 
looking n years into the future, as n becomes large the difference 
* * 
v^(n-l) - v^(n) approaches zero. 
The following linkages between computations occur. In stage 1 the 
expected value for each starting state in the last year of the planning 
horizon is calculated. This calculation is based on the decision-tree 
model assessing some suitable value (zero or approximate liquidation 
value), to water left at the end of the final year. In stage 2, the same 
calculations for year n-1 are made. The expected income in each state 
for year n-1 is added to the expected discounted value of the state at 
year n. See equation 5.12. These calculations continue from stages 3 
to n until the system converges to optimal stationary policy. A flow­
chart of a computer program performing the above calculations is given 
in Figure 5.5. 
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START 
Read / 
Data I 
Define the year 
you are in (stage no.) 
Define the state no 
(reservoir level) 
Calculate the expected income 
for the particular state 
(Dec is ion-tree program) 
you 
calculate all the 
states (trees) for 
particular year 
No 
Yes 
Add the expected 
state value at year 
n-1 to the dis­
counted value of 
the state at year n 
Is this the\^ 
last year in the 
\Planning Horizon 
No 
Yes I Print 
Output 
Figure 5.5. Flow chart of the long-run program 
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The long-run annual expected reward 
The value of the expected annual reward is of major economic 
importance since it represents the expected annual income generated by 
the project. This value can be used in a standard investment study as 
a measure of estimated annual benefits. So far in formulating the long-
run plan, concentration has been on evaluating policies in terms of the 
total discounted or nondiscounted expected reward for a given horizon 
of length n. See equation 5.12. 
Table 5.4 shows that the process of deriving the total reward in 
the discounted case is very long and involves approximately n stages of 
* * 
iteration. Note that when n becomes large v^^ (n) - v^ (n-1) approaches 
zero, but large n typically are not realistic. The reader should note 
that there is no such problem in the nondiscounted case since the annual 
expected value is equal to v^(n) - v^(n-l) that can be found after a 
few iterations. See Table 5.3. 
While analyzing the empirical problem. Table 8.4 and from reviewing 
other works Howard [1960] and Burt and Allison [1963] it was noted that 
the convergence of a discounted Markovian model is a three-step process. 
In the first step, usually after about five or six stages depending 
on the transition matrix and interest rate, the system converges to the 
optimal policy. The second step is the convergence of the differences 
* * 
v^ (n) - Vj (n). The third step is the traditional convergence of the 
* 
state values v^ (n). Since it is a well-known phenomenon that when n 
* * * 
becomes large v^ (n) converges, it follows that v^ (n) - v^ (n) converges 
too. The interesting point is that this second step of convergence 
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occurs very fast. We can take advantage of this fact in order to derive 
the annual expected value. It was shown by the example of Table 5.4 and 
by the results in Table 8.4 that the total discounted expected reward for 
n + 1 years of operations satisfies 
* * 1 
* * V (n) - V (n-1) 
V. (n+1)V. (n) H (5.13) 
^ ^ g 
* * 
the present value of v^ (n) - v^ (n-1) is the long-run expected annual 
reward. 
Mensing and Schmid [1973] have shown that in the discounted case 
one can calculate a certain average expected annual reward even after the 
first convergence step. 
Since the second conversion step is very fast it is simpler to 
* * 
calculate the approximate present value of v^ (n) - v^ (n-1) to the year 
* * 
n = 1. This method is easier since the values of v^ (n) - v^ (n-1) are 
given by the model while the calculation of expected values after the 
first convergence step requires additional sets of computations. 
^3 is the discount factor. 
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CilAlTliK VI. FORMAL DliSClUITlON OK Tllli: liMPlKlCAL PROBLEM 
There are two important reasons for generating a detailed verbal 
description of the empirical problem. It helps to clarify the problem, 
and the most difficult part of solving a problem is often deciding the 
nature and dimensions of the problem. 
The direct objectives of the Emery County Project are defined 
as follows: (a) provide sufficient water late in the irrigation season 
(b) deliver water according to the farmers demand schedule, on call or 
rotation system; (c) improve present irrigation practices by elimina­
ting excessive early season diversion which in the past caused drainage 
and salinity problems; and (d) encourage the rehabilitation of farm 
laterals to increase the efficiency of water conveyance. In particular, 
the objectives of the Emery County Project are consistent with overall 
goals of the Bureau of Reclamation in that: 
(1) The supplemental irrigation makes possible the growing of 
crops that otherwise could not be raised. This should increase farmers' 
income in Emery County. 
(2) The supplemental irrigation would stabilize and increase 
production. 
(3) The improvement of irrigation techniques can help to develop 
and conserve land resources and to eliminate drainage and salinity 
problems which otherwise might be "exported" to downstream users. 
As noted earlier, the objective of this study is to develop a 
general model which will be used to determine efficient operating 
policies for a water project located in an arid area. The study 
74 
integrates the water demand function with stochastic water supplies 
in order to determine the optimal allocation of water over time. 
The Short-run Plan 
The first section in the empirical study is devoted to the short-
run plan. While the long-run plan is general^ (see Figure 5.5), the 
application of the short-run plan is "tailor made" to each specific 
problem, thereby providing the planner with an analytical view of the 
problem being studied. The short-run plan helps define the time table 
and decision alternatives to be made at each point in the annual plan­
ning horizon. After the short-run plan has been completed, the 
alternatives are tested for optimality in the long-run plan. 
In order to demonstrate the short-run plan, the decision-tree 
example given in Figure 5.3 is used to illustrate the annual plan and 
serves as a framework for the Emery County Project. The planning 
horizon is divided into three periods, as in Figure 5.3. The physical 
water system is consistent with the water flow diagram presented in 
Figure 2.1. 
As shown in Figure 2.1, the Joes Valley and Huntington North 
reservoirs are under the control of the project authority. One reservoir 
system, the Huntington Reservoirs, is operated by the Huntington-
Cleveland Irrigation Company, a private company. 
^No modifications are needed for the long-run plan. Consequently, 
discussion of the long-run plan is not included in this chapter. 
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Water rights for each of the two streams are defined in terms of 
monthly maximum limits on diversion of water. Flows that exceed these 
limits are defined as "project water". The discharge alternatives in 
the planning problem are defined as alternative quantities of "project 
water" supplied per share of stock. These discharge alternatives are 
the decision variables. The random events are the water equivalent of 
the snow pack levels and the consequent stream flows in the two creeks 
in each period. 
Since the Huntington Reservoirs are not under the control of the 
Project authority, the system to be optimized is composed of two reser­
voirs and two feeding flows. These are shown in Figure 2.1. The water 
transfer routes are also shown in Figure 2.1. 
Working Assumptions and Parameters for the Short-run Plan 
Basically, the economic model contains three sets of elements: 
(a) parameters assumed to be given from outside the analytical framework; 
(b) variables whose magnitudes are determined within the model; and 
(c) assumptions which define the set of operations by which the value 
of the variables are determined. The simplifying assumptions made 
here "sacrifice" some detail and avoid some of the complexity of the 
real world, but are used for two reasons: (a) to emphasize the major 
variables of the system; and (b) to reduce the dimensionality of the 
problem so as to make it more manageable and easier to understand. The 
importance of the assumptions must be kept in mind. The results of the 
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economic model are based on the premise that the initial assumptions are 
satisfied, i.e., the data are in fact given and the assumptions are 
justified. 
Key assumptions and parameters for the short-run plan 
The key assumptions and parameters for the short-run plan are: 
(1) Distribution of water rights: Project land is assumed to be 
equally distributed among farmers in the project area. That is, the per 
acre allocation of water according to primary water rights is the same 
for all farmers. This assumption is necessary for making the study 
manageable. The Bureau of Reclamation has issued 28,100 shares of 
project water rights; 22,200 shares were allocated to users in the 
Huntington area and 5,900 shares were allocated to users in the Cotton­
wood area.^ 
(2) Quantity of water stored in reservoirs: This study is concerned 
only with storage space for irrigation water in the reservoirs. Usually 
water stored in reservoirs is assumed to be divided into three categories: 
(a) dead storage which is Cor sustaining wildlife in the dry season; 
(I)) irrigation storage; and (c) flood control space. 
(3) Demand and supply data for irrigation water: The aggregate 
demand function for Emery County is assumed to follow Jenson's [1971] 
estimates as given in Table 2.4. Jenson's estimates were based upon an 
aggregation of water schedules for 24 representative farms. The derived 
demand is given in terms of demand for "purchased water measured in acre-
feet at farm laterals", Jenson [1971, p. 117]. Recalling that the Hmery 
^Source: U.S. Dept. Int. [1961b, p. 66]. 
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County Project is fed by the Cottonwood and Huntington Creeks, Cottonwood 
Creek data are given in terms of inflow into Joes Valley Reservoir. 
Huntington Creek data are in terms of water measured in Huntington Head­
water. See diversion point number 11 in Figure 2.1. The delivery rates 
between the supply source and the demand area are as follows:^ 
(a) 4.12 acre-feet in Joes Valley are equal to 3.33 acre-feet of 
farm gate delivery in the Cottonwood area. 
(b) 4.59 acre-feet in Joes Valley are equal to 3.25 acre-feet of 
farm gate delivery in Huntington area. 
(c) 3.92 acre-feet in Huntington Headwater are equal to 3.33 acre-
feet of farm gate delivery in Huntington area. 
The delivery ratios are .8083, .7102, .8316, respectively. Project 
water allocation is declared in terms of acre-feet delivered to the 
farm gate, 
(4) Nonirrigation fixed water demand: Fixed demand for water 
which is the sum of the requirements for farm domestic use and municipal 
requirements has priority over any other water use and is subtracted 
directly from the available supply. 
(5) Optimization criteria: Discounted and nondiscounted expected 
incomes are maximized for the watershed according to the predefined 
planning horizon and subject to the minimum supply of 0.6 acre-feet of 
project water per share. 
(6) Operation rule: Project water is assumed to be reserved for 
farmers throughout the irrigating season. Any amount of project water 
^Source: U.S. Dept. Int. [1961b, p. 56]. 
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is available for the farmers on an "on call" basis. Space in the 
reservoir must be reserved for project water up to the end of the 
season. 
(7) Planning horizon and interest rate: The planning horizon is 
predetermined and the interest rate is assumed to be 10%.^ 
(8) Operation rule for Huntington Reservoirs: Since the Huntington 
reservoirs are owned and operated by a private irrigation company, the 
model assumes they are operated under a fixed operating rule. The 
operating rules are as follows: 
(a) Up to June 15, one-third of the natural flow is regarded as 
"company water" and is stored in Huntington reservoirs. 
(b) After June 15, water is released proportional to the predefined 
agricultural demand schedule, as calculated by Jenson 
[1971, p. 236]. 
(c) The actual flow minus storage up to June 15 and the flow after 
June 15 is subject to a maximum monthly discharge, as defined 
by the water rights contract. 
The model is solved incorporating the above eight features. 
Outline of a Computer Program for a Decision-tree 
A computer program for the solution of the short-run planning prob­
lem is conceptually based on two stages. In stage I the program calcu­
lates all the possible combinations of the decision variables and random 
See the paragraph about the rate of discount and social rate of 
time preference (Chapter IV). 
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events. In stage II it computes the expected value for each route and 
chooses the optimal path. 
While the logic of the computation was discussed in the previous 
chapter, the details of the computer program fall beyond the scope of 
this study. The sequence of computations, however, will be outlined. 
This sequence is oriented toward saving computer's memory space. A 
simplified decision-tree for a reservoir problem involving planning 
horizon of two periods, three alternatives and two random events for 
each year is shown in Figure 6.1, where the following notation holds: 
random event j in period t 
discharge alternative i in period t 
k.i discharge alternative k in period t given past i 
(i.e., alternative i has occurred in the previous 
period). 
The sequence of computations is developed as follows with sequence 
numbers referring to the node numbers in Figure 5.1. 
(0) Observe snowpack in April 1. 
(1) Compute the level of state variables at the end of the period 
after alternative Y^ and random event 0^ have occurred. The 
major task of the computation is to keep track of the 
"accounting" within the system. 
(2) Compute the level of state variables at the end of the year and 
calculate the monetary value for the route for alternate 
11 ? 
yJ*' after 8^ . 
1»  1  2  (3) Repeat the same for alternative Y^' after random event Gg . 
(4) (2) 
(3) 
(7) (5) 
(6) 
(11) 
(10) 
(8) 
(9) 
(15) (13) 
(12) 
(14 
T6) (18) 
(24) 
(21)  
(20) (25) 
I 
April 1 June 1 November 1 
Figure 6.1. A simplified decision-tree demonstrating the sequence of computations 
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(4) Compute the expected return for alternative Yg' • 
(5), (6), (7) equivalent to (2), (3), (4). 
(8), (9), (10) equivalent to (2), (3), (4). 
(11) Select the short-run plan with the highest expected value, 
points (4), (7) and (10). 
(12) - (22) Process equivalent to (1) - (11). 
(23) Compute the expected net return of alternative yJ^ and go to 
2 
alternative Y^ . 
(24) Equivalent to (1) and from (24) on, the process of (1) - (23) 
above is repeated. 
(25) Compute the expected value for the whole year, same as (4). 
Flow Chart for Calculation of Terminal Points for a Given Route 
The program outline presented here gives a general framework for 
solving a problem of this nature. Figure 6.2 explains the route through 
stages (0) to (3) in the computation sequence (presented in the outline 
of a computer program for a decision-tree). The time sequence of the 
various computations will be illustrated in Figure 6.3 
Figure 6.2 is divided into nine parts: In part I and II the data 
are read into the program. The annual planning is done in part III. 
Part IV is the state of first discharge decision and in part V the first 
random event is introduced. Part VI includes summary calculation for 
the first period as well as plans for the next period. Parts VII and VIII 
are very similar to parts IV to V. End of the year and reward calculations 
are included in part IX. 
Figure 6.2. Calculation procedure for decision-tree (up to the first terminal 
point) 
Calculation Procedure 
for Decision-tree (up 
to the first terminal 
point) 
START 
I 
Read state no. 
(water level) 
I 
Read 
snowpack 
data 00 
M (T 
1. Predict the yearly flow 
2. Calculate the montly flow 
distribution 
3. Calculate primary water 
rights 
4. Calculate expected pro­ject water 
5. Check for flood control 
1. Allocation of project water 
2. Rule out non-feasible allocations 
April' 
May 
flows 
1 .  
2 .  
3. 
4. 
5. 
6 .  
April-
May 
flows 
Calculate utilized water rights and project water inventory 
Predict June-September inflows 
Calculate monthly flow distribution 
Calculate expected primary water rights 
Calculate expected project water include evaporation loss 
Check for flood control 
1. Reallocate project water 
2. Rule out non-feasible allocation 
@L 
June-
October 
flows 
End of Year Calculations 
Calculate June- October utilized water rights and project 
water inventory. 
2. Calculate total primary water rights use. 
3. Calculate total water supplied to farmers. 
4. Look on Jenson's demand table for the program value. 
5. 0 and M cost (operation and maintenance). 
6. Find end of year storage level (to carry-over^. 
7. Look for the state value (to carry-over for next year use). 
8. Charge interest, 
9. Calculate the annual reward. I.e., branch value. 
Full 
(High) 
P- (Medium) 
Empty 
(I) (II) (III) (IV) (V) (VI) (VII) (VIII) (IX) 
Random Random Random 
Stated Event State Decision Event State Decision Event State 
Snow Discharge Stream Discharge Stream 
Dec. 1 Pack April 1 (Allotment) Flow June 1 (Allotment) Flow Nov. 30 
Probability of random event 1 in period t (i • 1, ...3 and t = 0, ...2). 
^a.f. means acre feet. 
^Reservoir level. 
Figure 6.3. Illustration of the time sequence of computations referred in Figure 6.2 
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A detailed description of the computation performed in parts III, 
IV, and IX will be presented in Appendix E. 
Feasibility checks 
The constraints on the dynamic model are expressed in terms of 
feasibility checks. Water allotment alternatives with a chance of causing 
a water deficit are ruled out as "nonfeasible" alternatives (see parts IV 
and VII, Figure 6.2). The allotment alternatives are introduced in an 
increasing order. In case an alternative would be declared as "non-
feasible" the model would ignore the following alternatives, i.e., alter­
natives with higher water allotment. This method is built into the model 
in order to prevent avoidable big deficits. In cases where a deficit is 
unavoidable (under this set of assumptions), a penalty function is intro­
duced. The choice of the penalty function can be done in several ways. 
In this case, arbitrarily, for reward calculations only, the model will 
deduct the deficit (i.e., unsupplied commitments) from the quantity of 
water actually supplied. This means that the farmer will get some "free" 
water in exchange for unavoidable deficit and the total annual reward will 
be reduced accordingly. 
Reward Function Calculations 
The most important part in the economic analysis of this water 
reservoir study is the determination of the reward function, i.e., the 
calculation of the annual income generated from any sequence of discharge 
decisions and random stream flows. In this study direct benefits created 
by a water project are estimated as the area under the demand curve for 
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water. The reader should recall that the water demand function 
represents the producer's static input demand function. Each point on 
the demand function represents the value of marginal product of water 
(VMP^). These points represent the amounts by which the farmer's 
revenue would increase with further applications of water. The reader 
may recall that the derivation of the normative water demand function was 
based on the assumption that as P changes, i.e., movement along demand 
curve, adjustments in total water use take place so that least-cost com­
binations of resource use are maintained. As shown in Figure 6.3, the 
water supply is perfectly inelastic and the shaded area under the demand 
curve represents the total revenue. 
S (total annual supply) 
VMP 
Figure 6.4. Water demand function 
This static approach which ignores the time dimension of irrigation 
water applied is a satisfactory approach for a full supply water project. 
In such a project, any amount of project water stored in the reservoir is 
available according to the farmers demand schedule any time throughout the 
growing season. In this study which focuses on optimal management 
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policies for supplemental water projects, a simple static interpretation 
of the demand supply relationship would underestimate the benefits 
generated from the project. 
In a supplemental project, water supplies usually come from two 
sources: (a) project water diverted according to the farmers DEMAND 
schedule; and (b) primary water rights which the farmer must use accord­
ing to stream flow SUPPLY schedule. The normative (annual) water demand 
function used in this study presupposes technical efficiency and states 
the maximum input desired at every possible price level. 
In early spring, the quantity of water supplied from natural stream 
flows is usually in excess of the quantity requested by the farmers' 
demand schedule. This excess quantity could not be included in the total 
quantity supplied; it would be inconsistent with the assumption about 
technical efficiency. 
There are two ways to get around this problem: (a) by a linear 
programming water allocation model; and (b) by the use of a normative 
demand function for project water only. 
The linear programming water allocation model 
If the monthly water demand schedules are known, it is possible to 
construct a linear programming model of water allocation. The model is 
designed for optimal allocation of project water in order to maximize 
the amount of "efficient" water supplied, i.e., water distributed 
properly according to the farmers' demand schedule. The total quantity 
of "efficient" water calculated by this model would be used in the reward 
calculations. 
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The monthly water demand schedule for Huntington and Cottonwood 
demand areas as calculated by Jensen [1971, p. 234 and 236] are given 
in Table 6.1. As noted earlier, Jenson's estimates of the water distri­
bution requirements were based on consumptive use^ calculations for each 
type of the predetermined crops expected to be grown in the area. The 
2 
consumptive use calculations for each crop are given in the Feasibility 
Report for Emery County Project [U.S. Dept. Int. 1961b, Tables 25-29, 
pp. 47-52]. The crop patterns for each demand area were calculated by 
Jenson [1971] (the optimal solution to Jenson's linear programming model). 
TABLE 6.1. The percentage monthly distribution of irrigation water re­
quirements^ for The Emery County Project area 
Month 
Area 
Cottonwood^ Huntington^ Weighted average^ 
April 2.68 2.47 2.59 
May 13.58 13.38 13.44 
June 24.39 25.14 24.98 
July 26.17 26.98 26.79 
August 19.25 19.38 19.34 
September 11.01 9.99 10.01 
October 2.90 2.47 2.60 
^In order to supply one hundred acre-feet of irrigation water, the 
stated number of acre-feet of water is required for the months April 
through October. 
'^Source: Jenson [1971, p. 239]. 
^Source: Jenson [1971, p. 236]. 
^^'eighted by the number of shares of project water rights in each of 
the demand areas. 
"Consumptive use is defined as the sum of the volume of water used 
both by vegetative growth of the area in the transpiration or building of 
plant tissue and by that evaporated from adjacent soil." Source: U.S. 
Dept. Int. [1961b, p. 45]. 
2 
The estimates of water requirements were based upon the Blaney-
Criddle method of determining consumptive use. 
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The simplex form of the linear programming allocation problem is 
presented in Table 6.2. As noted earlier, the objective function is to 
maximize the amount of "efficient" water supplied. The coefficients for 
the desired water distribution are given in column cf the simplex table, 
columns through Xg are water transfer activities. The constraints 
vector for this problem states the expected yield of primary water 
rights for each month during the irrigation season, the last coefficient 
in this column is the total project water available for distribution. 
The solution for the linear programming problem presented here is given 
in Table 8.3. 
TABLE 6.2. The simplex table for the water allocation model 
Constraints Activities 
Level 
Name in a.f.* Xl X2 ^3 ^4 ^5 ^6 ^7 ^8 
Objective 1 0 0 0 0 0 0 0 
April Pr.W.R.^ 3,731.0 .0259 -1 
May Pr.W.R. 14,681.5 .1344 -1 
June Pr.W. . 16,272.0 s .2498 -1 
July Pr.W.R. 8,968.2 S .2679 -1 
August Pr.W.R. 5,092.4 .1934 -1 
Sept. Pr.W.R. 3,279.3 s .1001 -1 
Oct. Pr.W.R. 2,457.5 s .0260 -1 
Project water^ 28,100.0 s 1 1 1 1 1 1 1 
^he expected yield of primary water rights in Emery County Project 
area for a "fair" year in acre-feet, (a.f.) Source: Table 8.2. 
^Pr.W.R. means primary water rights. 
^Total project water available for distribution when the allotment 
is one acre-foot per share. 
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Demand function for projected water 
An alternative way to solve this problem would be to estimate a 
separate normative demand function for project water (only) in each of 
I 
the four flow levels (very good, good, fair, poor) . Usually the 
farmers are able to change their production plans in early spring when 
first stream flows predictions are published. By estimating a separate 
aggregate demand curve to each level of the predicted stream flow, the 
program will consider the farmers up-to-date production plan. The 
estimation of separate demand curve to each weather condition is very 
important because sometimes the relevant demand schedule might vary 
according to changes in the crops included in the production plan. The 
relationships between the four demand curves is shown in Figure 6.4. 
w 
Very good 
Good 
Fair 
Poor 
Quantity demanded (a.f.) 
Figure 6.5 , The aggregate demand curves for project water 
The derivation of a separate demand curve for each flow level can be 
based on the expected yield of primary water rights in each of the four 
weather conditions (see Table 8.2). 
^It might be interesting to note, that since the probabilities for 
the four weather conditions are calculated in Chapter VII, the expected 
demand for project water can be estimated by the weighted average of the 
four separate demand curves. 
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CHAPTER VII. STATISTICAL ANALYSIS 
This chapter is devoted to statistical analysis which includes estima­
tion of snow pack distribution, flow prediction equations, and specifi­
cation and estimation of data required for a dynamic model. 
The Concept of Probability, Distribution 
and Density Function 
The following paragraph was written in order to help the reader 
who may not be familiar with terminology and for review purposes. 
For the purpose of the discussion the concept of probability may 
be considered in terras of relative frequency. The relative frequency of 
occurrence of an event based on large number of repetitions of possible 
occurrence of the event is called the probability of the event. The 
probability (P) is a number between zero and one. 
Definition: Let X be a random variable defined on a sample space S. 
The function F (x) is defined by 
F (x) = P (X 5 x) 
is called the distribution function of X. 
Definition: Let the continuous random variable X have a distribu­
tion which is differentiable everywhere. Then the density function 
f (x) of X is given by 
f (x) = F' (X) 
Also 
P (a < X ^ b) = F (b) - F (a). 
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To find P (a < X ^  b) we simply integrate the density function J f (x) dx 
and the distribution function is given by 
F (x) = P (X ^  x) =- f f (x) dx. 
U i> 
A graphical illustration of a distribution and density function is shown 
in Figure 7.1. 
F(x) 
F(b) 
F (a) 3? 
b 
Figure 7.1. An illustration of a distribution and density function 
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Stream Flow Distribution 
In the preliminary analysis it was shown that the water content 
(designated as W.C.)» i.e., water equivalent of the snow pack measured 
in April 1st is the major random variable which determines the annual 
stream flow in Emery County. The 44 years (1930-1973) snow records 
used in this analysis are shown in Appendix B. 
An attempt was made to estimate the probability distribution function 
of the random variable which determines stream flow in Cottonwood Creek. 
The estimation was done in three steps: (1) graphical plot; (2) esti­
mation of the parameters of the distribution hypothesized from the plot; 
and (3) significance test. 
(1) Graphical plot: A plot of ordered (W.C.) values versus the 
ranks of the relative frequencies has suggested that the snow pack is 
very likely to "behave" as a Gamma distributed random variable. 
(2) Estimation of the parameters: In order to state the distribu­
tion in functional form, it is necessary to estimate parameters of the 
estimated distribution. 
The density function of Gamma distributed random variable X is 
given by 
This density is a function of two parameters, o/ and 3 (sometimes 
called shape and scale parameters), both of which are positive constants, 
r Oy) is defined as 
0 < X < (y = oo; = 0 elsewhere 
for all a > 0 
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It is proved in books on mathematical statistics that:^ 
E (X) =(? g 
Var (X) = Of 3^ 
Moment estimators of the parameters are 
x = a g  = > 0 ' = ^  
= (y 0^ => = X 0 
or 
(3) Test of significance: A test criterion is established to 
examine whether the data support the Gamma hypothesis about the 
theoretical distribution of the snow data. A test is carried out and, 
based on established rules, one either rejects or fails to reject the 
hypothesis. A study was done to provide evidence for or against the 
hypothesis that the value observed could be reasonably expected to 
come from a Gamma distribution with en = 8.40, @ = 1.88. The evidence 
will be assessed on the basis of an objective measure of discrepancies 
between the observed and expected values. The measure used is the sum 
of squared differences between observed and expected values known as 
chi-square and the relative frequencies of various values are given in 
published tables. 
^For example, see Hogg and Allen [1965, p. 101]. 
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In order to perform the significance test, a plot of the expected 
probability distribution was derived with the assistance of a computer 
sub-routine^ which calculates the Gamma probability distribution function. 
The sub-routine, called MDGAM^, computes the incomplete Gamma ratio. 
J 
where F (en) is the incomplete Gamma function. It is also important to 
note that the Gamma ratio calculated from MDGAM preassumed that g is 
equal to one. Since the moment estimator of $ in our sample is equal to 
2 „ „ 
1.88 (0 = ^  = ^ ^5^79^ = 1.88), we have to multiply each X in the input 
2 
system by 1,88 in order to interpret correctly the output of MDGAM. The 
theoretical probability distribution function of the water content 
calculated by MDGAM is shown in Figure 7,2, 
^Subroutine MDGAM from ISLM subroutine library [ISLM, 1972], 
2 Suppose w~ Gamma (0 = 1; or) 
-w Qf-l 
Density: f (w) = — 
Cumulative distribution: F (x) = P (w S x) = I (X; q<) 
Let U = |w 
E(U) =P E(w); V(U) = E(w) 
* 
Since w ~ Gamma (P = 1; or) => U ^  Gamma (g = g; a) 
Note that g = 1.88. 
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Water content of the snow pack (inches) 
Figure 7.2. The estimated distribution function of April 1st snow data 
(water content of the snow pack) for Cottonwood Creek 
The value of the chi-square statistic calculated for the range of 
1 2 0 to 26 (x = 3.482) shows that the distribution of the water can be 
described by a Gamma distribution with oi = 8.40, 3 = 1.88 and only 5% 
of the time would there be a better agreement between the observed data 
and the hypothesized distribution in the predefined range. 
Data for Simulation Model 
A simulation model was included in the original study plan. The 
objective of such model was to test and compare in detail the policies 
formulated by the analytical model with the actual and rule of thumb 
policies used historically. The data for the simulation model are derived 
^The chi-square was performed according to Ostle [1963, p. 126]. A 
conditional Gamma distribution was considered in order to analyze the 
0-26 range. 
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by sampling the snow data from a Gamma distribution with ry = 8.40, 
3 = 1.88. A sample of 60 observations generated by a Gamma random 
number routine^ is shown in Figure 7.3. 
9.8 13.2 11.5 14.0 14.8 7.3 25.7 22.9 20.6 11.8 
15.9 11.8 11.4 13.6 12.7 17.6 15.5 13.7 9.1 17.8 
13.8 13.1 16.9 21.7 18.0 19.2 16.7 18.4 8.2 13.1 
21.5 24.1 17.2 14.8 15.1 19.0 14.3 13.9 6.3 12.6 
7.2 14.1 7.0 12.3 12.5 13.3 12.7 13.0 14.2 11.5 
19.8 17.1 12.9 15.3 7.6 12.4 13.2 22.5 21.4 13.4 
Figure 7.3. A random sample of April 1st snow record (water content of 
the snow pack) for Cottonwood Creek, sampled randomly from 
a Gamma distribution 
Stream Flow Predictions 
Stream flows in the projected area are principally determined by the 
water equivalent of the April 1st snow pack. Three major relationships 
were studied: 
(a) annual flow prediction 
annual flow = f (water equivalent) 
(b) April-May flow 
April-May flow = f (water equivalent) 
(c) June-October flow 
June-October flow = f (water equivalent, April-May flow) 
^Source; Sub-routine random, Kennedy [1973]. 
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Three equations for predicting stream flow (the regressions are based 
on 30 years (1930-1959) of annual snow and stream flow records) are 
summarized below, where the following notation holds: 
x'. water equivalent of April 1st snow pack (cubic inch) 
= April-October cumulative flow (1,000 acre feet) 
= April-May flow (1,000 acre feet) 
'5 = June-October flows (1,000 acre feet) 
Upper index: c for Cottonwood Creek 
h for Huntington Creek 
The t values for the derived regression coefficients are given in 
the parentheses. 
Cottonwood Creek: 
(a) 
(b) 
(c) 
Huntington Creek; 
(a) = -21.946 + 3.030 = .82 
(-3.09) (11.11) R.M.S. = 10.187 
(b) Yg = -11.737 + 1.592 X^ R^ = .80 
(-2.9) (10.3) R.M.S. = 5.766 
(c) Y^ = -12.874 + 1.799 X^ - 0.288 yJ R^ « .55 
(-1.7) (3.29) (-0.74) ^ R.M.S. = 9.329 
^The t value shows that the intercept coefficient is not signifi­
cantly different from zero—which is a valid hypothesis in this case. 
2 
R.M.S. means residual means square. 
Y® » -3.979 + 3.922 X® R^ = .85 
(-.76)1 (12.50) R.M.S.2 - 9.936 
Yy » 1.425 + 1.513 X® R^ = .52 
(0.31)1 (5.51) R.M.S. - 8.727 
Y® = -4.181 + 3.707 X® - .858 Yg R^= .65 
(-.79)1 (g.i3) (-3,94) R.M.S. « 10.040 
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Probability Calculation 
There are three random events in the short-run model (see Figure 5.3% 
These events are: 
1. April 1st snow fall 
2. April-May stream flow 
3. June-October stream flow 
The following paragraph is devoted to estimation of the relation­
ships involving these three events that are required for the dynamic 
model (in particular, data for Parts II, V and VIII in Figure 6.2). 
April 1st snow fall 
A theoretical cumulative distribution function was calculated in 
order to determine the probability for each level of sncw fall. Table 2.2 
shows the class intervals of snow fall levels for the four states of 
nature (very good, good, fair and poor). 
The snow fall cut-off points for each interval were defined with the 
aid of the prediction equation for Cottonwood annual flow. 
The probability for each interval is derived numerically from the 
theoretical cumulative distribution function (Figure 7.2). 
The numerical value for the random event is the conditional expected 
value of each interval. The conditional expected value for the water 
contents of the snowfall is given by 
when f (x) is the Gamma function with a - 8.40 and 3 = 1.88, Xj^ and x^ 
X 
X f (x) dx 
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are the cut-off points for each interval. In this study, the expected 
values given in Table 7.1 can be calculated or derived numerically by 
weighted average of each interval using the figures given by the esti­
mated Gamma function (Figure 7.2). The reader might recall that Gamma 
function was fitted to the water content within the range 0 to 26 where 
43 out of 44 snow observations camc from. Table B.3 in Appendix B shows 
that we have one observation of 37.8 cubic inch. This observation was 
considered, and the probability and expected value calculations were 
weighted accordingly. For detailed explanation see Appendix F. 
TABLE 7.1. Probability and conditional expected values for discrete 
snow intervals in Cottonwood Creek 
Snow interval* P 
Conditional ^ 
Expected value 
cubic inch Probability cubic inch 
Very good >22 .128 9.040 
Good 15-22 .345 12.903 
Fair 10-15 .374 18.326 
Poor <10 .152 27.284 
®Water content of the snow pack. 
^The original plan was to sample for each interval a random snow pack 
from the estimated Gamma distribution (see data for simulation model 
Figure 7.3). 
April-May stream flow 
Two approaches have been considered for the estimation of the 
discrete probabilities for April-May stream flow. 
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Bavesian approach The "classical" way to calculate the discrete 
probabilities of April-May stream flow (see Figure 5.3) while April 1st 
snow information was already known, is to use so-called Bayes ian 
probabilities. The use of this method was proposed by Andersen, Hiskey, 
and Lackawathana [1971] who followed Raiffa and Schlaifer's [1965] general 
decision making formulations. In those formulations the state of nature 
is unknown, i.e., April-May flow, and partial insight can be obtained 
from gathering data (April 1st snow cover). In this formulation the 
probability distribution of the state of nature P (0) is referred to as 
a priori distribution. Ultimately, P (0/Z), which is referred to as a 
posteriori distribution, is sought to provide insight into the future. 
Since P (0/Z) cannot be obtained directly, there is a further requirement 
for calculating P (0/Z) which is the conditional probability of a given 
observation of Z occurring when a certain state of nature 0 is given. 
The conditional probability P (0/Z) which is the desired indicator of 
future state of nature is given by Bayes' rule: 
P W/z) = ' 
where P (Z) is the marginal distribution of Z given the particular set 
of predictive data selected. The relationships between the actual and the 
predicted states of nature (the stream flow prediction) for thirty years 
record (1930-1959) are shown in Table 7.2. 
Table 7.2 shows the limitation of conditional probability (so-called 
Bayesian) approach. It is restricted to a small number of pre-determined 
states and in the extreme case we already know that poor snow fall can 
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not turn out to a very good year and vice-versa. The stream flow pre­
dictions are usually good estimators and the Bayesian approach ignores 
the variability within each state. 
TABLE 7.2. Frequencies of observation on April 1 of snow pack, given the 
state of nature (actual stream flow in Cottonwood Creek)* 
Predicted 
State of nature 
Snow Pack Observed 
Poor 
^1 
Fair 
^2 
Good 
"3 
Very Good 
"4 
Total 
'j 
Poor 3 0 0 0 3 
Fair 1 8 0 0 9 
Good 0 5 5 0 10 
Very good 0 0 5 3 8 
Total Z, 
k 
4 13 10 3 30 
^A prediction based on snow-melt only tends to underestimate late 
summer run-offs. 
Regression approach A regression equation is used to "simulate" 
nature and predict April-May stream flow. The dependent variable of the 
predicting equation y (y = y + error term) is a random variable 
y~ N (y, cj^). y is the predicted value determined by the regression 
2 
equation and a is the residual mean square of the regression. Following 
the general outline of the model, the random event is discretized into 
three intervals (allowing the error term to be either positive, zero or 
negative). The discretization is done arbitrarily, but in order to be 
able to use standard statistical tables, it is necessary to fix one of the 
variables, either the probability or the level of the error term, then 
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calculate the level of the remaining variable (i.e., if the probability 
of the discrete events is fixed, the intervals cut-off points can be 
calculated). 
Similarity of the two approaches Note that the second approach 
is in fact a continuous version of the first, since linear regression 
operations arise when one computes the conditional distribution of one 
variable given the value of another, when both are jointly normally 
distributed. 
Empirical study using the regression approach In this study the 
random event "April-May flow" is partitioned into three segments^ of 
equal probability P = .333. Then, the expected April-May flow corre­
sponding to each interval is estimated. The following relation holds: 
y (x) is April-May flow corresponding to snow water constant X (original­
ly X was treated as a continuous variable, a sampling procedure for X 
from a continuous Gamma distribution was considered). 
E[y (x)] is estimated by a regression = a + b X 
V [y (x)] is estimated by the residual mean square of the 
regression line. 
The density function of y (x) is illustrated in Figure 7.4. 
Since the random event was discretized into three equal segments, 
the area under the normal curve divided into three ranges, the mean (M), 
the upper (U) and the lower (L) segments. The cut-off points for these 
segments, each of probability .333 are as follows: 
L = E[y (x) ] - A CT y 
U = E[y (x)] + A CT y (Note, for P = .333 A = .43) 
^The selection of the intervals was done arbitrarily (as before). 
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= 1/3 = 1/3 
Figure 7.4. y (x) hypothetical density function 
The expected value for the upper region (by symmetry of the two 
tails, a similar expression holds for the lower region) is the conditional 
expected value of y (x) given that it is restricted to this upper tail: 
E(U) = AaJ X f (x) dx_ 
Too 
ActJ f (X) dx 
Using the fact that f (x) is the normal distribution, and the calculations 
of E(U) shown in Appendix F, it follows that 
E[y (x)/U] = E[y (x) ] + E(U) 
- Ety (%)] +  ^, (4, - Ety (X)] + tr- 2^  
= EG? (X)] + 1.102 ap'. 1 
where: 0 is the value of density function at point A 
(D is the area under the upper tail. 
Thus, the conditional expected values for the three intervals are as 
follows 
Ety (x)/U] = Kty (x)] +o-~ J 
^Common sense test to this result Is the fact that under the normal 
curve about 2/3 of the observations lie in the interval M + a. The 2/3 
point lies in the middle of each tail. 
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E[y (x)/M] = E[y (x)] 
E(y (x)/L] = e(^ (x)] - 0-^ 
In case that the calculated E[y (x)/U] or E[y (x)/L] is bigger or 
smaller than the maximum or minimum observed flow, a correction is made 
by fixing the expected value at the level of highest or lowest observed 
flow. 
A summary of the data required for the second random event is pre­
sented in Figure 7.5. 
(Upper tail) 
(Lower tail) 
Figure 7.5. The second random èvent 
June-October stream flow 
The analysis of "June-October flow" random event is identical to 
these performed for "April-May flow". The following regression equation 
is used to "simulate" and predict "June-October flow"; 
Yg = a + B X -YE[y2(x)/u].^ 
The dependent variable of the predicting equation is a random variable 
yg-N (Y3, a^). 
^E[y (x) / U ] ,  E[y (x)/M] and E[y (X ) / L] respectively. 
E(U) 
E(M) 
P = .333 
E(L) 
105 
Y is the predicted value determined by the regression and a is estimated 
by the residual mean square of the regression. Following the general 
outline of the model, the random event is discretized (arbitrarily) into 
three intervals, the expected value of each of them is calculated the 
same as for the random event of "April-May flow". 
A summary of the data required for the third random event is pre­
sented in Figure 7.6. 
P = .333 ' G(U/H) 
P = .333 
—  . . . . .  — H )  
_ P = .333 
E(L/H) 
Figure 7.6. The third andom event (H is the history of the previous 
random event) 
Stream Flow Data for the Dynamic Model 
Chapter VII was devoted to statistical analyses including estimation 
of the snow pack distribution, flow predicting equations, and expected 
stream-flow variations. The final step in these analyses is calculation 
of various stream flow combinations required as an input for the 
dynamic model. The variations in the expected stream-flows of Cottonwood 
and Huntington creeks are summarized in Figures 7.7 and 7.8. Four weather 
conditions are presented for aach of the two predetermined time periods. 
Thirty six routes of stream flow combinations considered by each initial 
state of the dynamic model are described in Figures 7.7 and 7.8. 
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Figure 7.7. Simulated Cottonwood Creek flow as predicted by the Statistical model 
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Figure 7.8. Simulated Huntington Creek flow as predicted by the statistical model 
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CHAPTER VIII. RESULTS AND INTERPRETATIONS 
The results from applying the general dynamic model developed in 
Chapter V to the specific problem of the Emery County Project explained 
in Chapter VI are presented in this chapter. The solutions obtained 
through use of the dynamic model are summarized in terms of the follow­
ing two major derivations: 
(1) An optimal operation rule for watershed management correspond­
ing to each combination of snowpack and reservoir levels 
(2) The value of the long-run expected annual return to water 
allocation within the watershed. This value can be used, 
for example, as a measure of the estimated annual benefits 
accruing to public investment in a proposed irrigation project. 
The results are presented in three sections. In the first section, 
the assumptions, data and parameters of the model for the final run are 
discussed. Three alternative objective functions and interpretation of 
the respective expected annual rewards are discussed in section two. The 
optimal solutions for the various objective functions are presented in 
the third section. 
Data for the Final Run 
The data needed for the final runs are the same as those required 
as inputs for the dynamic model. Specifically, data for three kinds of 
variables are needed. These are allotment alternatives, random events 
and the expected reward for any sequence of previous occurrences. 
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Allotment alternatives 
The water allotment alternatives by the project manager which are 
incorporated in the model are presented in Table 8.1, As stated earlier, 
the annual allotment is a two-stage decision process. The initial allot­
ment is declared on April 1 and the final allotment on June 1. Water 
allotments are made in increments of one-tenth acre feet per share. Since 
farmers' production plans are essentially determined by the initial allot­
ment, the final allotment is regarded as an adjustment device which is 
usable for minor corrections. As specified in Table 8.1, the model only 
considers the following three options for adjustment alternatives: (a) 
an increase of two-tenths acre feet per share(b) the status quo, and 
(c) a decrease of one-tenth acre feet per share. 
TABLE 8.1. Alternative initial and final water allotments specified 
according to policy number 
Initial 
allotment Final allotment'' 
Policy No. 1 2 3 
1 .60f .60 .70 .80 
2 .80 .70 00
 
o
 
1.00 
3 1.00 .90 1.00 1.20 
4 1.20 1.10 1.20 1.40 
5 1.40 1.30 1.40 1.50 
^Initial allotment is made on April 1. 
^Final (correction) allotment is made on June 1. 
^One unit of water rights is defined in terms of one acre foot per 
share. The units in the table are given in terms of acre feet per share. 
^This increase applies to policy alternatives 2, 3, and 4. Policies 
1 and 5 are modifications of this rule. 
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Random events 
The random events in this study are the uncertainties attached to 
weather variables. As specified in Figure 5.3, the following three 
random events are incorporated in the short-run model: (a) April 1 
snowpack; (c) April-May stream flows, and (b) June-October stream flows. 
Figures 7.7 and 7.8 illustrate 36 flow combinations considered in the 
study. These flow combinations serve as input data for the empirical 
problem. 
Reward function 
Values in the reward function represent annual incomes generated 
from any sequence of allotment decisions and random stream flows. As 
shown in Figure 6.3, the annual income or reward is determined by 
equilibrium between the water supply-demand conditions. The demand 
function for irrigation water is given, i.e., predetermined by the water 
demand study, and the water supply is determined by the dynamic model. 
The water supply and demand functions are discussed in some detail below. 
Water supply In a supplemental project, water supplies usually 
come from two sources--natural stream flows, i.e., water obtained through 
primary water rights, and project water, i.e., water from project storage 
areas. The level of project water is determined by the allotment 
decisions (see Table 8.1), and the water yield through primary water 
rights is determined by random stream flows. The expected monthly water 
yield by primary water rights in Emery County for four representative 
weather conditions is given in Table 8.2. 
Ill 
since* the water demand function, which assumed technical efficiency,^ 
was given in terms of annual demand, a linear programming water allocation 
model was formulated (see Chapter VI). The objective of the water allo­
cation model was to calculate the total quantity of "efficient" water 
supplied, i.e., water distributed properly according to the farmers' 
normative desired monthly demand schedule. Table 8.3 presents the 
linear programming solutions to each of the four water supply conditions 
for water from primary water rights as given in Table 8,2. This table 
summarizes the total water available and the corresponding shadow price 
for alternative combinations of per share water allocations and stream 
flow levels as affected by weather conditions. The shadow price of 
project water presented here can be interpreted as project water "multi­
plier". The magnitude of the shadow price is a function of the quantity 
and seasonal distribution of water supplied through primary water rights. 
TABLE 8.2. The expected monthly water yield from primary water rights in 
the Emery County Project area for four alternative weather 
conditions (these coefficients are used as constraints in 
the linear programming allocation model) 
Weather Condition 
Poor Fair Good Very Good 
Month Year Year Year Year 
(acre feet) 
April 2,992.5 3,731.0 4,039.0 4,039.9 
May 11,727.6 14,681.5 15,168.6 15,168.6 
June 13,444.4 16,272.0 19,855.3 21,268.9 
July 6,170.1 8,968.2 12,067.0 16,937.3 
August 3,498.5 5,092.4 6,735.6 9,271.7 
September 2,253.7 3,279.3 4,412.9 6,192.7 
October 1,685.7 2,457.5 3,405.0 4,052.0 
^See page 85, Chapter VI. 
TABLE 8.3, The total water available and shadow prices for each level of project water allocation 
for four weather conditions (the solution to the linear programming model) 
Weather Condition 
Poor year Acre feet 
allocated water shadow 
per share available prices 
Fair year 
water shadow 
available prices 
Good year 
water shadow 
available prices 
Very good year 
water 
available 
shadow 
prices 
(acre feet) (acre feet) (acre feet) (acre feet) 
.6 51,324 1.783 60,920 1.783 71,385 1.783 86,946 1.234 
.7 55,610 1.783 65,684 1.783 76,390 1.783 90,410 1.234 
.8 59,086 1.234 69,147 1.234 80,807 1.234 93,874 1.234 
.9 62,537 1.196 72,611 1.234 84,271 1.234 97,338 1.234 
1.0 65,987 1.196 76,075 1.234 87,735 1.234 100,802 1.234 
1.1 69,350 1.196 79,539 1.234 91,119 1.234 104,266 1.234 
1.2 72,712 1.196 83,003 1.234 94,665 1.234 107,730 1.234 
1.3 76,073 1.196 86,467 1.234 98,127 1.234 109,066 1.234 
1.4 79,435 1.196 89,931 1.234 101,591 1.234 114,402 1.057 
1.5 82,795 1.196 93,395 1.234 105,055 1.234 117,374 1.057 
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Water demand The graphical form of the water supply-demand 
relationships for the Emery County Project area is shown in Figure 8.1. 
The solid lines through illustrate perfectly inelastic water supply 
functions for each of the four weather conditions.^ The water allotment 
for through is assumed to be one acre foot per share (see Table 
8.3). The normative aggregate water demand function as estimated by 
Jenson [1971] is shown as a solid line, D^, in Figure 8.1. In two out 
of four weather conditions, and S^, an excess water supply is expected. 
Since the objective of this study is to develop a general model which 
integrates the water demand function with stochastic supplies, a hypo­
thetical 50 percent increase in water demand above is introduced. 
This increase in demand will move the model out of the excess supply 
range and make results more relevant. The solid line represents the 
demand function incorporating the 50 percent increase. The shaded area 
to the left of any equilibrium quantity where supply equals demand 
represents the total net direct benefits generated by irrigation water in 
the project area. The demand function to the left of OM is regarded as 
return to fixed factors. 
The Objective Function and the Expected Annual Reward 
The solution for an economic model is always in terms of objective 
function being considered. As noted earlier, the results for the 
problem are given in terms of (a) the long-run optimal operation rule 
for any set of initial conditions, and (b) the value of the long-run 
^Figure 8.1 shows only four out of 540 ranthm si rram Flow-a I loLmcnt 
combinations considered l)y Llic dynamic iiiotk^ I . 
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S.-S^ total water available and used by the farmers (as calculated 
by the LP model) in an average "poor", "fair", "good", and "very good" 
year, respectively, when the allotment is at the level of one acre-foot 
per share. (The range of the total water available varies from 37,628 
acre-feet up to 122,309 acre-feet.) 
= normative aggregate demand function as estimated by Jenson 
ri971]. See Chapter II. 
D2 = demand function represented by a 50 percent increase over Dj 
and used in the model. 
^The shaded area to the left of the equilibrium quantity (where 
supply equals demand) represents the total net direct benefits generated 
by the project. 
Figure 8.1, The demand-supply functions for irrigation water in the 
Emery County Project area 
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expected annual return. Consequently, the optimal operation rule for the 
Emery County Project will depend upon the planner's objective function. 
Usually the objective of operating a water project can be considered as a 
spectrum of goals rather than simple maximization of a single variable. 
As a first approximation, water projects should be planned so that net 
benefits are maximized; but this maximization is usually constrained by 
other objectives such as alleviation of unemployment, increasing well-
being, and stabilizing production and incomes in the area. From this 
collection of goals, it is probably reasonable to approximate these 
fundamental objectives by testing the following three alternative objec­
tive functions: 
(1) Income maximization: maximize the discounted income stream, 
* 
v^(n) over the planning horizon. Since the selection of a 
discount rate is a normative issue, a 10 percent interest rate 
was arbitrarily selected (see Chapter IV); 
(2) Stabilization of production and income :^ maximize the average 
annual income generated by the project, i.e., maximize the non-
discounted total expected income, v^(n); 
(3) Stability and income maximization: maximize income subject to a 
minimum production constraint. This is a constrained maximi­
zation of alternatives (1) or (2) when a minimum allocation of 
one acre foot per share is imposed. 
This objective function assumes that the planner has no time 
preference. 
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in addition to the three objective functions discussed above, a status 
quo solution, i.e., only one initial allotment of one acre foot per 
share, is presented. 
After solving for the optimal operation rule for each of the three 
objectives discussed above, a "by product" in the form of the expected 
value of the annual reward is considered. The expected annual reward 
can be used in a standard investment study as a measure of the annual 
benefits generated by the proposed project. 
Given the predetermined planning horizon, interest rate, and the 
costs and benefits stream, the planner should be able to analyze the 
anticipated consequences of alternative investment recommendations. The 
model presented here can be used to calculate the expected income stream 
generated by additional investment increment, i.e., the model will 
provide the value of the annual expected reward for any given dam size. 
In order to illustrate this properly, the expected value for a 
smaller^ size reservoir is calculated. The difference between the two 
expected values represents the annual incremental income to be expected 
from the larger versus the smaller reservoir. 
Tlie Solutions for the Empirical Problem 
The solutions and interpretations for five different runs of the 
dynamic model are presented in the following paragraph. The three first 
solutions were derived with respect to the three objective functions 
hypothesized earlier. The fourth solution is the status quo and the 
^For illustration purposes and in order to save computation costs, 
only a downward increment was considered. 
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fifth run illustrates the optimal solution for a smaller size reservoir. 
The solutions for the first two runs which are conceptually similar to 
the discounted and nondiscounted cases presented in Chapter V will be 
discussed in detail. The remaining three solutions will be summarized 
and compared with the first two. 
The maximization of total discounted income stream versus maximization of 
average annual income 
The solutions for the first two runs are presented in Tables 8.4 
and 8.5. In a way. Tables 8.4 and 8.5 can be regarded as multi-state 
cases of the two state example of the discounted and nondiscounted cases 
shown in Tables 5.4 and 5.3, respectively. The state variable is acre 
feet of project water, and it was arbitrarily made discrete in increments 
of 3,000 acre feet. The project's total storage capacity is 58,850 acre 
feet. Since the discharges from reservoirs are done in late summer, the 
maximum reservoir carry over for an allotment level of 0.6 acre feet per 
share is 42,000 acre feet. 
The series of computations summarized in Tables 8.4 and 8.5 starts 
from the final year of the planning horizon and proceeds to the first. 
The calculations are based on assessing some suitable value to water 
left at the end of the final year. For this study, the liquidization 
value has been assumed to be $5.00/acre foot. Though the choice of 
liquidization values does not affect the expected annual reward for a 
planning horizon of infinite length, it does affect the total expected 
reward shown in Tables 8.4 and 8.5. For example, if v^ represents the 
total expected reward for an infinite planning horizon, then using v^ 
TABLE 6.4. The total discounted expected income in $ for Emery County Project area as a function of 
state and planning horizon® (interest rate is 10 percent) 
Years of transition 
.evel 
State ( a . f . )  1 2 3 4 5 6 7 8 
* 
Vj (n) 0  916,084 1. 732,630 2,465,231 3,125,107 3, 722,138 4, 263,914 4,755,883 5, 202,672 
(8,662)" (6,323) (4,385) (3,113) (2,653) (2,559) (2,555) (2,551) 
y 2  (n) 3,000 924,746 1, 738,953 2,469,516 3,128,220 3, 724,791 4, 266,473 4,758,438 5, 205,223 
(9,706) (6,649) (4,403) (3,208) (2,865) (2,828) (2,832) (2,836) 
Vj (n) 3 ,000 934,452 1, .745,602 2,473,919 3,131,428 3, 727,656 4, 269,301 4,161,270 5, 208,059 
v^ (n; 
(12,428) (8,745) (6,649) (5,554) (5,229) (5,246) (5,242) (5,242) 
9,0C0 946,880 1, ,754,347 2,480,568 3,136,982 3, 732,885 4. 274,547 4,766,512 5. 213,306 
(10,250) (5,994) (3,966) (3,019) (2,946) (3,031) (3,031) (3,035) 
Vg (n) 12,000 957,132 1, ,760,341 2,484,534 3 ,139,901 3. ,735,831 4, ,277,578 4,769,543 5. ,216,336 
(9,771) (6,495) (4,396) (5,313) (5,028) (4,969) (4,969) (4,965) 
Vg(n; 15,0C j 966,903 1: ,766,836 2,488,930 3,144,214 3, ,740,859 4, ,282,547 4,714,512 5, ,221,301 
'12,894) (10,374) (7,955) (7,450) (7,371) (7,379) (7,379) (7,379) 
v, (n) 18,000 979,797 1 ,776,210 2,496,885 3,151,664 3: ,748,230 4; ,289,926 4,781,891 5: ,228,680 
'11,706) (8,560) (7,182) (8.785) (9,035) (9,156) (9,160) (9,156) 
vg(n; 21 ,CCC 991,503 1 ,784,779 2,504,067 3,160,449 3 ,757,265 4 ,299,082 4,791,051 5 ,237,836 
(6,768) (3,809) (2,372) (1,971) (1,804) (1,745) (1,730) (1,730) 
•-'gCn • 24,000 998,271 1 ,788,588 2,506,439 3,162,420 3 ,759,069 4 ,300,829 4,792,781 5 ,239,566 (6,^55) (3,253) (1,944) (1,532) (1.348) (1,276) (1,274) (1,276) 
v*o(r.; 27,000 1,004,726 1 ,791,841 2,508,383 3,163,952 3 ,760,417 4 ,302,105 4,794,055 5 ,240,840 
(5,704) (2,689) (1,495) (1,001) (864) (829) (824) (820) 
v*^(n) 30,000 1,010,430 1 ,794,530 2,509,878 3.16i,953 3 ,761,281 4 ,302,954 4,794,879 5 ,241,660 
<•4,932) (1.727) (998) f664) (549) (543) (538) (535) 
v*2 (n) 33,000 1,015,362 1 ,796,257 2,510,876 3,165,617 3 ,761.850 4 ,503,477 4,795,414 5 ,242,195 
(3,749) (1,914) (1,065) (729) (640) (632) (633) (629) 
v*3(r., 36,000 1,019,111 1 ,798,171 2,511,941 3,166,346 3 ,762,470 4 ,304,109 4,796,047 5 ,242,824 
(2,889) (1,495) (883) (639) (610) (606) (605) (606) 
29,000 1,022,000 1 ,799,666 2,512,824 3,166,985 3 ,763,080 4 ,504,715 4,796,652 5 ,243,430 
(1,626) (858) (550) (412) (420) (418) (414) (418) 
v*5(n; -2,000 1,023,626 1 ,800,524 2,513,374 3,167,397 3 ,763,500 4 ,305,155 4,797,066 5 ,245,848 
®In order tc speed up convergence a liquidization value of S5.00 per acre-foot was assigned to water left at 
the end of the final period. 
^Ihe nu-bers ir. parentheses are (n). 
TABLE 8.5. The total expect|d Income in $ (nondiscounted) for Emery County Project as a function of state and 
planning horizon 
Reservoir „ ,  ^  .  Years of transition 
S t a t e  ( a . f . )  
Vj^(n) 0 921,217 1,826,809 2,722,058 3,609,956 4,493,207 5,373,949 6,253,523 7,132,176 
(9,526) (6,549) (5,428) (4,043) (3,273) (2.917) (2,918) (2,914) 
VgCn) 3,000 930,743 1,834,358 2,727,486 3,014,009 4,496,480 5,376,926 6,256,441 7,135,090 
(10,677) (7,934) (5,561) (4.155) (3,375) (3,187) (3,161) (3,168) 
V. (n) 6,000 941,420 1,842,292 2,733,047 3,618,164 4,499,855 5,380,113 6,259,602 7,138,258 
(13,377) (9,896) (7,770) (6,378) (5,780) (5,461) (3,468) (5,472) 
v^(n) 9,000 954,797 1,852,188 2,740,717 3,624,542 4,505,535 5,385,574 6,265,070 7,143,730 
(11.275) (7,146) (4,986) (3,745) (3,086) (2,903) (2,969) (2,961) 
v-(n) 12,000 966,073 1,859,334 2,745,703 3,628,287 4,508,621 5,388,477 6,268,039 7,146,691 
J (10,749) (7,332) (5,394) (4,238) (3,540) (4,476) (4.426) (4,426) 
Vg(n) 15,000 976,822 1,866,996 2,751,097 3,632,525 4,512,161 5,392,953 6,272,465 7,151,117 
(13,641) (10,121) (7,582) (7,777) (7,855) (7,570) (7,590) (7,594) 
V, (n) 18,000 990,463 1,877,117 2,759,679 3,640,302 4,520,016 5,400,523 6,280,055 7,158,711 
/ (12,353) (9,231) (7,712) (6,985) (8,789) (8,981) (9,088) (9,086) 
VaCn) 21,000 1 ,002,816 1,886,348 2,767,391 3,647,287 4,528,805 5,409,504 6,289,133 7,167,797 
(7,444) (4,537) (2,974) (2,199) (2,062) (2,012) (1.988) (1,976) 
Vg(n) 2^,000 1 ,010,260 1,890,885 2,770,365 3,649,486 4,530,867 5,411,516 6,291,121 7,169,773 
(7,101) (3,884) (2,456) (1.773) (1,596) (1.519) (1.477) (1.481) 
Vio(n) 27,000 1 ,017,361 1,894,769 2,772,821 3,651,259 4,532,465 5,413,035 6.292,598 7.171.254 
(6,298) (3,231) (1,920) (1,332) (1,031) (969) (945) (945) 
Vii(n) 30,000 1 ,023,659 1,898,000 2,774,741 3,652,591 4,533,496 5,414,004 6,293,547 7.172.199 
(5,401) (2,078) (1,287) (887) (684) (605) (605) (606) 
Vi2(n) 33,000 1 ,029,060 1,900,078 2,776,028 3.653,478 4,534,180 5,414,609 6,294,152 7,172,805 
(4,125) (2,293) (1.354) (951) (758) (704) (707) (707) 
Vi3(n) 36,000 1 ,033,185 1,902,371 2,777,382 3,654,429 4,534,938 5,414,313 6,294,859 7,173,512 
(3,178) (1,778) (1,101) (809) (667) (675) (680) (676) 
v^^(n) 39,000 1 ,036,363 1,904,149 2,778,483 3,655,238 4,535,605 5,415,988 6,295,539 7,174,188 
(1,788) (1,016) (1,779) (513) (434) (463) (469) (462) 
v^5(n) 42,000 1 ,038,151 1,905,165 2,779,162 3,655,751 4,536,039 5,416,453 6,296,008 7,174,660 
®In order to speed up convergence a liquldizatlon value of $5.00 per acre-foot was assigned to water left at 
the end of the final period, 
^The numbers in parentheses are 
î 
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as a liquidization value will make the total expected reward functionally 
independent of the planning horizon. Therefore, liquidization values near 
v^ will cause rapid convergence within the planning horizon. For this 
study, a liquidization value of $5.00 per acre foot was chosen in the 
light of this fact. 
The total expected reward v^(n) for each initial state, i.e., 
reservoir level, is shown in Tables 8.4 and 8.5. It is also shown in 
these two tables that the numbers in the parentheses representing 
Vi_^l(n) - v^(n) approach a constant value. This value is interpreted 
as the marginal value of water corresponding to that specified increment 
in reservoir level. In other words, when n is large and the starting 
point is state i+1, the reward generated seems to be worth about 
Vi^l(n) - v^(n) dollars more than starting from state i. 
Tables 8.4 and 8.5 show that the magnitude of both Vj^(n+1) - v^(n) 
and v^(n+l) - v\(n), converge to some fixed value. In the discounted case 
given in Table 8.4, for any i, v^(8) - v\(7) = $446,785, and in the non-
discounted case (Table 8.5), v\(8) - v^(7) $878,654. Once the expected 
annual reward converges to some fixed value, the discounted and non-
discounted cases become comparable. Since from equation 5.13, 
for a large n, the value of v^(n) - v^(n-l) which converges to some fixed 
value is comparable to [v^(n) - v,. (n-1)] x (1+r)"'^. For example, 
rv^(8) - v^(7)] X (1+r)^ = $446,785 x (1.10)^ = $870,784. 
The above calculations show that the expected annual reward is higher when 
the objective is to maximize the average annual reward. In addition to 
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I hat, it can be shown the value of v.(n) - v^(n-l) converges to a fixed 
* * 
value while v.(n) - v.(n-l) converges to zero. See Figure 8.2. 
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Figure 8.2. The expected average annual reward versus the expected dis­
counted annual reward. 
The long-run optimal operation rule for each combination of snowpack 
and reservoir level is given in terms of proposed initial and final water 
allotment policies for each set of initial conditions. The water allot­
ment recommendations for the even numbered reservoir increments in the 
discounted case (see Table 8.4) are shown in Figure 8.3, The long-run 
steady state optimal operation rule was found after the fifth transition 
of the dynamic model. The convergence of the difference between the 
state values (the number in parentheses in Table 8.4) starts around the 
eighth transition. These two convergences are the first and second 
convergence steps referred to in Chapter V. 
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The results shown in Figure 8.3 should be viewed in the light of 
assumptions and restrictions imposed on the model. The two most important 
factors that determine the solution are the: (a) reward function which 
determines the shadow price of project water for each combination of 
primary water right and allotment level; and (b) feasibility constraints 
which are imposed so that allotments with a chance of having big water 
deficit are disregarded. A penalty function is assumed in cases of 
small deficits.^ Finally, the intertemporal water allocation is done 
by the dynamic model. This model integrates the present and the future 
value of stored water into the process of determining the optimal long-
run allotment policies. 
Figure 8.3 shows, for example, that when the initial reservoir level 
is at 42,000 acre feet, the recommended initial allotment for a "poor" 
snow cover is .80 acre feet per share. The final allotment depends on 
the April-May flow. In the case of "high" flows, the allotment should 
be reduced to .70 acre feet per share. No changes would be recommended 
in case of "medium" or "low" April-May stream flows. The figures for 
other weather conditions and initial reservoir levels can be interpreted 
similarly. As indicated in Figure 8.2, the same set of actions is 
adopted when initial reservoir level is 30,000 acre feet or above. In 
all three cases, water is allocated mainly according to the shadow price 
of water. In a year with a "poor" snow cover, the farmer gets more 
project water than in a "fair" year. In a year with a "good" snow cover 
the allotment is greater than in case of a "very good" year where the 
water yield from primary water rights is high. 
feasibility checks, page 83, Chapter VI. 
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Basically, there are no drastic action changes with movement along 
state number 1 through number 15. In "fair" and "very good" snow cover 
years, the recommendations remain unchanged. This result is caused by 
the inelastic demand for water and the nature of the reward function. 
Policy recommendations for the nondiscounted case are not presented. 
The solution for the nondiscounted case shows that the optimal policies 
recommended for the Emery County Project were not sensitive to the inter­
est rate and in only one out of fifteen initial states, changes in 
interest rate cause a change in policy recommendations. 
The solution to the third run (the constraint maximization) and the 
fourth run (the status quo case) 
Recall that the objective function for the third run was to maxi­
mize income subject to a minimum production constraint. The problem was 
formulated as constrained maximization of the second run when a minimum 
allocation of 1 acre foot per share is imposed. The nondiscounted 
annual expected reward for the problem was $862,967 which is $15,685 
lower than in the nonconstraint case. The above calculation shows that 
the expected annual reward is lower when the water allotment is bounded 
to a minimum supply commitment. This outcome seems obvious since the 
required intertemporal carry over will be bigger in the constrained 
case. The sun of $15,685 can be interpreted as the trade-off between 
reliability of a stable water supply and average expected annual income. 
The solution to the status quo case considers only one possible 
initial allotment of one acre foot per share. See Table 8.1, Policy 3. 
This model is a little more restrictive than the constrained maximization 
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model. The nondiscounted annual expected reward for the status quo 
problem was $857,138 which is $5,829 lower than the constrained maximiza­
tion solution. The value of the annual loss when the project is operated 
under a "conservative" policy, i.e., a policy that restricts the initial 
allotment to one acre foot per share even in a year when water is in 
excess, is estimated to be $5,829. , 
The solution to the problem with different size reservoirs 
Applying the model presented in this study, it is possible to calcu­
late the value of the annual expected reward for any given reservoir 
size. The incremental expected value of the annual expected reward can 
be interpreted as the shadow price of the incremental increase in storage 
capacity. For illustration purposes, it was assumed that the size of 
Joes Valley Reservoir was reduced to 2/3 of its actual level, i.e., 
reduced to 36,000 acre feet. While all other parameters remain the same, 
the new reservoir level is divided into 9 state variables of 3,000 acre 
feet each instead of 15 state variables which were used in the full size 
dam. See Table 8.4. The nondiscounted average expected annual reward for 
a project with a 36,000 acre feet reservoir is estimated to be $870,465 
which is $8,189 less than in the full size project. $8,189 is interpreted 
as the incremental increase in expected value of income generated by the 
last 18,000 acre feet of storage capacity in Joes Valley Reservoir. 
The allocation alternatives for the even numbered initial states 
while operating with the reduced size reservoir are shown in Figure 8.4. 
This figure should be interpreted the same as Figure 8.3. 
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Figure 8.4. Allotment recommendation assuming that Joes Valley reservoir is reduced to 2/3 of its 
actual level. 
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CHAPTER IX. SUMMARY AND IMPLICATIŒS 
The specific objective of this study was to develop a general model 
to be used to determine efficient operating policies for a water project 
located in an arid area. The study integrates the water demand function 
with stochastic water supplies in order to determine the optimal allo­
cation of water over time. More particularly, the study concentrates on 
determination of optimal management policies for water projects primarily 
supplying supplemental water rather than full supply projects. Because of 
data availability and previous background work, a semi-empirical model 
having general applicability was applied to the Emery County Project in 
Utah. 
Summary 
The study has three parts. In the first part. Chapter I, the objec­
tives are specified and the study is outlined. In this chapter the reader 
is referred to Appendix A which includes two illustrations about water 
allotment procedures in The Colorado Big Thompson Project. Chapters II 
through IV comprise the second part which is devoted to the preliminary 
stages of the study. Chapter II describes the basic data used in the 
study, the physical description of the watershed, water supply-demand 
relationships and the legal structure of water rights in Emery County 
Project area. Chapter III includes the preliminary analysis. The pre­
liminary analysis quantifies the major physical and economic relationships 
within the water supply-demand system in the project area. This chapter 
includes primary statistical analyses which specify the relationships 
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among stream flows and climatological variables and formulation of the 
problem in a multi-period linear programming framework. The reader is 
also referred to Appendix D where the linear programming model is pre­
sented in equation form. In Chapter IV, the literature review and 
methodology is given as a final step in the preliminary analysis. This 
was done so that the methodology could be specifically aimed at the 
problem being studied and the results of analyses of the physical struc­
ture. The literature review covers three topics (a) discussion of the 
derivation of a normative water demand function, (b) a review of inter-
' temporal allocation of water and dynamic models, and (c) a note on the 
rate of discount and social time preference. 
Part three, represented by Chapters V through VIII, is the core of 
the thesis. The development of an analytical stochastic model is 
presented in Chapter V. A model known in the literature as dynamic pro­
gramming with Markov chains is used. The model was modified to fit the 
actual problem being studied. A simplified example of the water alloca­
tion problem is used in order to explain the methodology applied within 
the dynamic model. The modified dynamic model includes two parts: (a) 
an intertemporal model which is based on the Markovian process and (b) an 
infratemporal model which uses decision-tree techniques. The empirical 
application of the model is presented in Chapter VI. This chapter includes 
a discussion of the parameters and assumptions used for the dynamic model, 
an outline of a computer program for a decision-tree formulation, and a 
detailed explanation about the reward function being used, i.e., deter­
mining the benefits generated by the project. Chapter VII is devoted to 
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statistical analyses. This chapter includes estimation of stream flow 
distributions, flow predicting equations, and final specifications and 
estimations of data required by the empirical problem. 
The results of the empirical problem are given in Chapter VIII where 
the solutions and interpretations for five different sets of assumptions 
and initial conditions are presented. The first three solutions were 
derived in terms of the following three respective objectives: (a) income 
maximization, (b) stabilization of income and production, (c) stability 
and income maximization. The fourth solution is the status quo solution 
and the fifth one illustrates the optimal solution for a smaller size 
project. The solutions are summarized with respect to two major results 
derived from the study: (a) the optimal operation rule for each combina­
tion of initial conditions and (b) the values of the long-run expected 
annual reward. 
Comparisons of the optimal actions for the first two solutions show 
that the optimal policy actions were almost not sensitive to the interest 
rate. The result shows that the value of the expected annual reward was 
slightly higher when the objective was to maximize the average annual 
reward, i.e., $878,654 versus $870,784. 
In the third solution which was a constrained maximization of the 
secondcne, the nondiscounted expected annual reward was $15,685 lower than 
in the unrestricted solution. In the status-quo case which was even more 
restrictive than the third solution, the expected annual reward dropped an 
additional $5,829. 
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In the fifth solution, it was assumed that the size of Joes 
Valley Reservoir was reduced to 2/3 of its actual capacity. The 
expected annual reward for this model dropped $8,189 in comparison with 
the full-size reservoir. The sum of $8,189 is interpreted as the in­
cremental increase in the annual expected value of income generated 
by the last 18,000 acre feet of storage capacity. The expected value 
of water stored in "upper shelf", i.e., the last 18,000 acre feet, 
of Joes Valley Reservoir is $0.45 per acre foot. 
As discussed earlier, the results which represent only the 
estimated direct irrigation benefits should be viewed in the light 
of assumptions and restrictions imposed on the model. The most 
important factor which determines the magnitude of the solution is 
the nature of the water demand function. 
The reward function which determines the shadow price of project 
water for each combination of primary water rights and allotment level 
is dependent on the water demand function. The assumptions under­
lying estimation of this demand function play an important role in 
determination of the benefits generated by the water project. As 
suggested in Chapter VI, an estimation of separate demand functions 
for project water only with each related to alternative weather 
conditions might improve the results. 
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Evaluation of the Dynamic Model 
This study illustrates that a model of dynamic programming with 
Markov chains is a powerful analytic and computational method for handling 
multistage decision processes in water allocation over time. The model­
ing is also applicable to research in other disciplines. In the prelim­
inary analysis of this study, it was observed that the multi-period 
horizon was built from a series of annual cycles. The problem discussed 
in this study could be formulated as a cyclical Markov dynamic program­
ming model. But considering the limitations of the strict dynamic pro­
gramming, which were discussed in Chapter IV, a decision-tree technique 
is used to handle the intra-cycle process. This gives the model some of 
the flavor and the programming^ flexibility of a simulation-type model. 
The decision-tree technique is also used in order to determine the optimal 
sequence of policy decisions by maximizing the total expected reward. 
The major value of the decision-tree analysis used in the intra-cycle 
process is that a broader understanding of the process of annual water 
allocation is obtained. The "intra-cycle" model, i.e., the short-run 
model, serves as a prerequisite for formulation of allotment policies to 
be subsequently tested for optimality in the long-run analysis. 
The model presented in this study seems to be very useful in handling 
problems of multi-stage decision processes. It was shown here that the 
convergence of ergodic Markovian process is very fast; the use of decision 
^Programming flexibility is obtained through the direct use of 
computer language. 
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tree techniques to determine the long run recommended set of actions is 
simple and easy to understand; and finally the expected annual reward 
can be found after only a few iterations. 
After the model is set up, the cost for the first model was about 
$12 per run.^ Once a good guess for the liquidization value of remain­
ing water is obtained, the cost can be further reduced. 
Finally, the model's biggest contribution to water resources plan­
ning is not only in the computational advantages achieved but by the 
incorporation of an analytical technique of dynamic programming into 
a simulation type model. This integration is by itself a very useful 
approach. 
Estimated computing cost obtained by ISU computing center (IBM 
360/64). 
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APPENDIX A. DATA FRCW THE COLWADO 
BIG THOMPSON PROJECT 
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Water Allocation Procedures in the 
Colorado Big Thompson Project 
Water allotment procedures in the Colorado Big Thompson Project 
are illustrated here. What is indicated is that the annual allotment 
is in fact a two stage decision process. The initial allotment is 
declared in the first week of April and the final allotment is announced 
during the middle of the season. 
The Thirty-fifth Annual Report of the Northern Colorado Water 
Conservancy District [1972, p. 3] states the following: 
BELOW AVERAGE WATER SUPPLY PROSPECTS AT QUOTA TIME 
Carry-over storage reserves in both ditch company and 
project system reservoirs were again above average following the 
close of the 1971 irrigation season. However, watershed precipi­
tation during the winter months on both the Colorado River and 
South Platte River basin drainages resulted in somewhat below 
normal snow packs. Consequently, when the Board of Directors met 
on April 7 for the initial 1972 quota determination, forecasters 
for the Soil Conservation Service and the Bureau of Reclamation 
were predicting that 1972 stream flows within the district 
tributary service area would be only 86% to 92% of normal. The 
Board recognized that below normal runoff as forecasted together 
with the possibility of continued below normal precipitation 
could result in an early demand for supplemental water. There­
fore, the Board of Directors set the initial quota for the year 
at 70% of a full acre-foot for each allotted unit of project 
water. In announcing this quota release, the Board pointed out 
that should a combination of dry, hot weather or other adverse 
conditions later in the season create a general water shortage, 
an additional quota release would be made. This initial 70% 
provided 217,000 acre-feet of water to holders of district 
allotment contracts to use as a supplemental supply as needed. 
ADDITIONAL QUOTA DECLARED 
Precipitation throughout the irrigated area of the district 
during the months of April through July was only 71% of average. 
Also, stream flows during this period did not yield the total 
volume of water that was indicated by the early season forecasts. 
Consequently, more than normal amounts of storage reserves from 
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both project and ditch system reservoirs were needed for early 
irrigation. District deliveries during May and June were 150% 
of average and ditch system storage reserves had been reduced 
by 20% at the end of July. 
In view of this and the possibility of continued hot weather, 
the Board of Directors released an additional quota of 10% on 
August 2, which provided an additional 31,000 acre-feet of 
supplemental water to all allotment contract holders. Of the 
248,000 acre-feet made available by the two quota releases, 
247,550,4 acre-feet were certified to carrier systems for 
delivery. The 449.6 acre-feet not certified represent allotment 
contracts for 562 units with contract changes pending. 
Shortly after the second quota was declared, good general 
rains occurred all along the front range. Total precipitation 
for August amounted to more than 200% of average. This reduced 
the irrigation demand significantly and permitted the retention 
of some storage supplies that would otherwise have been needed 
to mature the 1972 irrigated crops. In fact, most of the quota 
water remaining in the project system at the end of September 
was called out by the carrier ditch systems during October and 
stored for use in 1973. October deliveries totalled 34,177 
acre-feet and set a new 16-year record high delivery for that 
month. 
Quota deliveries for the year totalled 231,051 acre-feet 
or 93.3% of the amount certified. In addition, 1,839 acre-feet 
were delivered in accordance with the several replacement con­
tracts for which the District is obligated. Of the total quantity 
delivered, 200,932 acre-feet were used for irrigation; 26,248 
acre-feet for municipal and domestic purposes; and 3,871 acre-
feet for multi-purpose irrigation and industrial uses. Project 
water used in 1972 for municipal and domestic purposes also set 
a new record high for the 16 years of full project operations. 
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Fluctuation in Water Supplies in the 
Colorado Big Thompson Project 
Figure A.l illustrates sixteen years of water fluctuation in 
the Colorado Big Thompson. As shown in each column in Figure A.l, the 
total available irrigation water comes from the following three sources: 
1. Stream diversions for direct use; water supplies by natural 
stream flows. 
2. Ditch Co. storage used; water supplied from privately owned 
reservoirs. 
3. District delivery; water supplied by Project. 
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Source: Northern Colorado Water Conservancy District 
[1972, p. 6]. 
Figure A.l. Sixteen years of post project water fluctuation in Colorado 
Big Thompson Project (Northern Colorado Water Conservancy 
District)* 
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APPENDIX B. STREAM FLOW AND SNOW DATA 
TABLE B.l. Modified flow Seely Creek near Orangeville (at Joes Valley Damsite)^' ^ 
Units: 1,000 acre feet 
Year Oct. Nov. Dec. Jan. Feb. Mar. Apr. May June July Aug. Sept. Total 
1920 1.3 1.1 .9 .6 .8 .9 1.1 32.3 39.3 7.6 3.5 1.6 91.0 
1921 1.4 1.0 1.1 1.0 .9 1.4 2.7 18.9 62.6 18.0 4.5 4.0 117.5 
1922 3.2 2.4 2.0 1.7 1.7 2.9 5.2 27.3 43.7 14.0 8.6 2.1 114.8 
1923 1.5 1.4 1.5 1.7 1.3 2.7 4.0 27.3 38.5 17.4 3.2 2.4 102.9 
1924 2.0 1.8 1.4 1.2 1.0 1.2 4.2 19.2 8.7 2.9 1.3 1.3 46.2 
1925 1.0 .5 .5 .5 .7 1.2 5.6 21.5 9.4 4.1 2.3 1.7 49.0 
1926 1.3 .8 .8 .8 1.0 1.4 6.5 21.5 8.5 2.5 1.4 1.2 47.7 
1927 1.0 .9 .6 .4 .5 1.7 4.4 23.3 16.9 6.7 3.5 3.0 62.9 
1928 1.3 1.2 .9 .9 .9 1.6 4.3 33.6 17.4 6.4 2.2 1.4 72.1 
1929 1.4 1.1 .9 .9 .9 1.8 1.9 22.1 28.6 8.9 3.1 3.1 74.7 
1930 1.8 1.4 1.1 1.0 1.0 1.9 6.8 14.0 12.5 4.3 2.6 1.9 50.3 
1931 2.0 1.2 1.1 1.0 .9 1.4 3.1 8.2 6.8 2.8 1.2 1.0 30.7 
1932 .9 .9 1.0 .8 .9 1.1 3.6 20.5 18.9 5.2 2.4 1.5 57.7 
1933 1.2 1.1 .8 .5 .4 .9 1.8 6.6 29.1 7.8 3.1 1.5 54.8 
1934 .8 .9 1.0 .8 .7 1.1 6.1 6.6 2.2 1.1 1.1 .7 22.1 
1935 .6 .7 .7 .7 .7 1.0 2.0 8.6 45.8 5.2 2.2 1.2 69.4 
1936 1.0 1.1 .8 .8 .8 1.0 6.3 41.3 18.0 5.8 3.0 1.9 81.8 
1937 1.4 1.4 1.1 .9 .9 1.3 3.7 32.5 16.6 6.1 2.6 2.3 70.8 
1938 1.4 1.1 1.1 1.1 1.0 1.3 5.8 25.5 22.5 4.2 2.4 1.9 69.3 
1939 1.4 1.3 1.1 1.0 .8 2.8 7.6 25.4 10.9 3.1 1.9 1.7 59.0 
1940 1.4 1.0 .9 .8 .8 1.2 3.0 35.5 12.6 3.0 1.4 2.0 63.6 
1941 1.4 1.2 1.1 .9 .9 1.3 2.2 33.5 31.2 6.8 2.7 2.0 85.2 
1942 2.5 2.1 1.7 1.5 1.2 2.1 8.8 26.5 31.0 6.2 2.4 1.7 87.7 
1943 1.5 1.3 1.3 1.3 1.1 1.4 8.2 16.0 13.0 3.9 2.6 1.4 53.0 
1944 1.3 1.2 1.1 .9 .9 1.3 2.3 27.5 41.5 9.6 2.5 1.7 91.8 
1945 1.4 1.3 1.3 1.1 1.0 1.1 1.8 18.5 21.5 6.9 3.0 1.9 60.8 
1946 1.6 1.5 1.3 1.2 1.0 1.7 8.9 20.0 11.4 3.7 2.1 1.3 55.7 
1947 1.4 1.1 .9 1.0 1.2 1.8 4.3 27.5 16.8 6.4 3.0 2.1 67.5 
1948 1.7 1.4 1.3 1.1 1.0 1.2 2.2 19.4 13.8 4.2 2.4 1.5 51.2 
1949 1.5 1.5 1.5 1.1 1.0 1.4 7.0 26.0 30.0 8.3 2.7 1.8 83.8 
1950 1.5 1.4 1.3 1.2 1.1 1.4 4.3 15.6 14.5 4.5 2.3 1.6 50.7 
1951 1.4 1.3 1.3 1.3 1.1 1.3 2.1 15.8 20.2 5.7 3.1 1.8 56.4 
1952 1.5 1.2 1.2 1.2 1.3 1.6 7.8 50.0 64.5 14.7 4.3 3.3 152.6 
1953 2.3 1.5 1.7 1.6 1.3 1.7 2.7 6.9 28.1 6.7 3.4 2.0 59.9 
1954 1.7 1.4 1.3 1.3 1.2 1.4 4.9 16.1 5.6 3.2 2.0 1.7 41.8 
1955 1.3 1.0 1.0 1.0 .9 1.1 1.7 11.3 12.9 4.6 3.2 1.7 41.7 
1956 1.3 1.1 1.3 1.2 1.1 1.6 2.9 18.4 12.7 4.1 2.3 1.5 49.5 
1957 1.3 1.0 1.0 1.0 .9 1.1 1.6 8.5 55.9 18.3 3.9 2.5 97.0 
1958 2.3 2.2 1.7 1.6 1.8 1.6 4.2 35.1 35.1 6.0 2.8 2.2 96.6 
1959 1.5 1.2 1.2 1.0 1.0 1.2 2.0 6.0 9.0 2.9 1.8 1.2 30.0 
Total 59.7 50.2 45.8 41.6 39.6 59.1 169.6 870.3 938.2 263.8 110.0 74.3 2722.2 
Mean 1.5 1.3 1.1 1.0 1.0 1.5 4.2 21.7 23.5 6.6 2.8 1.8 68.0 
^Upstream of Cottonwood Creek is called Seely Creek, Excerpted form of this table is shown 
in Table 2.1. 
^Modified flow of Seely Creek near Orangeville for 1937 to 1959 is the same as the historical 
flow, but for 1920 to 1936 it is the historical flow less the estimated diversion through the 
Ephraim and Spring City tunnels. 
^Source: U.S. Dept. Int. [l961b, Table 9, p. 18J. 
TABLES.2, Natural flow Huntington Creek near Huntington^' ^  
Year Oct. Nov. Dec. Jan. Feb. Mar. Apr. May June 
Unit 
July 
: 1, 
Aug. 
000 acre 
Sept. 
feet 
Total 
1920 1.6 2.2 1.9 2.2 2,1 2.0 2.8 38.5 27.4 7.0 5.5 3.2 96.4 
1921 2.7 3.0 1.7 1.9 2.2 4.0 5.9 42.5 45.6 9.3 7.5 4.3 130.6 
1922 3.9 3.4 2.7 3.0 2.7 3.6 5.2 35.4 32.9 8.6 5.1 2.3 108.8 
1923 1.1 2.0 3.1 3.3 2.8 3.4 5.5 34.2 19.6 9.1 2.7 2.8 89.6 
1924 2.9 2.8 2.8 2.5 1.9 2.0 5.1 13.3 5.3 2.1 1.2 2.4 44.3 
1925 2.0 2.3 1.8 1.9 1.8 2.5 7.0 14.6 6.8 3.9 2.9 2.1 49.6 
1926 2.1 2.0 2.5 2.5 2.1 2.9 8.9 22.7 8.8 3.6 1.1 1.1 60.3 
1927 2.0 1.9 2.1 2.3 2.1 2.4 4.6 26.4 16.1 4.4 3.0 4.4 71.7 
1928 2.2 2.4 1.9 1.9 1.8 2.6 6.1 37.3 13.6 5.2 .8 1.8 77.6 
1929 2.3 2.1 1.9 1.9 1.9 2.8 3.0 25.7 22.5 6.6 3.1 4.4 78.2 
1930 2.9 2.6 2.5 2.0 2.1 2.9 9.3 16.3 9.9 4.0 1.6 2.7 58.8 
1931 3.1 2.4 2.3 2.0 1.9 2.4 4.7 9.5 4.6 2.8 1.1 1.5 38.3 
1932 1.4 1.8 2.0 1.7 1.9 1.9 5.5 22.6 16.5 5.1 1.6 1.4 63.5 
1933 1.8 2.1 2.0 2.4 1.9 2.3 2.7 12.2 30.0 5.8 1.1 1.3 65.6 
1934 1.7 1.7 2.0 2.0 1.8 2.1 5.5 5.0 2.3 .5 .5 1.2 26.3 
1935 1.3 1.5 1.6 1.6 1.5 1.8 3.3 15.6 25.4 5.9 1.2 .9 61.6 
1936 1.4 1.6 1.6 1.4 1.8 2.1 9.0 39.6 16.6 4.4 1.9 2.2 83.6 
1937 2.1 1.8 1.7 1.6 1.7 1.9 4.5 33.3 14.1 4.5 3.0 1.8 72.0 
1938 2.6 1.9 2.2 2.1 1.8 2.2 7.9 23.1 16.4 5.4 1.5 1.4 68.5 
1939 2.0 2.2 2.2 2.1 1.8 2.8 8.7 15.1 8.2 3.8 1.2 1.3 51.4 
1940 1.8 1.6 1.5 1.4 1.5 1.9 4.9 26.5 9.1 3.7 .9 1.1 55.9 
1941 1.9 1.7 1.8 1.7 1.7 2.1 2.9 36.3 22.9 7.4 2.3 2.8 85.5 
1942 3.8 2.9 2.5 2.2 1.9 2.4 9.3 26.3 23.1 6.9 2.5 1.0 84.8 
1943 2.3 2.4 2.3 2.3 2.0 2.3 12.2 15.0 13.6 5.0 2.0 1.0 62.4 
1944 2.2 1.8 1.9 1.6 1.6 2.3 3.1 31.7 29.4 7.3 3.8 1.1 87.8 
1945 2.3 2.4 2.1 2.0 1.9 2.6 3.7 21.7 15.0 6.5 3.3 1.9 65.4 
1946 2.2 2.3 2.0 1.9 1.6 2.4 11.9 16.0 9.8 5.5 .7 1.2 57.5 
1947 2.6 2.3 2.2 2.0 2.0 2.7 6.5 26.0 12.1 6.5 2.7 1.0 68.6 
1948 2.4 2.6 2.7 2.4 2.1 2.3 3.7 16.4 7.7 4.2 .7 1.3 48.5 
1949 1.9 2.1 2.0 1.9 1.7 2.4 7.9 26.5 21.2 6.9 2.9 1.1 78.5 
•f 
1950 2.5 2.4 1.9 1.7 2.0 2.4 7.3 19.2 12.0 6.1 3.4 1.2 62.1 
1951 2.1 2.4 2.2 2.1 1.6 2.2 6.1 20.3 16.4 7.6 1.6 2.8 67.4 
1952 2.3 2.0 2.0 2.0 2.4 2.6 9.2 59.1 46.2 13.4 5.4 4.0 150.6 
1953 4.2 3.2 3.1 2.9 2.7 3.5 5.8 14.0 21.5 8.5 1.3 2.9 73.6 
1954 2.6 2.5 2.3 2.1 2.5 2.9 6.7 11.4 6.0 1.7 1.8 1.3 43.8 
1955 1.8 1.7 1.6 1.4 1.4 1.9 2.9 12.8 10.0 5.5 2.1 1.5 44.6 
1956 1.7 1.7 2.0 2.1 1.8 2.5 6.8 18.3 8.5 4.7 1.6 1.4 53.1 
1957 1.6 1.6 1.6 1.6 1.6 2.0 2.9 18.6 38.3 7.7 3.1 3.6 84.2 
1958 4.8 2.6 2.4 2.2 2.2 2.6 6.8 44.9 24.5 6.3 5.2 1.3 105.8 
1959 2.4 1.9 2.0 2.0 2.0 2.3 4.0 8.6 5.6 2.7 1.9 1.5 36.9 
Total 92.5 87.8 84.6 81.8 77.8 98.9 239.8 952.6 695.5 226.1 96.8 79.5 2813.7 
Mean 2.3 2.2 2.1 2.0 1.9 2.5 6.0 23.8 17.4 5.7 2.4 2.0 70.3 
^Includes recorded flow plus storage in the six small reservoirs at the head of Huntington 
Canyon minus releases from the reservoirs. 
^Source: U.S. Dept. Int. [1961a, Table 13, p. 23j. 
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TABLE B.3. April 1st snow survey measurements for Seely Creek Ranger 
Station No. 2 for the years 1930-1973 
„ ^  b b Year Snow Depth W.C, Year Snow Depth W.C. 
(inch) (cubic inch) (Inch) (cubic inch) 
1930 40 12.9 1952 94 37.8 
1931 29 7.7 1953 33 10.1 
1932 58 20.0 1954 44 14.3 
1933 39 12.6 1955 35 11.3 
1934 29 9.3 1956 36 12.8 
1935 51 15.7 1957 70 22.3 
1936 56 20.8 1958 73 23.8 
1937 49 15.0 1959 28 9.5 
1938 50 15.9 1960 40 14.9 
1939 38 12.8 1961 49 12.5 
1940 53 19.4 1962 63 23.2 
1941 54 18.1 1963 41 14.8 
1942 61 19.6 1964 31 10.9 
1943 29 9.5 1965 58 21.3 
1944 61 17.4 1966 39 11.4 
1945 58 15.4 1967 38 11.7 
1946 41 12.7 1968 53 19.4 
1947 43 14.1 1969 56 21.6'-
1948 46 13.7 1970 56 17.6^ 
1949 64 20.3 1971 38 I4.4C 
1950 34 11.6 1972 22 9.2^ 
1951 36 13.0 1973 72 24.4C 
^Source: U.S.D.A. [1968, p. 127]. 
^The term W.C. indicates water content - water equivalent of the 
snow pack. 
'^Source: Personal communication with Bob Whaley, Snow Survey Super­
visor, Salt Lake City, 8/19/73. 
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TABLE B.4. April 1st snow survey measurements for Huntington Horseshoe 
for the years 1930-1973^ 
Year Snow Depth W.C.^ Year Snow Depth W.C.^ 
(Inch) (cubic inch) (Inch) (cubic inch) 
1930 60 20 .5 1952 124 50 .0 
1931 46 16 .0 1953 55 21 .4 
1932 81 30 .6 1954 58 19 .2 
1933 64 24 .4 1955 54 18 .2 
1934 42 15 .8 1956 50 19 .2 
1935 68 25, .7 1957 73 28 .1 
1936 104 37, .6 1958 93 35 .2 
1937 83 28, .9 1959 55 18 .4 
1938 76 26, .1 1960 60 23, .5 
1939 56 21. .8 1961 60 17, .9 
1940 70 28. ,1 1962 87 33, .6 
1941 74 28. ,3 1963 
-c 
1942 80 28. ,6 1964 66 20. 0 
1943 64 24. ,0 1965 72 27. 4 
1944 70 25. 2 1966 52 17. ,6 
1945 75 24. 1 1967 53 21. ,2 
1946 62 21. 9 1968 68 24. 6, 
1947 56 21. 3 1969 78 32. 4^ 
1948 68 24. 3 1970 62 23. Id 
1949 73 27. 3 1971 59 21. 
1950 60 21. 6 1972 38 16. 5d 
1951 54 22. 0 1973 74 26. 2^ 
^Source: U.S.D.A. [1968, p. 127]. 
^The term W.C. indicates water content - water equivalent of the 
snow pack. 
^Not available. 
^Source: Personal communication, Mr. BobWhaley, Snow Survey Super­
visor, Salt Lake City, 8/19/73. 
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APPENDIX C. UTAH STATE WATER LAW AND THE 
AGRICULTURAL HISTORY OF EMERY COUNTY 
150 
Utah State Water Law 
Primary water rights were established in the spirit of the Utah 
State water law. A concise explanation of this law given in U.S. Dept. 
Int. ri961b, p. 35] states the following: 
Utah State Water Law 
Since 1903 when the Utah water law was enacted, water has 
been considered the property of the public. Rights to its use 
can be obtained by appropriation in the manner prescribed by 
law. Priority of a right is determined by the date of its 
initiation and first in time is first in right. 
Water rights may be initiated by filing appropriate appli­
cations with the State Engineer and proceeding in accordance with 
specific statutory provisions. If there is unappropriated water 
in the source of supply described in an application to appropriate 
water, and if the use of water can be made under a feasible plan 
which will not prove detrimental to the public welfare and will 
not impair existing rights or interfere with a more beneficial 
use of water, it is the duty of the State Engineer to approve 
applications. The approval of an application gives the appli­
cant the right to proceed with the construction of the necessary 
works and to use the water in order of priority. When the neces­
sary works are constructed and water is applied to beneficial 
use as contemplated by the application, written proof thereof 
must be filed with the State Engineer. Upon approval of the 
proof of beneficial use of water, the State Engineer issues a 
certificate of appropriation which is prima facie evidence of 
the water right therein described. 
History of the Settlement in Emery County 
Since the history of the settlement in Emery County was an important 
factor in the determination of primary water rights, the reader might be 
interested in the following paragraph [U.S. Dept. Int., 1961b, p. 7]: 
Agricultural history 
Settlement of Emery County began in 1875 and water was diverted 
from Huntington Creek for irrigation purposes in 1876. In 1877 and 
1878 additional settlers arrived. They made their homes in the 
valley and constructed canals to divert water from Huntington and 
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Cottonwood Creeks onto their homestcadcd land. Irrigation water 
rights for the area were first decreed in 1890. Hy about 1902 
essentially all of the direct flow water of Huntington and 
Cottonwood Creeks was appropriated except for high spring flows. 
Since that time much of the cultivated land has experienced 
late season water shortages. 
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APPENDIX D. SUPPLEMENTAL MATERIALS F® THE LINEAR 
PROGRAMMING MODEL USED IN THE PRELIMINARY ANALYSIS 
153 
Tlicî liincar ProgramminR Model in Equation Form 
The structure of the linear programming model was formulated from 
the water balance equations. These equations are in sense accounting 
rows. For each node in the water system, there is an equation that 
states that water inflow must equal outflow. The variables in the water 
balance equations are indexed by node number as indicated at Figure D.l, 
and the following notation is used: 
: Water transfer from node i to node j 
adjusted for canal's efficiency coefficient^ 
D07, D08, D09: Dam capacity restraint 
CFl, HF8: Water inflow (Cottonwood and Huntington Creeks, respec­
tively) 
^22' ^ 23' ^ 24' requirements in the demand areas 
TDy^, TDg^, TDg^ or TD^*" ^: Water stored in reservoir i in period t 
HDC: Constraint that states that only 30% of the total flow (up to 
2 June 15) can be captured by the Huntington reservoir system 
103, 104, 106, 107, 109, 110, 112: All are equal to zero^ (see 
Equation 3.3) 
Equations in the linear programming model for period t are as 
follows : 
^Source: U.S. Dept. Int. [1961b, p. 58]. 
^Source: U.S. Dept. Int. [1961b, p. 19]. 
3 Since for each node, inflow-outflow = 0. 
 ^EI 15 m m 14 The circle Indicates the node index 
Demand locations 
Huntington Area ^22* ®23 
Cottonwood Area 
Creeks 
Huntington Creek 3 
Cottonwood Creek 2 
Seely Creek I 
Snow courses 
Seely Creek ranger station No, 2 
Huntington Horseshoe (Elevation 
Dams 
Huntington 
six small reservoirs (privately owned 
by Huntington-Cleveland Irrigation Co.) 
Joes Valley Reservoir (Project) 
Huntington North Reservoir 
Swascy Diversion Dam 
Diversion Point 
Overflows 
Water unused by the project 20 
(Elevation 10,000 ft.) 
9,800 ft.) 15 
14 
Ul 
(13,900 a.f.) 
(54,000 a.f.) 
( 4,850 a.f.) 
Figure D.l. Water flow diagram for Emery County (with node indexes) 
155 
1 CFl ^  Qi g f (Dl) 
8 DOS 2: g - Qg ^ + TDGT-L (D2) 
« M = 0l.8 - "8.4 + • "3' (D3) 
4 104 - Q; 4 + Qg 4 - 5 (D4) 
5 O24 s -9544.5 - Q5.6 (D5) 
6 106 . .mq^G • "6.23 - "6.22 " "6.7 <°« 
7 °09 = "6.7 + "11.7 - "7.23 + TO?''' 
7 107 = "6.7 + "11.7 - "7.23 + - "07' (OS) 
3 «F8 = Q3.9 + "3.10 (»9) 
3-9 HDC s .3Q3 g (DIO) 
9 D07 2 q, , - q, 1, + TDg'-l CDU) 
9 109 = Q3 g - Qg 10 + TDgt-1 - TDgt (D12) 
10 110 = Qg 10 + Q3 10 . Qio (D13) 
°21 ^  ^10.11 " ^ 11.7 " ^ 11.12 (^^4) 
^11.12 " ^12.22 " ^12.23 
22 0,2 Z .83Qi2 22 + .83Qg g, (D16) 
^23 ^ *^^^12.23 '®^^7.23 *®^^6.23 (D17) 
^See Figure D.l. 
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The Simplex Format of the Linear Programming Model 
The simplex format of the linear programming model is given in Table 
D.l. Each equation in the previous paragraph is expressed as a row in 
the simplex table. Table D.l. is a detailed notation of one segment 
(i.e., one period) out of the multi-period linear programming model 
formulated in Chapter III Equations 3.1 and 3.2. 
TABLE D.l. A segment of the simplex table for the linear programming model 
Activities 
Constraints 1 2 3 4 5 6 7 8 9 10 11 
No. Level Sign g Q8.4 Q4.5 Q5.6 ^ 6.22 ^6.23 ^ 6.7 ^ 2.9 ^ 3.10 ^ 9.10 
1 CFl s 1 1 
2 D08 1 -1 
3 0 = 1 -1 
4 0 = 1 -1 
5 
"24 
.95b -1 
6 0 = .90 -1 -1 -1 
7 DO 9 1 
8 0 = 1 
9 HF8 1 
10 HOC .3 
11 D07 1 
12 0 = 1 
13 0 = 
14 
"21 
15 0 = 
16 
^^22 .83^ 
17 
°23 .83^ 
^When t = 5, a = 1$; otherwise, a = 0. 
^Canal efficiency coefficient. Source: U.S. Dept. Int. [1961b, 
p. 56]. 
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Activities 
12 13 14 15 16 17 18 19 20 21 22 23 
^10.11 ^ 11.7 ^ 11.12 ^ 12.23 ^ 12.22 ^ 7.23 ^°3 ^°3 ^^7 ^^7 ^^9 
-a — cL 
1 
1 -1 
- 1  
-1 -1 
1 -1 -1 
.83% 
.83 
1 
1 
.83 
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APPENDIX E. DETAILED DESCRIPTION OF THE COMPUTATIONS 
PRESENTED IN FIGURE 6.2 PARTS III, VI AND IX 
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The objective of this appendix is to provide the reader with a 
detailed verbal explanation about calculation procedures indicated in 
Parts (III), (VI) and (IX) of Figure 3.2.^ It is strongly recommended 
that the reader follow Figure 3.2 while reading this appendix. 
Part (III). First Period Calculation 
1. Predict the yearly flow: April 1 snow data serves as a basis 
for flow predictions. The snow data, the same as stream flows (see 
Table 2.2), are divided into four weather conditions; very good, good, 
bad and poor. The calculations are as follows: 
a. Sample Cottonwood Creek snow data (SNW.Cot) from the relevant 
2 
range 
b. Estimate snow data for Huntington Creek 
SNW.Hun = 7.666 + 1.083 SNW.Cot 
c. Estimate the annual flow for the two creeks 
Cot flow = -3.979 + 3.922 SNW.Cot 
Hunt flow = -21.946 + 3.030 SNW.Hun 
2. Calculate the monthly flow: The past average flows, which are 
used to determine the percentage monthly flow distribution, are presented 
in Table E.1. 
^The following abbreviations will be used in this appendix: 
SNW—water content of the snow pack 
Cot—Cottonwood Creek 
Hun—Huntington Creek 
2 This could be done in two ways, either to sample a number out of 
random Gamma sample or to take the expected value of the interval. 
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TABLE E.l. Percentage April-October flow distribution 
Month Cottonwood 
% 
Huntington 
% 
April 6.8 10.1 
May 34.9 40.1 
June 37.8 29.3 
July 10.8 9.6 
August 4.5 4.0 
September 2.9 3.4 
October 2.4 3.9 
Total 100.0 100.0 
Based on Table E.l, the monthly flows are calculated as follows: 
Cot April flow = Cot flow x 6,8 
Cot May flow = Cot flow x 34.9, etc. 
3, 4. Calculate primary water rights and expected project water : 
The primary water rights for each month are defined in terms of maximum 
monthly discharge (see paragraph about water rights). Any quantity of 
water that exceeds the maximum available discharge is regarded as project 
water. The distinction between project water and primary water rights is 
shown in Figure E.l. 
5. Check for flood control: The expected project water for April 
and May should not exceed the storage capacity by more than 20,000 acre-
feet. If the expected flow exceeds this limit, releases should be made. 
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30 
Average 
monthly 
flow i] 
A.F.-IO-
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^he solid line represents natural streamflow in Cottonwood Creek. 
^The dashed line is the maximum monthly discharge. 
Figure E.l. Average yield of project water in Joes Valley Reservoir 
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Part (VI). Second Period Calculations 
1. Calculate utilized water rights and project water inventory: 
April-May stream flows are generated in Part V.^ The allocation of those 
flows to primary water rights and project water is done according to the 
allocation rule illustrated in Figure E.l. The evaporation losses in 
Joes Valley Reservoir are expressed as a linear function of the quantity 
of active water in the reservoir. The evaporation rates given by Jenson 
[1971, Table 54, p. 205] are as follows: 
November-March 0.28% of the irrigation storage 
April-May 0.80% of the irrigation storage 
June-October 2.79% of the irrigation storage 
Each period adjustment is made to take care in the evaporation losses. 
2. Predict June-October flows: 
Cot June-Oct. flow = -4.181 + 3.707 SNW.Cot - 0.858 April-May flow 
Hun June-Oct. flow = -12.874 + 1.799 SNW.Hun - 0.228 April-May flow 
3. Calculate the monthly flow distribution: Same as in the first 
period, the average past flows are used to determine monthly distribution 
of flow during the period June-October. 
^See statistical analysis (Chapter VII). 
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TABLE E.2. June-October flow distributions 
Month Cottonwood 
% 
Huntington 
% 
June 64.9 58.4 
July , 18.2 9-1 
August 7.7 8.1 
September 5.0 6.7 
October 4.1 7.7 
Total 100.0 100.0 
The monthly flow is calculated from Table E.2 (same as in period 1). 
4, 5. Calculate primary and project water rights: The calculations 
are the same as in Part (III) 3, 4, i.e., according to the distribution 
rule illustrated in Figure E.l. 
6. Check for flood control : The expected project water for June 
and July should not exceed the storage capacity by more than 10,000 acre-
feet. If the expected flow exceeds this limit, releases should be made. 
Part (IX). End of Year Calculations 
1. Calculate June-October utilized water rights and project water 
inventory; The calculation for the June-October period is similar to 
those performed for April-May. 
2. Calculate TOTAL primary water rights use: 
TOTAL = April-May water use + June-October water use 
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C. Calculate total water supplied to the farmers; Find the total 
water quantity of "efficient" water (i.e., the sum of project and 
primary water rights supplied according to the farmers' demand schedule--
for details, see reward function calculations, page 83, Chapter VI 
and Table 8.3). 
4. Look on Jenson's demand function for the value of the annual 
program: Calculate the area under the demand curve at the equilibrium 
S d 
point where q^ = q^ (supply equals demand). 
5. Subtract operation and maintenance cost. 
6. Find end of year storage level: Round the figure of the total 
water stored in the reservoir to the nearest state level. (In this 
step the program moves back to the long-run plan (Figure 5.5) which is 
built from discrete states.) 
7. Look for state value: Look for last year state value. (This 
value of the water carried over in the reservoir for next year's con­
sumption.) 
8. Charge interest : Discount the state value. 
9. Calculate the annual reward. 
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APPENDIX F. STATISTICAL APPENDIX 
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The statistical appendix^ is devoted to the following three calcula­
tions; 
(a) calculation of the expected value for conditional normal 
density function (referred to in page 103) 
(b) calculation of the expected value of conditional GAMMA, den­
sity function (referred to in page 99) 
(c) verification of the fact that the conversion of the difference 
between the total expected reward (v^ ^  ^(n) - v\(n)) calculated by the 
dynamic model is sufficient condition for convergence to optimal station­
ary policy (referred to in page 59) 
The calculation of the conditional expected value of a normal dis-
2 tribut ion (referred to in page 103) with mean zero and variance 0" is; 
Calculation of the Expected Value for Conditional 
Normal Density Function 
4(A) 
^The author is thankful to Dr. H. T. David for his help in develop­
ing this appendix. 
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Since the denominator is equal to the distribution function, the value of 
$ (A) is available in standard tables the numerator is calculated as 
follows : 
.00 
„ 00 
J • 
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Vz 
when 0(A) is the density function at point A (which is also available in 
standard tables). 
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Calculations of the Expected Value of Conditioned 
Gamma Density l'uneti on 
The calculation of condition expected value of Gamma distribution 
referred to in page 99 is based on the following; 
J 
•B 
X f(x)  dx ^  
;  f(x)  = e ^ 
T(a) p'' J f(x)  dx 
1 
r(a) (3 a 
X* e P dx 1 
rw (3 
-  (pyj* e"^ p dy 
r B 
r(a) P' cy 
x«,« P dx 
,-.B 
P 
(py)* ^ e  y P dy 
4 
P 
T(a) p a 
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B B 
P 
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Œ -y j y e dy 
1 a-1 -y , 
rv) • ^ 
_ „ T { a + l )  
= P 
T(a) 
£ 
± 
1 y* e-y dy 
r ( *+1)  
B 
'p 
1 ûf - 1 -y _ 
1 , 2  
F(B/p;  çy + l )  -  F(A/P;  0- + 1)  ^  p 1 -  F(iV/3;  ^  + D 
F(B/p;  a)  -  F(A/p;  a)  1 -  F(A/p;  a)  
Function for the last interval 
As referred in page 99 the Gamma was fitted to the range 0 to 26 
where 43 out of 44 observations come from. As the reader might recall 
that we have one observation of 37.8. This observation was considered, 
and the individual mean is taken as the weighted average (weights 
2 
The value of F(B/p;a) is obtained by subroutine MDGAM referred to 
in Chapter VII. 
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proportional to 43/44 and 1/44)^ of 
(1) the unweighted ?((%; P) mean of the interval 22 to + œ 
(2) the outlier value 37.8 
(1 - F(22/3; a + l)(fr) + 37.8(^) 
E(u) = ^ i — 
^(1 - F(22/p;a ) + ^  
The Conversion of v^ ^  ^(n) - v^(n) is a Sufficient 
Condition for Convergence to Optimal Stationary Policy 
Verifying the above statement referred to in page 59 is as 
follows; 
For the difference to have "settle down" this means that 
v^j(n) - v\(n), (j > i), tend to A which is just as to say that 
Vj(n) - v^(n) = v\(n) + A when A is a constant. 
These relationships can be expressed as follows: 
1 ,3 
^ times the probability. 
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(n) = Vj (n) 
(n) = Vj (n) + 
when 
lim[vj^(n) - (n)] = 
n-> CO 
Referring to equation 5.12 it follows that policy amounts to com­
parison of expressions of the following types 
1 N 
9: + P S p [ V (n)] 
j = l •' ^ 
2 2 q.- + P s p C V (n)] 
j=l ^ J 
when the second element in each expression is the same as A, above. 1 
Then the following relation holds: 
N N 
q. + P 2 p.. C V. (n)] > q. + p 2 p..[v. (n)] 
• j = l J 
N 
/ 
2.  ! !  2  q. + P s P [ V (n) + A ] > q 6 S p,.[ v 
j = l J J j = l •' 
(n) + A.] 
N N 2 _ ^  2  
+ p[ S p V (n)+ S p A 3 > q. PC 2 p. . v (n) + 2 p A ] 
j = l ^ j = l J J j = l ^ ^ ^ 
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N 1 N , 2 . 2 q. I (J V, (n) D p.. t p.. A. > q, 4 () v (n) p.. + p.. A. 
' j.l 'J j-U 'J J ' ' j.l 'J j.l 'J J 
Since S p.. = 1 
j  = l  ij 
N 
'i " jfi "ij Aj ^ .fj Py 
This shows that the convergence of the difference is caused 
by prior determination of the preferred action. 
