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1. INTRODUCTION 
Consider the linear system 
dX + AX dt = B(X) dw, (1) 
where A is a linear operator generating the strongly continous semigroup U, on 
the separable Hilbert space H, and where w is a Wiener process on the separable 
Hilbert space K with covariance operator W, a positive nuclear operator in 
Z(Lp(K, K), the space of continuous linear mappings of K into itself. B(.) is an 
element of 2’(H, Y(K, H)). We shall also be concerned with mild solutions, i.e., 
solutions of the equation 
X, = .7,X0 + j’ U,,B(X,) dw, . 
0 
For details on Wiener processes and stochastic integrals in Hilbert space, see [l]. 
The question of the asymptotic stability of the second moment of X, has 
received considerable attention in the literature. Willems [2], Brockett and 
Willems [3], and Brockett [4] have given sufficient (and in some cases necessary) 
conditions which guarantee asymptotic stability when the spaces are finite 
dimensional. Wonham [5], Willems and Willems [6], and the author [7, 81 have 
considered a related problem, the stabilization problem, again in finite dimen- 
sion. Recently Ichikawa [9] and Zabczyk [20] have extended these results to 
infinite dimensions. Triggiani and Pritchard [lo] and Datko [ll, 121 have some 
results for the infinite-dimensional nonstochastic problem. 
In Section 2 we study mild solutions. We give conditions for the second 
moment of X, to decay exponentially. Next we attempt to follow Kozin [13, 141, 
who treats the finite-dimensional case, to deduce sample asymptotic stability. 
* Part of this work was presented to the Symposium on Random Vibrations and their 
Stability held at Oberwolfach, West Germany, September 1975. 
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Under either a certain boundedness condition on A, or a diagonalizability 
condition on A plus a restriction on the range of B, we show that the sample 
paths are ultimately exponentially bounded. Then we conclude that the zero 
solution is pathwise asymptotically stable relative to finite-dimensional initial 
conditions. The point is, of course, that we can give conditions for exponential 
stability of the second moment (Theorem 1) so that we can establish asymptotic 
stability almost surely, which is the kind of stability that one likes to have in a 
physical situation. 
In Section 3 we carry out a similar program for strong solutions in the sense of 
Pardoux [15]. Now we no longer require the restrictions on A and B mentioned 
above, and in fact B need no longer be bounded (e.g., B(X) = grad X) but a 
coercivity condition is added. In Section 4 we give three examples. 
We write / x 1 for the Hilbert space norm of x; j B(x)\ for the norm of B(x) in 
Z(H, LZ(K, H)). We write D* for the adjoint of D and tr D for the trace of D. 
The separable process w is defined on a probability space (Q, F, P). E denotes 
expectation. The theory of stochastic integrals in Hilbert space can be found in 
[l, 15, 161. 
2. MILD SOLUTIONS 
We show now that the zero solution of (2) is exponentially asymptotically 
stable in the mean square, and from this fact we deduce that the sample paths 
converge to zero as t - co. If {V,} is a strongly continuous semigroup and if 
B E LY(H, L?(K, H)), it follows by a standard argument (cf. [17, p. 3951) that 
for any initial condition X,, , independent of wt - w, , t > s 3 0, with 
E 1 X0 j2 < co, and for any T < 00 there exists a unique w-adapted solution X, 
of (2) in the space C(0, T; L,(O, H)), where C(0, T; 5’) denotes the Banach space 
of continuous functions mapping [0, T] into the Banach space S. Hence a unique 
solution is defined on [0, co), such that E 1 X, I2 is continuous and for any T < 03, 
To state the first theorem we need two conditions: 
H,: 3c > 0, y > 0 such that 1 U, I < Ce+ vt > 0. 
This exponential stability of the semigroup is equivalent to the requirement 
(cf. [18, p. 991) that for all X > -y 
l(H + 4-l I < C(A + Y)-l. 
H,: ] fz U*J(l) U, dt I < 1, where, for P E LY(H, H), 
(4’) x, Y> = W(x)* PB(Y) WI. 
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THEOREM 1. Assume H, and Ha . There exist positive constants a, 6, such that 
for any solution X, of (2). 
E 1 X, I2 < aE 1 X0 I2 e-bt, t > 0. (3) 
Proof. As in [9, Sect. 31, there exists a unique positive operator Pin Z(H, H) 
such that 
m P= I u*t[I + 4P)l ut 4 0 
E(PXo,Xo)=EJmIXt/2dt. 
0 
Although in [9] H is assumed to be real, the complex case follows similarly. 
The semigroup property now implies that 
It follows that 
E(PX, , X,) = E lrn 1 X, I2 ds. 
t 
$ E(PX, , X,) = -E 1 X, I2 < - [ P 1-l E(PX, , X,) (4) 
and hence 
But from (2) 
E(PX, , X,) < E(PX, , X0) e-tllPI. (5) 
E I Xt I2 < 2E I UJci I2 + 2~3 1s t Ut-J(Z) dw, 1’ 
0 
< 2C2ew2ytE 1X0 I* + 2tr[W] I’ E 1 U,-,B(XJ2 ds. 
0 
(6) 
Now from (4) and (5) 
It E 1 U,-,B(X,)j2 ds < Jot C2e-2”(t-s) 1 B I2 E I X, I2 ds 
0 
= -C2 1 B I2 lo’ e-%‘+*) 1 E(PX, , X,) ds 
< kE(PX, , X0) (e-Yt + e-tllPI), 
where we integrated by parts and then considered the three cases 2y 1 P I > 1, 
2y I P I = 1, and 2y I P I < 1. Combining this inequality with (6) yields (3). 
Theorem 1 is identical to the finite-dimensional result in [6, 71. It is also 
related to the work of Zabczyk, i.e., [20, Theorem 21: both theorems begin with 
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the necessary and sufficient Liapunov function condition given in [20, Theo- 
rem l] and H, is assumed in both cases. To construct the Liapunov function 
we impose the sufficient condition H, . Zabczyk, who is only working with 
systems of Lurie type, i.e., B(x) Cj = bj(ci , x), where (&} is a complete set of 
orthonormal eigenvectors of the covariance operator W, is able to give a necessary 
and sufficient condition such that 
E mIXtl~dt<oo. s 0 
However, the method does not extend beyond Lurie systems. Work similar to 
Zabczyk’s but in finite dimensions can be found in [2]. 
Next we deduce that the sample paths converge to zero almost surely if we 
assume the following condition. 
Ha: (i) {U,} is an analytic semigroup. 
(ii) There exists a function f > 0 such that for all t < co 
I otf(s)z ds < 00 
and for all i, t > 0, x E H, 
We observe that Ha(i) implies 1 AU, I < c/t, but this is not quite H,(ii). 
If however A has a complete set of orthonormal eigenvectors, {&}, and B(x) 
maps onto span {&}br , m < co, for all 3c, then H,(ii) holds. The point is that to 
apply Kozin’s method we must somehow put (2) into the form (1) where the 
stochastic integral is a martingale in t. Hence the assumptions H, and later H, 
are made. 
THEOREM 21. Assume H3 . If X, is a solution of (2) mtisfying (3), then there 
exist a, /3 > 0, T(w) < 00, such that for t > T(w) 
1 X, I2 < LXE / X0 j2 e-Bt, w.p. 1. (7) 
Proof. Set Xt = X, + U,Y, , where Y, is chosen such that X,, + Y, E D(A). 
From Ha and [16, Lemma 2.231 it follows that ji U,-,B(X,) dw, E D(A), hence 
X, E D(A). Again from H, and [16, Proposition 2.13, Definition 2.18, and Lemma 
2.231, we obtain 
9,=X,-S’A~~ds+S’B(X,)dw,. 
0 0 
1 If (U3 is a group satisfying H, and H, for all real t, then the theorem is true without 
Ha. 
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Moreover from H, and (2) it follows for t 3 6 that 
where {pi) is a family of independent Wiener processes such that 
if pi is the eigenvalue corresponding to q$ . 
Now 
xt=xN+(2$-2N) for t > N > 8, 
so that 
But from (8), (3), and H, 
& IS 
Nfl I N+l <N N (uE 1 X0 Iz)l/2 e-bs/2 dsebslz + CE I Y, I e-y3 dsey6 N I 
+ 6(tr wY’2 
EN 
jNNfl (UE 1 X,, 12)1/2 [jsl,fz(s - T) e-b7 drl”’ ds 
< k,{[E 1 x0 I2]1/2 e-bN/2 f E 1 Y,, 1 eMyN}/6N. 
Also from [IS, p. 6], 
Pr 1 N:tu$+, 1 Ji B(X,) dw, 1 > EN/31 < y I B I2 s,“’ aE I X0 I2 eHbs ds 
. 
< k,E I X,, I2 eebN/cN2. 
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It now follows that 
Pr sup 
N<t<N+l 
< k2E 1 x0 1’ ecbN/eN2 + k,((E 1 X0 lz)1’2 e-bN’2 + E j Y,, 1 epyN}/cN 
if cN = {E 1 Y,, 1 + (E / X0 jz)1j2} e-bN/4 where we have assumed without loss of 
generality that 2y > b. The Borel-Cantelli lemma now implies that there is 
N(w) such that if N > N(w), then 
hence 
sup I Xt I2 < edbN12{(E I X0 ]2)1’2 + E 1 Y, I}“; 
N$t(N+l 
sup / Xt I2 < 2erbN12([(E 1X0 12)1/2 + E 1 Y,, iI2 + C2E / Y,, I”} 
N<t<N+1 
and (7) follows since D(A) is dense in H. 
We give now a weaker result which however replaces Ha by another condition. 
H4: A has a complete orthonormal set of eigenvectors {&} with corres- 
ponding eigenvalues Aj where 
We observe that H, implies Hi with y = Re A, . Let 17, be the projection of H 
onto the span of {& , $2 ,..., &}. 
THEOREM 3. Assume H4 . If X, is a solution of (2) satisfying (3), then there 
exist 01, /3 > 0, T,(w) < CO, such that ;f t > T,(w) then for all m 
1 H,X, I2 < olE I X0 I2 e-et, w.p. 1. (9) 
Moreover if &, X,(w) lies in a compact set K(w), then 
‘,‘z X,(w) = 0 w.p.1. (10) -3 
Proof. The proof of (9) is similar to that of (7) but one begins with 
17,x, = ut-NnmxN + f; Ut-JLB(&) dw, . But 1 j; Ut-JTnB(&) &I2 
==Csl exp[-2Re A$] I xi J-L eAiS(B(XJ~j, A> d/4 I2 < expPe 4 I .fk 
uN+l-snm B(XJ dws 12- 
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G 8 tr W emeA, N+l 
CN2 s 
E I U,+,-JLWA” ds 
N 
< 8 tr W e2ReA l N2 
m 1 B I2 aE 1 X0 I2 e-aN I C 12. 
It follows that 
Pr{N2$$+l 1 17,xt 1 > EN} d k,E I xo I2 e-bN/EN2 
.\ 
and the proof is completed as before with an application of the Borel-Cantelli 
lemma. 
Suppose now that (10) fails. Then there is a sequence of times t, t CO and 
6 > 0 such that j Xt,(w)I > 6. Since X, (w) E K(w), then there is a convergent 
subsequence again called X, such tha”t limmem X, (w) = X@(W) exists with 
1 X,Jw)I > 6. However, frog(9) we have that (XWT~), &,J2 < aE 1 X0 I2 e@ 
for t > T,(W), any m < co. Hence (XJw), #m) = 0, i.e., Xm(w) = 0 and a 
contradiction is reached. 
COROLLARY. Assume H4 and (3). If there exists m such that I&B(x) y = 
B(x) y for all x E H, y E K, then (7) holds. 
Proof. This result follows from the above proof since 
xt = ut-NXN + St Ut-JT,,B(Xs) dw, . 
N 
Remark. To complete the pathwise stability analysis one would like to 
deduce that the zero solution is pathwise stable w.p. 1 (hence pathwise asymp- 
totically stable if (7) holds), i.e., for X(0) = x0 nonrandom 
Pr{lim sup sup 1 X, I = 0} = 1. 
SLO IqJ<s t>o 
Unfortunately we cannot quite do this. However, in most physical examples one 
treats finite dimensional initial conditions, so let {&} be uny orthonormal basis 
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of H and write 17m for the projection of H onto the span of {$r ,..., $m}. We let 
X,i be the solution of (2) with Xo2: = I,& . If 
x = 2 xi& E H 
i=l 
and if 
Xt = fJ,x + St Ut-,B(&) dw, 
0 
then 
x, = i xix;. 
i=l 
Assuming the conditions of the corollary to Theorem 3, one can estimate as 
< f Pr [sup ( X,i 1 > -“I 
i=l t>o 
d/27) 
< nk nq2 
( 
7+?). 
Since the events are monotonically decreasing in 7 we have shown that for any 
n<a 
Pr{lim sup(sup 1 Xt I: 1 x0 1 < 7, x0 E L’,H} = 0) = 1. 
TJJ.0 t>o 
If H, holds, this equality is true with t > 0 replaced by t > S > 0, but the 
appropriate sets are monotone in 6, and limn10 supleOl<,, sup,>, I Xt ( = 0 a.e. 
uniformly in 6. Hence stability w.p. 1 again holds. 
3. STRONG SOLUTIONS 
We now develop a similar theory for Eq. (1). To obtain existence of strong 
solutions we restrict ourselves to the case studied in [15]. Hence let V be a dense 
subspace of the real Hilbert space H, and assume that it is a Banach space 
under the norm 11 . Ij . Let V* be its dual with norm denoted by 11 . I/.+ . Then 
VC H C V*, and we assume that the injection is continuous, i.e., ) x / < c /) x /\ 
for x E V. We write (x, y) for x(y) if x E I’*, y E I’. Now we assume that 
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A: V-t V* is a bounded map, with norm 11 A 11 , which is coercive, i.e., 3a: > 0, 
X such that Vx E V, 
<Ax, x> + x I x I2 3 a II x l12. (11) 
B is, as usual, an element of Z(H, Z[K, EI)). Then [15, p. 83, Theorem I.11 tells 
us that for any T < co there is a unique solution 
XEL,(L’ x (0, T); V) nL,(Q; C(0, T; H)). 
Hence we have a solution defined on [0, co). We observe that in [15], B is 
required to be Hilbert-Schmidt but this is because the B there is really BWr/2, 
which is Hilbert-Schmidt if W is nuclear. 
Under the above conditions, --A generates a strongly continuous semigroup 
and the strong solution is also a mild solution. Hence if we assume H, and Ha 
then according to Theorem 1 
E 1 Xt j2 ,< aE I X,, I2 rbt. w 
There is one condition, stronger than H, and H, , which together with the 
stochastic energy equality implies (12) directly. This condition is 
%2: 3 Y > 0 s.t. VXEV 
2(& x> 2 v I x I2 + (d(I) ,x 4. 
Lemma 1 tells us that in fact the solution lies in L,(sZ x (0, co); V) n 
&(Q; qo, a; ff)). 
LEMMA 1. Assume (12). There exists K, < co such that 
E’( SUP I & I”> < KoE I Xo 12. 
ogt<m 
(13) 
Proof. From the energy equality [15, p. 57, Theorem 3.11, 
I Xt I2 = I Xo I2 - 2 St (AX,, 4) ds 
0 
+ 2 s’ Vs , B(X) dw.s) + j-’ (44 Xs , Xs) ds 
0 0 
< I Xo I2 + (2h -t I W)l) .T,t I X, I2 ds + 2 It Gfs 3 WC) dw,). 
Hence 
(14) 
E SUP l-W2<EIXo12+(2~+ I~(~)l)~TWG12ds 
O<t<T 0 
+ ‘Eo;~T j Jot (4 , W’J dw.2 1. 
,. 
(15) 
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But according to [15, p. 6, Theorem 1.31, 
< 3ZE{ sup 1 Xt I”} + 31-l 1’ E@(l) X, , X,) ds. 
o<tq 0 
If we take 2 = Q and substitute into (15) we obtain after using (12), 
E sup j Xt I2 < 2E 1 X0 I2 + (4X + 38 1 O(l)\) aZrlE ) X0 I2 (1 - eebT) 
o<tg 
< (2 + ab-l(4X + 38 I A(l) E I X, 12. 
We can now obtain the pathwise exponential bound for strong solutions 
without further assumptions. 
THEOREM 4. Assume (11). If X, is a solution of (1) satisjying (12), then 
there exist constants a, /I > 0, T(w) < 00 such that fog t > T(w) 
j X, I2 < olE 1 X0 I2 e-Bt w.p. 1. 
Proof. From (14) it follows that for t > N 
IX,12=lX,12--~~(AX,,X,)d~ 
+ 2 j” (A , &XJ dw,) + jt (41) Xs > -%I ds 
N N 
< I XN I2 + (2h + 1 A(l j; 1 xs 1' ds + 2 j;(& 3 B(Xs) dws). 
Hence 
Pr 
I sup N(t<N+l 
1 xt 1 3 cN/ 
d Pr{l XN I2 > cN2/3) + Pr 
IS 
N+l 
I Xt I2 dt > •,~/3(2X + I N)I)j (17) 
N 
+ Pr 1 sup jt Ws , Wk) dw,) I b EN’/~/ . 
N<t<N+l N 
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Now from (16) (13), and (12), 
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< 6~;;~ 
! 
E sup 
N<t<N+l 
< 18<,%,1’2E ( x0 I2 ( Ll(Ip2 a1’2e-bN’2 
< k,E 1 X0 I2 embNi2/eN2. 
The proof can be completed as for Theorem 2. The remark at the end of 
Section 2 also applies here so that we have asymptotic stability relative to finite- 
dimensional initial conditions. 
Let us now relax our conditions on B, i.e., B will only be required to lie in 
6p(V, =S?(K, H)), but the coercivity (11) is strengthened to 
2<Ax, x> + h I x I2 2 Q II x II2 + W) % x>. (18) 
Moreover for P E S?(H, H), d(P) E S(V, V*) is defined by 
(W’) x, Y> = WW* WY) WI, X,YE v. 
According to [15, p. 105, Theorem 3.11, a unique solution exists in 
L,(Q x (0, 7’); V) n L,(Q; C(0, T; H)). We write 11 B 11 for the norm of B in 
U( V, $P(K, H)). Next we must ensure that H, has a meaning. Under (11) (or 
(18)) Ut maps H into I’ such that there is a constant C, satisfying 
s 
co I/ U,x II2 e-2dt dt < CO / x I2 VXEE 
0 
cf. [19, Chap. IV, Theorem 1.11. Hence for T < co 
1 j’ U*tW) Ut dt 1 ,< SUP II Wll J= II Utx /I2 dt -c ~0. 
0 IZj=l 0 
Hence Ha holds for example if /\ = 0 and if tr [I4’j /I B /I2 Co < 1. In fact if 
h = 0, then (18) implies H,, and hence (12) holds directly again. 
Theorem 5 gives the bound (12) for the case X > 0. 
THEOREM 5. Assume HI and H, . There exist positive constants a, b such 
that for any solution Xt of (1) 
E 1 X, I2 < aE ] X0 I2 e-bt, t > 0. 
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Proof. Our proof parallels that of Theorem 1. P can be defined as 
P = Em,,, P”, where 
0 < P1 = j-m U”,Ut dt E Z’(H, H) 
0 
and 
with 
P”fl = Pl + T(P”) 
T(Q) = j-u U*tA(Q) Ut dt 
0 
for Q E LZ’(H, H). Moreover, T(Q) >, 0 if Q 3 0 so that P” 7. 
In addition for Q >, 0 
I T(Q)1 = sup j-= (u*tA(Q) UP, x) dt 
1x1=1 0 
= sup 
s 
OD tr[B( U,x)* QB( U,x) W] dt 
1x1=1 0 
G IQ I I WI . 
According to H, , / T(I)\ < 1 so that P = lim,,, Pn exists, and 
or 
P= 
s 
m U*, [I + A(P)] U, dt 
0 
-2(PAx, x) + (A(P) x, x) + 1 x I2 = 0 
for all x E D(A) = A-lH, a subset of V dense in H. 
As before it follows for X0 E D(A), that 
E(PX, , X,) = E(PX, , X,) - s” E 1 X, I2 dr, t>,s>o. (19) s 
Moreover the energy equality, (14), and (18) yield 
E 1 X, I2 < E / X, I2 + h St E 1 X, I2 d7 - a St E (1 X, lj2 dr. (20) s s 
Set 71~ = /\E(PX, , X,) + E / X, 12. From (19) and (20) we obtain 
?t 1 rls - 01 < s t E II X II2 dT s 
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because E 11 X7 II2 > C-2E 1 X, I2 > c-277(1 + h 1 P I)-‘. It follows that 
and 
&t 
dt < -akorlt = -vrlt , 
rlt < 70e-“t, (21) 
Now using the fact that X, also satisfies (2), we deduce 
and 
E I X, I2 < 2e-ytE ( X0 I2 + 2E / Jot U,-,B(X,) dw, I2 
E ( Iot U&W) dw, 1’ < tr[W] St E I Cl-,B(X,)12 ds 
0 
< tr[W] C2 // B /I2 Lt e-2Y(t-S)E /IX, iI2 ds 
< k4eekzt 
if (21) and (22) are applied; cf. Theorem 1. Hence 
E 1 Xt I2 ,< aE j X0 I2 e-bt 
if X0 E D(A) w.p. 1. But since D(A) is dense in H the result holds for all X0 . 
Now the proofs of Lemma 1 and Theorem 4 go through with (14) and (16) 
changed to 
I Xt I2 ,< I Xo I2 + h j-” I & I2 ds 4 2 j-” (&, B(XJ dw,), 
0 0 
(14’) 
2E o;> j lot (Xs 7 B dws) / <.E{sup IXtl”]+ lgj%~(~)X,,X,)d~ 
1. O<t<T 0 
d WI sup I Xt I21 + kE I Xo 12, (16’) 
O<tQ 
where we used (21) together with 
E(W) X, , X,> = E tr[B(-%)* B(X,) WI 
G W+‘l II B II2 E II & II2 
< ---cl tr[ZVj 11 B /I2 1 
bv (22). Hence we have 
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THEOREM 6. Assume (18) eoith B E 6p( V; S(K, H)). If X, is a solution of 
(1) sutisfying (12), then there exist constants a, p > 0, T(w) < CO, such that for 
t > T(w), 
1 X, I2 < LYE j X0 \* e@ w.p. 1. 
Again we remark that we now have pathwise asymptotic stability relative to 
finite dimensional initial conditions. 
4. EXAMPLES 
Consider a one-dimensional rod of length n whose ends are maintained at 
0” and whose sides are insulated. Assume that there is an exothermic reaction 
taking place inside the rod with heat being produced proportionally to the 
temperature. The temperature in the rod may be modeled to satisfy 
ax a2x -=- 
at ay2 + rXy T>O, O<y<n, 
X(t, 0) = X(t, Tr) = 0, 
X(07 Y> = X0(Y), 
where r depends on the rate of reaction. If we assume r = r0 , a constant, then 
we can solve 
X(t, y) = f a,e-(nz--70)t sin ny, 
where x,,(y) = Cz=‘=, a  sin ny. Hence we obtain asymptotic stability if n2 > r0 
for all n, i.e., if r0 < 1. This is condition H, . 
Suppose now that r is random, and assume it is modeled as r = r0 + rrw, so 
that (23) becomes 
dX=(+-+/,)xdt+ r,X dw, (24) 
where w is a one-dimensional Wiener process. We put this into our formulation 
by setting K = R1, H =&[O, n], -A = P/ayz + r,, , B(X) = r,X. Now d(P) 
can be shown to be rr2P so that H, becomes r12 < 2(1 - ro). This is exactly 
HI,. Hence if the unperturbed system is very stable, i.e., r,, < 1, then the 
perturbations (i.e., rr) can be fairly large and according to Theorem 1 we still 
have E 1 X, I2 < UE 1 X0 I2 e@. 
Condition H, is not met (but H, is); however, we can apply the theory of 
strong solutions. We set 
V= W1*2=H1 0 0, {Au, v) = Jon (g $ - rouv> dy. 
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Then (Au, U) = I] u ]I2 - r,, 1 u I2 so 01 = 1 and X = ra in (11). The conclusion 
is that if t > T(w) then 
I X, I2 < orE I X0 I2 e-Bt w.p. 1. 
For the next example we suppose that Eq. (24) is replaced by 
dX = 
( 
$-+r,;)Xdt+r,gdw, (25) 
i.e., we are observing heat diffusion in a rod relative to an origin moving with 
velocity r0 + r,ti. Take K, H, and V as before. Then 
so that (18) becomes 
2 II 24 II2 + h I 24 I2 >, 01 IIu II2 + q2 II u l!2. 
This inequality is satisfied if h = 0 and 01 = 2 - rr2, rrs < 2. Since X = 0 then 
H,, holds, and consequently for arbitrary r,, and for r12 < 2, pathwise asymp- 
totic stability relative to finite-dimensional initial conditions follows with 
I Xt I2 < arE I X0 I2 e-et, w.p. 1. 
The last example (also treated in [20]) d ea s 1 with delay systems of the form 
dxt + s a diV(s) xt+s dt = B(x,) dw, , Xt = 0, t <o, -h 
where xt E R” and N( .) is a left-continuous function of bounded variation defined 
on [--h, 0] into the space of 12 x n matrices. Let H = Rn x 15,(--h, 0; Rn) and 
let D(A) = PP7(-h, 0; Rn). Then D(A) can be embedded in H as D(A) - 
{(f(O),f(.)) E H: f~ IVrs2(--h, 0; R”)} and moreover D(A) is dense in H. Note 
of course that ‘j E D(A) is continuous. We write f for its generalized derivative, 
and define 
Af = (s_“, dnr,fs 9 --.I?*)) . 
We shall assume that -A generates a strongly continuous semigroup {U,} in 
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H; cf. [21] for examples. Now if we set 9 = (x(t), x(t + .)) E H, B(xt) w = 
(B(x,) w, 0), then (26) implies 
NOW Hi becomes 
dxt + Axt dt = B(xt) dw, . 
sup /Re A: det (J:h eAsdNS + XI = 0 <O. ) 1 (27) 
To compute H, let us be more specific and assume K = RP, B(x) w = 
XT-, Bjx wi where Bj is an n x n matrix. Then 
and Ha becomes 
(44 x, x> = (gl B*jBix, x) 
sup SC 
m ’ j Bjy(t;f)12 dt < 1, 
If\=1 0 j=l 
(28) 
where y(t;f) is the solution at time t of 
% + dNSxt+, = 0, t>O 
with y(t;f) =f(t) for t & 0, f E D(A). 
Continuing now we note that A is not usually coercive, and moreover Ha and 
H, are not satisfied. However, Theorem 1 gives the exponential decay of the 
second moment, and (26) is actually a finite dimensional equation, i.e., x(t) E Rn. 
Hence we can proceed as in the proof of Theorem 2 to estimate 
Now we assume that H = R” x L, where either L, is taken under the 
measure d ] NI ] , or L, is taken under the usual Lebesgue measure and 
dlv, = [il c&(s) + n(s)] ds, 
where S,,(S) is the delta function at si , z and J”yh 1 n(s)12 ds < co. In either case 
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so that sample paths are asymptotic to 0, w.p. 1. Moreover since x E Rn, asymp- 
totic stability w.p. 1 follows as in Section 2. 
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