A detailed probabilistic analysis is given of algorithms for the Dutch national flag problem. We derive central and local limit theorems for the cost, as well as probabilities of large deviations. Performance of a related algorithm is also studied.
Introduction
Given an n-element array of three colors, say red, white, and blue, the Dutch national flag (DNF) problem consists in rearranging the colors according to the order of the colors of the Dutch national flag (red followed by white followed by blue). The original problem was further restricted by allowing the inspection of the color of each element once and the aim is to minimize the number of swaps used to rearrange the elements.
The DNF problem was first considered by Feijen; see [5] and [12, p. 636 ]. Dijkstra [5, Chapter 14] introduced the problem as an example of refinement techniques for programming and gave two expected linear-time solutions. Meyer [15] suggested a more efficient algorithm by avoiding the exchange of uninspected elements. McMaster [14] presented an analysis of the expected number of swaps required by three algorithms for the DNF problem (two Dijkstras' and Meyer's). Bitner [4] proposed an asymptotically optimal algorithm at the expense of increasing the space required. His algorithm seems too complicated for practical implementation and for analysis in distribution. Here we concentrate on the stochastic behaviors of Dijkstra's and Meyer's algorithms, including central and local limit theorems and large deviations.
The DNF algorithm is essentially the partition procedure of quicksort or quickselect (cf. [2] , [3] , [10] , [12, §5.2.2-41], [17, Chapter 7] , and [18] ) and can be used for at least two purposes:
1. quicksort with equal keys: pick one key, say x at random and split the elements into three parts ('< x'-part,'= x'-part and '> x'-part), each part corresponding to one color in the DNF problem; see [3] and the references therein for more details on quicksort with equal keys;
2. ternary search trees: pick two distinct keys, say x and y, x < y at random and split the elements into three parts ('< x'-part, '> x, < y'-part and '> y'-part); see [13] for more information on m-ary search trees.
On the other hand, the DNF problem was also used to illustrate the success of the interactive programming system concerning symbolic execution and context handling [1] . Thus the DNF problem is a prototype problem.
In this paper, we give a detailed analysis of the stochastic behaviors of the three algorithms for the DNF problem (Dijkstra's, Meyer's, and a new variant) by considering their corresponding probability generating function under a uniform probability model. First, we start our analysis from studying an algorithm for two colors; the problem is simpler but the results as well as the proofs are very similar to the case of three colors. The probabilistic analysis of the Dijkstra's and Meyer's algorithms for the DNF problem is then given in Sections 3 and 4. In the last section, we study a new algorithm and give a brief comparison for the three algorithms analyzed in this paper. Our results show that DNF problem is a prototype problem, not only in algorithm designs (as previous authors have indicated), but also in algorithmic analysis. This is because the analytic tools we use for the DNF problems are also suitable for other problems.
A two-color algorithm
We consider in this section the flag-color rearranging problem with only two colors involved, say red and white (Monacan or Polish national flag problem?). Although it is also natural to consider the N-color generalization of the DNF problem, N ≥ 4, for practical implementations, multi-way comparison has to be reduced to binary (or ternary) comparisons in most programming languages. Thus we focus on the simple cases of two and three colors.
Description of algorithm
For the two-color problem, one can easily come up with the following simple algorithm, which is shown to be optimal in terms of average number of swaps; see [14] . The two indices r and w keep track of the red and white block boundaries, respectively. First, we scan from the left end of the array by incrementing r until we find a white element, and we scan from the right end of the array by decrementing w until we find a red element. We then exchange the two elements. Continuing this way until r and w meet. Note that the scanning process is the same as that of the partition procedure of quicksort or quickselect; see [17] .
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Recurrence for the number of swaps
In the following discussions, we assume that all 2 n possible configurations of red and white colors are equally likely. Let ξ n denote the number of swaps used by algorithm TWO COLOR when given a random configuration of red and white pebbles.
Proof. A swap occurs when the pointer r stops at a white element and the pointer w stops at a red element. Then we have
Pr{skip r red elements}
Replacing n − j − 2 by j yields (1).
Proof. Consider the bivariate generation function F (z, y) := ∑ j≥0 F n (y)z n . We have
where [z n ] f (z) represents the coefficients of z n in the Taylor expansion of f (z). It follows that
This completes the proof. In general, if the probability of occurrence of a red element is p and that of white is q, where p + q = 1, then the corresponding recurrence for the probability generating function f n (y) can expressed as
By a similar proof to Lemma 2, we obtain
Distribution of the number of swaps
Denote the mean of ξ n by
This was first derived in [14] . For the second factorial moment V n := E(ξ n (ξ n − 1)) = F n (1) of ξ n , we have V 0 = V 1 = 0 and again, by (2),
It follows, by Var(ξ n ) = V n + M n − M n 2 , that the variance satisfies
Let Φ(x) debote the standard normal distribution: 
The tail probabilities satisfy the estimates
where 0 < α < 1/4, and
Proof. . Then the maximum of η(y) occurs when y = y * = 2(ln(1
The left tail is similarly estimated.
It is interesting to note that while the distribution of ξ n is asymptotically normal, the limit distribution for the number of swaps (or key exchanges) used by the quicksort partition procedure is not normal but a beta distribution (see [9] ). The difference lies in the probability models, although both algorithms are almost the same.
Dijkstra's three-color algorithm
Now we consider the original DNF problem. Dijkstra's algorithm is described as follows. It is clear that a swap occurs when A[w] is red or blue. For our analysis, assume that all 3 n possible three-color patterns are equally likely. We derive as in the proof of Theorem 1 the following recurrence for the probability generating function of X n , the number of swaps used by algorithm THREE COLOR 1.
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Lemma 3. Let G n (y) := E(y X n ). Then G n (y) satisfies the recurrence
Solving the simple recurrence of G n (y), we obtain G n (y) = 2y + 1 3 n ; so that X n follows a binomial distribution with p = 2/3.
Theorem 2. The number of swaps X n used by algorithm THREE COLOR 1 satisfies the following asymptotic estimates. (i) Central limit theorem sup
−∞<x<∞
(ii) Local limit theorem
(iii) Large deviations: The tail probabilities are described by the estimates
where 0 < α < 1/3, and
Meyer's three-color algorithm
We consider in this section Meyer's algorithm [15] , which can be described via a divide-and-conquer manner as follows. Note that the above algorithm is similar to algorithm THREE COLOR 1 except that it skips all consecutive red elements to the right of r. This results in an expected saving of about n/9 swaps.
Recurrence for the number of swaps
Assume that all 3 n pebble configurations are equally likely. Let Y n denote the number of swaps used by algorithm THREE COLOR 2.
Lemma 4. Let H n (y) := E(y Y n ). Then H n (y) satisfies the recurrence
with H 0 (y) = 1 and H 1 (y) = 2+y 3 . Proof. Let h n (y) be the number of swaps used by algorithm THREE COLOR 2 when A[w] is known to be red. Then
where
It follows that
By plugging the solution into (4), we obtain (3).
It follows that the mean is given by E(Y n ) = H n (1) = 5n/9 − 2/9 and the variance by Var(Y n ) = 2n/9 + 8/81. Note that E(Y n ) is not identical to the corresponding result in [14] because the initial conditions are different.
Distribution of the number of swaps
Since the distribution of Y n is no more binomial, we need other tools for its probabilistic behaviors. We give two useful lemmas for deriving central and local limit theorems for the number of swaps used by Meyer's algorithm. Both lemmas (quasi-power approximation) are rewritten from Hwang [7, 8] and can also be applied to many other structures (the term "quasi-power approximation" being due to Philippe Flajolet). In particular, they can alsu be used to derive the central and local limit theorems in Theorems 1 and 2.
Let {Ω n } n≥1 be a sequences of integer random variables. Suppose that the moment generating function of Ω n satisfies the asymptotic expression
the O-term being uniform for |s| ≤ ρ, s ∈ C, ρ > 0, where 1. u(s) and v(s) analytic for |s| ≤ ρ and independent of n; u (0) = 0;
Lemma 6 (Hwang [7] ). The distribution of {Ω n } n≥1 is asymptotically normal
Lemma 7 (Hwang [8]).
Suppose that the characteristic functions cm n (s) satisfy the additional regularity condition: there exist constants 0 < ε ≤ ρ and c = c(ε, r) > 0, where ε > 0 may be taken arbitrarily small but fixed, such that
uniformly for ε ≤ |t| ≤ π, as n → ∞. Then 
(iii) Large deviation: The tail probabilities are described by the estimates
where 0 < α < 4/9, and J 3 (α) = α + The central limit theorem then follows from applying Lemma 6. For the local limit theorem, we use the following numeric estimates to check the additional condition (5):
|1/3 + e it /6 − 4e it + 5e 2it /6| ≤ 0.6, |1/3 + e it /6 + 4e it + 5e 2it /6| ≤ 0.98, for 0.5 ≤ |t| ≤ π, implying that
Applying Lemma 7 yields
uniformly for x = o(n 1/6 ). This implies (6) . The large deviations follow the same arguments used in Theorem 1. Note that although the mean of X n and that of Y n are different, their variances are asymptotically the same.
Remarks
Inspired by the expected optimality of the TWO COLOR algorithm [4] , we can devise a two-pass two-color algorithm for the DNF problem. In this version, pebbles may need to be inspected for more than once, but this does not increase much the total cost since the major cost measure is the number of swaps used. Such a version was also discussed for quicksort with equal keys in [16] .
The two-pass two-color algorithm proceeds as follows. First, separate red and nonred elements (i.e. white/blue) into two groups. This can be done by scanning the pebbles from left to right, stopping at nonred elements, and from right to left, stopping at red elements; then, after the two pointers meet, we partition the nonred group into white and blue two subgroups using the same procedure.
Assuming again that all 3 n possible configurations are equally likely. Let Z n be the number of swaps used by the algorithm and L n (y) := E(y Z n ). Then asymptotically optimal value n/3, proved in [4] , among known practical DNF algorithms. Figure 1 shows the histograms of three DNF algorithms for n = 100. Monte-Carlo simulations of the three algorithms reveal that the two-pass two-color algorithm is the fastest among the three algorithms. This indicates that swaps are the most expensive parts in the DNF algorithms. Also we observed that the overall performance of Dijstra's algorithm is slightly better than that of Meyer's although Dijkstra's algorithm requires more swap operations. This illustrates well the rule that keep it simple to make it faster [11, p. 133]: tuning is not likely to significantly make fundamental improvements; conversely, it may cost more.
