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Investigation of rarefied supersonic flows into rectangular nanochannels
using a three-dimensional direct simulation Monte Carlo method
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Worcester, Massachusetts 01609, USA
Received 18 March 2009; accepted 4 November 2009; published online 17 March 2010
The rarefied flow of nitrogen with speed ratio mean speed over most probable speed of S
=2,5 ,10, pressure of 10.132 kPa into rectangular nanochannels with height of 100, 500, and
1000 nm is investigated using a three-dimensional, unstructured, direct simulation Monte Carlo
method. The parametric computational investigation considers rarefaction effects with Knudsen
number Kn=0.481,0.962,4.81, geometric effects with nanochannel aspect ratios of L /H from
AR=1,10,100, and back-pressure effects with imposed pressures from 0 to 200 kPa. The
computational domain features a buffer region upstream of the inlet and the nanochannel walls are
assumed to be diffusively reflecting at the free stream temperature of 273 K. The flow analysis is
based on the phase space distributions while macroscopic flow variables sampled in cells along the
centerline are used to corroborate the microscopic analysis. The phase-space distributions show the
formation of a disturbance region ahead of the inlet due to slow particles backstreaming through the
inlet and the formation of a density enhancement with its maximum inside the nanochannel. Velocity
phase-space distributions show a low-speed particle population generated inside the nanochannel
due to wall collisions which is superimposed with the free stream high-speed population. The mean
velocity decreases, while the number density increases in the buffer region. The translational
temperature increases in the buffer region and reaches its maximum near the inlet. For AR
=10,100 nanochannels the gas reaches near equilibrium with the wall temperature. The heat transfer
rate is largest near the inlet region where nonequilibrium effects are dominant. For Kn
=0.481,0.962,4.81, vacuum back pressure, and AR=1, the nanoflow is supersonic throughout the
nanochannel, while for AR=10,100, the nanoflow is subsonic at the inlet and becomes sonic at the
outlet. For Kn=0.962, AR=1, and imposed back pressure of 120 and 200 kPa, the nanoflow
becomes subsonic at the outlet. For Kn=0.962 and AR=10, the outlet pressure nearly matches the
imposed back pressure with the nanoflow becoming sonic at 40 kPa and subsonic at 100 kPa. Heat
transfer rates at the inlet and mass flow rates at the outlet are in good agreement with those obtained
from theoretical free-molecular models. The flows in these nanochannels share qualitatively
characteristics found in microflows and continuum compressible flows in channels with friction and
heat loss. © 2010 American Institute of Physics. doi:10.1063/1.3302805
I. INTRODUCTION
Gas flows in microscale channels have been studied ex-
tensively due to their relevance to micromachined and mi-
croelectromechanical systems MEMS devices or sensors.
In the case of continuum and slip flow regimes characterized
by the inlet Knudsen number based on the height H of the
microchannel Kn= /H, analysis and simulations are usu-
ally carried out with Navier–Stokes type of solvers. In the
case of transitional and free-molecular regimes Kn
0.01, analysis and simulations are carried out with Boltz-
mann solvers, most often based on the direct simulation
Monte Carlo DSMC method. The DSMC in its various
forms has undergone various algorithmic improvements1
since its introduction2 and has become the primary method
for simulating gaseous flows in microdomains.3,4 While there
is a large number of investigations covering subsonic flows
in microchannels, there is a smaller number covering super-
sonic microflows and very few investigations cover the sub-
micron regime. The goal of this paper is to provide a com-
prehensive insight on the physical aspects of supersonic
flows in nanoscale rectangular channels that fall in the tran-
sitional to free-molecular regimes. The simulations are per-
formed with a three-dimensional, unstructured, DSMC
U3DSMC code and this paper addresses also the pertinent
computational aspects of the U3DSMC implementation.
A. DSMC computation of rarefied supersonic
microflows
Rarefied supersonic flows through channels and tubes
have been studied analytically5 and computationally using
DSMC due to its importance in many technical
applications.6–8 For microchannels the two-dimensional 2D
DSMC simulations so far have addressed Knudsen numbers
in the range of 0.0046–0.744 covering the slip and transi-
tional regimes for nitrogen and helium gases.9–13 Microchan-
aAuthor to whom correspondence should be addressed. Electronic mail:
gatsonis@wpi.edu.
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nels considered in these investigations have fully diffuse
walls and heights in the range of 0.1–2.4 m with aspect
ratios ARs in the range of 2.5–5. In Mavriplis et al.10 and
Oh et al.9 the wall temperature was specified to be equal to
the free stream. In Liou and Fang,11 Le and Hassan,12 and Le
et al.13 the wall temperature was set higher than the free
stream for parts of the microchannels in order to investigate
the heat transfer phenomena. These investigations have
shown that a rarefied supersonic flow incoming into a macro-
or microchannel is influenced by the free stream Knudsen
number Kn, the free stream ratio of mean speed over the
most probable speed S, the AR of the channel AR=L /H,
the wall temperature, the nature of wall reflection, and the
type of molecules involved.
An important aspect in the DSMC simulation of a mi-
crochannel flow involves the implementation of the inlet and
outlet boundary conditions. In rarefied flows through chan-
nels there exist molecules that exit the channel’s inlet and
propagate upstream. Such molecules constitute a population
with a distribution that can be very distinct from the incom-
ing population. The flow field outside the channel becomes,
therefore, the superposition of the incoming and the outgoing
particle populations through the inlet. The size and properties
of this disturbance region depend on the free stream speed
ratio, the AR, and wall reflection model. There have been
two approaches to implement the upstream boundary in
DSMC simulation of supersonic microflows. The most com-
mon approach is to use a specular reflecting buffer region in
front of the microchannel in an effort to establish uniform
conditions.9,11–13 The second approach by Mavriplis et al.10
embedded the microchannels inside a large simulation do-
main and applied the free stream conditions far from the
inlet. The boundary condition at the outlet has been shown to
affect drastically a flow in a microchannel. A vacuum bound-
ary in a DSMC simulation does not allow molecules to enter
the domain through the outlet and is easy to implement. Fi-
nite pressure at an outlet provides a more physical realization
and has been implemented for supersonic and subsonic out-
flow conditions.9–13 Overall, the rarefied flow in a micro-
channel with an imposed back pressure has shown similari-
ties to continuum channel flows with friction and heat
addition or loss.
B. U3DSMC computation of supersonic nanoflows
The increasing proliferation of MEMS devices as well as
the design of nanoelectromechanical systems devices and
sensors that process high-speed gases requires modeling and
analysis of supersonic flows into nanoscale channels. In the
present work we investigate such nanoflows by using a three-
dimensional 3D DSMC approach which implements Bird’s
no-time-counter NTC DSMC method2 on unstructured, tet-
rahedra grids U3DSMC and allows simulation of rarefied
flows in domains of arbitrary complexity.
Figure 1 illustrates the basic features of gas flows in a
computational domain that requires resolution of a character-
istic length in the range 100L1000 nm. Figure 1 shows
that these nanoflows have Kn that place them in the transi-
tional to free-molecular regimes, even at atmospheric condi-
tions where 048 nm. Figure 1 shows also that nan-
odomains can feature a small number of real particles. For
example, at a pressure of 1 atm, a volume L3 of
L100 nm contains N30 000 real gas particles which at
pressure of 0.01 atm is reduced to only N300 particles. It
is expected, that a U3DSMC computation requiring reso-
lution of the scale L will involve computational cells with an
even smaller number real particles and will require particle
weights number of real particles representing a computa-
tional particle that are much smaller when compared with
those used in rarefied microflows and macroflows. This work
addresses the statistical fluctuations and errors in sample-
averaged mean macroscopic properties in nanodomains
density, mean velocity, and temperature obtained from
U3DSMC. We follow the analysis of Hadjiconstantinou
et al.14 and perform a parametric U3DSMC investigation for
a supersonic, 1 atm nitrogen flow, which requires resolution
of a L=50 nm scale. The statistical errors in macroscopic
parameters are obtained as a function of number of particles
per cell with particle weights as small as 9 and 26, and com-
pared with theoretical estimates. This analysis allows the
quantification of error in the nanochannel U3DSMC simula-
tions presented in this work.
The U3DSMC investigation of supersonic flows into
nanochannels considers heights of 100, 500, and 1000 nm
with a Knudsen number of 0.481, 0.962, and 4.81, respec-
tively. Simulations are carried out for a free stream at pres-
sure of 0.1 atm, speed ratios S=2,5 ,10, and ARs channel
height to length of 1, 10,100. The simulations feature a
buffer region ahead of the inlet and the free stream condi-
tions are applied far from the inlet. This implementation al-
lows the full realization of the flow disturbance ahead of the
inlet due to particles backstreaming through the channel. At
the outlet a vacuum boundary is applied and all particles are
removed from the domain. Simulations study also the effect
of finite back pressures of up to 200 kPa, with the implemen-
FIG. 1. Color online The Knudsen number as a function of nanoscale
length L and the number of real particles in a volume L3. The standard
number density n0=2.691025 m−3.
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tation of a pressure outlet boundary condition on AR=1 and
AR=10 nanochannels. Our analysis uses the phase-space
distributions and investigates flow phenomena that include
the development of a density enhancement in the buffer zone
and inlet region of the nanochannel, the upstreaming of par-
ticles in the buffer region, the development of a low-drift
population due to collisions inside the nanochannel, and the
equilibration of temperature due to collisions. The phase-
space properties are then used to interpret the macroscopic
variables, such as mean velocity, density, pressure, and heat
flux to the wall. Analytical estimates for the heat flux to a
surface and the number flux through a channel are used as
means of verification of the U3DSMC results.
A summary of the U3DSMC method is presented in Sec.
II along with a verification by comparisons to previous 2D
DSMC results from gas flows in microchannels. The analysis
of statistical errors in U3DSMC simulations of nanoflows is
also presented in Sec. II. The results, analysis, and discussion
of the parametric investigation of supersonic nanochannel
flows, as well as further verification of the U3DSMC by
comparisons to theoretical estimates are offered in Sec. III.
II. THE UNSTRUCTURED DIRECT SIMULATION
MONTE CARLO METHOD
We review below the basic elements of the U3DSMC
method. Algorithmic features of U3DSMC, such as loading,
injection, particle tracing, and sampling of macroscopic vari-
ables, are shared by a methodology developed by Gatsonis
and Spirkin15 for the simulation of fully ionized flows. The
U3DSMC code has been applied to the simulation of micro-
scale jets.16
A. Overview of the U3DSMC method
The DSMC method in this work is implemented on an
unstructured, tetrahedral Delaunay mesh. The grid generator
discretizes the domain  by GD Delaunay tetrahedra that
have edge lengths scaling with a fraction of the local mean-
free path . Each node d is associated with the Voronoi
dual d and the Delaunay supercell d formed by all the
Delaunay cells that share the node d, as illustrated in Fig. 1
for a 2D geometry.
A number of computational particles, each representing
FW real particles, are loaded in the domain and injected from
boundaries. In U3DSMC, particle loading is carried out by
placing species s particles in each Delaunay cell with ran-
domly chosen positions and velocities following the quasi-
equilibrium, drifting Maxwellian distribution
f0sr,v,t = nsr,t ms2	kTs
3/2
exp	− msv − Vs22kTs 
 , 1
where number density nsr , t, translational temperature
Tsr , t, and mean species velocity Vsr , t are given. The
number of computational particles loaded at each Delaunay
cell is
NsD = nsr,tD/FW, 2
where FW is the particle weight. Computational particles are
injected inside the domain from its boundaries. The inward
flux of species s real particles across a Delaunay boundary
surface is due to a drifting Maxwellian equation 1,
N˙ s =
nsCs
m
2	
exp− Ss
2 cos2

+ 	Ss cos
1 + erfSs cos
 , 3
where the most probable thermal speed is
Cs
m
= 2kBTs/ms, 4
the mean velocity Vs is inclined at an angle 
 to the unit
normal vector e. The speed ratio of the mean speed to the
most probable speed is
Ss = Vs/Cs
m
. 5
The number of species s computational particles Ns to be
injected to the domain in a given time step is
Ns = N˙ sAS/FW, 6
where  is the time step and As is the area of the surface
element.
The computational particles are tracked as they interact
with other particles and with domain boundaries. For a par-
ticle p with position rpt and velocity vpt= vpx ,vpy ,vpz
the new particle position is obtained from integration of the
equation of motion given by rpt+dt=rpt+vpt. Trac-
ing the motion of the particle on the unstructured grid is
carried out using the successive-neighbor search algorithm.
In U3DSMC molecular motion over the time step  and
intermolecular collisions occurring at a mean collision time 
are uncoupled by choosing . The selection of collision
partners is performed within each Delaunay cell and follows
Bird’s NTC scheme.2 The cross section for elastic collisions
is based on the variable hard sphere model. The
Larsen–Borgnakke17 model is used to simulate the exchange
of rotational energy between the collision pair. Solid surfaces
are modeled as being either diffuse or specularly reflecting.
Inlet and outlet boundary conditions in U3DSMC can
accommodate supersonic and subsonic flows. For supersonic
flows particles are injected using Eq. 6 based on specified
nsr , t, Tsr , t, and Vsr , t. For a subsonic outlet, with
specified back pressure particles are injected inside the do-
main using Eq. 6 with nsr , t, and Vsr , t evaluated at the
outlet boundary by a methodology presented by
Chamberlin.18 The pressure in the exit region can be set to a
vacuum. In such a case, any particle reaching the exit plane
is removed from the domain and no particles are allowed to
enter the computational domain through the exit plane.
Macroscopic single-fluid and multifluid variables are evalu-
ated on nodes by averaging the particle properties within the
Delaunay supercell d or the Voronoi cell d shown in Fig.
2. For NsDt computational particles of species s residing in
the sampling Delaunay cell with volume D the number den-
sity is defined as
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nsD,t  
p=1
NsD
FWpD, 7
the mean species velocity of the cell VsD , t
= Vsx ,Vsy ,Vsz is
VsD,t  
p=1
NsD
vspNsD, 8
and the mass-average velocity of the cell VD , t
= Vx ,Vy ,Vz is
VD,t = 
s
nsD,tmsVsD,t
s
nsD,tms. 9
The thermal velocity Csp of the pth species s particle is de-
fined with respect to the mass-average velocity V as
Csp = vsp − V . 10
The translational temperature is
3
2
kTsD,t =
1
2
ms
p=1
NsD
Csp
2 NsD 11
and the scalar pressure is
psD,t = nsD,tkTsD,t . 12
We also calculate the overall single-fluid cell properties
as
TD,t = 
s
nsD,tTsD,t
s
nsD,t , 13
pD,t = 
s
psD,t . 14
In addition to such cell-averaged properties the instantaneous
value of any macroscopic variables Xd , tnd , t, Vd , t,
Tsdd , t, etc., associated with a node d shown in Fig. 3 is
obtained with a volume averaged procedure in the Delaunay
supercell d following
Xd,t = 
D=1
cells
XD,tDd. 15
For steady U3DSMC simulations we obtain after reaching
steady-state m=1,M independent cell-based or nodal-based
samples. The sample-averaged mean macroscopic property
for a node or cell is denoted by XsdDnsdD, VsdD,
TsdD, etc., and is given by
XsdD = 
m=1
M
XsdD
m M. 16
Several flux properties, such as pressure, shear stress,
and heat flux W /m2 to a solid surface, are determined from
the perpendicular or parallel momentum and total energy ex-
change of the impinging particles. For example, for heat flux,
qs = 
j
FWE j − EJAst . 17
Above, E is the reflected translational and internal energy of
impinging particles on surface area As, and t is the duration
of impingement sampling.
B. Verification of the U3DSMC method
The U3DSMC code is verified by comparisons to previ-
ous 2D DSMC results of Liou and Fang11 and Le et al.13
These simulations involved supersonic nitrogen flow incom-
ing into a microchannel with height of 1.2 m, length of
6 m, and represent the smallest scales available in the lit-
erature for comparison. The domain used in the U3DSMC
simulations is depicted in Fig. 2. The incoming nitrogen
N2 flow has n=1.751025 m−3, T=300 K, and V
=1465.7 m /s corresponding to P=72 450 Pa, M=4.15,
and =74.4 nm, Kn=0.062. Following Refs. 11 and 13
the first 0.1L of the length of the computational domain is
assumed to be specularly reflecting in order to generate uni-
form free stream condition inside the microchannel. The su-
personic incoming conditions are applied at the inlet of the
computational domain. A vacuum outlet boundary condition
is specified at the exit of the microchannel. Particles that
leave the exit are removed from the domain and no particles
are allowed to return into the domain. The upper and lower
walls of the microchannel are isothermal at a constant tem-
perature of 323 K and are assumed to be fully diffuse with
perfect thermal accommodation. The side walls are simulated
as specular so that they act as symmetry planes. In order to
compare with the 2D results, the depth D of the microchan-
nel in our 3D simulations was varied and it was found that
results are not sensitive for D. A D=74.4 nm was used
in the simulations. The domain is discretized with 23 032
Delaunay cells with 405 particles/cell upon loading and
FIG. 2. Grid structure used in the U3DSMC depicted in 2D for clarity. The
Delaunay cell D, the Voronoi dual d, and a Delaunay supercell d and a
node d.
FIG. 3. Geometry used in the U3DSMC simulation of a microchannel flow
for comparison to 2D DSMC simulations of Liou and Fang Ref. 11 and Le
et al. Ref. 13.
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=110−13 s. Macroscopic flow properties are sampled
once steady state is reached. Twenty samples are used in
obtaining the average after reaching the steady-state time.
Figure 4a shows the centerline y /H=0.5 translational
temperature profile given in Eq. 11 obtained from the
U3DSMC simulation. The difference between Liou and
Fang,11 Le et al.,13 and our 3D results is less than 7%. Figure
4b shows an excellent agreement between the velocity pro-
files obtained for x /L=0.5. Figure 4c shows a good agree-
ment with the heat flux at the wall. Differences in heat flux
rates between the 3D and 2D simulations can be attributed to
the sidewalls present in our 3D simulations as well as the
sampling techniques used to obtain this surface fluxal prop-
erty.
C. Statistical error in sample-averaged macroscopic
flow properties from U3DSMC
In a dilute gas there are inherent statistical fluctuations in
macroscopic parameters such as number density, mean ve-
locity, and temperature that are provided by theoretical esti-
mates. In the case of a particle simulation such as the
U3DSMC, these statistical fluctuations result to statistical er-
rors due to the small number of particles used to represent
the real number of particles in the domain and the sampling
associated with estimation of macroscopic variables. Such
fluctuations and errors when compared with theoretical esti-
mates are functions of the particle weight FW, the volume
of the Delaunay cells D, the time-step  used, and the
number of samples M used to obtain macroscopic proper-
ties. We follow Hadjiconstantinou et al.14 and generalize
their derivation for 3D unstructured grids used in U3DSMC
considering a gas of species s particles. We consider the
fluctuations associated with three important macroscopic
fields, the number density n, mean velocity V, and trans-
lational temperature T obtained over m=1,M samples, as
shown in Eq. 16. The sample standard deviation for any
cell-based variable at the mth samples XD
mnD
m
, VD
m
, and TD
m
is defined as
XD
m = 	 1M − 1 m=1
M
XD
m
− XD2
1/2, 18
and the standard deviation uncertainty of any sample-
averaged mean variables XDnD, VD, and TD obtained from
Eq. 16 is
XD = XD
m/M. 19
The fractional error of a sample-averaged mean variable is
defined as the standard deviation of the mean over the mean
EXD =
XD
XD
. 20
Following Ref. 14 the theoretical fractional error in the num-
ber density in a Delaunay cell is
En 
n
nD
=
N
ND
=
1
MND
1
Ac
. 21
In the above equation the acoustic number is Ac=a /ai,
where a is the speed of sound and ai=kTo /m is the speed
of sound at a reference temperature. For dilute gases Ac=1.
Similarly, the fractional error in the mean velocity compo-
nent VxD is
EV 
VxD
VxD
=
1
MND
1
AcM
, 22
where =cp /cv is the ratio of specific heats and the Mach
number is M =VxD /a. The fractional error in temperature is
ET 
TD
TD
=
T2
TDM
=
1
MND
 kB
Cv
, 23
where Cv is the heat capacity at constant volume. Equations
21–23 provide also the statistical error for sample-
averaged nodal variables Xdnd, Vd, and Td based on M
instantaneous nodal samples, Xd
mnd
m
, Vd
m
, and Td
m
. The same
equations provide also the fractional error in the real gas if
used with the real number of particles in the Delaunay or the
super-Delaunay cell, NDd=NDdFW.
In order to evaluate the statistical fractional errors in
U3DSMC nanoscale simulations, we perform simulations
for a flow of N2 with n=2.691025 m−3, T=273 K,
V=3369.17 m /s, M=10 with =48.1 nm in a domain
that requires the discretization of a characteristic length scale
L=50 nm. This set of conditions corresponds to one of the
most restrictive for U3DSMC computation cases due to the
smallest mean-free path involved. These U3DSMC simula-
tions are realized in a rectangular domain of HWD
FIG. 4. Color online Temperature along centerline, mean velocity at x /L
=0.5, and heat flux to the wall in a microchannel flow. Comparison between
U3DSMC with 2D DSMC results of Liou and Fang Ref. 11 and Le et al.
Ref. 13.
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region with H=W=0.05 m and D=10 m. The simula-
tions were run with =110−12 s and steady
state was achieved after 104 time steps by monitoring the
mass flow rate at the exit. The domain is discretized with
GD=2446 Delaunay cells with an average volume D
=9.910−24 m3, average edge-length lD=0.0438 m, and
an average number of real particles per cell, ND266. Two
weights are used in the simulations: FW=26 with ND=10
computational particle per cell and FW=9 with ND=30. The
results from the U3DSMC simulations provided M =460 De-
launay samples that were used to obtain sample-averaged nD,
VD, and TD following Eq. 16. The standard-deviation X is
evaluated from Eq. 19, and subsequently Eq. 20 provides
the numerical error, designated as EXU3DSMC. We also
evaluate the fractional error using Eqs. 21–23 with
U3DSMC parameters and designate as EXU3DSMC analyti-
cal. Finally, we evaluate the error EXreal analytical follow-
ing Eqs. 21–23 using the real number of particles in the
sampling cell.
Figure 5 shows the fractional error as a function of the
computational particles ND and thus particle weight. The re-
sults show that U3DSMC simulations using particle weights
as small as 9 have numerical fractional errors that compare
very well with the analytical U3DSMC errors. It is therefore
desirable to use the theoretical formulas Eqs. 21–23 in
estimating the fractional errors in a U3DSMC simulation in-
stead of calculating the computationally expensive numerical
fractional errors. The results from Fig. 5 also show that the
theoretical fractional errors in the real gas are within the
same order of magnitude as the numerical errors. These re-
sults show that the NTC collision methodology implemented
in U3DSMC is robust even with such small particle weights.
If the particle weight reaches 1, then certain algorithmic
steps in NTC would require modifications that are outside
the scope of this work.
III. U3DSMC SIMULATION OF SUPERSONIC FLOWS
INTO NANOCHANNELS
A. Free stream, boundary conditions,
and computational parameters
The supersonic flow into a rectangular nanochannel is
investigated with the U3DSMC code for the geometry shown
in Fig. 6. The simulation domain features a buffer region
with length LB, shown in Fig. 6, followed by the nanochannel
with length, height, and width, L, H, W, respectively. The
flow is characterized by the Knudsen number
Kn =

H
=
1
2	dref2nTref/T−1/2
1
H
24
with dref=4.1710−10 m, Tref=273 K, and =0.74.2 The
local speed ratio is defined in Eq. 5 and the local Mach
number is given in terms of the specific heat ratio =1.4,
particle mass m=4.6810−26 kg, as
M = V/kT
m
. 25
Rectangular nanochannels with H=W=100–1000 nm,
AR=1,10,100 are considered in the simulations with input
parameters shown in Table I. The incoming nitrogen N2 flow
has n=2.691024 m−3, T=273 K, corresponding to
P=0.1 atm 10.132 kPa and =481 nm. Cases 1–9
have V=2013 m /s, S=5, and M=5.97. Case 10 has
V=805.2 m /s, S=2, and M=2.39. Case 11 has
V=4026.8 m /s, S=10, and M=11.95. In the simulations
we consider the rotational but neglect the vibrational degrees
FIG. 5. Statistical fractional errors in sample-averaged macroscopic density,
velocity, and temperature in a nanoscale flow. The U3DSMC errors are a
function of the number of computational particles in a Delaunay cell. The
real analytical error is based on the real number of particles in a Delaunay
cell.
FIG. 6. The computational domain used in the U3DSMC simulations of
nanochannel flows dimensions not to scale.
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of freedom of the nitrogen. In order to allow for the undis-
turbed free stream conditions to be realized far from the
nanochannel inlet, we include a buffer region of length LB
ahead of the nanochannel inlet. Molecules are injected
through the boundaries of the buffer region based on Eq. 6
with specified n, T, and V. The sides of the buffer region
are modeled as a free stream. Particles that move upstream
and reach the surfaces of the buffer region are removed from
the computational domain. The outlet of the nanochannel is
placed at the exit boundary of the computational domain, as
shown in Fig. 6. A vacuum boundary condition is set for
cases 1–11, where the back pressure is specified as Pb=0 at
the exit region. Any particle reaching the exit plane is re-
moved from the domain and no particles are allowed to enter
the computational domain through the exit plane. For cases
4a, 4b and 5a, 5b a finite back pressure Pb is specified at the
exit. The upper and lower walls, as well as the side walls of
the nanochannel, are modeled as fully diffuse and the tem-
perature of the wall equals that of the free stream distribu-
tion. The simulation domain is loaded initially with a uni-
form drifting gas following Eq. 6 based on the free stream
conditions in Table I.
Figure 7 displays the boundary faces of the Delaunay
cells of a typical mesh used in the simulations. The interior is
discretized with Delaunay tethrahedra cells with edge lengths
that are smaller than . The mean of the Delaunay edge
lengths lD in Table I shows that they are about one fourth
of the corresponding =481 nm. The total number of
Delaunay cells in the domain GD, the average number of
simulated particles in each cell ND, and its standard devia-
tion ND are provided in Table I. These parameters show
that the Delaunay cells are populated at initialization with at
least ten computational particles. The collision time under
free stream conditions is on the order of 10−9 s and can
become on the order of 10−11 s for higher densities and tem-
peratures encountered in the nanochannels considered in
these simulations. From the parameters in Table I the
most restrictive convective time scale lD /V is on the
order of 10−11. The simulations were run with a time step
=10−12 s to ensure the decoupling of particle motion with
collisions and ensure that computational particles do not
cross a cell prior to a collision. The steady-state time was
determined from the mass flow rate obtained at the outlet of
the nanochannel, as shown in Fig. 8. After reaching the
steady-state time of 0.2 s, 100 nodal samples obtained fol-
lowing the volume average procedure of Eq. 15, corre-
sponding to more than 2000 Delaunay samples, were aver-
aged to produce the steady-state flow properties following
Eq. 6. The 10−10 s 100 time steps allowed between two
successive nodal samples combined with the large number of
Delaunay samples used in obtaining each nodal sample pro-
vides some assurance for the statistical independence of the
samples.
B. Grid sensitivity analysis
The cell size is an important parameter in a DSMC simu-
lation and for microflows it has been examined extensively
for 2D uniform grids.19,20 For the unstructured 3D simula-
tions in this work the grid is generated using nearly equally
FIG. 7. Typical grid used in U3DSMC simulations case 4 showing the
surface elements of the Delaunay tethrahedra.
TABLE I. Physical and computational parameters for U3DSMC simulations of nitrogen nanochannel flows.
Case
H
nm L /H S M
Pb
kPa Kn
LB
nm GD lD nm lD FW ND ND
1 100 1 5 5.97 0 4.81 1000 132 85.8 8.74 20 11.21 4.44
2 100 10 5 5.97 0 4.81 1000 252 85.2 7.2 20 10.67 3.78
3 100 100 5 5.97 0 4.81 1000 504 122 17.8 20 29.36 10.96
4 500 1 5 5.97 0 0.962 1000 1544 118 12.1 20 32.67 11.93
4a 500 1 5 5.97 120 0.962 100 1544 118 12.1 20 32.67 11.93
4b 500 1 5 5.97 200 0.962 100 1544 118 12.1 20 32.67 11.93
5 500 10 5 5.97 0 0.962 1000 5836 129 11.4 20 34.57 11.03
5a 500 10 5 5.97 40 0.962 1000 5836 129 11.4 20 34.57 11.03
5b 500 10 5 5.97 100 0.962 1000 5836 129 11.4 20 34.57 11.03
6 500 100 5 5.97 0 0.962 1000 48 576 135 9.26 20 35.30
7 1000 1 5 5.97 0 0.481 1000 8276 125 10.4 20 32.5 11.00
8 1000 10 5 5.97 0 0.481 1000 45 194 128 10.1 20 72.1 10.5
9 1000 100 5 5.97 0 0.481 3000 425 576 400 34.8 100 199.51 74.38
10 500 10 2 2.39 0 0.962 1000 5836 129 11.4 20 34.57 11.03
11 500 10 10 11.95 0 0.962 1000 5836 129 11.4 20 34.57 11.03
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sized tetrahedra. While the distribution of edge lengths is
nearly uniform, the mean lD is the proper representative
cell scale. The grid sensitivity analysis studies the effect of
increasing the cell size using as baseline parameters pre-
sented in Table I and comparing macroscopic flow param-
eters such as density, flow velocity, and translational tem-
perature. Results for the two most restrictive cases 2 and 4,
i.e., nanochannels with the small inlets and ARs, are dis-
cussed bellow. Input parameters of case 2 and case 4 are used
in simulations GS-2 and GS-4 with nearly doubling the
edge-length lD while keeping the particle weight constant at
FW=20. The resulting lD and ND are shown in Table II.
Centerline values for the number density, translational
temperature, and mean velocity are shown in Fig. 9. Case 2
and Case GS-2 represent a near free-molecular flow with
Kn=4.81, H=0.1 m, and AR=10. Figure 9 shows that
doubling the size of the edge length, while keeping it smaller
than , has no effect on centerline flow properties. Case 4
and Case GS-4 correspond to a transitional flow with
Kn=0.481, H=0.5 m, and AR=1. A comparison between
cases 4 and GS-4 flow properties in Fig. 9 shows that the
doubling of the edge length has no effect on the centerline
flow properties. These results obtained for the most restric-
tive cases provide evidence that the choice of computational
parameters used in the nanoscale simulations provides suffi-
cient numerical resolution.
C. Results and discussion
1. Effects of nanochannel inlet size and aspect ratio
These effects are examined with case 1 to case 9 simu-
lations shown in Table I. The inlet height establishes the free
stream Knudsen number and characterizes the rarefaction ef-
fects. The AR establishes the flow development due to
particle-wall interactions.
FIG. 8. Color online Mass flow rate from U3DSMC simulations at the
outlet of a rectangular nanochannel with P=0.1 atm, AR, and height H
cases 1–9. The dotted line shows the steady-state time used to obtained
samples for the evaluation of macroscopic variables.
TABLE II. U3DSMC simulation parameters used in the grid sensitivity
study.
Case lD nm 
lD
nm ND ND
2 85.2 1/5.6 8.74 11.21 4.44
GS-2 136 1/3.4 11.7 35.87 13.73
4 129 1/3.4 11.4 34.57 11.03
GS-4 205 1/2.3 17 57.5 11.2
FIG. 9. Centerline values of n ,Vx ,T. Top: case 2 lines and case GS-2
symbols. Bottom: case 4 lines and case GS-4 symbols.
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The phase space for cases 1–3 is presented in Fig. 10.
These cases simulate the smallest nanochannels with
H=0.1 m and correspond to the near free-molecular flow
with a Kn=4.81. The x ,y phase plot shows the number
density to increase inside the AR=1 nanochannel. The
AR=10 and AR=100 nanonchannels show an increase in the
number density followed by a decrease at the end of the
nanochannel. The x ,vx phase plot shows the high-speed
free stream population to permeate the entire length of the
AR=1 nanochannel. The x ,vx plot shows that inside the
AR=1 nanochannel a low-speed population develops as a
result of collisions of particles with the walls. In addition, a
small population of upstreaming particles exits from the inlet
after colliding with the walls or other particles in the density
enhancement region. The x ,vx plot for the AR=10 and
AR=100 cases shows that the high-speed component does
not permeate the entire length of the nanochannel. Instead,
the nanochannel is populated with near zero-drift particles
due to diffuse reflections off the walls. The x ,vx phase
space for AR=10 and AR=100 shows that the spread of the
vx component is reduced toward the exit. Both phase plots
exhibit the upstreaming particles. The x ,vy phase plots in
Fig. 10 show that the y-component of the velocity increases
inside the nanochannel as a result of the collisions in the
density enhancement region. As the AR increases from 1 to
100, the velocity spread decreases with increasing length due
to diffuse reflections off the walls. The vx ,vy phase plots in
Fig. 10 corroborate the previous results. The AR=1
nanochannel shows the appearance of a symmetric, free-
streaming population and a secondary, symmetric, zero-drift
population that arise due to collisions with the wall. This
zero-drift population becomes the dominant feature of the
flow as the AR increases. It is also noticeable that the spread,
which is the temperature of the low-drift population, is larger
than the free stream value as a result of collisions inside the
nanochannel. The symmetry of the low-speed population is
indicative of gas-wall equilibration phenomena inside the
nanochannel.
Figure 11 depicts the phase space for cases 4–6. The
nanochannel has H=0.5 m and corresponds to the transi-
tional regime with a Kn=0.962. The x ,y phase space in
Fig. 11 shows that the number density is nearly uniform in-
side the AR=1 nanochannel. For the AR=10 and AR=100
nanochannels, the density enhancement is followed by a den-
sity reduction region toward the outlet. The x ,vx phase
space in Fig. 11 shows the high-speed free stream population
to permeate the entire length of the AR=1 nanochannel but
reduces to a low-speed population for the long nanochannels.
The x ,vy phase plots in Fig. 11 show that the spread in vy
increases in the inlet of the nanochannel for all ARs consid-
FIG. 10. Color Effects of the AR=H /L on phase-space x ,y, x ,vx,
x ,vy, and vx ,vy obtained from the U3DSMC simulation of a supersonic
flow into an H=0.1 m nanochannel cases 1–3. The P=0.1 atm free
stream is to the left of the 1 m buffer region with the nanochannel inlet
indicated by the dotted line.
FIG. 11. Color Effects of the AR=H /L on phase-space x ,y, x ,vx,
x ,vy, and vx ,vy obtained from the U3DSMC simulation of a supersonic
flow into an H=0.5 m nanochannel cases 4–6. The P=0.1 atm free
stream is to the left of the 1 m buffer region with the nanochannel inlet
indicated by the dotted line.
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ered. This behavior, similar to the H=0.1 m cases, is a
result of collisions within the density enhancement region.
For the AR=10 and AR=100 nanochannels the spread in vy
decreases gradually toward the outlet. The vx ,vy phase
space plots in Fig. 11 display a similar behavior to those of
Fig. 10. For all ARs considered, the primary population is the
zero-drift population that arises due to collisions with the
walls. The secondary population belongs to the high-speed
free-streaming particles.
Figure 12 plots the phase space for cases 7–9 that simu-
late H=1 m nanochannels in the transitional regime with a
Kn=0.481. The x ,y phase plot shows the number density
to increase inside the AR=1 and AR=10 nanochannels. The
AR=100 nanochannel shows a density increase in the inlet
region followed by a gradual density reduction toward the
outlet. The x ,vx phase plot exhibits characteristics similar
to those depicted for cases 4–6. The high-speed population
permeates the entire AR=1 nanochannel, but only a small
portion of the AR=10 and AR=100 nanochannels. All ARs
considered show the development of the backstreaming flux
into the buffer region from particles emanating from the inlet
of the nanochannel. The x ,vy phase plots in Fig. 12 show
an increase in the spread of vy that begins in the inlet region.
The spread remains almost uniform further downstream. For
the AR=10 and AR=100 cases the distributions of vx and vy
are symmetric inside the nanochannels indicating equilibra-
tion due to wall collisions. The vx ,vy phase plots in Fig. 12
show the development of a symmetric, zero-drift population,
which is the result of collisions in the density enhancement
region, as well as wall collisions. The high-speed population
retains the characteristics of the incoming supersonic flow.
In Fig. 13 we plot the sample-averaged, macroscopic
fluid properties along the centerline of the nanochannel and
the buffer region. They include the number density from
Eq. 7, the average velocity Vx from Eq. 8, and the trans-
lational temperature T from Eq. 11. These macroscopic
variables are sampled in Delaunay cells, shown in Fig. 2,
which occupy a considerable fraction of the nanochannel at a
given downstream position. With a few sampling cells span-
ning the width of the nanochannel, it is not feasible to obtain
a meaningful spatial resolution and construct contour plots.
The number density shows the formation of the density en-
hancement that becomes stronger with increasing AR for all
Knudsen numbers considered. The density decreases inside
the nanochannel and the trend is more pronounced with the
larger AR cases. The density enhancement is explained
physically with the phase-space plots discussed earlier. The
average velocity decreases near the inlet of the nanochannel
for all cases considered. The temperature shows an enhance-
ment in the inlet region and it is associated with the presence
of the high-speed and low-speed particle populations shown
in the phase plots of Figs. 10–12. The temperature after the
inlet region shows a sharp decrease and remains almost con-
stant for the AR=10 and AR=100 nanochannels indicating
equilibrium with the wall temperature. As Table I shows in
cells with nDn the number of computational particles is
ND10–40, and in cells with nDn the value of ND
can be even larger. Following the discussion in Sec. II.D, the
numerical fractional errors in the sample-averaged density,
velocity, and temperature are expected to be below the range
given in Fig. 5.
The position and magnitude of the maxima of density
and translational temperature are shown in Table III. For all
cases considered the density maximum is located near the
inlet but inside the nanochannel. The temperature maximum
is located before or at the inlet of the nanochannel. This
behavior where density and temperature enhancement do not
coincide has been observed in rarefied high-speed flows into
macroscale tubes8 as well as microchannels.9,11,12 The
nanochannel acts as a solid body to the incoming flow and
reflected particles from the wall generate this perturbation
region which is similar to a diffuse shock formed in front of
a solid body in a high-speed rarefied gas flow.21
In Fig. 14 the centerline pressure from Eq. 12 and
Mach number are plotted for cases 1–9. The AR=1
nanochannels show that the Mach number is supersonic at
the inlet and remains supersonic for the three Knudsen num-
bers considered. The centerline pressure increases from its
free stream value and decreases slightly toward the outlet.
The nanochannels with AR=10 and AR=100 result in a sub-
sonic inlet Mach number and a sharp increase in pressure
near the inlet. The Mach number subsequently increases and
reaches the sonic point at the outlet for all cases considered.
For the supersonic inlet cases 1, 4, and 7 in the AR=1
FIG. 12. Color Effects of the AR=H /L on phase-space x ,y, x ,vx,
x ,vy, and vx ,vy obtained from the U3DSMC simulations of a supersonic
flow into an H=1 m nanochannel cases 7–9. The P=0.1 atm free
stream is to the left of the 1 m buffer region with the nanochannel inlet
indicated by the dotted line.
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nanochannels, the Mach number remains supersonic at the
outlet. For cases where the inlet Mach number becomes sub-
sonic the flow becomes sonic at the exit. The pressure in Fig.
14 shows a sharp increase in the density enhancement region
near the inlet, followed by a decrease toward the end of the
channel. Figures 13 and 14 show the 1 m buffer using the
same X-axis size for simulation domains ranging from
1.1 m case 1 to 101 m case 9. Therefore, for some of
the AR=10 and AR=100 cases the free stream conditions
cannot be depicted clearly. While there are variations in the
flow parameters in the buffer region, the free stream condi-
tions are sustained at the entry of the 1 m buffer region for
all cases considered.
The heat flux to the wall obtained from Eq. 17 is plot-
ted in Fig. 15. With the exception of the AR=1 nanochannels
the heat loss is largest in the inlet region. A comparison
between the numerical and theoretical values of heat loss can
be obtained for cases 1–3 that correspond to near-free mo-
lecular flows at Kn=4.51. The free molecular, total transla-
tional, and internal energy flux or heat transfer rate from a
free stream with  ,T ,S to a flat plate with surface tempera-
ture Tr aligned with the flow is
qth = − nm2kT
m
3/2 1 − 4	1/2
	S2 + 
 − 1
− 12  + 1 − 1
TrT
exp− S2 + 	1/2S1 + erfs −
1
2
exp− S2 ,
26
where  is the fraction of molecules that is reflected specu-
larly Sec. 7 in Ref. 2. Substituting in Eq. 26 values for
 ,T ,S from the U3DSMC results sampled at the inlet of
the nanochannel we obtain theoretical values of heat flux.
For case 1, qth=−52.4106 W /m2 with the numerical
q=−31.3106 W /m2. For case 2, qth=−93.7106 W /m2
and q=−62.5106 W /m2. For case 3, qth=−42.5106 and
q=−19.8106 W /m2. The numerical values are, therefore,
within the order of magnitude of the theoretical estimates of
heat loss.
The physical picture that emerges from these nanochan-
nel simulations can be explained with arguments drawn from
FIG. 13. Color online Centerline, sample-averaged, macroscopic flow properties Vx ,T ,n in a nanochannel obtained from U3DSMC simulations cases
1–9. The P=0.1 atm free stream is to the left of the 1 m buffer region with the nanochannel inlet indicated by the dotted line.
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compressible, viscous flows with friction and heat loss.22 The
short nanochannels AR=1 for cases 1, 4, and 7 result in an
almost uniformly distributed heat loss to the wall. This heat
flux coincides with the temperature enhancement region that
permeates these short nanochannels, as Fig. 13 shows. These
flows remain supersonic at the inlet, as Figs. 13 and 14 show.
In the entry region of the nanochannel for cases 4 and 7, the
temperature, density, and pressure increase while the velocity
and Mach number decrease in a fashion similar to a super-
sonic Fanno flow. In the next region of the nanochannel the
flow velocity and Mach number increase while the tempera-
ture, density, and pressure decrease in a fashion similar to
supersonic Rayleigh flow with heat loss. For the very short
channel case 1 it is difficult to associate regions where
friction or heat loss effects dominate. For the AR=10 and
AR=100 nanochannels cases 2, 3, 5, 6, 8, and 9 the heat
flux to the wall shown in Fig. 15 is nonuniform. It is largest
negative in the temperature enhancement region near the
inlet. These flows are subsonic at the inlet and in the
nanochannel entry region where the heat loss to the wall is
maximum, their velocity and temperature decrease, while
their density and pressure increase. The flows in this region
exhibit characteristics of a subsonic Rayleigh flow with heat
loss. For the remainder of the nanochannel the heat flux to
the wall is greatly diminished in magnitude as the fluid tem-
perature remains almost in equilibrium with the wall. The
flows after the heat loss region, as shown in Figs. 13 and 14,
have their velocity increase, temperature, density, and pres-
sure decrease, and their Mach number increases to become
sonic at the exit. The flows in this region exhibit character-
istics of a subsonic Fanno flow. The continuum fluid inter-
pretation is corroborated by the phase plots presented in
Figs. 10–12.
The outgoing mass flow rate at the outlet from U3DSMC
is compared with estimates obtained using the semianalytical
theory developed for the free-molecular regime by Hughes
and de Leeuw.5 For a cylindrical tube with AR D=d /L, a
drifting Maxwellian with a speed ratio at zero angle of attack
with the tube axis will have a flux of particles exiting at the
outlet into a background of specified pressure given by
TABLE III. Position and magnitude of centerline maximum temperature
and number density in a nanochannel obtained from U3DSMC simulations
cases 1–9. The incoming free stream is located at X=0 m and has
n=2.691024 m−3, T=273 K.
Case
XTmax
m
Tmax
K
Xnmax
m
nmax
m−3
1 1.0 1304 1.1 7.06010+24
2 0.9 1620 1.3 7.00010+25
3 0.9 1617 1.4 9.54010+25
4 1.0 1498 1.4 6.99010+24
5 0.8 1978 2.2 8.69010+25
6 0.9 1691 2.0 9.80010+25
7 1.4 1389 1.9 6.20010+24
8 0.9 2070 4.1 7.68010+25
9 1.0 1802 3.0 8.98010+25
FIG. 14. Centerline sample-averaged Mach number and pressure in a
nanochannel obtained from U3DSMC simulations cases 1–9. The
P=101,320 Pa, M=5.97 free stream is to the left of the 1 m buffer
region with the nanochannel inlet indicated by the dotted line.
FIG. 15. Heat flux to the wall obtained from the U3DSMC simulation of a
supersonic flow into a nanochannel. The free stream is at X=0 m and the
nanochannel inlet at X=1 m cases 1–9.
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NS,D,0 =
nC
m
2	
	r2
0
	/2
K,DF,S,0d . 27
In the above, C
m is the most probable speed. The quantity
K ,D is the ratio between the number flux of molecules
exiting at the outlet of the tube and the number flux of par-
ticles that enter the tube due to a beamlet with an angle 
with the tube axis. Hughes and de Leeuw evaluate K ,D
using the Clausing’s probability function for particle trans-
mission after wall reflections.23 The flux term in Eq. 27 that
strikes a surface perpendicular to the tube axis at an angle
between  and d is
F,S,0 = sin  cos 1 + S2 cos2 exp− S2 
+ 	1/2S cos  exp− S
2 sin2 
 32 + S2 cos2 1 + erf S cos . 28
The expressions in Eqs. 27 and 28 have been integrated
numerically and evaluated using input parameters from the
simulations for cases 1–9. Comparisons are shown in Fig.
16. For AR=1 and AR=10, the U3DSMC predictions are
very close to the theoretical. For the long AR=100
nanochannels, the theoretical predictions are larger than the
U3DSMC. The theory does not account for the external flow
effects or the internal structure of the flow field as evident in
the U3DSMC results discussed earlier. In the case of short
tubes, wall collisions are not sufficient to modify the free
stream and the theoretical results provide the outgoing flux.
2. Effects of free stream speed ratio
The free stream speed ratio can have profound effects on
the flow characteristics inside a nanochannel. Simulations for
H=0.5 and AR=10 nanochannels were performed with
free stream speed ratios of S=2 case 10, S=5 case 5,
and S=10 case 11.
The x ,y phase space in Fig. 17 shows that the number
density develops an enhancement upstream the inlet that is
more pronounced at S=2. The x ,vx phase space shows
that this backstreaming of particles in the buffer region is
greatly reduced at higher speed ratios. The nanochannel is
populated primarily with the low-drift population for all
speed ratios considered. The x ,vy phase space shows that
the vy increases near the inlet, a trend that becomes more
pronounced at higher speed ratios. The distribution in vy is
symmetric afterward and the spread is larger than the free
stream. The formation of the low-speed population with a
zero drift is depicted in the vx ,vy phase space plots for
three speed ratios considered.
The heat flux to the wall is plotted in Fig. 18. The heat
loss to the wall is confined within the inlet region of the
nanochannel and is associated with the temperature enhance-
ment that is depicted by the phase space plots in Fig. 17. The
heat loss increases with increasing S, which is a direct con-
sequence of the larger flow temperatures encountered at the
inlet region. The small fluctuations of the heat flux about the
zero value shown in Figs. 18 and 15 are confined in the
region of the nanochannels where the mean temperature is
very close to the wall temperature. These variations are at-
tributed to the fluctuations in energy and the sampling used
for the evaluation of the heat flux in Eq. 17.
FIG. 16. Outgoing mass flow rate at the outlet of a nanochannel for various
ARs. Comparison between U3DSMC simulations cases 1–9 and numerical
results obtained from the Hughes and de Leeuw Ref. 5 theory.
FIG. 17. Color Effects of the free stream speed ratio S on phase-space
x ,y, x ,vx, x ,vy, and vx ,vy obtained from the U3DSMC simulation of
a supersonic flow into an H=0.5 m, AR=10 nanochannel cases 5, 10,
and 11. The P=0.1 atm free stream is to the left of the 1 m buffer
region with the nanochannel inlet indicated by the dotted line.
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3. Effects of back pressure
The effects of back pressure are examined in simulation
cases 4, 4a, 4b, 5, 5a, and 5b. These simulations are per-
formed with H=0.5 and AR=1 and AR=10 nanochannels
with free stream speed ratios of S=5 and P=10.13 kPa.
For the short nanochannels the back pressure is set to 0,
120, and 200 kPa. Figure 19 shows the centerline macro-
scopic flow properties. The Pb=0 case vacuum shows that
the pressure increases in the buffer region, reaches a maxi-
mum inside the nanochannel, and reduces at the outlet to
Pe=101,154 Pa. The Mach number decreases in the buffer
region but the flow remains supersonic throughout the do-
main and reaches Me=1.48 at the outlet. This flow yields
expansion waves outside the exit. The phase plot x ,vx in
Fig. 20 shows that backstreaming particles fill the buffer re-
gion and result in the reduction in the average macroscopic
velocity Vx. Inside the nanochannel the low-speed population
is superimposed with the free stream supersonic population
to result in a small average velocity. The x ,vy phase plot in
Fig. 20 shows that the vy component is unperturbed in the
buffer region but has a larger spread inside the nanochannel
due to collisions. The heat flux to the wall remains nearly
uniform and negative throughout the nanochannel. With
Pb=120 kPa the flow achieves Pe=118 kPa at the outlet
and becomes subsonic with Me=0.42. Similarly, with
Pb=200 kPa the flow achieves Pe=197 kPa with Me=0.38.
The exit pressure nearly matches the imposed back pressure
in both cases. The fractional difference Pb− Pe / Pb is less
than 0.02% and results from the fact that these nodal values
correspond to cell-based average sampling. These cases dem-
onstrate the ability of the outlet boundary condition to con-
form to subsonic and supersonic flows.
For the long AR=10 nanochannel the back pressure is
set to 0, 40, and 100 kPa. Figure 19 shows that the centerline
macroscopic flow properties are almost identical for the
vacuum and 40 kPa boundary conditions. The pressure is
shown to increase in the buffer region to reach a maximum
inside the nanochannel and to decrease toward the exit.
With Pb=0 kPa the flow achieves Pe=29 kPa to become
slightly supersonic with Me=1.002. Expansion waves
persist outside the nanochannel. With Pb=40 kPa the flow
achieves Pe=39.7 kPa and becomes sonic with Me=1. With
Pb=100 kPa the flow achieves Pe=102 kPa and becomes
subsonic with Me=0.28. The x ,vx phase plots in Fig. 20
show that backstreaming particles fill the buffer region and
result in the reduction in the average speed. Inside the long
nanochannels the distribution is dominated by slow particles.
Similarly, the x ,vy phase plots in Fig. 20 show that the
distribution remains symmetric in the buffer region as well
as inside the nanochannel. The spread in vy increases with
larger back pressure. Our results exhibit qualitative similari-
ties with those obtained in microchannels.11,12 The heat flux
to the wall is almost identical for the three back pressures
considered. It is maximum negative in the inlet region and
decreases downstream the inlet. The average velocity de-
FIG. 18. Effect of the free stream speed ratio S on heat flux to the wall
obtained from the U3DSMC simulation of a supersonic flow into an
H=0.5 m, AR=10 nanochannel cases 5, 10, and 11. The P=0.1 atm
free stream is located at X=0 m and the nanochannel inlet is located at
X=0 m.
FIG. 19. Effects of back pressure Pb on centerline sample-averaged prop-
erties Vx ,T ,n and heat flux q to the wall obtained from U3DSMC simu-
lations of a supersonic flow into H=0.5 m, AR=1 left and AR=10
right nanochannels cases 4, 4a, 4b, 5, 5a, and 5b. The P=0.1 atm free
stream is to the left of the 1 m buffer region with the nanochannel inlet
indicated by the dotted line.
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creases from the inlet until the region of positive heat flux to
the wall. For the remainder of the nanochannel the velocity
increases to reach sonic at the outlet.
IV. CONCLUSIONS
An investigation of supersonic flows of nitrogen at
subatmospheric pressures of P=0.1 atm, T=273 K
into rectangular nanochannels of height H=0.1, 0.5,1 m
is performed using an unstructured 3D DSMC method
U3DSMC. The flows considered fall into the transitional
to the near-free molecular regimes with Kn
=0.481,0.962,4.81. Through a parametric investigation we
examine the geometric effects on a S=5 flow by varying the
AR from AR=1, 10, and 100 and applying vacuum back
pressure at the outlet.
The investigation is based on the analysis of microscopic
characteristics, the phase-space plots, and macroscopic vari-
ables. The results show a region of disturbance upstream of
the nanochannel inlet formed by the superposition of par-
ticles from the free stream and those emanating from the
nanochannel. The number density shows the formation of an
enhancement region near the inlet of the nanochannel. The
velocity phase space shows the formation of a low-speed
population as a result of collisions with the diffusely reflect-
ing walls. The high-speed incoming population penetrates
the short nanochannels but is reduced significantly in the
long nanochannels. The spread in the velocity components
shows an increase in the near inlet region. The heat transfer
rates heat loss to the wall reach a maximum negative near
the inlet where incoming and outgoing particles form a non-
equilibrium region.
The absolute value of the heat transfer rate is largest for
the AR=10 nanochannel and Kn=0.481. The heat loss for
Kn=0.962 is shown to increase with increasing S. The
finite back pressure is shown to have a significant impact on
these nanoflows due to the backstreaming of slow particles
from the outlet region into the nanochannel.
The macroscopic flow variables obtained through sam-
pling in the super-Delaunay cells along the centerline pro-
vide additional insights in the flow physics and corroborate
the microscopic analysis of the phase space. These macro-
scopic variables are representative of a large volume fraction
of the nanochannel at each downstream position. Under
vacuum back pressure the centerline velocity decreases
in the buffer region from its free stream value. For
Kn=0.481,0.962,4.81 and AR=1 the Mach number is su-
personic at the inlet and remains supersonic throughout the
nanochannel. For Kn=0.481,0.962,4.81 and AR=10,100
the flow becomes subsonic at the inlet and shows a sharp
increase in pressure. The Mach number subsequently in-
creases and reaches the sonic point at the outlet. For
Kn=0.481,0.962,4.81 and AR=1 the translational tem-
perature reaches a maximum near the inlet and decreases
monotonically up to the outlet. For Kn=0.481,0.962,4.81
and AR=10,100 the translational temperature reaches a
maximum near the inlet and then decreases to come in near
equilibration with the wall temperature of 273 K. For
Kn=0.962, AR=1, and finite back pressure of 120 or
200 kPa, the outlet pressure nearly matches the imposed
back pressure and the nanoflow becomes subsonic. For
Kn=0.962 and AR=10 the pressure at the outlet nearly
matches the imposed back pressure with the nanoflow be-
coming sonic at 40 kPa and subsonic at 100 kPa.
Heat transfer rates to the wall compare very well with
those obtained from analytical expressions covering the free-
molecular flow regime and provide verification of the
U3DSMC procedure. Furthermore, comparison of the com-
puted outgoing particle fluxes at the outlet shows a very
good agreement with the results from a semianalytical model
of Hughes and de Leeuw for the Kn=0.481,0.962,4.81 and
AR=1,10 nanochannels. Differences between the theoretical
estimates and the U3DSMC results for the AR=100
nanochannel demonstrate that the simulations account for
flow phenomena not included in the semianalytical model.
The U3DSMC results show that the supersonic nanof-
lows considered exhibit characteristics that are similar to pre-
vious microscale and macroscale flows covering similar
FIG. 20. Color Effects of back pressure Pb on phase-space x ,vx, x ,vy
obtained from the U3DSMC simulation of a supersonic flow into an
H=0.5 m, AR=1 left and AR=10 right nanochannel cases 4, 4a, 4b
and 5, 5a, 5b. The P=0.1 atm free stream is to the left of the 1 m buffer
region with the nanochannel inlet indicated by the dotted line.
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Knudsen number regimes and have physical characteristics
that are found in continuous compressible, viscous channel
flows with friction and heat loss.
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