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BANACH CONTRACTION PRINCIPLE IN CONE MODULAR
SPACES
WITH BANACH ALGEBRA
MUTTALIP O¨ZAVS¸AR1 and HATICE C¸AY2
Abstract. Our aim in this paper is to present a new type of the modular
space. This space contains the classical modular space. There are some map-
pings that do not have contractive condition in the usual modular space but
become contraction in this new space.
1. Introduction
In 1922, Banach presented a fixed point theorem known as Banach Contraction
Principle (BCP) that is one of the important mathematical tools in nonlinear
analysis. Then many authors dealth with this theorem in different spaces. For
example, in 2014, Ma et al. [8] presented this theorem in C∗-algebra-valued
metric space and claimed that this is a generalization of BCP in the standart
metric space. But later, in 2016 Alsulami et al. [1], Kadelburg and Radenovic´
[3] separately showed that BCP obtained in C∗-algebra-valued metric space is
equivalent to the result of BCP in the classical metric space.
In 1950, Nakano introduced the notion of modular space [15]. Then Musielak
and Orlicz [10], [16] generalized the modular space. By using the results of [16],
[10] Khamsi et al. [4] extended BCP to the frame of modular function space, an
example of modular space, introduced by Kozlowski [6]. Inspired by the notion
of C∗-algebra-valued metric space [8], Shateri [12] presented a generalization for
modular space.
Now in this work motivated by [1] and [3], we firstly show that BCP in the
setting of C∗-algebra-valued modular space does not provide a real extension for
the BCP in the modular space [12]. Secondly, we introduce a new setting, namely,
a cone modular space over Banach algebra, which enables us to obtain a proper
generalization for BCP in the usual modular spaces. Finally, we conclude our
work with an example.
1.1. Preliminaries. Modular functional is defined as follows:
Let V be a vector space and ̺ : V → [0,∞] be a functional for x, y ∈ V. θV
represents the zero vector of V. ̺ is called modular if the followings hold:
m1.) ̺ (x) = 0 if and only if x = θV .
Date: Received: xxxxxx; Revised: yyyyyy; Accepted: zzzzzz.
∗Corresponding author.
2010 Mathematics Subject Classification. Primary 47H10; Secondary 54H25.
Key words and phrases. Modular Space, Banach Algebra, Fixed Point Theorem, ∆2-
condition, F-norm, C∗-algebra.
1
2 M. O¨ZAVS¸AR and H. C¸AY
m2.) ̺ (µx) = ̺ (x) for each scalar with |µ| = 1.
m3.) ̺ (µx+ αy) ≤ ̺ (x) + ̺ (y) if µ = 1− α for µ, α ≥ 0.
It is clear that the set
V̺ = {x ∈ V : ̺ (λx)→ 0 as λ→ 0}
is a vector subspace of V. V̺ is called modular space.
In addition to the conditions above, if ̺ (µx+ αy) ≤ µ̺ (x)+α̺ (y) for µ, α ≥
0, µ = 1− α, then the functional ̺ is called convex.
Definition 1.1. The modular ̺ satisfies the ∆2-condition if limn→∞ ̺ (2xn) = θV
whenever limn→∞ ̺ (xn) = θV .
We see from [4] that the BCP is valid for a mapping T : M → M where M is
a closed, bounded non-empty subset of modular function space:
Theorem 1.2. Let p be a modular functional that satisfies the ∆2-condition and
M be a non-empty p-closed subset of the modular function space Vp. If T : M →
M is Lipschitzian and M is p-bounded, then T has a unique fixed point.
Now before giving our first result let recall some basic definitions and results
from [9] and [8]. An algebra is unital if it has the multiplicative unit. An in-
volution on a unital algebra C is a conjugate-linear map a → a∗ on C such that
a∗∗ = a and (ab)∗ = b∗a∗ for all a, b ∈ C. (C, ∗) is said to be a ∗-algebra. A Ba-
nach ∗-algebra is a ∗-algebra with a complete submultiplicative norm such that
‖a∗‖
C
= ‖a‖
C
for each element a of it. A C∗-algebra is a Banach ∗-algebra such
that ‖a∗a‖
C
= ‖a‖2
C
for every element a of it. In the rest we suppose that C is
a unital C∗-algebra. σ (x) stands for the spectrum of x. θC represents the zero
element of C. The set C# = {x ∈ C : x∗ = x} denotes the hermitian or self-adjoint
elements of C. If x ∈ C# and σ (x) ⊂ [0,∞), then x ∈ C is said to be a positive
element of C. C+ denotes the positive elements of C and |x| = (x∗x)
1
2 . Thus a
partial ordering  on C# is defined as x  y iff y − x ∈ C+. Now let’s recall the
following theorem that will be used later
Theorem 1.3. The following conditions hold for C:
i) There is a unique element b ∈ C+ such that b2 = a for a ∈ C+.
ii) The set C+ is equal to {a∗a : a ∈ C} .
iii) If a, b ∈ C# and θC  a  b, then ‖a‖C  ‖b‖C .
iv) If a, b ∈ C#, c ∈ C and a  b, then c∗ac  c∗bc.
In [8], Ma et al. introduced the notion of C∗-algebra-valued metric space and
proved BCP in such spaces. Then motivated by the results obtained in [8], Shateri
presented the notion of C∗-algebra-valued modular space in [12] as follows:
Definition 1.4. Let V be a vector space over K. The functional ρ : V → C called
C∗-algebra-valued modular if the followings hold:
cm1) ρ (x)  θC and ρ (x) = θC if and only if x = θV .
cm2) ρ (αx) = ρ (x) for each α ∈ K with |α| = 1.
cm3) ρ (αx+ βy)  ρ (x) + ρ (y) if α, β ≥ 0 and α = 1 − β, for arbitrary
x, y ∈ V.
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Note that the subset
Vρ =
{
x ∈ V : lim
λ→0
ρ (λx) = θC
}
is a subspace of V, and Vρ is called C
∗-algebra-valued modular space.
Definition 1.5. Let Vρ be a C
∗-algebra-valued modular space. Then a mapping
T : Vρ → Vρ is called a C
∗-algebra-valued contractive mapping on Vρ if there is
k ∈ C with ‖k‖ < 1 and α, β ∈ R+ with α > β such that
ρ (α (Tx− Ty))  k∗ρ (β (x− y)) k
for all x, y ∈ V.
In [12], Shateri gives definitions of ρ-convergence, ∆2-condition, ρ-Cauchy and
ρ-completeness in accordance with literature and introduces the following theo-
rem:
Theorem 1.6. Suppose that Vρ is a ρ-complete modular space with the ∆2-
condition and T is a C∗-algebra-valued contractive mapping on Vρ. Then T has a
unique fixed point in Vρ.
Now we recall the definition of the Banach algebra and some associated prop-
erties from [11, 7] that will be necessary for our results.
Definition 1.7. Let A be a Banach space over K ∈ {R,C} and ‖.‖
A
be a norm
on A. A is said to be a Banach algebra if there is an operation of multiplication
satisfying the following conditions:
(1) (u+ v)w = uw + vw and u (v + w) = uv + uw.
(2) (uv)w = u (vw).
(3) β (uv) = (βu) v = u (βv).
(4) ‖uv‖
A
≤ ‖u‖
A
‖v‖
A
.
for all u, v, w ∈ A and β ∈ K. If there is an element e ∈ A such that ae = ea = a
for all a ∈ A, then e is called the multiplicative unit of the Banach algebra A. An
element a ∈ A is called invertible if there is a−1 ∈ A such that aa−1 = a−1a = e.
From now on, we suppose that A is a Banach algebra with the multiplicative unit
e and zero vector θA.
Definition 1.8. Let P ⊂ A, then P is called cone if the followings hold:
(1) {e, θA} ⊂ P .
(2) µP + βP ⊂ P where all µ, β are non-negative real numbers.
(3) PP = P 2 ⊂ P .
(4) P ∩ (−P ) = {θA} .
A partial ordering  on A is defined as u  v if and only if v − u ∈ P . u ≺ v
stands for u  v and u 6= v. intP denotes the interior of P . u ≪ v represents
v − u ∈ intP . P is said to be a solid cone if intP 6= ∅. The cone P is said
to be normal if there exists L > 0 such that for all x, y ∈ A, θA  x  y
implies ‖x‖A ≤ L‖y‖A. From now on, P denotes a normal solid cone of A unless
otherwise stated.
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Definition 1.9. Let X be a nonempty set and d : X × X → A be a mapping
holding the following conditions:
(1) θA  d (u, v) for all u, v ∈ X and d (u, v) = θA if and only if u = v.
(2) d (u, v) = d (v, u) for all u, v ∈ X .
(3) d (u, w)  d (u, v) + d (v, w) for all u, v, w ∈ X .
Then (X, d) is said to be a cone metric space over A.
BCP in such spaces is introduced by Liu and Xu [7] as follows:
Theorem 1.10. Let (X, d) be a cone metric space over A and P be a normal
solid cone of A where a ∈ P with r (a) < 1. If the mapping T : X → X holds
following condition for all x, y ∈ X, then it has a unique fixed point in X:
d (Tx, Ty)  ad (x, y) .
After the announcement of this theorem, in [13], Xu and Radenovic´ showed that
there is no need to normality condition to prove BCP mentioned above. However,
we must note that as a generalization of the usual modular space, a cone modular
space in this paper can be defined if P holds the normality condition.
Lemma 1.11. The spectral radius r (a) of a ∈ A holds
r (a) = lim
n→∞
‖an‖
1
n
A
= inf ‖an‖
1
n
A
.
If r (a) < 1, then e− a is invertible in A. Furthermore
(e− a)−1 =
∞∑
i=0
ai.
2. Main results
In the sequel we first show that BCP in C∗-algebra-valued modular spaces (see
[12]) is equivalent to BCP in the usual modular spaces:
Theorem 2.1. BCP in the sense of Theorem 1.6 is equivalent to one in the usual
modular space.
Proof. From the Definition 1.5, we know that there is a ∈ C with ‖a‖C < 1
and α, β ∈ R+ with α > β such that ρ (α (Tx− Ty))  a∗ρ (β (x− y)) a for all
x, y ∈ V. Moreover, by (ii) in Theorem 1.3, we see that there exists uf ∈ C such
that ρ (β (x− y)) = u∗fuf . Hence ‖ρ (β (x− y))‖C =
∥∥u∗fuf∥∥C = ‖uf‖2C . On the
other hand, since
ρ (α (Tx− Ty))  a∗ρ (β (x− y)) a = a∗u∗fufa = (ufa)
∗
ufa,
then by using (iii) in Theorem 1.3 we obtain
‖ρ (α (Tx− Ty))‖
C
 ‖(ufa)
∗
ufa‖C = ‖ufa‖
2
C
 ‖a‖2
C
‖uf‖
2
C
= ‖a‖2
C
‖ρ (β (x− y))‖
C
.
(2.1)
Now consider a mapping F : V̺ → [0,∞] such as F (x) = ‖ρ(x)‖C. Then F is a
usual modular. Indeed,
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i) Let F (x) = 0. Then ‖ρ(x)‖C = 0. Thus, by the property of norm, we get
ρ(x) = 0. Since ρ is a modular, then we have x = θV .
ii) Let µ be a scalar with |µ| = 1. Then F (µx) = ‖ρ(µx)‖C = ‖ρ(x)‖C =
F (x).
iii) Let µ = 1 − λ for µ, λ ≥ 0. Then, by using (iii) in Theorem 1.3 and
triangle inequality of the norm, we obtain
F (µx+λy) = ‖ρ(µx+λy)‖C ≤ ‖ρ(x)+ρ(y)‖C ≤ ‖ρ(x)‖C+‖ρ(y)‖C = F (x)+F (y).
By letting k = ‖a‖2C, we see that k < 1. Thus, by (2.1), we obtain
F (α (Tx− Ty))  kF (β (x− y)) .
Hence, BCP in C∗-algebra valued modular spaces is equivalent to one in the usual
modular spaces. 
Now we introduce a proper space where we introduce a proper generalization
for BCP in the usual modular space.
Definition 2.2. Let V be a vector space over K. A mapping ρ : V → A is called
a cone modular functional if it satisfies the followings:
cmf1 ρ (u)  θA and ρ (u) = θA if and only if u = θV .
cmf2 ρ (αu) = ρ (u) for each α ∈ K with |α| = 1.
cmf3 ρ (αu+ βv)  ρ (u) + ρ (v) if α, β ≥ 0 and α+ β = 1.
for all u, v ∈ V. In addition to the conditions above, if ρ satisfies ρ (αx+ βy) 
αρ (x) + βρ (y) whenever α, β ≥ 0 and α = 1− β, then ρ is called convex.
Now we need to point out that
Vρ =
{
x ∈ V : lim
λ→0
ρ (λx) = θA
}
is a subspace of V. Indeed,
i) Let x, y ∈ Vρ. Then limλ→0 ρ (λx) = θA and limλ→0 ρ (λy) = θA. By using
(cmf3), ρ (λ(x+ y)) = ρ
(
1
2
(2λx+ 2λy)
)
 ρ (2λx) + ρ (2λy) . Taking t =
2λ, we see that t→ 0 as λ→ 0. So we get θA  limλ→0 ρ (λ (x+ y))  θA.
Thus, by the normality of cone, we can use Sandwich Theorem. Therefore,
we have limλ→0 ρ (λ (x+ y)) = θA, implying that x+ y ∈ Vρ.
ii) Take an arbitrary α ∈ K and x ∈ Vρ. Then limλ→0 ρ (λx) = θA. Letting
αλ = t we have t→ 0 as λ→ 0. Hence limλ→0 ρ (λαx) = θA. So αx ∈ Vρ.
From now on, we call Vρ a cone modular space over Banach algebra A. Note that
the cone modular space over A is a generalization of the usual modular space. In
the sequel, we introduce some basic definitions. Let us define a functional on Vρ
such that ‖x‖F = inf{δ > 0 : ‖ρ(
x
δ
)‖A ≤ δ}. Note that ‖.‖F is an F-norm, that
is, it satisfies the following conditions:
i) ‖x‖F = 0 if and only if x = θV .
ii) ‖x+ y‖F ≤ ‖x‖F + ‖y‖F .
iii) ‖−x‖F = ‖x‖F .
iv) αn → α and ‖xn − x‖F → 0 imply ‖αnx− αx‖F → 0.
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Definition 2.3. Let Vρ be a cone modular space over A and {xn} be in Vρ. We
say that
i) {xn} is a ρ-convergent to x ∈ Vρ denoted by xn → x (n→∞) if for each
ε > 0 there is a natural number N and µ > 0 such that ‖ρ (µ (xn − x)) ‖A < ε
for all n ≥ N .
ii) {xn} is a ρ-Cauchy if for each ε > 0 there is a natural number N and µ > 0
such that ‖ρ (µ (xn − xm)) ‖A < ε for all n,m ≥ N .
iii) Vρ is ρ-complete if each ρ-Cauchy sequence with respect toA is ρ-convergent.
iv) We say that ρ satisfies ∆2-condition if for each ε > 0 there is n0 ∈ N such
that ‖ρ(2xn)‖A < ε whenever ‖ρ(xn)‖A < ε for n ≥ n0.
Remark 2.4. Since ‖ρ (x) ‖A ≤ ‖x‖F for ‖x‖F < 1, then the norm convergence
implies modular convergence to the same limit.
Remark 2.5. If 0 < α < β, then from Definition 2.2, we have ρ (αx) = ρ
(
α
β
βx
)

ρ (βx) for all x ∈ V with y = 0. Furthermore, if ρ is a convex cone modular on V
and |α| ≤ 1, then ρ (αx)  αρ (x) for all x ∈ V.
In the sequel, we suppose that Vρ is a cone modular space over Banach algebra
A. Now we prove a fixed point theorem by introducing the notion of generalized
contractive type mapping in the construction of cone modular spaces over Banach
algebra.
Definition 2.6. A mapping T : Vρ → Vρ is called a cone contractive mapping on
Vρ if there exist a scalar vector k ∈ P with r (k) < 1 and α, β ∈ R
+ with α > β
such that for all x, y ∈ Vρ
ρ (α (Tx− Ty))  kρ (β (x− y)) . (2.2)
Theorem 2.7. Let Vρ be a ρ-complete modular space with ∆2-condition and T
be a cone contractive mapping on Vρ. Then T has a unique fixed point in Vρ.
Proof. If k = θA the proof is clear. Thus, we assume that k 6= θA. Let α0 ∈ R
+
be with β
α
+ 1
α0
= 1. For an arbitrary x ∈ Vρ and n ∈ N, set xn+1 = Txn = T
n+1x.
Since α > β, then using Remark 2.5 and Definition 2.6, we get
ρ (β (xn+1 − xn)) = ρ (β (Txn − Txn−1))
 ρ (α (Txn − Txn−1))
 kρ (β (xn − xn−1))
= kρ (β (Txn−1 − Txn−2))
 kρ (α (Txn−1 − Txn−2))
 k2ρ (β (xn−1 − xn−2))
.
.
.
 knρ (β (x1 − x0)) .
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Since β
α
+ 1
α0
= 1, then using (cmf3) we have
ρ (β (xn+1 − xn−1)) = ρ (β (xn+1 − xn + xn − xn−1))
= ρ (β (xn+1 − xn) + β(xn − xn−1))
= ρ
(
β
α
α
(
xn+1 − xn) + β
α0
α0
(xn − xn−1
))
 ρ (α (xn+1 − xn)) + ρ (βα0 (xn − xn−1)) .
Now since α > β, by using (2.2), we obtain from the inequality given above
ρ (β (xn+1 − xn−1))  kρ (β (xn − xn−1)) + ρ (βα0 (xn − xn−1)) .
By applying recursively the approach used above, we get
ρ (β (xn+1 − xn−1))  k
nρ (βα0 (x1 − x0)) + k
n−1ρ (βα0 (x1 − x0)) .
Thus, for n + 1 > m, we obtain following inequality
ρ (β (xn+1 − xm))  ρ (α (xn+1 − xm+1)) + ρ (βα0 (xm+1 − xm))
 ρ (α (xn+1 − xm+1)) + k
mρ (βα0 (x1 − x0))
= ρ (α (Tn − Tm)) + k
mρ (βα0 (x1 − x0))
 kρ (β (xn − xm)) + k
mρ (βα0 (x1 − x0))
 k [ρ (α (xn − xm+1)) + ρ (βα0 (xm+1 − xm))]
+ kmρ (βα0 (x1 − x0))
 kρ (α (xn − xm+1)) + k.k
mρ (βα0 (x1 − x0))
+ kmρ (βα0 (x1 − x0))
 k2ρ (β (xn−1 − xm))
+
{
km+1 + km
}
ρ (βα0 (x1 − x0))
 k3ρ (β (xn−2 − xm))
+
{
km+2 + km+1 + km
}
ρ (βα0 (x1 − x0)) .
By induction, we obtain
ρ (β (xn+1 − xm))  k
n−m+1ρ (β (xm − xm))
+
{
km+n−m + ...+ km+1 + km
}
ρ (βα0 (x1 − x0))
= km
(
e+ k + k2 + ... + kn−m
)
ρ (βα0 (x1 − x0)) .
Since r (k) < 1, then by Lemma 1.11, we obtain that e − k is invertible and
(e− k)−1 =
∞∑
i=0
ki. Thus,
ρ (β (xn+1 − xm))  k
m
[
∞∑
i=0
ki
]
ρ (βα0 (x1 − x0))
= km (e− k)−1 ρ (βα0 (x1 − x0)) .
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Since P is a normal solid cone with a normal constant L and ‖km‖A → 0
(m→∞). Thus for (m→∞) we get,
‖ρ (β (xn+1 − xm)) ‖A ≤ L‖k
m‖A‖ (e− k)
−1 ‖A‖ρ (βα0 (x1 − x0)) ‖A → 0.
Thus {xn} is a ρ-Cauchy sequence. Since Vρ is a ρ-complete cone modular space
over Banach algebra A, there exist x∗ ∈ Vρ and α > 0 such that
‖ρ (α (xn − x
∗)) ‖A = ‖ρ (α (Txn−1 − x
∗)) ‖A < c.
Now, it remains to show that x∗ is a fixed point of T. Indeed,
ρ
(α
2
(Tx∗ − x∗)
)
= ρ
(α
2
(
Tx∗ − T n+1x
)
+
α
2
(
T n+1x− x∗
))
 ρ
(
α
(
Tx∗ − T n+1x
))
+ ρ
(
α
(
T n+1x− x∗
))
 kρ (β (x∗ − T nx)) + ρ
(
α
(
T n+1x− x∗
))
 kρ (α (x∗ − T nx)) + ρ
(
α
(
T n+1x− x∗
))
.
So,
‖ρ
(α
2
(Tx∗ − x∗)
)
‖A ≤ L
(
‖k‖A‖ρ (α (x
∗ − T nx)) ‖A + ‖ρ
(
α
(
T n+1x− x∗
))
‖A
)
.
For (n→∞), L (‖k‖A‖ρ (α (x
∗ − T nx)) ‖A + ‖ρ (α (T
n+1x− x∗)) ‖A)→ 0. Thus
we have ‖ρ
(
α
2
(Tx∗ − x∗)
)
‖A = 0. Therefore Tx
∗ = x∗. Now assume that y∗ ( 6= x∗)
be another fixed point of T. Then we get
ρ (β (x∗ − y∗)) = ρ (β (Tx∗ − Ty∗))
 ρ (α (Tx∗ − Ty∗))
 kρ (β (x∗ − y∗))
 k2ρ (β (x∗ − y∗))
.
.
 knρ (β (x∗ − y∗)) .
Since
‖ρ (β (x∗ − y∗)) ‖A ≤ L‖k
n‖A‖ρ (β (x
∗ − y∗)) ‖A → 0
while n→∞, then we have ρ (β (x∗ − y∗)) = θA and so x
∗ = y∗. Hence the fixed
point is unique. 
Now we present an example to show that our result provides a real generaliza-
tion of the fixed point theory in the modular spaces:
Example 2.8. Let A = R2. For each (b1, b2) ∈ A, ‖(b1, b2)‖A = |b1| + |b2| . The
multiplication is defined as ba = (b1, b2) (a1, a2) = (b1a1, b1a2 + b2a1) . Then it is
obvious that A is a Banach algebra with unit e = (1, 0) . Let
P =
{
(b1, b2) ∈ R
2 : b1, b2 ≥ 0
}
.
Thus P is a normal solid cone with a constant L = 1. Let V = R2 and the cone
modular ρ be defined by ρ (b) = ρ ((b1, b2)) = (|b1| , |b2|) . So, ρ (b) ∈ P. Then
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Vρ = {b ∈ V : limλ→0 ρ (λb) = θA} is a ρ-complete cone modular space over A.
We define the mapping T : Vρ → Vρ by
T (b) = T ((b1, b2)) = (log (4 + |b1|) , arctan (3 + |b2|) + λb1) ,
where λ can be any large positive real number. By Lagrange mean value theorem
we get
ρ (α (T (b1, b2)− T (a1, a2))) 
(α
4
|b1 − a1| ,
α
10
|b2 − a2|+ λ (b1 − a1)
)

(
1
2
, λ
)
ρ
(α
2
((b1, b2)− (a1, a2))
)
.
Since r
((
1
2
, λ
))
= limn→∞
∥∥(1
2
, λ
)n∥∥ 1n
A
= 1
2
< 1, then by Theorem 2.7, T has
a unique fixed point theorem in A. Now we show that T is not a contraction
in the setting of usual modular spaces. Indeed, we first let ρ∗ = ξc ◦ ρ where
c ∈ intP and ξc : A → R is the nonlinear scalarization function defined by
ξc (b) = inf {t ∈ R : b ∈ tc− P} = inf{t ∈ R : b ≤ tc} (see [14]). Therefore, since
intP = {(c1, c2) ∈ R
2 : c1, c2 > 0}, we have
ξc (b) = ξc ((b1, b2)) = inf {t ∈ R : (b1, b2) ≤ t (c1, c2)} = max
{
b1
c1
,
b2
c2
}
for c = (c1, c2) ∈ intP and b = (b1, b2) ∈ A. Thus,
ρ∗ (a) = (ξc ◦ ρ) (a1, a2) = max
{
|a1|
c1
,
|a2|
c2
}
for a, b ∈ V .
Now let α ≻ c2
c1
and consider a = (1, 0) , b = (0, 0) . We have
ρ∗ (Ta− Tb) = max
{
log 5− log 4
c1
,
α
c2
}

α
c2
≻
1
c1
= ρ∗ (a− b) ,
implying that T is not a contraction in the setting of modular space Vρ∗ .
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