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1 序論
1.1 背景と目的
近年，大規模化・複雑化するシステムに対する高度な設計・運用・制御への要求が高ま
り，汎用性および探索性能の高い最適化手法の開発が重要な課題となっている。最適化問
題の中には，その問題の特性上，決定変数（解）が離散構造を持つ形式で表現される問題が
存在し「組合せ最適化問題」と呼ばれる。スケジューリング問題［1］や施設配置問題［2，3］
など，現実に現れる多くの問題が組合せ最適化問題として定式化できる。組合せ最適化問
題の中には，問題の入力サイズに対して多項式時間内に厳密な最適解を得るためのアルゴ
リズムがいまだ開発されていない「NP困難問題［4，5］」が多く存在する。
NP困難問題の中でも比較的良構造・小規模な問題であれば，問題構造をうまく活用し
解の列挙を行う厳密解法である分枝限定法［6］や動的計画法［7］により，実用的な時間内で
厳密な解を求めることができる。しかし，問題構造が複雑であったり大規模な問題に対し
てはこれらの手法であっても実用的な時間内に厳密な解を得ることは非常に困難である。
つまり，近年のシステムの大規模化・複雑化を踏まえれば，組合せ最適化問題として定式
化された問題に対して実用的な時間内で厳密な最適解を得ることは今後より一層困難とな
ることが予想できる。
そこで，現実の最適化では必ずしも厳密な最適解を求めるのではなく，実用的な時間内
に精度の高い解を求めることに対する要求が高まっている。その要求を受けて実用的な時
間内で近似的な解を得るための近似解法が開発されてきた。近似解法の枠組みの中でも，
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近年のコンピュータパワーの著しい向上により実用的な時間内に処理できる計算量が飛躍
的に大きくなったことを背景として，発見的近似解法の枠組みであるメタヒューリスティ
クス［4，8，9］が注目されている。
メタヒューリスティクスは経験的に有効性が知られているオペレーションを組み合わせ
た最適化手法であり，さまざまな分野に適用され成果を挙げている。その多くは様々な自
然現象・物理現象などのアナロジーに基づいて構築されており，例えばGenetic Algorithm
［10］は生物の進化のメカニズムに着想を得た手法であり，Simulated Annealing［11］は金属
工学における焼きなましを模擬した手法である。
一方で，優れた探索性能を持つ手法の中には，アナロジーに依らない共通した探索戦略
が存在する。また，メタヒューリスティクスを用いた最適化においては，解空間の構造を
巧みに活用した探索戦略により優れた解の探索が期待できる。これまで本研究グループで
は，アナロジーに依らない探索戦略や解空間の構造を活用した最適化手法を提案し，その
優れた探索性能を確認している。［12，13，14，15，16，17，18］
メタヒューリスティクスの探索においては，探索の過程でえられた情報を基に見込みの
ある領域を重点的に探索する「集中化」と，探索が偏ることを防ぎ未探索領域に探索を促す
「多様化」の戦略が重要であることが広く知られている［4，8，19，20］。多くのメタヒューリ
スティクスはこれらの探索戦略を用いて優れた探索性能を実現している。例えば，Genetic
Algorithmでは選択操作により集団の中でもより良い個体を次の世代に残すことで集中化
を，突然変異により他の個体情報に依らない近傍解をランダムに生成することで多様化を
実現している。Simulated Annealingでは探索序盤では現在の解よりも悪化する解を受理す
る確率を高くすることで多様化を，探索終盤はその確率を低くすることで集中化を実現し
ている。
集中化と多様化の戦略を巧みに活用することで効果的な探索が実現が期待できるが，従来
のメタヒューリスティクスでは，多様化の役割を集中化の抑制として捉えているものが多い。
Genetic Algorithmの突然変異は集団が過度に集中することを防ぎ，Simulated Annealing
では悪化する解を受理する確率を高くすること局所的最適解での停滞を防いでいる。これ
らの操作の役割は，乱数に頼った摂動を与えることにより探索が偏ることを防ぐことに留
まっており，未探索領域への探索を積極的に促しているとは言い難い。
長期的な探索を実現しようとすれば，これまでの多くの手法のように探索に摂動を与え
るだけではなく，未探索領域への探索を積極的に促すような操作により多様化を実現する
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ことが望ましい。そのために考え得るもっとも単純な操作は，長期の探索履歴をすべて記
憶し，過去に訪れた解を探索しないことであるが，これを実現するためには膨大な量の情
報の記憶・参照をする必要があり，計算量の観点から現実的でない。しかし，複数の解を
1つの領域として束ねる上位の概念を導入し，その領域内の代表的な情報のみを抽出して
探索に活用することができれば，計算量を抑えながら長期的な探索を行うための操作の実
現が期待できる。
そこで，本研究グループでは組合せ最適化問題の解空間に引き込み領域（basin of attraction）
の概念を導入することで組合せ最適化問題の解空間に対して独自の解釈を行ってきた［12，
13，14，15］。ここで，引き込み領域とは最良移動戦略の Local Searchによって同一の局所
的最適解に到達する解の集合として定義される。引き込み領域の導入により，これまで個々
の解による集合として捉えられてきた解空間を，引き込み領域の集合としても捉えること
が可能となる。また，引き込み領域内の最良解であり，領域内の任意の解から確実に探索可
能な解である局所的最適解を引き込み領域内の代表解として定めることで，局所的最適解
の情報を活用した操作により長期的な探索が期待できる。先行研究では，解空間は個々の
解により成される下位構造と引き込み領域により成される上位構造を有しているものと解
釈することで，下位構造の探索と上位構造の探索において局所的最適解に基づいた異なる
探索戦略を用いる新たな組合せ最適化手法を提案し，その有用性を確認している［14，15］。
本論文では，これまでの手法が目的としてきた「優れた解の探索」を「優れた局所的最
適解を有する引き込み領域の探索」いわゆる「上位構造の探索」として再解釈できること
を基に，個々の解同士の移動だけでなく異なる引き込み領域間の移動に対して独自の探索
戦略を埋め込むことを，組合せ最適化手法の改良・構築のための新たなアプローチとして
提案する。
上記のアプローチにより，本論文では既存のメタヒューリスティクスの改良および新た
な組合せ最適化手法の構築を行う。既存のメタヒューリスティクスの改良では，代表的な
組合せ最適化手法である Tabu Searchに着目し，まず Tabu Searchの定性的解析よりその
課題点を明らかにする。そして，解空間を引き込み領域の集合として捉えることにより，
その課題点を解決するための探索構造をTabu Searchに埋め込み，解空間の上位構造に基
づく Tabu Searchを提案する。複数のベンチマーク問題を用いた数値実験により改良した
Tabu Searchとオリジナル Tabu Searchを比較し，解空間の上位構造に基づく手法改良の有
効性を検証する。
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新たな組合せ最適化手法の構築では，従来のメタヒューリスティクスが用いている優れ
た探索戦略を解空間の上位構造で活用する多点探索型組合せ最適化手法を提案する。提案
する手法は最良移動戦略のLocal Searchによる局所的最適解の発見と，局所的最適解の情
報を活用した異なる引き込み領域への移動を繰り返す。探索効率の観点から，異なる引き
込み領域への移動の際には「これまで訪れた引き込み領域への移動を抑止する操作」つま
り「未探索領域への探索を積極的に促す操作」を適用し，その上で従来のメタヒューリス
ティクスが用いている優れた探索戦略を活用する。
解空間の上位構造における探索戦略として「集中化と多様化」および「局所改善と大域
改善」を用い，それぞれの探索戦略を基とする手法を構築する。ここで，局所改善は限ら
れた範囲の情報のみを活用し局所的な領域における解の改善を行う戦略，大域改善とは広
い範囲の情報を活用し，大域的な領域における解の改善を行う戦略であり，活用する情報
と改善を期待する探索範囲により大別される探索戦略であり集中化の一部と捉えることも
できる。
「集中化と多様化」に基づく手法では，近接最適性原理（Proximate Optimality Principle:
POP）［4，8，20］を用いた集中化の実現，探索点の移動をそれぞれ異なる領域へ方向付け
ることによる多様化の実現を行う。「局所改善と大域改善」に基づく手法では，優れた解情
報に基づく相互作用を，パラメータにより定めるバランスで用いることで局所改善と大域
改善の実現を行う。そして，それぞれの手法の探索性能を，複数のベンチマーク問題を用
いた数値実験により検証する。
1.2 本論文の構成
本章以降における本論文の構成を以下に示す。
第２章では，組合せ最適化問題の概要と諸定義について述べる。
第３章では，代表的なメタヒューリスティクスの概要とアルゴリズム，メタヒューリス
ティクスの探索戦略についてまとめる。
第４章では，引き込み領域を組合せ最適化問題の解空間に導入することによる解空間の
新たな解釈について述べる。
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第５章では，本研究グループが先行研究で提案している解空間の階層構造に基づく組合
せ最適化手法について説明する。
第６章では，第５章の解釈に基づく組合せ最適化手法の改良・構築のための新たなアプ
ローチを提示する。そのアプローチに則り，従来の組合せ最適化手法の改良と新たな組合
せ最適化手法の構築を行う。まず，解空間の上位構造に基づくTabu Searchを提案し，数値
実験により探索性能を検証する。また，「集中化と多様化」および「局所改善と大域改善」
を活用した新たな組合せ最適化手法を提案し，数値実験により提案手法の探索性能を検証
する。
第７章では，本論文のまとめと今後の課題を述べる。
2 組合せ最適化問題
本章では，本研究で対象とする組合せ最適化問題の概要と，それに伴う一般的な諸定義
をまとめる。また，本論文で用いる距離と近傍の定義について示す。
2.1 組合せ最適化問題の概要
一般的に最適化問題（ここでは最小化問題）は以下のように定式化される。
min f (x)
subject to x ∈ F (2.1)
f は目的関数，Fは実行可能領域である。Fは制約条件を満たす解の集合であり，x ∈ Fは
実行可能解，x  Fは実行不可能解と呼ばれる。目的関数 f (x)は実数値もしくは整数値を
とる関数であり，以下の写像で示される。
f : F→ R (or Z) (2.2)
ここで，Rは実数値の集合，Zは自然数の集合である。この f (x)が最小となる実行可能解
を求めることが最適化の目的である。そして，最適化問題の中でも，グラフ理論や順列に
代表されるような Fが組合せ的な構造を持つ問題が組合せ最適化問題と呼ばれる。
以下で組合せ最適化における諸定義を示す。
第 2章 組合せ最適化問題 7
定義 2.1.1（大域的最適解） 解 xが以下の条件を満たすとき大域的最適解と呼ぶ。
∀y ∈ F, f (x) < f (y)
定義 2.1.2（局所的最適解） 解 x∗が以下の条件を満たすとき局所的最適解と呼ぶ。
∀y ∈ N(x∗), f (x∗) < f (y)
ここで N(x)とは解 xに対する近傍である。
定義 2.1.3（近傍） 実行可能領域 F内の解に対する近傍は，以下の写像として定義される。
N : F→ 2F (2.3)
近傍 Nは実行可能領域 F内のすべての解 xに対して，Fの任意の部分集合を割り当てるこ
とができるが，一般的には xに対して何らかの変形を加えた解集合として，問題ごとに定
義されることが多い。
2.2 組合せ最適化問題における距離
一般的に，実数値最適化問題における解同士の距離はユークリッド距離により計測され
ることが多い。これは，実数値最適化問題における解空間が n–次元実数空間として統一的
に表現されるためである。組合せ最適化問題においては，対象とする問題によって解の表
現方法が異なるため，問題ごとに解の表現方法に適する距離を用いる必要がある。
ここで，距離とは任意の x, y, z ∈ Xに対して距離の公理である
（1） 非負性（正定値性）：d(x, y) ≥ 0
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（2） 非退化性：d(x, y) = 0⇔ x = y
（3） 対称性：d(x, y) = d(y, x)
（4） 三角不等式：d(x, y) + d(y, z) ≥ d(z, x)
を満たす写像
d : X × X → R (2.4)
である［21，22］。それぞれの組合せ最適化問題に対して問題の解表現に適した距離を定義
することで，異なる組合せ最適化問題に対して距離という概念のもとで統一的な議論が可
能となる。
以下では本論文で重要となる距離空間に基づく定義を示す。
定義 2.2.1（閉球体） 距離空間 (X, d)において，x ∈ Xを中心とする半径 ε > 0の閉球体
B[x : ε]は以下の式で定義される。
B[x : ε] = {y ∈ X | d(x, y) ≤ ε} (2.5)
定義 2.2.2（直径） 距離空間 (X, d)の部分集合 A  ∅に対して，Aの直径 diam(A)は以下
の式で定義される。
diam(A) = sup {d(x, y) | x, y ∈ A} (2.6)
2.3 本論文で用いる距離と近傍の定義
上述の通り，距離と近傍は様々な組合せ最適化問題に対して自由に定義可能である。本
節では，後にベンチマーク問題として扱う問題に対して，本論文で用いる距離と近傍の定
義について説明する。
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本論文でベンチマークとして取り扱う問題は，巡回セールスマン問題（Traveling Salesman
Problem: TSP），0-1ナップサック問題（0-1 Knapsack Problem: 0-1 KP），フローショップ
スケジューリング問題（Flow-shop Scheduling Problem: FSP），二次割当問題（Quadratic
Assignment Problem: QAP）の４つである。それぞれの問題の詳細や解の表現方法は付録
Aに記す。
まず，本論文においてそれぞれの問題に対して用いる距離の定義を以下に示す。
定義 2.3.1（TSPの距離定義） 本論文では TSPの解を n行 n列の二値行列として表現す
る。TSPにおける距離関数 dTSPを，巡回路の共通しないパスの数として次式で定義する。
dTSP(x, y) =
1
2
n−1∑
i=1
n∑
j=i+1
xi j ⊕ yi j
定義 2.3.2（0-1 KPの距離定義） 本論文では 0-1 KPの解を n次元の二値ベクトルとして
表現する。0-1 KPにおける距離関数 d0-1KPを，共通しないビット数（Hamming距離）とし
て次式で定義する。
d0-1KP(x, y) =
n∑
i=1
xi ⊕ yi (2.7)
ここで xiはベクトル xの i番目の要素である。
定義 2.3.3（FSPの距離定義） 本論文では FSPの解を n次元の順位ベクトルとして表現す
る。FSPにおける距離関数 dFSPを，各要素の順位差の総和（Footrule距離［23，24］）とし
て次式で定義する。
dFSP(x, y) =
n∑
i=1
| xi − yi | (2.8)
定義 2.3.4（QAPの距離定義） 本論文ではQAPの解を n次元の順序ベクトルとして表現
する。QAPにおける距離関数dQAPを，一方のベクトルを任意の要素対の交換によりもう一
方のベクトルに変換するときの最小交換回数（Cayley距離［24］）として次式で定義する。
dQAP(x, y) = n− | T (τ(x, y)) | (2.9)
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ここでT (τ)は置換τを巡回置換の積で表したときの巡回置換の集合，τ(x, y)は
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 x2 . . . xn
y1 y2 . . . yn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
なる置換である。
次に本論文においてそれぞれの問題に対して用いる近傍の定義を示す。先に述べた通り，
一般的に解 xの近傍 N(x)は xに何らかの変形を加えた解集合として定義される。本論文
では，上述した距離の定義に基づき解 xを中心とする閉球体を近傍と定義する。
定義 2.3.5（TSPの近傍定義） TSPにおける近傍 NTSPは，解 xから距離 2の（2-opt）近
傍として次式で定義する。
NTSP(x) = B[x : 2] = {y | dTSP(x, y) = 2} (2.10)
定義 2.3.6（0-1 KPの近傍定義） 0-1 KPにおける近傍 N0-1KPは，解 xから距離 1の近傍
として次式で定義する。
N0-1KP(x) = B[x : 1] = {y | d0-1KP(x, y) = 1} (2.11)
定義 2.3.7（FSPの近傍定義） FSPにおける近傍 NFSPは，解 xから距離 4以下の近傍とし
て次式で定義する。
NFSP(x) = B[x : 4] = {y | dFSP(x, y) ≤ 4} (2.12)
定義 2.3.8（QAPの近傍定義） QAPにおける近傍 NQAPは，解 xから距離 1の近傍として
次式で定義する。
NQAP(x) = B[x : 1] = {y | dQAP(x, y) = 1} (2.13)
図 2.1と図 2.2に，各問題に対する距離と近傍の一例を示す。
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図 2.2各問題における近傍の一例
3 メタヒューリスティクス
本章では，本研究で提案する手法が属する最適化手法の枠組みであるメタヒューリスティ
クスについて説明する。まず，組合せ最適化に用いられる代表的な組合せ最適化手法につ
いて概説し，それを基に多くのメタヒューリスティクスが用いている探索戦略についてま
とめる。
3.1 代表的な組合せ最適化手法
3.1.1 Local Search
Local Search（局所探索法）［4，5，25］はメタヒューリスティクスの探索戦略における基本
的な枠組みである。多くのメタヒューリスティクス（後に紹介するTabu SearchやSimulated
Annealingなど）が Local Searchを基に構築されているが，Local Search自体は単純な近
似解法の一手法として位置づけられることが多い。
Local Searchは，与えられた初期解 xから探索を開始し，現在の解の近傍 N(x)内のより
良い解に現在の解を更新していくアルゴリズムである。また，前述の説明よりさらに一般
化した枠組みを広義のLocal Searchと捉えることもあるが，ここでは前述したアルゴリズ
ムをLocal Searchとして扱う。
多くの場合，N(x)内には現在の解よりも良い解（改善解）が複数含まれている。そのた
め，改善解の中からどの解を次なる解として選択するかについては様々な戦略がある。こ
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Algorithm 3.1: Best-improvement Local Search
1: procedure BLS(x)
2: 初期解 xを与える
3: while f (x) > min { f (y)|y ∈ N(x))} do 局所的最適解を見つけるまで探索
4: 以下の式に従い解を更新する
5: x := argmin { f (y)|y ∈ N(x)} 近傍の中で最良の解を選択
6: end while
7: return x
8: end procedure
の選択のルールは移動戦略と呼ばれ，代表的なものとしては以下の２つがある［4］。
即時移動戦略 (First-improvement)
N(x)内の解をランダムな順序で評価し，最初に発見した改善解に移動する戦略
最良移動戦略 (Best-improvement)
N(x)内の解を全て評価し，最も良い評価値 f (x)を持つ解に移動する戦略
本研究においては最良移動戦略を主に取り扱うため，最良移動戦略のLocal Search(Best-
improvement Local Search: BLS)のアルゴリズムをAlgorithm 3.1に示す。
3.1.2 Tabu Search
Tabu Search［20］は，Local Searchに基づく単点探索型のメタヒューリスティクスであ
る。Tabu Searchは，現在の解 xの近傍 N(x)内にある最良の解に（その解が改善解でなく
ともでなくとも）現在の解を更新する。そのため，Local Searchとは異なり現在の解が局
所的最適解であっても探索を継続することができる。
また，現在の解から評価値が改悪する解（改悪解）への移動が許容されるため，現在の
解 xが局所的最適解の場合，近傍N(x)内の最良解 x′に解を更新した後に近傍N(x′)内の最
良解へと解を更新すると，再び局所的最適解 xに戻ってくる可能性が高い。そこで，Tabu
Searchではタブーリストと呼ばれる集合Tを設け，過去に行った移動に反する操作，もし
くは過去に探索した解を記憶する。そして，タブーリストに記憶された操作により生成さ
れる近傍解，もしくはタブーリストに記憶された解への移動を禁止することにより，探索
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Algorithm 3.2: Tabu Search
1: procedure Tabu Search(x, LT , tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，タブーリスト T = ∅とする
Step 2: 終了判定
4: if t = tmax then
5: 探索を終了する
6: end if
Step 3: 近傍生成
7: 以下の式に従い近傍を生成する
8: N′(xt) = {y ∈ N(xt) | (y − xt)  T } タブーリストに従い近傍を生成
Step 4: 更新
9: 以下の式に従い解を更新する
10: xt+1 := argmin { f (y)|y ∈ N′(xt)} 近傍の中で最良の解を選択
11: 以下の式に従いタブーリストを更新する
12: T := T ∪ (xt − xt+1)
13: if | T |> LT then
14: T := T\(xt−(LT−1) − xt−LT ) 最も古いタブーの削除
15: end if
16: t := t + 1として Step 2へ戻る
17: end procedure
が後戻り（サイクリング）することを防いでいる。
タブーリストには，上述したように過去に探索した解，もしくは過去に行った移動に反
する操作が記憶される。過去に行った移動に反する操作を記憶・禁止する方法は様々存在
するが，有名なものとしては
• 移動の際に変更した解の変数を記憶し，その変数を変更することを禁止する，
• 移動の際に変更した解の変数とその値を記憶し，その変数を変更前の値に戻すこと
を禁止する，
などが挙げられる。
また，探索におけるすべての移動を記憶し，その記憶に基づき移動を禁止し続けた場合，
いずれ移動可能な近傍解がなくなってしまう。そのため，記憶するタブーの個数を制限す
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るパラメータとしてタブーリストレングス（LT）を有しており，記憶するタブーの個数が
LT を超えた場合，最も古い記憶がタブーリストから消去される。
過去に行った移動に反する操作を記憶・禁止する Tabu SearchをAlgorithm 3.2に示す。
ここで (y − x)は解 xから解 yに移動する際に用いる近傍操作である。
3.1.3 Simulated Annealing
Simulated Annealing［11］は，物理現象の焼きなましにアナロジーを得て開発された，
Local Searchに基づく単点探索型のメタヒューリスティクスである。Simulated Annealing
は，現在の解 xの近傍 N(x)内からランダムに一つの解を選択し，その解の評価値の良さに
応じて（その解が改悪解でも）確率的に更新を行う。そのため，Tabu Search同様現在の解
が局所的最適解であっても探索を継続することができる。
Simulated Annealingは，現在の解の x近傍 N(x)内からランダムに選んだ解を yとした
とき，改善解であれば必ず更新し，改悪解であっても受理確率 exp f (x
t)− f (y)
T で解を更新す
る。ここで T は温度パラメータと呼ばれ，探索序盤では改悪解への更新が生じやすいよう
に十分高い値に設定され，探索が進むにつれて徐々に小さくしていき，探索終盤では即時
移動戦略の Local Searchと同様の探索を行う。
Tは，同一の温度で探索を一定の回数R回を行ったあと，事前に定めた冷却スケジュール
に応じて小さな値に更新されていく。冷却スケジュールの一つとして，R = 1とし t反復目
での温度を clog(t+1)とする方法がある。ここで cは十分に大きな定数である。この方法による
Tの更新によって最適解への漸近収束性が保証されるが，Tの値がなかなか下がらず実用性
がないことが知られている。単純かつ実用的なスケジュールは，パラメータα ≥ 1, β ∈ [0 1]
用意し，温度 T において R回探索した後に R := αR, T = βT と更新する方法で，幾何冷却
法と呼ばれる。
幾何冷却法によりパラメータ更新を行う Simulated AnnealingをAlgorithm 3.3に示す。
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Algorithm 3.3: Simulated Annealing
1: procedure Simulated Annealing(x, T0,R0, α, β, tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，温度 T := T0，各温度における反復回数 R := R0とする
Step 2: 終了判定
4: if t = tmax then
5: 探索を終了する
6: end if
Step 3: 近傍生成と更新
7: ランダムに y ∈ N(xt)を選択する
8: if U(0, 1) ≤ exp f (xt)− f (y)T then 評価値が悪化しても確率で受け入れる
9: xt+1 := y
10: end if
Step 4: パラメータの更新
11: t := t + 1とする
12: if t mod R = 0 then  R回反復したらパラメータを更新する
13: R := αR
14: T := βT
15: end if
16: Step2へ戻る
17: end procedure
3.1.4 Genetic Algorithm
Genetic Algorithm［10］は生物の進化に着想を得て開発された多点探索型のメタヒューリ
スティクスである。Tabu Search，Simulated Annealingとは異なり複数の解を同時並列的
に探索する手法であり，探索点の相互作用を活用した解生成を行うことで効率的な探索を
行う。
Genetic Algorithmの探索は主に交叉・突然変異・選択の3つから成る。交叉は，複数の解
同士を組合せそれぞれの解が持つ特徴を受け継いだ新たな解を生成する操作であり，Tabu
Search，Simulated Annealingなどの単点探索型の手法では実現できない探索点間の相互作
用を活用している点で多点探索特有の操作といえる。突然変異は，それぞれの探索点が独
自に行う解生成であり，多くの場合現在の解 xの近傍 N(x)内の解をランダムに一つ選択す
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Algorithm 3.4: Genetic Algorithm
1: procedure Genetic Algorithm(P,m, Pc, Pm, tmax)
Step 1: 初期化
2: 初期点集団 P0を与える（| P0 |= m）
3: 反復回数 t = 0，子個体集団Q0 = ∅とする
Step 2: 終了判定
4: if t = tmax then
5: 探索を終了する
6: end if
Step 3: 交叉・突然変異
7: for i = 1, . . . , m2 do
8: 親子体 xa, xb ∈ Ptをランダムに選択する
9: 交叉率 Pc，突然変異率 Pmに従い xa, xbから子個体 ya, ybを生成する
10: ya, ybをQ
tに加える
11: end for
Step 4: 選択
12: Rt := Pt ∪ Qtとする
13: 選択操作により Rtから個体をm個選択し Pt+1とする
14: t := t + 1,Qt = ∅とし Step2へ戻る
15: end procedure
る操作が用いられる。選択は，現在の解および現在の解から交叉・突然変異により生成さ
れた解の中から，次の反復で用いる解を選択する操作であり，多くの場合より良い評価値
を持つ解が選択され易くなる。
Genetic Algorithm実装の自由度は非常に高く，交叉・突然変異・選択を用いる順番，ま
たどのような交叉則・突然変異則・選択則を用いるかによって具体的なアルゴリズムは異な
る。ここでは，交叉，突然変異，選択の順で各操作を用いるGenetic AlgorithmをAlgorithm
3.4に示す。
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3.2 メタヒューリスティクスの探索戦略
3.2.1 近接最適性原理
近接最適性原理（Proximate Optimality Principle: POP）［4，8，20］とは「良い解同士は
何らかの類似構造を持つ」という経験則に基づく考えであり，工学における多くの最適化
問題において成立することが知られている。
既存の多くのメタヒューリスティクスは，良い解の情報を積極的に活用する探索戦略を
有している。つまり，多種多様なアナロジーから開発された多くのメタヒューリスティク
スが共通して用いている探索戦略であることから，近接最適性原理の活用はアナロジーに
依らない優れた探索戦略の一つであるといえる。
3.2.2 集中化と多様化
集中化と多様化［4，8，19，20］は，多くのメタヒューリスティクスが用いている基本的な
探索戦略である。本論文では優れた解情報の活用の有無と探索領域の観点からこれらの探
索戦略を以下のように解釈する。
集中化（intensiﬁcation）
　集中化は，探索過程で得られた優れた解の情報を基に有望な領域を重点的に探索
する方針である。つまり，近接最適性原理を基に，探索過程で得られた良い解と類
似構造を持つ解を重点的に探索することにより，更により良い解の発見を期待する
戦略である。
　Tabu Searchにおいてはタブーでない近傍の中で最良の解に更新を行うこと，Sim-
ulated Annealingでは評価値の良い解程受理確率を高くすること，Genetic Algorithm
では評価値の良い解ほど選択則により次の反復に用いられ易くすることにより集中
化を実現している。
多様化（diversiﬁcation）
　集中化は，探索が偏ることを防ぎ未探索の領域に探索を促す方針である。つまり，
優れた解の情報にとらわれず幅広い領域の探索を行うことにより，集中化に基づい
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た探索だけでは発見できない多様な解を得ることを期待する戦略である。
　Tabu Searchにおいてはタブーにより探索の後戻りを防ぐこと，Simulated Annealing
では改悪解であっても受理確率に応じて更新を許容すること，Genetic Algorithmで
は突然変異により探索集団が持つ解に多様性を持たせることにより多様化を実現し
ている。
上述した解釈でもそうであるが，一般的に集中化と多様化は相反する戦略として捉えら
れる。しかし，いずれの戦略も解空間の効果的な探索に対して重要な役割を持つことから，
これらの探索戦略をバランスよく実現することが高精度の解を得るためには重要である。
3.2.3 多点探索
最適化手法は，その手法が探索に用いる探索点の数から Tabu Searchや Simulated An-
nealingのような単点探索とGenetic Algorithmのような多点探索に分類することができる。
多点探索は複数の探索点により同時並列的に解空間を探索することができるため，単点探
索に比べ多様な解を得ることができ，その解情報を用いて探索点間に相互作用を与えるこ
とでより複雑な振る舞いが実現可能である。
3.2.4 局所探索と大域探索
メタヒューリスティクスの探索は，活用する情報の空間的な偏りやその探索によって解
の改善を期待する探索範囲の観点から，局所探索と大域探索に大別できる。本論文ではこ
れらの探索戦略を以下のように解釈する。
局所改善（local improvement）
　局所改善とは，限られた範囲の情報のみを活用し，局所的な領域における解の改
善を行う探索である。つまり，個々の探索点が自身の持つ解の情報に基づき周囲の
領域に存在するより良い解を探索する戦略である。
　Tabu Searchの用いる最良移動戦略やGenetic Algorithmの突然変異が局所改善に
分類される。
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大域改善（global improvement）
　大域改善とは，広い範囲の情報を活用し，大域的な領域における解の改善を行う
探索である。つまり，多点探索に基づき複数の探索点が得た解情報から探索点が分
布する大域的な領域における解の改善を行う探索である。
　Genetic Algorithmの選択・交叉が大域改善に分類される。
上述した解釈に基づけば，大域改善は多点探索が前提となる探索戦略であり，多点探索
であるGenetic Algorithmは局所探索と大域探索の両戦略を同時に活用している。このこ
とから，多点探索は多様な探索戦略を実現する上でも有用であり，手法の構築において重
要な指針の一つであるといえる。
4 組合せ最適化問題における解空間の新たな解釈
本章では，本研究グループが先行研究［12，13，14，15］で行った，組合せ最適化問題に
おける解空間の新たな解釈について説明する。この解釈は「探索能力の持続性」に着目し，
長期的な探索を視野に入れた移動戦略の構築を目的に成されたものである。
組合せ最適化問題の解の総数はその問題規模に対して指数関数的に増大するため，大規
模の問題を解くためには膨大な解の中から優れた解を探す必要がある。最適化手法が対象
の問題に対して使用者の希求水準を満たす解を求めるために必要とする探索時間は，問題
の規模もしくは複雑さに応じて長くなることが推測される。1章で述べたように，現実の
システムが大規模化・複雑化していることを踏まえれば，強力な「探索能力の持続性」を
有する最適化手法を構築することが重要であると考える。
「探索の持続性」を保持するためには，3.2.2節で述べた多様化における「未探索の領域
に探索を促す」ことが重要になるが，Simulated AnnealingやGenetic Algorithm，本論文
で紹介していない多くのメタヒューリスティクスにおいて，多様化の役割は，過度な集中
化の抑制により「探索が偏ることを防ぐ」ことに重点が置かれている。長期的な探索を実
現しようとすれば，これまでの多くの手法のように集中化の抑制だけではなく，未探索領
域への探索を積極的に促すような操作により多様化を実現することが望ましい。
Tabu Searchは探索履歴を活用することにより未探索の領域への移動を促しており，タ
ブーリストレングスを長く設定することで未探索領域への移動を促進することができる一
方で，その場合局所的な探索能力が弱まり得られる解の精度が悪くなる。逆にタブーリス
トレングスを短く設定することで局所的な探索能力は強まるが，探索のサイクリングが発
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生しやすくなる。つまり，単に未探索領域への移動を促すだけではなく，局所探索を十分
行った後に未探索領域への移動が実現できる探索戦略の構築が重要である。
そのために，組合せ最適化問題の解空間に複数の解を1つの領域として束ねる上位の概念
を導入し，その領域内の探索を十分に行った後に未探索の領域に移動する探索戦略を構築
することでができれば，高精度な解を得ながら長期的な探索を実現することが期待できる。
そこで，本研究では，最良移動戦略のLocal Searchによって同一の局所的最適解に到達
する解の集合である「引き込み領域」の概念を組合せ最適化問題の解空間に導入する。「解
x, y ∈ Fに最良移動戦略の Local Searchを適用した場合，同一の局所的最適解に到達する」
という以下の関係が同値律† を満たすため，この関係は解空間を直和分割する。
x ∼ y : BLS(x) = BLS(y) (4.1)
また，同値類の代表元は一般的に任意に決定できるが，ここではある引き込み領域の代
表元としてその引き込み領域に属する局所的最適解 x∗をとる。これは，同値類の中でも局
所的最適解が以下の性質を有しており，これらの性質は組合せ最適化手法の新たな探索戦
略を構築する上で有用であることが期待できるためである。
（1） 同値類における最良解である
（2） 同値類の中の任意の解から容易に求めることができる
（3） 同値類内の構造は単峰性であり，同値類の他の解より相対的に中心に位置すること
が期待できる
ここで，局所的最適解 x∗を代表元とする引き込み領域（同値類）は，B→ 2Fなる写像を
用いて以下の式で表される。
B(x∗) := {y ∈ F | x∗ ∼ y} (4.2)
以上より，引き込み領域の概念を用いることによりこれまで個々の解の集合として捉え
られてきた解空間を，引き込み領域の集合として大域的に捉えることが可能となった。つ
† 集合 Xにおける関係∼について，以下の同値律
(A) 反射律：Xのすべての元 xに対して，x ∼ x
(B) 対称律：Xの元 x, yに対して，x ∼ y⇒ y ∼ x
(C) 推移律：Xの元 x, y, zに対して，x ∼ y ∧ y ∼ z⇒ x ∼ z
が成立するとき，∼は Xにおける同値関係であるという。
第 4章 組合せ最適化問題における解空間の新たな解釈 23
 	
 

 


図 4.1解空間の階層構造の概念図（２次元）
まり，引き込み領域内の探索を十分に行った後に未探索の引き込み領域に移動する探索戦
略を構築することでができれば，高精度な解を得ながら長期的な探索を実現することが期
待できる。
本論文において，解空間は個々の解により成される下位構造と引き込み領域により成さ
れる上位構造を有しているものと解釈する。本論文における解空間の階層構造の概念図の
２次元モデルを図 4.1，１次元モデルを図 4.2示す。
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図 4.2解空間の階層構造の概念図（１次元）
5 解空間の階層構造に基づく組合せ最適化手法
本章では，本研究グループが先行研究で提案している解空間の階層構造に基づく組合せ
最適化手法［14，15］についてまとめる。
5.1 解空間の階層構造に基づく単点探索型手法
まず第 4章で述べた解空間の階層的な解釈を基にした単点探索型手法［14］について説明
し，簡単な数値実験により手法の探索過程を考察する。
5.1.1 手法の概要
解空間の階層構造に基づく（単点探索型）組合せ最適化手法は，集中化を引き込み領域内
の探索戦略，多様化を引き込み領域間の探索戦略に割り当てることで両戦略の役割を明確化
している。具体的には，引き込み領域内の探索として最良移動戦略のLocal Searchを用い
ることで領域内の最良解を発見し，引き込み領域間の探索では距離に基づく移動を行うこと
で未探索の引き込み領域への探索を行っている。解空間の階層構造に基づく組合せ最適化
手法（Hierarchical Structure Solution Space based on Combinatorial Optimization Method:
HS-COM）のアルゴリズムをAlgorithm5.1に示し，以下で具体的に説明する。
第 5章 解空間の階層構造に基づく組合せ最適化手法 26
Algorithm 5.1: HS-COM
1: procedure HS-COM(x, r, tmax)
Step 1: 初期化
2: 初期点 x(0,0)を与える
3: 反復回数 t = 0，領域間の移動における反復回数 k = 0，探索済み局所的最適解の集合 H = ∅
とする
Step 2: 領域内の探索
4: x(t,∗) = BLS(x(t,k)) 最良移動戦略の Local Searchにより局所的最適解を得る
Step 3: 終了判定
5: if t = tmax then
6: 探索を終了する
7: else
8: x(t+1,0) := x(t,∗)，t := t + 1，k := 0とする
9: end if
Step 4: 直径対集合の算出
10: 以下に従い探索に用いる直径対集合を算出する
11: if t = 1 or t = 2 then
12: xα = xβ = x(0,∗)
13: else
14: {xα, xβ} ∈ D(H) より新しい局所的最適解を含む元を選択
15: end if
16: H := H ∪ x(t−1,∗) 局所的最適解の保存
17: if | H |> r then
18: H := H\x(t−r,∗) 記憶数の上限を超えたら古いものから削除
19: end if
Step 5: 領域間の探索
20: 式 (5.1)(5.3)に従い近傍 N1，N2を生成し N1,2 = N1 ∩ N2とする
21: ただし N1 ∩ N2 = ∅の場合は N1，N2の順に優先して N1,2を生成する
22: 次式に従い解を更新する
23: x(t,k+1) := argmin{ f (y) | y ∈ N1,2}
24: k := k + 1とする
Step 6: 脱出判定
25: if f (x(t,k)) < f (x(t,k−1)) or N1 = ∅ then
26: Step2へ戻る
27: else
28: Step5へ戻る
29: end if
30: end procedure
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5.1.2 引き込み領域内の探索
引き込み領域内の移動では最良移動戦略の Local Searchにより，探索点 x(t,k)が属してい
る引き込み領域内の最良解である局所的最適解 x(t,∗)を発見する。ここで tはアルゴリズム
全体の反復回数，kは引き込み領域間の探索における反復回数である。このとき発見した
局所的最適解は領域間の移動の際に用いるためアーカイブ Hに記憶される。また，記憶す
る局所的最適解の数はパラメータ rによって決定され，| H |が rを超える場合には最も古
い局所的最適解の情報がアーカイブから削除される。引き込み領域内の探索終了後，反復
回数 t := t + 1となる。
5.1.3 引き込み領域間の探索
引き込み領域間の探索では，現在の引き込み領域からの脱出と探索済み引き込み領域へ
の回帰抑止を行う。
現在の引き込み領域からの脱出
最良移動戦略のLocal Searchにより領域内の局所的最適解を発見した場合，その領域内
にはそれより優れた解が存在しないため，確実かつ速やかに異なる領域へと脱出する必要
がある。引き込み領域からの脱出のために，探索点 x(t,k)が属している引き込み領域内の代
表解である局所的最適解 x(t−1,∗)から離れる移動を行う。そのために，近傍 N(x(t,k))の中で
局所的最適解 x(t−1,∗)からの距離が d(x(t,k), x(t−1,∗))よりも大きい解の集合として N1を生成
し，探索点は N1内の解に更新を行う。N1は次式で表される。
N1 = {y ∈ N(x(t,k)) | d(x(t,k), x(t−1,∗)) < d(y, x(t−1,∗))} (5.1)
探索済み引き込み領域への回帰抑止
また，引き込み領域内の最良解は局所的最適解であるため，探索済みの引き込み領域へ
と移動を行ったとしてもこれまでより良い解を見つけることはできない。つまり，すでに
探索済みの引き込み領域への回帰を抑止することは探索効率の観点から重要である。
第 5章 解空間の階層構造に基づく組合せ最適化手法 28
ここで，直径の定義に基づき直径対集合を以下のように定義する。
定義 5.1.1（直径対集合） 距離空間 (X, d)の部分集合 A  ∅に対する直径 diam(A)を成す
解の集合族は，直径対集合 D(A)として以下の式で定義される。
D(A) = {{x, y} ⊆ A | d(x, y) = diam(A)} (5.2)
引き込み領域内の探索で記憶した探索済みの局所的最適解の集合Hの直径対に着目する。
Hの中で互いに最も遠い解の対が直径対となるため，直径対集合を球面の要素とすればH内
の解はすべてその球に内包される。したがってHの直径対から離れるように探索点が移動す
ることで探索済みの引き込み領域への回帰を抑止が期待できる。そのために，Hの一組の直
径対を {xα, xβ}としたとき，近傍N(x(t,k))の中で xα, xβからの距離がd(x(t,k), xα)+d(x(t,k), xβ)
よりも大きい解の集合として N2を生成し，探索点は N2内の解に更新を行う。N2は次式
で表される。
N2 = {y ∈ N(x(t,k)) | d(x(t,k), xα) + d(x(t,k), xβ) < d(y, xα) + d(y, xβ)} (5.3)
これは，Euclid空間から類推すれば，xα, xβを焦点とする楕円の外側に探索を方向付けて
いることになる。
上述より，引き込み領域間の探索では現在の引き込み領域からの脱出と探索済み引き込
み領域への回帰抑止のために N1, N2を生成し，それらの積集合 N1 ∩ N2の中の解で最も優
れた解に現在の解を更新する。もし N1 ∩ N2 = ∅の場合は，N1, N2の順に優先して近傍を
生成する。近傍生成の概念図を図 5.1に示す。
引き込み領域からの脱出判定
引き込み領域内が単峰性であるため，引き込み領域間の探索において局所的最適解から
離れる移動を行うとその領域内では探索点の評価値は徐々に悪化する。もし探索の過程で
評価値が改善した場合，異なる引き込み領域に到達した可能性が高いと判断し，引き込み
領域内の探索に移行する。図 5.2に引き込み領域からの脱出の概念図を示す。
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図 5.2領域脱出の概念図
また副次的な条件として，N1 = ∅となり現在の引き込み領域内の局所的最適解から遠ざ
かる近傍解が存在しなくなった場合は，脱出のために十分な探索を行ったと判断し，引き
込み領域間の探索を終了する。
5.1.4 数値実験に基づく探索戦略の考察
HS-COMは，先行研究により有力な単点探索型の組合せ最適化手法のであるTabu Search
と比較して同等以上の探索性能が確認されている。本節では，HS-COMの特徴である「局
所的最適解の発見」と「異なる引き込み領域への移動」が実際に行われているかどうかを
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探索過程における評価値の推移から考察する。
実験条件
複数のベンチマーク問題に対しHS-COMを適当な初期点から開始させ，探索点の更新回
数に伴う評価値の推移を確認する。HS-COMの特徴を捉えるため同様の初期点からTabu
Serchを適用させその結果と比較する。
ベンチマーク問題としては TSPの bayg29（29都市）・att48（48都市）・st70（70都市）・
pr107（107都市）［26］，0-1 KPの 100bit・500bit・1000bit，FSPの ta001（仕事 20機械
5）・ta011（仕事 20機械 10）・ta031（仕事 50機械 5）［27］，QAPのTai30a（サイズ 30）・
Nug30（サイズ 30）・Tai64c（サイズ 64）・Sko64（サイズ 64）［28］を用いた。
今回の実験は性能の評価ではなく手法の探索過程から探索戦略が適切に実現されている
かどうかを考察するものであるため，終了条件や設定した手法のパラメータに関しては詳
細に記述はしないが，終了条件・パラメータ共に先行研究を参考に設定している。
Tabu Searchにおいてタブーリストに記憶される情報と，禁止される操作を説明する。
TSPにおいては取り除いた枝を記憶し，その枝を追加する操作を禁止する。0-1KPにおい
ては反転させた bit位置を記憶し，その位置を反転することを禁止する。FSPにおいては変
更した仕事と機械の組合せを記憶し，その組合せを生成することを禁止する。QAPにおい
ては変更した施設と地区の組合せを記憶し，その組合せを生成することを禁止する。
実験結果と考察
表 5.1から表 5.4に数値実験結果を示す。ここで，変化率とは更新前後の解の評価値の差
を厳密な最適値の百分率で表したものであり，探索全体における変化率の平均が平均変化
率である。また，変動係数は探索点が移動した全ての解の評価値をデータ系列とした時の
値である。加えて，図 5.3から図 5.6に，それぞれの問題に HS-COMと Tabu Searchを適
用した際の解の更新回数に伴う評価値の推移を示す。
ほとんどすべての問題に対して，HS-COMの評価値の増減がTabu Searchに比べて激し
いことが分かる。この結果および先行研究で確認されている HS-COMのもつ性能の高さ
から，HS-COMの探索で期待されている「局所的最適解の発見」と「異なる引き込み領域
への移動」が実現されている可能性が高いといえる。
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表 5.1平均変化率と変動係数（TSP）
問題 bayg29 att48 st70 pr107
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 2.725 1.064 1.132 0.529 1.460 0.363 0.441 0.312
変動係数 16.452 9.876 13.791 9.096 19.758 12.784 42.512 41.645
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図 5.3評価値の推移（TSP)
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表 5.2平均変化率と変動係数（0-1 KP）
問題 100bit 500bit 1000bit
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.842 0.672 0.163 0.147 0.085 0.072
変動係数 3.801 1.695 2.916 2.699 2.114 1.338
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図 5.4評価値の推移（0-1 KP）
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表 5.3平均変化率と変動係数（FSP）
問題 ta001 ta011 ta031
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.130 0.071 0.275 0.161 0.009 0.006
変動係数 1.830 1.806 2.044 1.858 0.766 1.429
0 200 400 600 800 1000
f
(x
)
1280
1320
1360
1400
1440
HS-COM
Tabu Search
(a) ta001
0 500 1000 1500 2000
f
(x
)
1600
1700
1800
1900
HS-COM
Tabu Search
(b) ta011
0 1000 2000 3000 4000 5000 6000
f
(x
)
2700
2800
2900
3000
HS-COM
Tabu Search
(c) ta031
図 5.5評価値の推移（FSP）
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表 5.4平均変化率と変動係数（QAP）
問題 Tai30a Nug30 Tai64c Sko64
手法 HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search HS-COM Tabu Search
平均変化率 0.217 0.199 0.333 0.163 0.167 0.034 0.029 0.027
変動係数 1.023 0.877 1.552 1.054 1.868 1.724 0.742 0.714
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図 5.6評価値の推移（QAP)
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5.2 解空間の階層構造に基づく多点探索型手法
次にHS-COMを多点化し，近接最適性原理に基づく相互作用を付加した多点探索型手
法［15］について説明する。
5.2.1 手法の概要
本研究グループが提案した解空間の階層構造に基づく多点探索型手法は，単点探索型手
法同様，それぞれの探索点が引き込み領域内の探索として最良移動戦略のLocal Searchを
用いることで領域内の最良解を発見し，引き込み領域間の探索では距離に基づく移動を
行うことで未探索の引き込み領域への探索を行う。しかし，HS-COMとは異なり引き込
み領域間の移動の際に探索点間の相互作用を用いることで，解空間の多様な情報を用い
た効率的な探索を実現している。解空間の階層構造に基づく単点探索型組合せ最適化手
法（Hierarchical Structure Solution Space based on Multi-point Combinatorial Optimization
Method: HS-MCOM）のアルゴリズムをAlgorithm5.2に示し，以下で具体的に説明する。
5.2.2 引き込み領域内の探索
HS-COM同様，各探索点 x(t,ki)i が最良移動戦略の Local Searchにより局所的最適解 x
(t,∗)
i
を得る。ここで iは探索点の番号，kiは各探索点の引き込み領域間の探索における反復回数
である。発見した局所的最適解は領域間の移動の際に用いるためアーカイブ Hに記憶され
る。また，記憶する局所的最適解の数はパラメータ lmaxによって決定され，| H |が lmaxを
超える場合には最も古い局所的最適解の情報がアーカイブから削除される。引き込み領域
内の探索終了後，反復回数 t := t + 1となる。
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5.2.3 引き込み領域間の探索
現在の引き込み領域からの脱出
HS-COM同様，各探索点 x(t,ki)i が属している引き込み領域内の代表解である局所的最適
解 x(t−1,∗)i から離れるための近傍 N(1,i)を生成し，各探索点はその近傍内の解に更新を行う。
N(1,i)は次式で表される。
N(1,i) = {y ∈ N(x(t,ki)i ) | d(x(t,ki)i , x(t−1,∗)i ) < d(y, x(t−1,∗)i )} (5.4)
探索済みの引き込み領域への回帰抑止
HS-COMでは，探索点が直近に発見した r個の局所的最適解の直径対集合から離れるよ
うに探索を行うことで探索済み領域への回帰抑止を行う。HS-MCOMでは，他の探索点が
探索した引き込み領域への回帰も抑止する必要があるため，各探索点は現在の領域の付近
にある局所的最適解から直径対を算出し，それらの解から離れる探索を行う。
まず，探索点 x(t,ki)i が現在属している領域の局所的最適解 x
(t−1,∗)
i を，局所的最適解のアー
カイブ Hから除いた集合を Hiとする。Hiは次式で表される。
Hi = H\x(t−1,∗)i (5.5)
そして，Hiの中で x(t−1,∗)i からの距離が近い r個の解を近接解集合 Hˆiとする。ここで，Hi
の中で x(t−1,∗)i からの距離が k番目に近い解と x
(t−1,∗)
i との距離をD
t
(i,k)とすれば，近接解集合
Hˆiは次式で表される。
Hˆi = {y ∈ Hi | d(y, x(t−1,∗)i ) ≤ Dt(i,r)} (5.6)
各探索点はこの近接解集合の直径対 x(α,i)，x(β,i)から遠ざかるための近傍N(2,i)を生成し，そ
の近傍内の解に移動を行う。N(2,i)は次式で表される。
N(2,i) = {y ∈ N(x(t,ki)i ) | d(x(t,ki)i , x(α,i)) + d(x(t,ki)i , x(β,i)) < d(y, x(α,i)) + d(y, x(β,i))} (5.7)
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近接最適性原理に基づく相互作用
HS-MCOMではただ単に未探索な領域に移動するだけではなく，解空間の中でより有望
な領域に向けて探索を行う。そのために，近接最適性原理に則り探索過程で得られた優れ
た局所的最適解に近づくように探索を行う。
まず，Hiの中で近接解集合 Hˆiに含まれない探索済み局所的最適解を非近接解集合 Hˇiと
する。非近接解集合 Hˇiは次式で表される。
Hˇi = Hi\Hˆi (5.8)
そして Hˇiの中で最も優れた評価値を持つ解を目標解 x(target,i)として，各探索点はその解に向か
う探索を行う。そのために，近傍N(x(t,ki)i )の中で目標解 x(target,i)からの距離がd(x
(t,ki)
i , x(target,i))
よりも小さい解の集合として N(3,i)を生成し，探索点は N(3,i)内の解に更新を行う。N(3,i)は
次式で表される。
N(3,i) = {y ∈ N(x(t,ki)i ) | d(x(t,ki)i , x(target,i)) > d(y, x(target,i))} (5.9)
上述より，引き込み領域間の探索では現在の引き込み領域からの脱出と探索済み引き込み
領域への回帰抑止，有望な領域への移動のために N(1,i)，N(2,i)，N(3,i)を生成し，それらの積
集合 N(1,i) ∩ N(2,i) ∩ N(3,i)の中の解で最も優れた解に現在の解を更新する。もし N(1,2,3,i) = ∅
の場合は，N(1,i)，N(2,i)，N(3,i)の順に優先して近傍を生成する。
引き込み領域からの脱出判定
H-MCOMでは，H-COMが用いていた評価値の条件に加え，移動距離の条件を脱出判定
に用いる。現在探索点が属している領域の局所的最適解 x(t−1,∗)i ，目標解 x(target,i)およびパラ
メータ wを用いて最小移動距離 d(min,i)を次式によって求める。
d(min,i) = w · d(x(t−1,∗)i , x(target,i)) (5.10)
上位構造の探索における移動距離 d(x(t,0)i , x
(t,ki)
i )が d(min,i)以上となり，かつH-COMと同様
の評価値の条件を満たした場合，引き込み領域内の探索に移行する。
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5.2.4 先行研究の成果
先行研究では上述のHS-MCOMを提案し，手法の探索性能の評価を行っている。結果と
して，Tabu SearchとHS-COMと比較して優れた探索性能を確認している。
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Algorithm 5.2: HS-MCOM
1: procedure HS-MCOM(x,m, r, w, lmax , tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 領域内の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存
7: if | H |> lmax then
8: Hの中で最も古い解を削除
9: end if
10: end for
Step 3: 終了判定
11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: x(target,i) = argmin{ f (y) | y ∈ Hˇi} 目標解を選択
23: 式 (5.10)に従い最小移動距離 d(min,i)を得る
24: end for
25: I := {x(t,ki)i | i = 1, . . . ,m} 領域間の移動を行う探索点集合
Step 5: 領域間の探索
26: for each x(t,ki)i ∈ I do
27: 式 (5.4)(5.7)(5.9)に従い近傍 N(1,i)，N(2,i)，N(3,i)を生成し N(1,2,3,i) = N(1,i) ∩ N(2,i) ∩ N(3,i)とする
28: x(t,ki+1)i := argmin{ f (y) | y ∈ N(1,2,3,i)} 解の更新
29: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
30: end for
Step 6: 脱出判定
31: for each x(t,ki)i ∈ I do
32: if ( f (x(t,ki)i ) < f (x(t,ki−1)i ) and d(min,i) ≥ d(x(t,0)i , x(t,ki)i )) or N1 = ∅ then
33: I := I\x(t,ki)i とする
34: end if
35: end for
36: if I = ∅ then
37: Step 2へ戻る
38: else
39: Step 5へ戻る
40: end if
41: end procedure
6 解空間の上位構造に基づく組合せ最適化手法
本章では，解空間の上位構造に基づく組合せ最適化手法を提案し，数値実験により提案
手法の性能を検証する。
6.1 解空間の上位構造における探索戦略
本節では，組合せ最適化問題の解空間の新たな解釈に基づき，組合せ最適化手法の改良・
構築のための新たなアプローチを提示する。
まず，4章で定義した引き込み領域の概念により示される以下の事項に着目する。
（1） 解空間は引き込み領域の集合である
（2） 局所的最適解は引き込み領域内の最良解である
ここで，(1)は，解空間内の全ての引き込み領域を探索することは，解空間内の全ての解を
探索することと同値であることを示している。また，(2)は，「より優れた解を見つける」と
いう最適化における要求を考慮すれば，引き込み領域内の局所的最適解さえ発見できれば
同じ領域内の他の解は探索する必要がないことを示している。
つまり，従来の最適化手法が行ってきた「優れた解の探索」は「優れた局所的最適解を
有する引き込み領域の探索」により実現できる。そして，従来の最適化手法が「ある解か
ら異なる解への移動」に対して手法独自の探索戦略を用いていることを踏まえれば，「あ
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る引き込み領域から異なる引き込み領域への移動」つまり「上位構造の探索」において手
法独自の探索戦略を埋め込むことが，組合せ最適化手法の改良・構築のための新たなアプ
ローチとなる。
本論文では，上述のアプローチに則り従来の組合せ最適化手法の改良，多くの従来手法
が持つ優れた探索戦略を上位構造の探索において活用する新たな組合せ最適化手法の構築
を行う。
6.2 解空間の上位構造に基づくTabu Search
本節では，有力な組合せ最適化手法の一つであるTabu Searchに着目してその課題点を
指摘する。そして，6.1節で述べたアプローチによりその課題点を克服するための改良型
Tabu Searchを提案し，数値実験により提案手法の有用性を示す。
6.2.1 解空間の上位構造に基づくTabu Searchの提案
Tabu Searshの課題点と解決策
Tabu Searchは，3.1.2節で説明した通り，探索点の改悪を許容しながら探索履歴に基づ
きタブーリストを作成し，そこに含まれるタブーとなる移動を禁止することで未探索領域
へと探索を進める手法である。Tabu Searchは，単純な最良移動戦略のLocal Searchとは異
なり探索点が改悪することを許しているため，局所的最適解からの脱出が可能であり，タ
ブーを用いることで探索のサイクリングを防いでいる。
Tabu Searchは，タブーとならない近傍の中で最良の近傍解に移動することでより良い解
の探索を行っている一方で，タブーにより特定の移動が禁止されることにより，局所的最
適解の発見は保証されていない。つまり，タブーにより未探索領域への移動が実現される
が，周囲のより良い解を見落とす可能性がある。
この課題点を解決するために 6.1節で述べたアプローチを用いる。まず，解空間におけ
る優れた局所的最適解を有する引き込み領域の探索のためには，
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図 6.1解空間の上位構造に基づく Tabu Searchの探索概念図
（1） 局所的最適解の発見
（2） 未探索の引き込み領域への移動
を行う必要がある。そして，(1)は最良移動戦略の Local Searchにより，(2)はTabu Search
により実現できる。よって，従来の Tabu Searchでは毎回の移動においてタブーリストを
用いることで探索のサイクリングを防いでいるが，これを「異なる引き込み領域への移動」
つまり「上位構造の探索」においてのみ用いることで，周囲のより良い解を発見しながら
未探索領域への移動が期待できる。
解空間の上位構造に基づくTabu Searchのアルゴリズム
解空間の上位構造に基づく Tabu SearchのアルゴリズムをAlgorithm 6.1に示す。
今回の提案手法は，Step 3の近傍生成にオリジナルの Tabu Searchとの違いがある。オ
リジナルの Tabu Searchでは常にタブーリストに従い特定の移動を禁止した近傍を生成す
るが，提案手法では探索状況に応じてタブーリストに従う近傍かそうでない近傍のいずれ
かを生成する。
まず，t = 0の状態から近傍 N(xt)を生成することで N(xt)の中に改善解が発見される間
は，タブーリストを用いずに近傍を生成しその中で最良の解に移動を行うことで，現在の
探索点が属している引き込み領域内の局所的最適解を確実に発見する。そして，N(xt)内に
改善解が発見されない状態つまり現在の解 xtが局所的最適解に到達した場合，タブーリス
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Algorithm 6.1: Proposed Method based on Tabu Search
1: procedure Proposed Method based on Tabu Search(x, LT , tmax)
Step 1: 初期化
2: 初期点 x0を与える
3: 反復回数 t = 0，タブーリスト T = ∅とする
Step 2: 終了判定
4: if t = tmax then
5: 探索を終了する
6: end if
Step 3: 近傍生成
7: if f (xt) < min{ f (y) | y ∈ N(xt)} or f (xt) > f (xt−1) then
8: 以下の式に従い近傍を生成する
9: N′(xt) = {y ∈ N(xt) | (y − xt)  T } タブーリストに従い近傍を生成
10: else
11: 以下の式に従い近傍を生成する
12: N′(xt) = N(xt) タブーリストを用いない近傍を生成
13: end if
Step 4: 更新
14: 以下の式に従い解を更新する
15: xt+1 := argmin { f (y)|y ∈ N′(xt)} 近傍の中で最良の解を選択
16: 以下の式に従いタブーリストを更新する
17: T := T ∪ (xt − xt+1)
18: if | T |> LT then
19: T := T\(xt−(LT−1) − xt−LT ) 最も古いタブーの削除
20: end if
21: t := t + 1として Step 2へ戻る
22: end procedure
トに従う近傍を生成しその中の最良解に移動を行うことで，異なる引き込み領域への移動
を行う。異なる引き込み領域への移動の過程で探索点の評価値が改善した場合，HS-COM
と同様に異なる引き込み領域へと到達した可能性が高いと判断し，再度タブーリストを用
いない近傍生成により解を更新していく。
上述の探索により，探索点が属する引き込み領域内の局所的最適解は確実に発見でき，
タブーリストを用いた移動により未探索領域への移動が期待できる。解空間の上位構造に
基づく Tabu Searchの探索概念図を図 6.1に示す。
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6.2.2 提案手法の性能検証
提案手法の性能を検証するために複数のベンチマーク問題を用いて数値実験を行い，得
られた結果を他の手法と比較する。
実験条件
比較手法としてオリジナルの Tabu Searchを用いた。
ベンチマーク問題として，TSPの bayg29（29都市）・att48（48都市）・st70（70都市）・
pr107（107都市），0-1 KPの100bit・500bit・1000bit，FSPの ta001（仕事20機械5）・ta011
（仕事 20機械 10）・ta031（仕事 50機械 5），QAPのTai30a（サイズ 30）・Nug30（サイズ
30）・Tai64c（サイズ 64）・Sko64（サイズ 64）を用いた。
Tabu Searchにおいてタブーリストに記憶される情報と，禁止される操作は，TSPにおい
ては取り除いた枝を記憶し，その枝を追加する操作を禁止した。0-1KPにおいては反転さ
せた bit位置を記憶し，その位置を反転することを禁止した。FSPにおいては変更した仕事
と機械の組合せを記憶し，その組合せを生成することを禁止した。QAPにおいては変更し
た施設と地区の組合せを記憶し，その組合せを生成することを禁止した。
終了条件として評価回数の上限 (FCmax)を定め，各手法のパラメータは事前の検証で優
れた結果を得た値を使用した。実験条件を表 6.1に示す。
実験結果と考察
以上の条件で各問題に対し異なる初期点から 50試行し，全試行で得られた結果の平均
値・最良値・最悪値・標準偏差を表 6.2から表 6.5に示す。括弧内の値は，平均値・最良
値・最悪値においては厳密な最適値からの相対誤差率，標準偏差においては変動係数をそ
れぞれ百分率で示している。提案手法と比較手法の内，優れた結果を得た方に「∗」を付し
ている。
数値実験結果から分かるように，今回対象としたほとんどの問題，評価指標において提
案手法が Tabu Searchと比較して優れた結果を得ている。このことから，今回用いたアプ
ローチが組合せ最適化問題を効率良く解くために有力な方法であることが分かる。また，
TSPと 0-1 KPでは全ての結果において提案手法が優れており，QAPと FSPでは最悪値や
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表 6.1数値実験条件
Problem f (x) LT (Ori.) LT (Pro.) FCmax
bayg29 1610 10 24 5 × 105
TSP
att48 10628 26 44 5 × 106
st70 675 36 106 2 × 107
pr107 44303 44 150 5 × 107
100bit 2053 14 14 5 × 105
0-1 KP 500bit 10490 64 124 1 × 107
1000bit 20900 72 330 1 × 108
ta001 1278 44 52 5 × 105
FSP ta011 1582 12 14 2 × 106
ta031 2724 170 190 5 × 106
Tai30a 1818146 12 32 2 × 106
QAP
Nug30 6124 18 36 2 × 106
Tai64c 1855928 1600 1700 2 × 106
Sko64 48498 44 50 2 × 107
標準偏差で Tabu Searchに劣っている場合もあるため，問題によって今回のアプローチに
よる効果が異なる可能性がある。
また，提案手法において優れた結果を与えるLT は，オリジナルのTabu Searchと比較し
て大きい値をとることが表 6.1から分かる。オリジナルのTabu Searchでは，周囲の比較的
狭い探索済み領域に後戻りをしないように LT を設定すれば良いが，提案手法では周囲の探
索済みの引き込み領域への回帰が抑止されるように LT を設定する必要があるため，適切な
パラメータ値にこのような違いが生じたと考える。
次に，5.1.4節と同様にして，表 6.6から表 6.9に上記の条件下で数値実験を行った際の
評価値の平均変化率と変動係数を示す。また，図 6.2から図 6.5に評価値の推移を示す。
表より，TSPや FSPでは，HS-COMとは異なり Tabu Searchと比較して提案手法の変動
係数が小さな値をとっている。しかし，その場合には提案手法における探索点の評価値は
Tabu Searchと比べて優れた値をとり続けていることが図より分かる。提案手法では Tabu
Searchとは異なり確実に引き込み領域内の局所的最適解を発見できる。局所的最適解は周
囲の解に比べて相対的に優れた解であるため，その解を基にした近傍探索を行うことでよ
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り良い領域へと探索を行える可能性が高くなるので，上述のような結果が得られたと考察
する。
また，平均変化率についてはほぼすべての問題において提案手法がTabu Searchより大
きな値をとっている。提案手法では，引き込み領域内の局所的最適解を発見するまでは最
良移動戦略の Local Searchにより移動を行うため，Tabu Searchであればタブーリストに
より禁止されるより優れた近傍内の解に移動が行える。そのため，このような結果が得ら
れたと考える。
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表 6.2 TSPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1615.68 (0.353%) 1610 (0%)*
bayg29
最良値 1610 (0%)* 1610 (0%)*
最悪値 1634 (1.491%) 1610 (0%)*
標準偏差 6.46 (0.400%) 0 (0%)*
平均値 10689.32 (0.577%) 10629.12 (0.011%)*
att48
最良値 10628 (0%)* 10628 (0%)*
最悪値 10755 (1.195%) 10684 (0.527%)*
標準偏差 32.94 (0.308%) 7.92 (0.075%)*
平均値 682.4 (1.096%) 675.04 (0.006%)*
st70
最良値 677 (0.296%) 675 (0%)*
最悪値 689 (2.074%) 676 (0.148%)*
標準偏差 2.89 (0.424%) 0.20 (0.029%)*
平均値 44723.28 (0.949%) 44303.46 (0.001%)*
pr107
最良値 44409 (0.239%) 44303 (0%)*
最悪値 46166 (4.205%) 44326 (0.052%)*
標準偏差 254.59 (0.569%) 3.25 (0.007%)*
表 6.3 0-1 KPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 2012.54 (1.971%) 2025.9 (1.320%)*
100bit
最良値 2039 (0.682%) 2049 (0.195%)*
最悪値 1991 (3.020%) 2008 (2.192%)*
標準偏差 12.14 (0.603%) 11.30 (0.558%)*
平均値 10154.2 (3.201%) 10291.68 (1.891%)*
500bit
最良値 10260 (2.193%) 10338 (1.449%)*
最悪値 10072 (3.985%) 10259 (2.202%)*
標準偏差 29.43 (0.290%) 16.93 (0.165%)*
平均値 20259.74 (3.063%) 20642.7 (1.231%)*
1000bit
最良値 20370 (2.536%) 20694 (0.986%)*
最悪値 20128 (3.694%) 20603 (1.421%)*
標準偏差 61.70 (0.305%) 19.46 (0.094%)*
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表 6.4 FSPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1294.16 (1.264%) 1293.76 (1.233%)*
ta001
最良値 1279 (0.078%) 1278 (0%)*
最悪値 1297 (1.487%)* 1297 (1.487%)*
標準偏差 5.06 (0.391%)* 6.14 (0.475%)
平均値 1590.7 (0.550%) 1588.72 (0.425%)*
ta011
最良値 1583 (0.063%)* 1583 (0.063%)*
最悪値 1602 (1.264%)* 1604 (1.391%)
標準偏差 4.85 (0.305%) 4.16 (0.262%)*
平均値 2737.82 (0.507%) 2735.1 (0.407%)*
ta031
最良値 2724 (0%)* 2724 (0%)*
最悪値 2774 (1.836%) 2765 (1.505%)*
標準偏差 11.23 (0.410%) 7.87 (0.288%)*
表 6.5 QAPの実験結果
問題 指標 Tabu Search Proposed Method
平均値 1833967.8 (0.870%) 1829349.2 (0.616%)*
Tai30a
最良値 1818146 (0%)* 1818146 (0%)*
最悪値 1866320 (2.650%) 1841072 (1.261%)*
標準偏差 8547.52 (0.466%) 6165.42 (0.337%)*
平均値 6136.84 (0.210%) 6134.12 (0.165%)*
Nug30
最良値 6124 (0%)* 6124 (0%)*
最悪値 6156 (0.523%) 6152 (0.457%)*
標準偏差 12.13 (0.198%) 11.35 (0.185%)*
平均値 1859697.9 (0.203%) 1859172.3 (0.175%)*
Tai64c
最良値 1855928 (0%)* 1855928 (0%)*
最悪値 1868492 (0.677%) 1867264 (0.611%)*
標準偏差 3552.79 (0.191%) 3152.04 (0.170%)*
平均値 48618.92 (0.249%) 48612.4 (0.236%)*
Sko64
最良値 48538 (0.082%) 48498 (0%)*
最悪値 48824 (0.672%)* 48898 (0.825%)
標準偏差 74.16 (0.153%)* 108.89 (0.224%)
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表 6.6平均変化率と変動係数（TSP）
問題 bayg29 att48 st70 pr107
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 1.410 1.064 0.708 0.529 0.885 0.363 0.430 0.312
変動係数 9.317 9.876 8.813 9.096 11.170 12.784 35.565 41.645
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図 6.2評価値の推移（TSP)
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表 6.7平均変化率と変動係数（0-1 KP）
問題 100bit 500bit 1000bit
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.720 0.672 0.164 0.147 0.086 0.072
変動係数 1.810 1.695 2.858 2.699 2.039 1.338
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図 6.3評価値の推移（0-1 KP）
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表 6.8平均変化率と変動係数（FSP）
問題 ta001 ta011 ta031
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.178 0.071 0.412 0.161 0.023 0.006
変動係数 1.875 1.806 1.724 1.858 1.152 1.429
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図 6.4評価値の推移（FSP）
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表 6.9平均変化率と変動係数（QAP）
問題 Tai30a Nug30 Tai64c Sko64
手法 Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search Proposed Tabu Search
平均変化率 0.225 0.199 0.212 0.163 0.033 0.034 0.030 0.027
変動係数 0.899 0.877 1.104 1.054 1.719 1.724 0.775 0.714
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図 6.5評価値の推移（QAP)
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6.3 局所改善と大域改善に基づく多点探索型手法
本節では，5.1節のHS-COMと 6.1節のアプローチに基づきながら，解空間の上位構造
における探索で「局所改善と大域改善」を用いる多点探索型手法を提案し，数値実験によ
り性能の検証を行う。
6.3.1 局所改善と大域改善に基づく多点探索型手法の提案
5.1節で説明したHS-COMでは，解空間の下位構造における探索で集中化，上位構造の
探索で多様化といった形で解空間の各階層における探索の役割を明確にしている。本節で
提案する手法は多点探索型となるため，複数の解を並列的に探索することにより解空間内
の多様な情報が得られ，その情報を基にした探索点間の相互作用により高度な探索戦略の
実現が可能となる。そこで，今回はHS-COMの多点化を行いながら，探索点間の相互作用
により解空間の上位構造の探索において，従来の最適化手法が共通して用いている探索戦
略である「局所改善と大域改善」を実現する最適化手法を提案する。
まず，先行研究で提案している HS-MCOMが有する探索点間の相互作用について議論
し，それを踏まえた上で今回提案する手法が探索点間に与える相互作用について説明する。
HS-MCOMにおいて，相互作用は探索済みの引き込み領域への回帰抑止と近接最適性原理
に基づく目標解への接近で活用されている。探索済みの引き込み領域への回帰抑止におい
ては，すべての探索点が発見した局所的最適解の中から近接解集合を定め，その集合内か
ら直径対を選択している。近接最適性原理に基づく目標解への接近では，すべての探索点
が発見した局所的最適解の中から非近接解集合を定め，その集合内から目標解を選択して
いる。
5.1.3節で述べたように，HS-COMでは異なる引き込み領域へと移動するとその領域内の
最良解（局所的最適解）を発見するために最良移動戦略のLocal Searchを行う。この際に探
索済みの引き込み領域へ移動してしまうと，最良移動戦略のLocal Searchを実行するため
の評価回数を費やしながらも既に発見した局所的最適解に到達してしまう。このことは計
算効率の観点から可能な限り避ける必要があるため，引き込み領域間の探索の中でも探索
済みの引き込み領域への回帰抑止を行うことの重要性は極めて高い。よって，今回提案す
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る手法においても，探索済みの引き込み領域への回帰抑止のための相互作用は HS-MCOM
と同様のものを用いることする。
HS-MCOMで行っている近接最適性原理に基づく目標解の接近を 3.2.4節で述べた「局
所改善と大域改善」の観点から分析すると，探索点全体の情報から解空間内の有望な領域
へと探索を促していることから「大域改善」に分類できる。つまり，HS-MCOMは上位構
造の探索において「大域改善」に基づき探索を行っているが，「局所改善」は十分考慮され
ていない。近接最適性原理に基づき全ての探索点が発見した局所的最適解の中で優れた解
を目標解として定めその解に近づく探索を行うことにより，目標解周辺に存在することが
期待される優れた局所的最適解を有する引き込み領域を発見できる可能性がある一方で，
目標解に近づくように探索を制限することにより，現在の探索点の周辺にある優れた未探
索の引き込み領域を見落とす可能性がある。
そこで，今回提案する手法では上位構造の探索において，大域改善を実現するための「目
標解に近づく探索」と局所改善を実現するための「目標解を参照しない探索」の両方を使い
分ける。局所改善と大域改善をどのようなバランスで行うことが効果的な探索を実現する
かどうかは，対象とする問題の構造に依存することが推測できるため，幅広い問題に対し
て高い性能を発揮できるように両探索のバランスを調整するためのパラメータを導入する。
提案手法のアルゴリズムをAlgorithm 6.2に示す。大まかな流れはHS-MCOMと同様で
ある。Step 5では，新たに導入したパラメータ p ∈ [0 1]を用いて確率的に局所改善と大域
改善を選択している。このパラメータ pによって両探索のバランスが調整可能となる。こ
こでU(0, 1)は区間 (0, 1)の一様乱数である。
6.3.2 提案手法の性能検証
提案手法の性能を検証するために複数のベンチマーク問題を用いて数値実験を行い，得
られた結果を他の手法と比較する。
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Algorithm 6.2: Proposed Method
1: procedure HS-MCOM(x,m, r, p, lmax, tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 下位構造の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存
7: if | H |> lmax then
8: Hの中で最も古い解を削除
9: end if
10: end for
Step 3: 終了判定
11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: x(target,i) = argmin{ f (y) | y ∈ Hˇi} 目標解を選択
23: end for
24: I := {x(t,ki)i | i = 1, . . . ,m} 領域間の移動を行う探索点集合
Step 5: 上位構造の探索
25: for each x(t,ki)i ∈ I do
26: if U(0, 1) ≤ p then
27: x(t,ki+1)i := argmin{ f (y) | y ∈ N1 ∩ N2 ∩ N3} 大域改善に基づく探索
28: else
29: x(t,ki+1)i := argmin{ f (y) | y ∈ N1 ∩ N2} 局所改善に基づく探索
30: end if
31: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
32: end for
Step 6: 脱出判定
33: for each x(t,ki)i ∈ I do
34: if f (x(t,ki)i ) < f (x
(t,ki−1)
i ) or N1 = ∅ then
35: I := I\x(t,ki)i とする
36: end if
37: end for
38: if I = ∅ then
39: Step 2へ戻る
40: else
41: Step 5へ戻る
42: end if
43: end procedure
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表 6.10数値実験条件
Problem Tabu Search HS-COM HS-MCOM Proposed Method
LT r r w r p
bayg29 9 2 2 0.5 4 0.7
TSP
att48 13 2 40 0.5 8 0.7
st70 17 4 20 0.1 8 0.5
pr107 20 8 30 0.5 20 0.5
100bit 13 6 4 0.3 6 0.7
0-1 KP 500bit 52 80 4 0.3 8 0.9
1000bit 81 150 4 0.3 6 0.9
ta001 24 4 2 0.5 8 0.7
FSP ta011 10 2 12 0.5 2 0.3
ta031 170 2 6 0.3 4 0.5
Tai30a 8 2 2 0.1 2 0.7
QAP
Nug30 12 2 4 0.3 2 0.3
Tai64c 1600 2 8 0.3 8 0.9
Sko64 24 4 4 0.1 2 0.9
実験条件
比較手法としてTabu Search，HS-COM，HS-MCOMを用いた。また，使用する初期点
を全手法間で共有するため，単点探索型である Tabu SearchとHS-COMは多点探索型手法
と同数の探索点で並列試行した。
ベンチマーク問題，Tabu Searchにおいてタブーリストに記憶される情報と禁止される操
作，終了条件は 6.2.2節と同様のものを用いた。探索点数m = 10，局所的最適解の記憶数
lmax = 1000，その他の各手法のパラメータは事前の検証で優れた結果を得た値を使用した。
実験条件を表 6.10に示す。
実験結果と考察
実験結果を表 6.11から 6.14に示す。全手法の結果の中で最も優れたものに「∗」を付す。
表より，今回用いたほとんどの問題において，従来手法と比較して提案手法が優れた結果
第 6章 解空間の上位構造に基づく組合せ最適化手法 57
を示している。このことから，解空間の上位構造において「局所改善と大域改善に基づく
相互作用」を用いることの有効性が示された。
QAPの Tai30aに対しては Tabu Searchが最も優れた結果を示している。6.2節の表 6.5
では提案手法が優れた結果を示していることから，最良移動戦略のLocal Searchによる局
所的最適解の発見と引き込み領域からの脱出を繰り返すことで優れた引き込み領域を探索
しようとするアプローチが，Tai30aに対して相性が悪いわけではない。つまり未探索の引
き込み領域へと移動するためのに行う，近接解集合の直径対からの離れる操作が Tai30aの
問題構造に適していなかったと考察できる。
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表
6.
11
数
値
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験
結
果
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SP
）
問
題
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標
Ta
bu
Se
ar
ch
H
S-
C
O
M
H
S-
M
C
O
M
Pr
op
os
ed
M
et
ho
d
平
均
値
16
12
.1
4
(0
.1
33
%
)
16
13
.7
8
(0
.2
35
%
)
16
10
(0
%
)*
16
10
(0
%
)*
ba
yg
29
最
良
値
16
10
(0
%
)*
16
10
(0
%
)*
16
10
(0
%
)*
16
10
(0
%
)*
最
悪
値
16
23
(0
.8
07
%
)
16
22
(0
.7
45
%
)
16
10
(0
%
)*
16
10
(0
%
)*
標
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偏
差
3.
63
(0
.2
25
%
)
3.
78
(0
.2
34
%
)
0
(0
%
)*
0
(0
%
)*
平
均
値
10
68
1.
6
(0
.5
04
%
)
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63
9.
44
(0
.1
08
%
)
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62
8
(0
%
)*
10
62
8
(0
%
)*
at
t4
8
最
良
値
10
62
8
(0
%
)*
10
62
8
(0
%
)*
10
62
8
(0
%
)*
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62
8
(0
%
)*
最
悪
値
10
79
1
(1
.5
34
%
)
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70
0
(0
.6
77
%
)
10
62
8
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%
)*
10
62
8
(0
%
)*
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準
偏
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38
.5
0
(0
.3
60
%
)
14
.2
(0
.1
33
%
)
0
(0
%
)*
0
(0
%
)*
平
均
値
67
9.
74
(0
.7
02
%
)
67
6.
2
(0
.1
78
%
)
67
5
(0
%
)*
67
5
(0
%
)*
st
70
最
良
値
67
5
(0
%
)*
67
5
(0
%
)*
67
5
(0
%
)*
67
5
(0
%
)*
最
悪
値
68
6
(1
.6
30
%
)
68
0
(0
.7
41
%
)
67
5
(0
%
)*
67
5
(0
%
)*
標
準
偏
差
3.
63
(0
.5
34
%
)
1.
20
(0
.1
77
%
)
0
(0
%
)*
0
(0
%
)*
平
均
値
44
53
6.
38
(0
.5
27
%
)
44
47
2.
36
(0
.3
82
%
)
44
34
1.
34
(0
.0
87
%
)
44
33
4
(0
.0
71
%
)*
pr
10
7
最
良
値
44
30
3
(0
%
)
44
30
3
(0
%
)
44
30
3
(0
%
)
44
30
3
(0
%
)*
最
悪
値
44
79
6
(1
.1
13
%
)
44
69
4
(0
.8
83
%
)
44
52
6
(0
.5
03
%
)
44
52
2
(0
.4
94
%
)*
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偏
差
11
1.
93
(0
.2
51
%
)
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7
(0
.1
94
%
)
60
.7
4
(0
.1
37
%
)
56
.0
1
(0
.1
26
%
)*
第 6章 解空間の上位構造に基づく組合せ最適化手法 59
表
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12
数
値
実
験
結
果
（
0-
1
K
P）
問
題
指
標
Ta
bu
Se
ar
ch
H
S-
C
O
M
H
S-
M
C
O
M
Pr
op
os
ed
M
et
ho
d
平
均
値
20
30
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)*
10
0b
it
最
良
値
20
39
(0
.6
82
%
)
20
49
(0
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.7
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(1
.5
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%
)*
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)*
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.2
87
%
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5.
49
(0
.2
70
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0
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%
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0
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10
19
0.
96
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67
%
)
10
48
7.
32
(0
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26
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48
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66
(0
.0
13
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25
8
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12
%
)
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33
8
(1
.4
49
%
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49
0
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%
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49
0
(0
%
)*
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値
10
14
3
(3
.3
08
%
)
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24
4
(2
.3
45
%
)
10
47
4
(0
.1
53
%
)
10
48
6
(0
.0
38
%
)*
標
準
偏
差
26
.3
8
(0
.2
59
%
)
18
.4
2
(0
.1
79
%
)
3.
35
(0
.0
32
%
)
0.
98
(0
.0
09
%
)*
平
均
値
20
32
2.
46
(2
.7
63
%
)
20
47
3.
56
(2
.0
40
%
)
20
89
9.
14
(0
.0
04
%
)
20
89
9.
74
(0
.0
01
%
)*
10
00
bi
t
最
良
値
20
37
3
(2
.5
22
%
)
20
62
2
(1
.3
30
%
)
20
90
0
(0
%
)*
20
90
0
(0
%
)*
最
悪
値
20
26
3
(3
.0
48
%
)
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40
0
(2
.3
92
%
)
20
89
5
(0
.0
24
%
)
20
89
9
(0
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05
%
)*
標
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偏
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27
.1
9
(0
.1
34
%
)
44
.0
1
(0
.2
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%
)
0.
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(0
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%
)
0.
44
3
(0
.0
02
%
)*
第 6章 解空間の上位構造に基づく組合せ最適化手法 60
表
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.6
2
(1
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05
(1
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95
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%
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%
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%
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41
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45
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%
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偏
差
11
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4
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)
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38
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14
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%
)
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)
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6.4 集中化と多様化に基づく多点探索型手法
本節では，5.1節の単点探索型手法と6.1節のアプローチに基づきながら，解空間の上位
構造における探索で「集中化と多様化」を用いる多点探索型手法を提案し，数値実験によ
り性能の検証を行う。
6.4.1 集中化と多様化に基づく多点探索型手法の提案
6.3節では，HS-COMを多点化しながら探索点間の相互作用により解空間の上位構造に
おいて「局所改善と大域改善」を実現する手法を提案したが，本節では，探索点間の相互
作用により解空間の上位構造において「多様化と集中化」を実現する手法を提案する。
6.3節と同様にして，今回提案する手法において探索済みの引き込み領域への回帰抑止の
ための相互作用はHS-MCOMと同様のものを用いるものとし，HS-MCOMで行っている
近接最適性原理に基づく目標解の接近を 3.2.2節で述べた「集中化と多様化」の観点から分
析する。この操作は，近接最適性原理に基づき探索過程で得られた優れた局所的最適解の
周辺を有望な領域と定め，その有望な領域へと探索を促していることから「集中化」に分
類できる。近接最適性原理に基づき全ての探索点が発見した局所的最適解の中で優れた解
を目標解として定めその解に近づく探索を行うことにより，目標解周辺に存在することが
期待される優れた局所的最適解を有する引き込み領域を発見できる可能性がある一方で，
集中化の影響により探索点が過度に集中してしまい探索が非効率になる恐れがある。
そこで，今回提案する手法では上位構造の探索において，集中化を実現するための「優れ
た解に近づく探索」と多様化を実現するための「それぞれの探索点が異なる解に近づく探
索」の両方を使い分ける。集中化と多様化をどのようなバランスで行うことが効果的な探
索を実現するかどうかは，対象とする問題の構造に依存することが推測できるため，幅広
い問題に対して高い性能を発揮できるように両戦略のバランスを調整するためのパラメー
タを導入する。
提案手法のアルゴリズムをAlgorithm 6.3に示す。大まかな流れはHS-MCOMと同様で
ある。Step 5では，新たに導入したパラメータ p ∈ [0 1]を用いて確率的に集中化と多様化
を選択している。このパラメータ pによって両戦略のバランスが調整可能となる。
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提案手法内で用いる集中化と多様化に基づく探索のアルゴリズムを Algorithm 6.4に示
す。集中化のための操作はHS-MCOMと同様であり，非近接解集合から最も優れた局所的
最適解を目標解に選ぶ。多様化のための操作では，それぞれの探索点が異なる方向へと移
動するように，それぞれの非近接解集合からランダムに目標解を選ぶ。そして，現在の引
き込み領域からの脱出のための近傍 N(1,i)，探索済み引き込み領域への回帰抑止のための近
傍 N(2,i)，目標解に近づくための近傍 N(3,i)の積集合 N(1,2,3,i)内から次に移動する解を選択す
る。この選択の際，集中化のためには近接最適性原理に基づきN(1,2,3,i)内の最良解を選択す
ることで，より良い引き込み領域への移動を期待する。多様化の場合は，探索点の過度な
集中を抑えることが目的であり極力解の評価回数を行わないことが望ましいため，N(1,2,3,i)
内のランダムな解を選択する。
6.4.2 提案手法の性能検証
提案手法の性能を検証するために複数のベンチマーク問題を用いて数値実験を行い，得
られた結果を他の手法と比較する。
実験条件
比較手法としてTabu Search，HS-COM，HS-MCOMを用いた。また，使用する初期点
を全手法間で共有するため，単点探索型である Tabu SearchとHS-COMは多点探索型手法
と同数の探索点で並列試行した。
ベンチマーク問題，Tabu Searchにおいてタブーリストに記憶される情報と禁止される操
作，終了条件は 6.2.2節と同様のものを用いた。探索点数m = 10，局所的最適解の記憶数
lmax = 1000，その他の各手法のパラメータは事前の検証で優れた結果を得た値を使用した。
実験条件を表 6.15に示す。
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Algorithm 6.3: Proposed Method
1: procedure HS-MCOM(x,m, r, p, lmax, tmax)
Step 1: 初期化
2: 初期点 x(0,0)i , i = 1, . . . ,mを与える
3: 反復回数 t = 0，各探索点の領域間の移動における反復回数 ki = 0, i = 1, . . .m，探索済み局所的最適解の集合 H = ∅とする
Step 2: 下位構造の探索
4: for i = 1, . . . ,m do
5: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
6: H := H ∪ x(t,∗)i 局所的最適解の保存
7: if | H |> lmax then
8: Hの中で最も古い解を削除
9: end if
10: end for
Step 3: 終了判定
11: if t = tmax then
12: 探索を終了する
13: else
14: for i = 1, . . . ,m do
15: x(t+1,0)i := x
(t,∗)
i ，ki := 0とする
16: end for
17: end if
18: t := t + 1とする
Step 4: 利用情報の決定
19: 式 (5.5)(5.6)(5.8)に従い Hi，Hˆi，Hˇiを生成する
20: for i = 1, . . . ,m do
21: {x(α,i), x(β,i)} ∈ D(Hˆi) より新しい局所的最適解を含む元を選択
22: end for
23: I := {x(t,ki)i | i = 1, . . . ,m} 上位構造の探索を行う探索点集合
Step 5: 上位構造の探索
24: for each x(t,ki)i ∈ I do
25: if U(0, 1) ≤ p then
26: x(t,ki+1)i :=Operation1(x
(t,ki)
i , x
(t,∗)
i , x(α,i), x(β,i), Hˇi) 集中化に基づく探索
27: else
28: x(t,ki+1)i :=Operation2(x
(t,ki)
i , x
(t,∗)
i , x(α,i), x(β,i), Hˇi) 多様化に基づく探索
29: end if
30: ki := ki + 1，I := I ∪ x(t,ki)i \x(t,ki−1)i とする
31: end for
Step 6: 脱出判定
32: for each x(t,ki)i ∈ I do
33: if f (x(t,ki)i ) < f (x
(t,ki−1)
i ) or N1 = ∅ then
34: I := I\x(t,ki)i とする
35: end if
36: end for
37: if I = ∅ then
38: Step 2へ戻る
39: else
40: Step 5へ戻る
41: end if
42: end procedure
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Algorithm 6.4: Operation Used in Proposed Method
Operation1: Operation for Intensiﬁcation
1: procedure Operation1(xti, x
(t,∗)
i , x(α,i), x(β,i), Hˇi)
2: xtargeti = argminx
{ f (x) | x ∈ Hˇi} 目標解の選択
3: 式 (5.4)(5.7)(5.9)に従い近傍 N(1,i)，N(2,i)，N(3,i)を生成し N(1,2,3,i) = N(1,i) ∩ N(2,i) ∩ N(3,i)と
する
4: y= argmin
x
{ f (x) | x ∈ N(1,2,3,i)} 解の選択
5: return y
6: end procedure
Operation2: Operation for diversiﬁcation
7: procedure Operation2(xti, x
(t,∗)
i , x(α,i), x(β,i), Hˇi)
8: 目標解 xtargeti を Hˇi内からランダムに選択する
9: 式 (5.4)(5.7)(5.9)に従い近傍 N(1,i)，N(2,i)，N(3,i)を生成し N(1,2,3,i) = N(1,i) ∩ N(2,i) ∩ N(3,i)と
する
10: 解 yを N(1,2,3)内からランダムに選択する
11: return y
12: end procedure
実験結果と考察
実験結果を表 6.16から表 6.19に示す。全手法の結果の中で最も優れたものに「∗」を付
す。表より，今回用いた問題のうち，TSP，0-1 KPの全ての問題，FSPとQAPのいくつ
かの問題において提案手法が従来手法と比較して提案手法が優れた結果を示している。
QAPのTai30aに対する結果はTabu Searchが最も良い。これは，Tai30aの問題構造が原
因であると考える。本研究グループの先行研究より，他の問題に比べ，Tai30aは解空間内
で評価値のとりわけ優れた解同士の類似度が低いことが確認されている。そのため，近接
最適性原理に基づく相互作用による効果が他の問題に比べて弱いことが原因であると考察
する。
Nug30では多点探索型手法と比較して単点探索型手法が優れた結果を示している。本研
究グループの先行研究より，Nug30は解の良さと解同士の類似度の相関が低いことが確認
されている。つまり，近接最適性原理に基づく相互作用が効果的な探索に対して寄与でき
なかったことが原因であると考える。
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表 6.15数値実験条件
Problem Tabu Search HS-COM HS-MCOM Proposed Method
LT r r w r p
bayg29 9 2 2 0.5 2 0.7
TSP
att48 13 2 40 0.5 8 0.5
st70 17 4 20 0.1 20 0.3
pr107 20 8 30 0.5 30 0.5
100bit 13 6 4 0.3 2 0.7
0-1 KP 500bit 52 80 4 0.3 4 0.9
1000bit 81 150 4 0.3 2 0.7
ta001 24 4 2 0.5 7 0.5
FSP ta011 10 2 12 0.5 12 0.7
ta031 170 2 6 0.3 6 0.5
Tai30a 8 2 2 0.1 2 0.7
QAP
Nug30 12 2 4 0.3 4 0.9
Tai64c 1600 2 8 0.3 4 0.7
Sko64 24 4 4 0.1 2 0.9
ta031，Sko64に対して，提案手法はHS-MCOMにのみ劣った結果を示している。単点
探索型手法に比べ相互作用による集中化操作を有している多点探索型手法が優れた結果
を示していること，また集中化と併せて多様化を行う提案手法よりも集中化のみを行う
HS-MCOMが優れた結果を示していることから，極端に集中化を行うことで優れた解の発
見が望める問題構造であると考える。
以上より，解空間の上位構造において「集中化と多様化に基づく相互作用」を用いるこ
とが，多くの問題に対して有効であることは示されたが，問題の構造によってはこの探索
戦略が有効に機能しない場合が存在することが分かった。
次に，図 6.6から図 6.9に提案手法（p = 0.1, 0.5, 0.9）における探索点間の平均距離の
推移を示す。距離の計算は局所的最適解に到達した際と引き込み領域からの脱出した際に
行っている。表 6.20から表 6.23に，探索開始から終了までの探索点間の平均距離の平均値
（距離）と，評価回数と探索点間の平均距離の相関係数の絶対値（相関）を示す。多くの問
題において，pの値が大きくなるほど探索点間の平均距離が小さくなっている。
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pが大きい場合には集中化の操作が選択されやすく，各探索点は優れた解に近づくことに
より有望な領域を探索する。それにより探索点間の距離が小さくなっていることから，集
中化の操作を用いる頻度を高めるほど各探索点は互いに類似した有望領域を探索している
ことが分かる。pが小さい場合には多様化の操作が選択されやすく，各探索点がランダム
に選択した解に近づくことにより探索点の過度な集中を抑える。それにより探索点間の距
離が大きくなっていることから，多様化の操作を用いる頻度を高めるほど各探索点は互い
に離れた領域を探索していることが分かる。3.2.2節で述べた集中化と多様化の解釈から，
パラメータ pは集中化と多様化のバランスを調整可能であるといえる。
6.4.3 パラメータ調整機能の付加
メタヒューリスティクスの多くは探索に影響を与えるパラメータを有している。対象と
する問題ごとに適するパラメータ設定は異なりパラメータ設定が使用者の負担になること
から，適切なパラメータ設定およびパラメータの調整に関する検討は重要な課題である。こ
こでは，パラメータ設定の負担を軽減しながら優れた探索性能を実現するためのパラメー
タ pの調整機能を提案する。
本研究グループではこれまでに集中化と多様化を考慮したパラメータ調整に関する研究
を行い，その有用性を確認している［29，30］。提案手法のパラメータ pが集中化と多様化
のバランスを調整可能なパラメータであることから，pの自動調整をすることにより提案手
法のパラメータ設定の負担を軽減しながら優れた探索性能の実現が期待できる。パラメー
タの調整方法は数多く存在するが［31］，本論文では決定論的なパラメータ調整を行う。具
体的にはあらかじめ定めたスケジュールに従いパラメータを調整する。
メタヒューリスティクスの探索においては，探索序盤に多様化，終盤に集中化を強める
ことで効率的な探索が望める。そのため，探索序盤は pを小さく設定し，探索終盤になる
につれて pが増加するようなスケジュールとして，式 (6.1)，(6.2)で示される線形増加，指
数増加のスケジュールを用いる。
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表 6.20パラメータによる影響（TSP）
問題 bayg29 att48 st70 pr107
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 11.234 8.042 8.161 17.301 11.984 6.012 27.593 17.609 19.405 40.426 29.484 19.071
相関 0.379 0.380 0.350 0.277 0.536 0.747 0.320 0.674 0.411 0.536 0.818 0.743
×105
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図 6.6探索点間の平均距離の推移（TSP)
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表 6.21パラメータによる影響（0-1 KP）
問題 100bit 500bit 1000bit
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 16.063 9.425 6.470 73.895 39.788 27.081 58.936 28.555 20.729
相関 0.602 0.549 0.503 0.844 0.630 0.516 0.629 0.387 0.346
×105
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図 6.7探索点間の平均距離の推移（0-1 KP)
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表 6.22パラメータによる影響（FSP）
問題 ta001 ta011 ta031
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 107.545 93.639 76.792 82.001 50.025 23.216 578.556 570.538 474.925
相関 0.878 0.743 0.784 0.867 0.817 0.688 0.992 0.986 0.859
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図 6.8探索点間の平均距離の推移（FSP)
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表 6.23パラメータによる影響（QAP）
問題 Tai30a Nug30 Tai64c Sko64
p 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9 0.1 0.5 0.9
距離 25.686 25.081 9.212 24.901 24.458 15.660 59.057 58.915 58.371 57.778 57.291 35.450
相関 0.166 0.276 0.953 0.066 0.407 0.963 0.038 0.431 0.422 0.407 0.821 0.965
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図 6.9探索点間の平均距離の推移（QAP)
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(a)線形漸減スケジュール
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(b)指数漸減スケジュール
図 6.10パラメータのスケジュール
plin = pmin + (pmax − pmin) ×
(
FC
FCmax
)
(6.1)
pexp = (pmax + pmin) − pmax ×
(
pmin
pmax
) FC
FCmax
(6.2)
ここで FCはパラメータ調整時点での評価回数，FCmaxは終了条件である最大評価回数，
pmax，pminはそれぞれ pの最大値と最小値である。それぞれのスケジュールを図 6.10に
示す。設定する必要があるパラメータとして pmax，pmin があるが，pの定義域に近い値
（pmax = 0.9，pmin = 0.1など）に設定することでパラメータ設定の負担は軽減される。
提案手法のアルゴリズムは，Algorithm 6.3の Step 2をAlgorithm 6.5に置き換えたもの
である。これらのパラメータ調整機能を持たせることで，パラメータ設定の負担を軽減し
ながら優れた探索性能の実現を期待する。
6.4.4 パラメータ調整機能の有用性検証
比較手法としてパラメータ固定型の提案手法を用いた。終了条件や p以外のパラメータ
は 6.4.2節と同様とした。パラメータ pについては，パラメータ調整型の場合は式 (6.1)，
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Algorithm 6.4: パラメータ調整機能
Step 2: 下位構造の探索
1: パラメータ pを式 (9)もしくは式 (10)により調整する
2: for i = 1, . . . ,m do
3: x(t,∗)i = BLS(x
(t,ki)
i ) 最良移動戦略の Local Searchにより局所的最適解を得る
4: H := H ∪ x(t,∗)i 局所的最適解の保存
5: if | H |> lmax then
6: Hの中で最も古い解を削除
7: end if
8: end for
(6.2)の両スケジュールで pmax = 0.9，pmin = 0.1とし，固定型では p = 0.1, 0.3, 0.5, 0.7, 0.9
を用いた。
各問題に対して 50組の初期点から適用し，全試行で得られた結果の平均値により性能を
比較する。パラメータ固定型では問題や手法に対する知識のない使用者がランダムにパラ
メータを設定した際の平均的な結果として p = 0.1, 0.3, 0.5, 0.7, 0.9で得られた結果の平均
値を用いる。
実験結果を表 6.24に示す。パラメータ調整型の結果の内，パラメータ固定型の結果と同
等もしくは優れているものに「∗」を付す。今回用いたほとんどの問題において，パラメー
タ調整型の結果がパラメータ固定型の平均値よりも上回っている。優れた探索性能を有し
ている提案手法のパラメータ設定の負担を軽減しながら，提案手法の平均的な性能よりも
優れた性能を有していることから，パラメータ調整機能の有用性が確認できる。
図 6.11から図 6.14にパラメータ調整機能を付加した提案手法における探索点間の平均
距離の推移を示す。表 6.25から表 6.28に，探索開始から終了までの探索点間の平均距離
の平均値（距離）と，評価回数と探索点間の平均距離の相関係数の絶対値（相関）を示す。
多くの問題において，パラメータ固定型に比べて探索点間の距離が徐々に漸減しているこ
とが分かる。パラメータのスケジュール調整により，探索序盤から終盤にかけて提案手法
の探索が多様化から集中化に推移したことにより，パラメータ固定型の平均よりも優れた
結果が得られたと考える。
図 6.9から分かるように，QAPのTai30a，Nug30，Sko64においては pがある程度大き
な値をとらないと探索点間の距離に影響を与えない。その結果，指数スケジュールに比べ
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表 6.24パラメータ調整機能付加前後の数値実験結果
問題
パラメータ固定型 パラメータ調整型
(p = 0.1, 0.3, . . . , 0.9) 線形 指数
bayg29 1610 (0%) 1610 (0%)* 1610 (0%)*
TSP
att48 10628.77 (0.007%) 10628 (0%)* 10628 (0%)*
st70 675.13 (0.019%) 675 (0%)* 675 (0%)*
pr107 44329.85 (0.061%) 44328 (0.056%)* 44348.56 (0.103%)*
100bit 2052.22 (0.038%) 2053 (0%)* 2053 (0%)*
0-1 KP 500bit 10471.17 (0.180%) 10486.38 (0.035%)* 10488.14 (0.018%)*
1000bit 20897.16 (0.014%) 20900 (0%)* 20900 (0%)*
ta001 1280.67 (0.209%) 1278.9 (0.070%)* 1280.1 (0.164%)*
FSP ta011 1586.55 (0.287%) 1585 (0.190%)* 1586.7 (0.297%)
ta031 2729.67 (0.208%) 2729.14 (0.189%)* 2728.5 (0.165%)*
Tai30a 1844949.49 (1.474%) 1842403 (1.334%)* 1840006 (1.202%)*
QAP
Nug30 6144.27 (0.331%) 6143.44 (0.317%)* 6137.24 (0.216%)*
Tai64c 1855931.74 (0.000%) 1855928 (0%)* 1855937 (0.001%)*
Sko64 48728.14 (0.475%) 48732.08 (0.483%) 48709 (0.435%)*
て集中化への移行が遅い線形スケジュールでは，図 6.14のように探索終盤での集中化が弱
いことが分かる。得られた結果としても，QAPのTai30a，Nug30，Sko64においては線形
に比べて指数スケジュールの方が優れている。
このように，パラメータ pが探索に及ぼす影響は各問題によって異なるため，決定論的
なパラメータ調整則による効果も問題によって異なる。問題に依らない探索方針に基づく
パラメータの適応的調整則により，問題に依らず優れた探索性能を発揮するパラメータ調
整の実現が期待できる。
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表 6.25パラメータ調整機能による影響（TSP）
問題 bayg29 att48 st70 pr107
スケジュール 線形 指数 線形 指数 線形 指数 線形 指数
距離 8.395 7.422 9.766 7.505 18.434 17.949 26.034 24.497
相関 0.539 0.327 0.784 0.793 0.686 0.535 0.872 0.820
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図 6.11探索点間の平均距離の推移（TSP)
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表 6.26パラメータ調整機能による影響（0-1 KP）
問題 100bit 500bit 1000bit
スケジュール 線形 指数 線形 指数 線形 指数
距離 11.033 9.672 49.351 41.316 40.802 36.759
相関 0.785 0.718 0.820 0.730 0.593 0.530
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図 6.12探索点間の平均距離の推移（0-1 KP)
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表 6.27パラメータ調整機能による影響（FSP）
問題 ta001 ta011 ta031
スケジュール 線形 指数 線形 指数 線形 指数
距離 86.645 79.136 50.280 48.458 572.408 557.497
相関 0.940 0.921 0.917 0.909 0.978 0.925
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図 6.13探索点間の平均距離の推移（FSP)
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表 6.28パラメータ調整機能による影響（QAP）
問題 Tai30a Nug30 Tai64c Sko64
スケジュール 線形 指数 線形 指数 線形 指数 線形 指数
距離 24.534 22.255 22.813 19.903 58.821 58.401 57.033 56.406
相関 0.769 0.804 0.840 0.884 0.154 0.517 0.729 0.821
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図 6.14探索点間の平均距離の推移（QAP)
7 結論
7.1 まとめ
本論文では，本研究グループが行った解空間の新たな解釈に基づき，組合せ最適化手法
の改良・構築のための新たなアプローチを提案した。そのアプローチを用いて，有力な組
合せ最適化手法であるTabu Searchの改良，従来の組合せ最適化手法が用いている有力な
探索戦略である「局所改善と大域改善」，「集中化と多様化」に基づく組合せ最適化手法の
構築を行った。提案した手法を複数のベンチマーク問題に適用し他の組合せ最適化手法と
比較することで，その探索性能を検証した。
先行研究では，組合せ最適化問題の解空間に個々の解を括る「引き込み領域」の概念を
を導入することで，解空間が，個々の解から成る下位構造と引き込み領域の集合から成る
上位構造を有しているものと解釈している。本論文では，上記の解釈に基づき「優れた解
の探索」が「優れた局所的最適解を有する引き込み領域の探索」により実現できることに
着目し，個々の解同士の移動だけではなく，引き込み領域間の移動に対して独自の探索戦
略を埋め込むことが，組合せ最適化手法の改良・構築のための新たなアプローチとなるこ
とを提示した。
上記のアプローチに則り，有力な組合せ最適化手法であるTabu Searchを改良した。Tabu
Searchの持つ課題点を指摘し，上記のアプローチによりその課題点を克服するTabu Search
を提案した。数値実験により，提案手法がオリジナルのTabu Searchに比べ優れた探索性
能を持つことを確認した。
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また，従来の組合せ最適化手法が用いている有力な探索戦略である「局所改善と大域改
善」，「集中化と多様化」を，上位構造の探索において活用するための組合せ最適化手法を
構築した。その際，先行研究で提案している単点探索型手法を多点化し，探索点間の相互
作用を活用することで上記の探索戦略を実現を狙った。数値実験により，提案手法が従来
手法に比べ優れた探索性能を持つことを確認した。
7.2 課題
本研究における今後の課題を以下を挙げる。
• より大規模なベンチマーク問題への適用
• パラメータ設定・調整に関する検討
本論文において手法の性能検証に用いた問題は主に小～中規模の問題である。提案した
手法が長期的な探索を目的としたものであったため，各問題に対して終了条件を長くとる
必要があったことと，手法の汎用性を示すために複数のベンチマーク問題を用いる必要が
あったことが要因である。今回用いた問題の規模であっても，列挙法により厳密解を求め
ようとすれば膨大な計算時間がかかるが，背景で述べたようにシステムの大規模化が進ん
でいることを考慮すれば，より大規模な問題に対して提案手法の有用性を示すことは重要
な課題である。
6.4.3節で述べたように，多くのメタヒューリスティクスは探索に影響を与えるパラメー
タを有しており，その設定・調整によって対象とする問題ごとの性能は大きく異なる。本
論文で提案した 3つの手法もそれぞれパラメータを有しており，対象とする問題ごとに適
するパラメータが異なることも確認されている。前述したように今後これらの手法をより
大規模な問題へと適用することを考えたとき，これらのパラメータを試行錯誤的に設定す
ることは大きな負担となる。提案手法の有するパラメータの影響を探索過程から分析し，
パラメータ設定・調整の指針を示すことも重要な課題である。
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A 本論文で用いたベンチマーク問題
A.1 巡回セールスマン問題（Traveling Salesman Problem:
TSP）
TSPとは，n個の都市V = {1, 2, . . . , n}と都市 iと都市 jの間の距離 di j，i, j, ∈ Vが与えら
れたとき（ここでは di j = dji），ある都市を出発しすべての街をちょうど一度ずつ訪問した
あと出発した都市に戻る巡回路のうち，総距離が最小になる巡回路を求める問題である。
TSPの解 xは次式で表される。
xi j =
⎧⎪⎪⎨⎪⎪⎩
1 (Path i j is selected)
0 (otherwise)
このとき TSPは次のように定式化される。
min
n−1∑
i=1
n∑
j=i+1
di jxi j
subj. to
∑
ji
xi j = 2 i = 1, 2, · · · , n
∑
i∈K
∑
j∈K, j<i
xi j ≤ |K| − 1
K⊂{1, 2, · · · , n} 2 ≤ |K| ≤ n − 1
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A.2 0-1ナップサック問題（0-1 Knapsack Problem: 0-1 KP）
0-1 KPとは，n種類の荷物V = {1, 2, . . . , n}と各荷物 iに対する，重量 ai，価値 ci，およ
びナップサック重量制限 bが与えられたとき荷物の重量の合計が重量制限を超えないとい
う条件の下で，ナップサックに詰める荷物の価値の合計を最大にする荷物の組み合わせを
求める問題である。
この問題の解は，xiをナップサックに入れる荷物 i ∈ Vの個数としたときにx = (x1, x2, · · · , xn)
として表される (xiは非負整数)。特に，xi ∈ {0, 1}, i ∈ Vの場合を 0-1ナップサック問題と
呼ぶ。0-1 KPは次のように定式化される。
max
n∑
i=1
cixi
subj. to
n∑
i=1
aixi ≤ b
A.3 フローショップスケジューリング問題（Flow-shop Schedul-
ing Problem: FSP）
FSPとは，S 台の機械U = {1, 2, . . . , S }と n個の仕事V = {1, 2, . . . , n}，機械 i ∈ Uが仕
事 j ∈ Vが処理する時間 ti jを与えられたとき，全ての仕事の総処理時間を最小にする仕事
の処理順序を求める問題である。このとき，全ての仕事は全ての機械に同一の順序で処理
される必要があり，一つの機械は同時に一つの仕事しか処理できない。
x jを仕事 j ∈ Vが処理される順位としたとき（ここで，x j ∈ W = {1, 2, . . . , n}とする），
FSPの解は x = (x1, x2, · · · , xn)として表される。FSPは以下のように定式化される。ただ
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し t jI(0) = t0I(k) = 0である。
min TS I(n)
T jI(k) = max(T jI(k−1), T j−1I(k)) + t jI(k)
I(k) = i; xi = k
i = 1, 2, · · · , n ∈ U j = 1, 2, · · · , S ∈ V k = 1, 2, · · · , n ∈W
A.4 二次割当問題（Quadratic Assignment Problem: QAP）
二次割当問題とは，配置すべき n個の施設と n箇所の地区，施設 iから施設 jへの物の移
動量 a(i, j)，および，地区 kから地区 lまでの距離 b(k, l)が与えられたとき，物資の輸送コ
ストを最小とする施設の配置を求める問題である。
施設 iを配置する地区を xiとしたとき，この問題の解は順列 x = (x1, x2, · · · , xn)として
表される。二次割当問題は次のように定式化される。
min
n∑
i=1
n∑
j=1
a(i, j)b(xi, x j)
