In this paper we derive the maximum likelihood problem for missing data from a Gaussian model. We present in total eight different equivalent formulations of the resulting optimization problem, four out of which are nonlinear least squares formulations. Among these formulations are also formulations based on the expectation-maximization algorithm. Expressions for the derivatives needed in order to solve the optimization problems are presented. We also present numerical comparisons for two of the formulations for an ARMAX model.
Introduction
Missing data is common in statistics, and it is important that this is addressed in a correct way in order to not disturb the conclusions drawn from the data, see e.g. [LR93] . In this paper we are interested in estimating parameters in a Gaussian model. A potential application we have in mind is linear models of dynamical systems, see e.g. [Lju99, SS83, VD96, PS01] . A popular method for this is Maximum Likelihood (ML) estimation.
ML estimation with missing data for these type of models have been considered by several authors. The first reference for ARMA models is [Jon80] , where the loglikelihood for the problem is derived using a state-space formulation. In [WR86] instead an innovation transformation is used to derive the log-likelihood function. In [Isa93] it is for ARX models suggested that the so-called Expectation Maximization (EM) algorithm could be used, see e.g. [DLR77, Wu83] .
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general. Just as for the case when data are not missing it is possible to reformulate the direct log-likelihood approach as a Nonlinear Least Squares (NLS) problem, [Lju99] . For the case of missing data it is also possible to interpret this reformulation as what is called a separable NLS problem, see [Bjö96] . This makes it possible to use efficient special purpose codes for such problems, [GP03] . We will also see that it is possible to reformulate the EM algorithm as a NLS problem. The main motivation for making reformulations as NLS problems is numerical accuracy and efficiency. Without these reformulations we where not able to solve more than very small-scale problems without running into numerical difficulties.
We will restrict ourselves to the case when the data is missing at random. Loosely speaking this means that the mechanism by which the data is missing is independent of the observed data, see [LR93] for the precise definition. When this is the case there is no need to involve the distribution for how the data is missing in the analysis. This assumption does not exclude missing data patterns that are deterministic.
The remaining part of the paper is organized as follows. At the end of this section notational conventions are given. In Section 2 we revisit the density function for a multivariate Gaussian random vector. In Section 3 we use the Schur complement formula to derive the marginal density function for the observed data. This is used in Section 4 to formulate the ML estimation problem for a parameterized Gaussian model. The first order partial derivatives of the log-likelihood function with respect to the parameters are derived. Also the Fisher information matrix is recapitulated. Then, in Section 5 two equivalent ML problems are derived together with expressions for the partial derivatives of the objective functions. In Section 6 the EM algorithm is revisited for the Gaussian model, and the partial derivatives needed in order to carry out the optimization is derived. In Section 7 the four equivalent formulations are all reformulated as NLS problems. In order to test the different algorithms presented, an ARMAX model is introduced in Section 8. In Section 9 the numerical implementation of the algorithms are discussed. In Section 10 numerical results are presented for ARMAX models, and finally, in Section 11, some conclusions and directions for future research are given.
Notation
For two matrices X and Y of compatible dimensions we define their inner product X • Y = TrX T Y , where Tr(·) is the trace operator. With E(·) we denote the expectation operator with respect to a density function.
Gaussian Model
We consider an n-dimensional random vector e with zero mean Gaussian distribution and covariance matrix λI n , where λ > 0, and where I n is the n × n identity matrix. We will when it is obvious from the context omit the subscript n. In addition to this random vector we are also interested in an n-dimensional random vector x which is related to e via the affine equation
where we assume that Φ is invertible. The random vector x will contain both the observed and the missing data, as described in more detail later on. The matrix Φ and the vector Γ will depend on the parameter vector to be estimated. However, for the time being we suppress this dependence. The covariance matrix for x is
Moreover, the mean µ of x satisfies Φµ + Γ = 0 and we can express µ as µ = −Φ −1 Γ. The density function for x is
We deliberately misuse x as both a random vector and as the argument of the density function for itself. It is straightforward to show that
Missing Data
We would like to separate the vector x in one part x o that we call observed and one part x m that we call missing or not observed. We do this with the permutation matrix
We also define Φ o Φ m = ΦT T so that we may write (1) as
Similarly we define
Hence we may write the quadratic form in (2) as
We are interested in the density function of x o , since this would make it possible for us to, in case the mean and covariance of x depend in some way on a parameter vector, perform ML estimation of this parameter vector based on observations of only x o . To this end we will transform the density function for x using the Schur complement formula, which is the following identity:
we obtain the following center matrix in the right hand side of the Schur complement formula
where
is a projection matrix which projects onto the orthogonal complement of the range space of Φ m . As a projection matrix it has the following properties: P 2 = P , P Φ m = 0.
We realize from the preceding derivations that we may write the quadratic form in the exponent of the density function p in (2) as
whereξ m is defined viâ
From this we realize that ξ o andξ m are zero mean independent Gaussian random vectors with covariance matrices
It is straight forward to verify that in the new variables (1) is equivalent to
The use of the Schur complement formula for obtaining the marginal density of x o is mentioned e.g. in [Cot74] .
Maximum Likelihood Estimation
We now assume that Φ and Γ are functions of a qdimensional parameter vector θ. Then all the preceding covariance matrices and mean vectors will also be functions of θ. We are interested in performing ML estimation of θ and λ based on observations of x o . We obtain the following log-likelihood function for x o :
where n o is the dimension of x o . From the Schur complement formula in (4) and the center matrix in (5) it
Hence we may re-write the log-likelihood function as
where we have made use of the fact that P 2 = P . The advantage of this reformulation is that in the application we have in mind often det Φ T Φ = 1, and then this term disappears. However, also when this is not the case, to remove the explicit dependence on P is advantageous when performing the minimization of the log-likelihood function, since the P -dependence complicates the expressions for the derivatives needed in the optimization algorithms.
Derivatives
We will now derive the partial derivatives needed in order to optimize the log-likelihood function in (9). We will do these derivations term by term. To this end we write L = f 1 + f 2 − f 3 + f 4 , where
where e o = Φ o x o + Γ, and where W = Φ T Φ. Then it follows that
and where
The partial derivatives with respect to λ are zero except for
Fisher Information Matrix
It is well-known that estimates obtained from ML estimation in most cases are unbiased and have covariance matrix equal to the inverse of the Fisher information matrix I assuming that the inverse exists. For Gaussian ML-problems there is a closed form expression for the elements of this matrix, [Kay93] , and they are given here for short reference
We add a term to the log-likelihood function in (9) involvingξ m and we also optimize over this new variable. The reason for doing this is that we will obtain a simpler optimization problem in terms of gradient expressions at the expense of introducing an extra variable. We hence consider an optimization problem involving the objective function 1 2λξ
where we optimize over (λ, θ,ξ m ). The optimal value of ξ m is zero, since Φ T m Φ m is positive definite for any value of θ. Hence this optimization problem is equivalent to the original ML estimation problem. The first two terms in the objective function sum up to e T e/(2λ) by (8). Hence yet another equivalent optimization problem is to consider the objective function
and to optimize this objective function over (λ, θ, x m , e) subject to the constraint (3). Finally we can substitute e in the objective function using (3) in order to obtain an unconstrained problem with variables (λ, θ, x m ) which has objective function
This is also an optimization problem equivalent to the ML estimation problem.
Derivatives
We realize that the only new term in the objective function in (11) is
where e = Φx + Γ, i.e. l = f 0 + f 2 − f 3 + f 4 . The first order derivatives are
The computation of the derivatives is less demanding for this formulation of the ML estimation problem. However, we have one more optimization vector x m .
For the case when we keep the constraint (1) and use the objective function in (10) we have almost the same new term in the objective function, i.e. l c = f 0c +f 2 −f 3 +f 4 , where
is now defined to be a function of (λ, e), i.e. it does not depend on θ. The partial derivatives with respect to λ are the same as the ones for f 0 . With respect to e we get
The variable θ is only present in f 3 and f 4 . All variables except λ are present in the constraint
that typically needs to be linearized in optimization algorithms. To this end the first order partial derivatives of g are needed:
Because of the computational complexity of ML estimation when data is missing for the first approach presented above, the EM algorithm has been suggested as a remedy. We will here revisit it for our problem. The idea is to recursively update the parameter vector (λ, θ) based on the previous value of the parameter vector (λ − , θ − ) by minimizing
with respect to (λ, θ), where the conditional density of x given x o based on the previous value of the parameter vector (λ − , θ − ) is used to evaluate the expectation.
We immediately realize that we may write
+ n 2 log λ − 1 2 log det(Φ T (θ)Φ(θ)) (15)
We write Q = F 1 + F 2 − F 3 , where
It remains to evaluate the expectation for the first term.
To this end we remember that by (6) and the definitions following (3) we may write
We may now write F 1 = F 11 + F 12 , where
and wherex
We will in this section not explicitly write out the dependence on (λ, θ). The partial derivatives of the different terms of Q with respect to θ k are given by
Nonlinear Least Squares Reformulation
In this section we will reformulate the previous four formulations as NLS problems by analytically performing the minimization with respect to λ and eliminating this variable. The reason for this reformulation is that there are very efficient algorithms available for NLS problems, e.g. [Bjö96, NW06] .
Original ML Problem
Using the optimality condition that the gradient of L in (9) with respect to λ is zero results in λ = e T o P e o /n o , which after back-substitution results in the following loglikelihood function to be minimized with respect to θ:
Writing this as one logarithm and realizing that it is equivalent to minimize the argument of the logarithm, the following NLS problem results as an equivalent optimization problem:
where R(θ) = γ(θ)P e o , and γ(θ) =
. Most numerical methods for NLS problems only use first order derivatives, and it is straight forward to verify that
Formulation Containing Missing Data
Proceeding as above it follows that for l in (11) the optimal value of λ is λ = e T e/n o , and that the equivalent NLS problem is where r(θ, x m ) = γe. The first order partial derivatives are
We remark that r is linear in x m , and hence this NLS problem is a separable NLS problem, [Bjö96] , and it is straight forward to verify that by analytically minimizing with respect to x m , the NLS problem of the previous subsection is obtained. The minimizing argument is
Constrained Formulation
Proceeding as above for l c in (10) it follows that the optimal value of λ still is λ = e T e/n o , and that the equivalent NLS problem now is constrained:
where r c (θ, e) = γe, and where g is defined as in (12). The first order partial derivatives are
∂e k = γ
EM Algorithm
Using the optimality condition that the gradient of Q in (13) with respect to λ is zero results in
n which after back-substitution results in log λ to be minimized with respect to θ. It is equivalent to minimize λ or to solve the NLS
where with vec denoting the vectorization operator, see e.g. [Lüt96] ,
, and where we have used the symmetric square root of a symmetric positive definite matrix. It follows that
∂θ k is, since Z 1/2 does not have any imaginary axis eigenvalues, the unique solution to the algebraic Lyapunov equation
The proof follows by applying the chain rule to the identity Z 1/2 Z 1/2 = Z.
ARMAX Model
Consider an ARMAX-model respectively, where
and c
, and e T = e 1 e 2 · · · e n . We assume as before that e is an n-dimensional random vector with Gaussian distribution of zero mean and covariance λI.
We now let x = y, Φ = C −1 A, Γ = −C −1 Bu and
We notice that Φ is invertible and that det Φ T Φ = 1 for all values of θ.
The first order partial derivatives of Φ and Γ with respect to θ are
where E k = C −1 S k , and where S k is a square shift matrix with zeros except for ones in the kth sub-diagonal.
Numerical Implementation
The first four formulations of the ML estimation problem suffer from numerical difficulties, and we will present no results regarding their performance. For the last four formulations, which are all NLS formulations, we have implemented two of them, see below for motivation. The numerical implementation has been carried out in Matlab using its optimization toolbox with the function lsqnonlin, which implements a NLS algorithm using first order derivatives only. This is a standard approach in system identification, see e.g. [Lju99] . We have used the trust-region-reflective option. See [Bjö96] and the references therein for more details on different types of NLS algorithms. The following tolerances for termination have been used for the method described in Section 7.1, which we from now on call the variable projection method: TolFun = 10 −15 and TolX = 10 −5 / √ q.
There are many other codes available than the one in the Matlab optimization toolbox. It should also be mentioned that there is a potential to obtain faster convergence and better numerical behavior by utilizing special purpose codes for separable NLS problems, see e.g. the survey [GP03] and the references therein. Because of this we have used the so-called Kaufman search direction when implementing the variable projection method in Section 7.1. This avoids computing the exact partial derivatives of P , which are the most costly derivatives to compute. According to [GP03] this is the best choice for separable NLS problems, and it also outperforms the formulation in Section 7.2 which does not need to compute the partial derivatives of P . In the appendix we show how the Kaufman search direction can be implemented in any standard NLS solver. It is actually possible to interpret the Kaufman search direction for the method in Section 7.1 as a block coordinate descent method for the method in Section 7.2 where at each iteration a descent step is taken in the θ-direction and an exact minimization is performed in the x m -direction. This is the reason why the Kaufman search direction is preferable, [Par85] . To summarize, it can be interpreted either as an approximation of the gradient for the method in Section 7.1, see the appendix, or as an efficient block-coordinate method for the method in Section 7.2.
The EM method in Section 7.4 is often proposed as a good method to use when data is missing, but it is in general not very fast unless it is possible to solve the minimization step quickly. For certain problems there are closed form solutions, [Isa93] . In our case this is not true in general. However, it is not necessary to perform the minimization step to very high accuracy. It is often sufficient to just obtain a decrease in Q. These type of algorithms are usually called generalized EM algorithms, e.g. [MK08] . Here we will employ such an algorithm for optimizing Q by running two iterations of lsqnonlin for the first five iterations in the EM algorithm, and thereafter running one iteration. The overall termination criteria for the EM method is θ −θ
We have not considered to implement the constrained formulation of the NLS problem in Section 7.3. This could potentially be a good candidate, especially for the application to ARMAX models in case the constraint is multiplied with C, since then the constraint will become bilinear in the variables. In addition to this the derivatives with respect to the objective function and the constraints are very simple. However, the application of constrained NLS for black box identification in [VMSVD10] does not show that it is advantageous with respect to computational speed for that application. However, it has the advantage that it can address unstable models.
The computational complexity in terms of flop count per iteration for computing the gradients is for all algorithms of the same order. This is the most time-consuming part of an iteration. The flop count is linear in the number of parameters q, quadratic in the underlying number of data n, and cubical in the number of missing data n m = n − n o . It should me mentioned that for the AR-MAX model it is possible to make use of the Toeplitz structure of A, B, and C to decrease the computational time for the partial derivatives of Φ and Γ. Further speedup can be obtained by changing the order in which the computations are performed. This is not within the scope of this work and is left for future research.
Examples
In this section we will evaluate the variable projection method in Section 7.1 and the EM method in Section 7.4 on ARMAX examples of different complexity. The data used has been generated from models with θ-parameters defined by the polynomials in the forward shift operator q seen in Table 1 . The variance λ was 0.5. The values of n have been (300, 400, 500) and the percentages of missing data have been (10, 20, 30), and their occurrence in time has been picked randomly with equal probability. The input signal u was a sequence of independent random variables equal to ±1 with equal probability. Hence in total nine different examples have been investigated for the two methods. To initialize the optimization methods the poles and the zeros have been moved 10% of their distance to the origin in a random direction. For each problem 20 different realizations of the random vector e have been considered, and the results presented are estimated means together with estimated standard deviations for computational time in seconds and number of iterations for the different methods.
The results of the experiments are presented in tables 2-4. It is seen that that computational times and number of iterations grow for increasing model order and increasing percentage of missing data for all methods.
The variable projection method is always faster than the EM method. Both methods are sensitive with respect to initialization of the parameter vector. The reason for this is that the optimization problems are non-convex, and hence there are potentially several local minima of the objective functions. However, the often put forward comment that the EM method should be less sensitive with respect to initialization, has not been seen to be true in our experiments.
Conclusions
In this paper the maximum likelihood problem for missing data from a Gaussian model has been revisited. We have presented eight different equivalent formulations of the resulting optimization problem, four out of which are nonlinear least squares formulations. Two of the formulations are based on the expectation-maximization algorithm. Expressions for the derivatives needed in order to solve the optimization problems have been presented. 
From this we conclude that the exact Jacobian is given by
The second term contains the factor P b = −f (α), which is small for values of α close to optimum, and this is the term that is omitted in the approximation proposed by Kaufman, [Kau75] . In the original work this approximation was suggested for the Gauss-Newton-Marquardt algorithm. Here we have used it for a trust-region algorithm.
The detailed expression for our separable NLS problem follows from making the following identifications: A = γΦ m , b = −γe o , α = θ and x = x m , where the latter is a misuse of notation. It follows that P = I − Φ m Z −1 Φ In addition to this we make use of that −(A T A) −1 b is the least squares solution of min xm Φ m x m + e o 2 . Then the Kaufman Jacobian can be efficiently computed from the above formulas as −P ∂A ∂α x m + ∂b ∂α
