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Este proyecto se basa en el desarrollo de una herramienta destinada a la ayuda asistencial 
para personas con problemas derivados de la baja visión. En concreto, está enfocado para 
aportar una solución a personas con carencia de la percepción de distancias o profundidades. 
Actualmente, las ayudas técnicas existentes no ofrecen soluciones para este tipo de 
discapacidad visual. Así, con este proyecto se intenta desarrollar e implementar un sistema que 
proporcione información visual referente a las distancias de los objetos que se encuentran en el 
entorno de las personas que requieren de esta ayuda.  
La solución desarrollada está basada en el concepto de realidad aumentada y el tratamiento 
de imágenes. De esta manera, la información mostrada al usuario está compuesta de dos 
imágenes, una referente al entorno real y otra con información de  las distancias. Esta última, es 
el resultado del cálculo de los contornos de los objetos presentes, pero representados con 
diferentes grosores y colores en función de la distancia. 
 
Palabras clave: baja visión, correlación, disparidad, HMD, mapa de profundidad, 







This project is based on developing a tool to help care for people with problems of low 
vision. In particular, it is focused on providing a solution to people who suffer a lack of vision 
over distance or with depth. 
Currently, there are no technical aids to offer solutions for this type of visual impairment. As 
such, this project aims to develop and implement a system that provides visual information 
concerning the distances of objects found in the environment of people who require this 
assistance. 
The solution developed is based on the concept of augmented reality and image processing. 
In this concept, the information displayed to the user consists of two images, one concerning 
the actual environment, and other information on the distances. The latter is the result of the 
calculation of the contours of the objects, but is represented with different thicknesses and 
colors depending on the distance. 
Keywords: low vision, correlation, disparity, HMD, depth map, virtual reality, 










































































































































































carecen  de  percepción  de  la  profundidad  debido  a  problemas  de  baja  visión.  Antes  de 
comenzar  con  el  desarrollo  de  este  proyecto,  es  necesario  comentar  la  existencia  de  dos 
Proyectos Fin de Carrera realizados por el Grupo de Displays y Aplicaciones Fotónicas (GDAF) 







sistemas  de  ayuda  existentes  que  empleaban  una  única  cámara,  por  lo  que  los  pacientes 
sufrían  la pérdida de  la percepción de  la profundidad y distancia de  los objetos. En el trabajo 
mencionado se realiza un estudio sobre diferentes métodos para el cálculo de las distancias de 
objetos haciendo uso de  la  visión  estereoscópica.  En  este  trabajo  se muestra  al usuario un 
mapa  de  profundidad  de  la  escena,  lo  cual  dificulta  asimilar  la  información  por  parte  del 
paciente, al no mostrarse la escena real. 
Tras  valorar  los  pros  y  los  contras  de  los  proyectos  anteriores,  con  este  proyecto,  se 
decidió abordar una solución basada en los aspectos positivos de cada uno de estos trabajos.  
Para una mejor comprensión del trabajo, a continuación se da una breve descripción del 
concepto de baja  visión, principales patologías que  la provocan,  ayudas  técnicas existentes, 
















el  punto  central  de  fijación,  pero  suficiente  visión  para  ser  utilizada  en  la  planificación  o 
ejecución de una tarea.  
En  el mundo  hay  314 millones  de  personas  con  discapacidad  visual,  45 millones  de  las 
cuales  padecen  ceguera.  La  mayoría  de  las  personas  con  discapacidad  visual  tienen  edad 
avanzada,  y  el  riesgo  es  mayor  para  las  mujeres  a  todas  las  edades  y  en  todo  el  mundo. 
Aproximadamente el 87% de las personas con discapacidad visual en el mundo viven en países 


















Se presenta  cuando  los  rayos de  luz  se enfocan delante de  la  retina  y no directamente 
sobre  ella  haciendo  que  una  persona  con  miopía  tenga  dificultades  para  enfocar  bien  los 
objetos  lejanos. Este problema se debe a una deformación del globo ocular, que se presenta 














que  impide  el  enfoque  claro  de  los  objetos  tanto  lejos  como  cerca.  La  córnea,  que  es  una 













La mácula es  una  capa  amarillenta  de  tejido  sensible  a  la  luz  que  se  encuentra  en  la  parte 
posterior del ojo, en el centro de la retina, esta área proporciona la agudeza visual que permite 

















existe  ninguna  que mejore  la  visión  en  cualquier  circunstancia,  siendo  necesario  diferentes 
ayudas en función del propósito.  
Las ayudas técnicas pueden clasificarse en ayudas ópticas, no ópticas y electrónicas. Una 
ayuda  óptica  es  un  sistema  óptico  formado  por  lentes  de  elevada  potencia  que  ayudan  a 







La  lupa es  la ayuda de baja visión más conocida y de mayor  facilidad de manejo. Forma 
parte del  grupo de  ayudas ópticas  recomendadas para  tareas de  cerca. Permite una mayor 
distancia de trabajo que un microscopio pero un campo visual menor.  Se fabrican a partir de 
lentes positivas  (que producen aumento de  la  imagen) y pueden usarse de  forma manual o 









También son  denominadas  microscopios.  Estas  gafas  consiguen  el  aumento  por  
disminución de la distancia, que se produce cuando reducimos la distancia del objeto al ojo. En 
realidad, no aumentan nada por sí mismos, pero  facilitan  la acomodación, que es  la  función 
visual que permite acercarse al objeto para verlo con nitidez. 




La  distancia de trabajo  con  estas  lentes  es  corta,  por  lo  que  se  requiere  una  correcta 
posición a la hora de leer para conseguir y mantener una imagen nítida. 
‐ Telescopios. 
Permiten  aumentar  el  tamaño  de  los  objetos  que  se  encuentran  a  distancias  lejanas. 
Pueden  ser manuales  o  ir montados  en  gafas  y  a  su  vez  pueden  utilizarse  con  un  solo  ojo 
(monoculares)  o  con  los  dos  (binoculares).  Su  poder  de enfoque  les  hace  útiles  para  todas 
















es  muy  reducida  o  el  uso de  las  ayudas  antes  mencionadas  resulte  poco  adecuado  para 
conseguir sus objetivos. 
Estas  ayudas deben  recomendarse desde un  servicio  especializado,  que  garantice  los 
entrenamientos  adecuados  y  los  adapte  a  las necesidades  individuales de cada persona  con 
discapacidad visual. 
Las  ayudas  no  ópticas  son  aquellas  que  favorecen  la  utilización  del  resto  visual  o  que 
potencian  el  rendimiento  con  las  ayudas  electrónicas  y  ópticas.  Dentro  de  este  grupo  se 
incluyen ayudas: 


















nervioso  central).  Éste  último,  es  el  encargado  de  percibir  las  sensaciones  que  tanto 
un ojo como el otro están viendo y de enviar una respuesta única y en tres dimensiones. 











objeto que vemos  con un ojo,  si no está muy periférico,  también  lo vemos  con el otro. Por 








Por  lo  tanto,  si  tenemos  dos  imágenes  tomadas  desde  posiciones  ligeramente 
diferentes  y  las mostramos  por  separado  a  cada  ojo,  el  cerebro  es  capaz  de  reconstruir  la 







para  procesar  la  información  que  recibe.  Esta  habilidad  se  desarrolla  desde  el 
momento del nacimiento. 












una  patología  o  disfunción  visual  y  que  por  tanto  no  pueden  distinguir  con  claridad  las 
profundidades y distancias a las que se encuentran los objetos.  
El  objetivo  de  este  proyecto  es  que  un  paciente  con  baja  visión  pueda  diferenciar  qué 
objetos del entorno en el cual se encuentra están cerca, a media distancia o lejos. Para ello se 
pretende desarrollar un  sistema de ayuda óptica electrónica, que haciendo uso de gafas de 
realidad  virtual  y  los  algoritmos  desarrollados  en  este  trabajo,  permita  ver  el  entorno  real, 







El primer  capítulo  está orientado  a dar una  introducción,  con  la  cual  informar  al  lector 
sobre el problema que supone  la baja visión para  las personas que  la padecen,  las patologías 





El  tercer  capítulo  está  destinado  para  presentar  y  describir  el  sistema  encargado  de 
mostrar  los  resultados  al  usuario.  Se  explican  los  conceptos  de  realidad  virtual  y  realidad 










En  el  sexto  capítulo  inicialmente  se  da  una  breve  introducción  sobre  la  herramienta 




























este capítulo a presentar de  forma  resumida el  sistema  final a  implementar y con el que  se 
pretende alcanzar los objetivos marcados. 











Este  sistema  es  el  encargado  de  capturar  la  información  necesaria  del  entorno  para 













encargado  de  procesar  las  imágenes  captadas  por  el  sistema  de  adquisición  y  enviar  los 
resultados obtenidos tras el procesamiento al sistema de salida para ser mostrados al usuario.  






Las  imágenes  son  procesadas  haciendo  uso  de  los  algoritmos  desarrollados  e 
implementados.  Siendo  éste  el  bloque  del  proyecto  que  más  esfuerzo  ha  requerido.  La 
realización de los algoritmos ha requerido un estudio previo sobre cálculo de profundidades y 
visión estereoscópica. Los algoritmos deben cumplir con una serie de restricciones en cuanto a 
tiempos  de  cómputo,  con  objeto  de  mantener  la  sensación  de  continuidad  buscada  en  la 
presentación de resultados al usuario. 
‐ Alimentación. 




















dispositivos,  cuyo  fin es producir una  apariencia de realidad que permita al usuario  tener  la 
sensación de estar presente en ella. Se consigue mediante la generación por ordenador de un 






creación  de  una  realidad mixta  a  tiempo  real.  Consiste  en  un  conjunto  de  dispositivos que 
añaden  información  virtual  a  la  información  física  ya  existente,  es  decir,  añadir  una  parte 











que esté presente en muchos  y  varios  ámbitos,  como  son  la  arquitectura, entretenimiento, 
educación, arte, medicina o comunidades virtuales. [4] [14] 
La mayoría de aplicaciones de realidad aumentada para proyectos educativos se usan en 
museos,  exhibiciones,  parques  de  atracciones  temáticos,  etc.,  ya  que  su  coste  no  es  lo 
suficientemente bajo como para ser usado en el ámbito doméstico. Un ejemplo en el ámbito 
educativo,  es  la  editorial  RaRaRa  Editores  cuyo  objetivo  es  aumentar  el  interés  por  el 
aprendizaje mediante el uso de libros educativos con realidad aumentada. 
En el ámbito de la medicina, la realidad aumentada es usada principalmente en el campo 
de  la  cirugía.  Así,  se  permite  al  cirujano  superponer  datos  visuales  como  por  ejemplo 
termografías  o  la  delimitación  de  los  bordes  limpios  de  un  tumor,  invisibles  a  simple  vista, 
minimizando el impacto de la cirugía. 
La  realidad  aumentada  puede  aumentar  la  efectividad  de  sistemas  de  navegación.  Por 
ejemplo, mediante  uso  de  displays  en  los  cristales  de  los  automóviles,  puede  aportarse  al 
conductor información sobre la navegación e incidencias del tráfico. 
Aparte de las aplicaciones mencionadas anteriormente, la realidad aumentada es de gran 
















‐ Monocular:  las  imágenes  creadas  por  ordenador  sólo  se  reproducen  sobre  un  ojo, 
mientras que el otro ojo continúa mirando al entorno real del usuario. Estos equipos 
ofrecen una mayor ergonomía y comodidad.  
‐ Binocular:  las  imágenes  creadas  por  ordenador  se  reproducen  sobre  los  dos  ojos, 
obteniendo  así  una  imagen  estereoscópica.  Cada  pantalla  puede  tener  ópticas 
separadas, pero la imagen es esencialmente idéntica para ambos ojos. 
Debido a su proximidad con los ojos, el Head‐mounted Display consigue que las imágenes 










‐ Requerimientos  visuales:  existen  ciertos  requerimientos  en  cuanto  a  contraste, 
luminancia,  enfoque  y  alineamiento,  color  y  resolución.  Estos  requerimientos  son 
derivados de  la comprensión de cómo  la visión humana  funciona y del conocimiento 
de las condiciones visuales del ambiente. 
‐ Requerimientos  físicos:  temas críticos de  la antropometría, centro de gravedad de  la 
cabeza y el cuello, y la comodidad deben satisfacerse. 
‐ Requerimientos  del  ambiente:  las  funciones  de  los  seres  humanos  deben  realizarse 
dentro de un estrecho rango de condiciones ambientales. 
‐ Requerimientos  del  interfaz:  cualquier  control  del HMD  debe  ser  accesible,  fácil  de 
entender y fácil de usar. 
Las gafas de realidad virtual o HMDs tienen una serie de características que los hacen más 























superpuestos  ya que poseen pantallas que permiten  ver a  través de ellas. En  contraste,  los 
sistemas close‐view HMD no permiten la vista directa del mundo real. 














Los  sistemas  ópticos  o  see‐through  tienen  las  siguientes  ventajas  sobre  los  de  vídeo  o 
close‐view: 
‐ Simplicidad: los sistemas de mezcla óptica son más simples y baratos que los de video. 
Esto  es  debido  a  que  los  sistemas  ópticos  solo  tienen  un  flujo  de  video  de  que 
preocuparse, ya que la visión del mundo real se realiza de manera directa. 
‐ Resolución:  los  sistemas de mezclado de  video  limitan que  ve el usuario  ,  tanto del 
mundo real como del virtual, a la resolución de la pantalla. 
‐ Seguridad: en los sistemas de de video closed‐view HMDs si la alimentación es cortada 


























mismos  niveles  de  contraste  que  el  ojo  humano.  Este  problema  no  es  tan  severo  en  los 
sistemas  de  video,  ya  que  tanto  las  vistas  reales  como  las  virtuales  son  generadas  por  los 
monitores. [15] 
3.3.4. Comparación con realidad virtual 
Los  requerimientos  generales  de  los  sistemas  de  realidad  aumentada  pueden  ser 
resumidos mediante la comparación con los requerimientos de los sistemas de realidad virtual, 
por tres subsistemas básicos que ambos requieren. 
‐ Generador  de  la  escena:  los  sistemas  de  realidad  virtual  requieren  de  mayores 
prestaciones ya que ellos  reemplazan completamente el mundo  real por un entorno 
virtual. 
‐ Display:  los  displays  usados  en  AR  pueden  tener  requerimientos  menores  que  los 
usados en VR, de nuevo debido a que en AR el mundo real no es reemplazado. 
‐ Seguimiento y detección: en este caso  los requerimientos para AR son más estrictos. 








Uno  de  los  mayores  problemas  que  actualmente  limitan  las  aplicaciones  de  realidad 









lo que percibe por otros sentidos, es decir,  la  información visual se  impone sobre el resto de 
sentidos. 
Así,  se concluye que  la  realidad aumentada  requiere de mayor precisión que  la  realidad 
virtual. [15] 
3.4. Pantallas 
En  función de  las pantallas empleadas en  los HMD, se puede distinguir entre cascos con 
pantallas  ópticas  transparentes  y  los  de  pantallas  no  transparentes  (estos  sistemas  fueron 
comparados en apartados anteriores). 
En el sistema de la pantalla óptica, la instalación se compone de una serie de proyectores 
digitales,  los  cuales,  simultáneamente  muestran  imágenes  individuales  sobre  la  pantalla 
transparente  HOE.  Estas  son  proyectadas  desde  diferentes  ángulos.  Cada  una  de  estas 
imágenes es visible dentro de un pequeño ángulo de visión, y esto permite que cada ojo tenga 
una  perspectiva  diferente  de  dicha  imagen  proyectada.  El  HOE,  es  adecuado  para  las 
aplicaciones  de  realidad  aumentada  ya  que  proporciona  unas  cualidades  perfectas  de 
transparencia, además de poseer mucho brillo y por no obstruir  la visión del mundo real que 
se ve a través de ella. 
Los pantallas de  los HMD pueden  ser del  tipo  LED, OLED  (Organic  Light Emiting Diode), 







El equipo  final escogido para  la presentación de  los  resultados en este proyecto ha sido 
impuesto por motivos de disponibilidad. El Grupo de Displays y Aplicaciones Fotónicas, GDAF, 
del  Departamento  de  Tecnología  Electrónica  de  la  Universidad  Carlos  III  de  Madrid  ha 
adquirido recientemente un equipo para la realización de diferentes proyectos entre los cuales 
se  incluye  éste.  Se  trata  de  un  HMD  de  la marca  Trivisio,  en  concreto  se  ha  empleado  el 



























pero  estos  sistemas  pueden  dar  resultados  erróneos  en  función  del  material  sobre  el  que 
incida  el  haz.  Otros  sistemas  existentes  para  el  cálculo  de  distancias  son  los  basados  en 
radiación  infrarroja  (IR),  un  ejemplo  comercial  es  Kinect  o  el  modelo  WaviXtion  que  está 
desarrollando Asus con  la colaboración de   Primesense, pero estos sistemas pueden no tener 
un buen  funcionamiento  al  emplearse  en  exteriores durante días  soleados,  al  ser parte del 
espectro electromagnético de la luz solar radiación infrarroja [4] [19] . 










Las  dos  últimas  restricciones  son  impuestas  como  motivo  del  posterior  cálculo  de  la 
profundidad  de  las  imágenes,  ya  que  se  realiza  mediante  algoritmos  de  correlación  (ver 





Las cámaras que se han utilizado se pueden distinguir entre  las usadas en  la etapa  inicial 
de pruebas y las escogidas para dar una solución definitiva. 
4.2.1. Etapa de pruebas 
Durante  la  etapa  de  pruebas  se  han  empleado  dos modelos  de  cámaras  de  diferentes 
características,  para  valorar  que  tipo  de  cámara  era  más  adecuada  para  el  desarrollo  del 
proyecto. 















Los  resultados  obtenidos  con  este  modelo  de  cámara  no  fueron  muy  alentadores  por 
varios motivos. 
Para  cumplir  con  el  requisito  de  alineación  milimétrica  entre  cámaras,  se  diseñó  un 
sistema que permitiese el ajuste en altura  independiente de cada cámara (ver figura 4.2). Sin 
embargo, este sistema no ofrece una solución  lo suficientemente óptima, por  lo que se hizo 





















































































































































Para  evitar  el problema de  calibración,  se decidió hacer uso de un  sistema que  tuviese 






















Para  realizar  la  comprobación de  las mismas  características de  las  cámaras  se  realizó el 







Además de  las  cámaras utilizadas existen  gran  variedad de  cámaras en el mercado que 
podían  haber  sido  empleadas  para  el  desarrollo  de  este  trabajo,  de  entre  las  cuales  se 
destacan las siguientes cámaras por tener integradas en el mismo sistema ambas lentes. 
‐ Zivora  3D  Webcam:  cámara  web  compuesta  de  dos  sensores  CMOS,  2xVGA  con 
resolución de 640x480 y velocidad máxima de 60fps [22]  
‐ Thanko Webcam 3D1: esta cámara web  tiene una  resolución de video de 320x240 a 
velocidad 15fps. 






































El  sistema de procesamiento  es  el  encargado de  recibir  las  imágenes  capturadas por  el 
sistema  de  adquisición,  procesarlas  a  través  de  algoritmos  desarrollados  (ver  capítulo  6)  y 
enviarlas al sistema de salida para mostrar al usuario el resultado obtenido. 
Los  dos  principales  factores  a  tener  en  cuenta  a  la  hora  de  buscar  un  sistema  de 
procesamiento adecuado para  la aplicación que nos ocupa, son  la portabilidad, autonomía y 
velocidad de procesamiento.  
La portabilidad es una  característica  fundamental  a  la hora de permitir  la movilidad del 
usuario. Hay dispositivos que cumplen con esta propiedad, tales como PDAs, teléfonos móviles 
o  tabletPcs, pero suelen estar asociados a una velocidad de procesamiento  insuficiente para 




permita  al  usuario  recibir  la  información  procesada  con  una  sensación  de  continuidad 
suficiente para ser considerada tiempo real.  
En  la actualidad existen dispositivos  con  capacidad  suficiente para albergar  la aplicación 
desarrollada  y  dispositivos  portables  que  cumplen  óptimamente  con  la  restricción  de 
portabilidad. El problema es encontrar uno cuyo compromiso entre velocidad y portabilidad 
















Las  diferencias  entre  el  empleo  de  un  procesador  u  otro  son  notables,  llegando  a 
procesarse  hasta  cinco  imágenes  por  segundo  con  el  Intel  i7  y  tan  solo  una  por  cada  dos 
segundos con el ATOM para un tamaño de imagen de 120x160 píxeles. Una vez seleccionado el 
tipo de procesador es  conveniente prestar  atención  a otros  factores  fundamentales para  la 
elección del  sistema de procesamiento,  como  son  el peso,  autonomía  y  tipos  y número de 
entradas con el exterior. 




































































































































































































entorno de desarrollo  integrado con un  lenguaje propio (lenguaje M). MatLab es un  lenguaje 
de alto nivel para cálculos técnicos y numéricos, que permite resolver problemas de técnicos 
de manera más rápida que con los lenguajes de programación tradicionales. 
MatLab  dispone  de  un  código  básico  y  de  varias  cajas  de  herramientas  especializadas, 




estas  aplicaciones  son  multiproceso  para  aprovechar  las  ventajas  de  los  procesadores 
multinúcleo o multiprocesador.  
Además es interesante mencionar que MatLab dispone de una herramienta llamada GUIDE 

































































































































































































Como  se mencionó  en  el  apartado  1.5.  Visión  Binocular,  en  un  sistema  estereoscópico 
debe  existir  coordinación  estrictamente  milimétrica  entre  ambas  cámaras.  De  aquí  la 
necesidad de hacer una calibración previa del sistema. 
El método de calibración de las cámaras está basado en la transformada rápida de Fourier 






Para  comprender  esto mejor  conviene  ver  el  siguiente  ejemplo,  donde  se  busca  en  un 






obtiene es el mostrado en  la parte  inferior de  la  figura 6.3.,   donde  la parte de  la  izquierda 




contener  texto  contiene  un  recuadro  negro,  el  cual  puede  contener  el  patrón  buscado,  los 







Teniendo  en  cuenta  tanto  los  convenientes  e  inconvenientes,  el  método  que  se  ha 
escogido para la calibración de las cámaras está basado en la búsqueda de un mismo patrón en 
las  imágenes  captadas  por  ambas  cámaras mediante  la  transformada  rápida  de  Fourier.  El 






















El  primer  paso  una  vez  realizada  la  calibración  del  sistema,  es  la  captura  del  par 
estereoscópico para realizar posteriormente el  tratamiento de estas  imágenes. Las  imágenes 
del par estéreo deben de presentar un  ligero desplazamiento debido a  la  separación de  las 
cámaras, la cual conviene que sea similar a la existente en los ojos de los seres humanos. 
La adquisición del par estereoscópico se realiza con el uso de las cámaras mencionadas en 
el  capítulo  cuarto.  Además,  como  se mencionó  en  el  capítulo  introductorio,  para  la  visión 
binocular es necesario  tener dos  imágenes pertenecientes a  la misma escena, por  lo que  la 
adquisición  del  par  estéreo  debe  de  ser  simultánea,  para  así  evitar  cambios  debidos  a  los 
movimientos de los objetos o del propio sistema de captura. 
La  herramienta  de  procesamiento  de  imágenes  de  MatLab  consta  de  una  serie  de 
funciones que permiten realizar la captura de fotogramas desde un objeto de video.  





























  Los  tiempos de cómputo empleados en el preprocesamiento de  las  imágenes oscilan 





Una  vez  capturado  y  preprocesado  el  par  de  imágenes  estéreo,  el  siguiente  paso  es  el 
cálculo de  las distancias de  los objetos presentes en  las  imágenes. El cálculo de  las distancias 
está basado en el cálculo de la disparidad de los píxeles de la imagen. 
Los  algoritmos  estéreo  de  cálculo  de  la  disparidad  tienen  por  objetivo  obtener  la 
profundidad  de  todos  los  píxeles  de  las  imágenes  del  par  estéreo. Hallando  las  parejas  de 
puntos  correspondientes  que  son  proyección  del mismo  punto  del  espacio,  para  todos  los 
puntos  en  cada  una  de  las  imágenes.  De  esta  forma  se  obtiene  un  mapa  denso  de 
disparidades.  







Para  hallar  el  pixel  correspondiente  en  la  otra  imagen,  se  imponen  una  serie  de 
restricciones o hipótesis.  








El  fin  del  cálculo  de  la  disparidad  es  la  creación  de  lo  que  se  conoce  como  mapa  de 
profundidad,  siendo  éste  una  nueva  imagen  del  mismo  tamaño  que  las  imágenes  del  par 

























etapas  más  importantes  de  un  algoritmo  de  visión  estéreo,  además  de  ser  la  que  mayor 
esfuerzo de cálculo requiere. 
La  comparación  mediante  técnicas  de  correlación  utiliza  la  correlación  cruzada  para 





  ܵܣܦ ൌ ∑ |ܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻ|௜,௝  
‐ Suma de diferencias cuadradas (SSD). 















6.2.4  para  resolver  esta  problemática.  En  caso  de  no  usar  estos  preprocesamientos  es 
necesario emplear  la  resta de  la media de  la ventana, para ello se emplearían  los siguientes 
métodos. 
‐  Suma de diferencias absolutas con media cero (ZSAD). 
  ܼܵܣܦ ൌ ∑ |ሺܫ்ሺݔ ൅ ݅, ݕ ൅ ݆ሻ െ ܫഥ் ሻ െ ሺܫ஽ሺݔ ൅ ݅ െ ݀, ݕ ൅ ݆ሻ െ ܫ஽ഥ ሻ|௜,௝  
‐ Suma de diferencias cuadradas con media cero (ZSSD). 
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diferencias  absolutas  (SDA),  por  ser  el método  que  requiere  realizar  un menor  número  de 
operaciones y por tanto tiene menor coste computacional.  
6.2.5.2. Cálculo de la correlación 
El  principio  general  de  funcionamiento  de  la  correlación  consiste  en  comparar  una 
determinada  vecindad  (ventana)  de  un  pixel  de  la  imagen  patrón  o  de  referencia  con  una 
vecindad de  las mismas características de cada uno de  los pixeles de  la  imagen a comparar. 
Como se explicó en el capítulo  introductorio,  las  imágenes captadas por un sistema de visión 
binocular,  tienen  en  común  gran  parte  de  la  escena,  pero  no  toda  ya  que  los  extremos 
laterales son exclusivos de  cada imagen. Además, como se mencionó en apartados anteriores 




Conviene advertir que esta operación no  se  realiza para  todos  los pixeles de  la  imagen, 
sino que existen unas limitaciones introducidas por las variables de la correlación (tamaño de 
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Figura 6.14. Fase de búsqueda de un pixel homólogo. 
Se  deduce  que  en  la  fase  de  búsqueda  del  homólogo  de  cada  pixel,  el  número  de 
correlaciones  calculadas  es  igual  al  del  tamaño  de  barrido  seleccionado.  Este  conjunto  de 




La  efectividad  de  la  búsqueda  de  los  homólogos  de  un  pixel  se  ve  influenciada  por  la 
riqueza de  los detalles de  la  imagen, como son  texturas o   presencia de discontinuidades,  lo 
cual puede dar como resultado fallos de emparejamiento. La buena elección de los parámetros 
barrido y tamaño de la ventana de vecindad tiene un papel fundamental en la minimización de 
este  efecto.  Un  tamaño  de  ventana  demasiado  pequeña  puede  capturar  demasiada  poca 
información de  la  imagen, mientras que por el  contrario un  tamaño de  ventana demasiado 
grande puede producir una pérdida de definición de los objetos de la escena. 
6.2.5.3. Tiempo de cómputo 
El  mayor  problema  de  estos  algoritmos  es  el  alto  coste  computacional  que  tienen, 
haciendo difícil la ejecución del código en tiempo real.  
Los  tiempos de cómputo de  la correlación varían en  función de múltiples  factores como 
son el tamaño de  la  imagen, el tamaño de ventana y barrido empleados para el cálculo de  la 
correlación o el tipo ordenador empleado. 
En  las  siguientes gráficas  se muestra  la variación de  los  tiempos de cómputo necesarios 















































































































































cálculo  de  contornos  es  variable  en  función  del  entorno  y  por  supuesto  del  tamaño  de  la 
imagen  adquirida,  siendo  el  coste mayor  en  entornos  en  los  que  es  necesario  representar 
mayor cantidad de contornos. 
La  toolbox  Image  Processing  de  MatLab  dispone  de  una  función  para  el  cálculo  de  
contornos que es de gran  importancia en el desarrollo de este apartado. Esta es  la  función 





















fáciles  de  distinguir  por  los  pacientes,  ya  que  en  función  del  tipo  y  grado  de  enfermedad 
sufrida, puede ser más óptimo el uso de unos colores u otros. Un claro ejemplo es la confusión 
de colores debida al daltonismo.  

















Los  contornos  son  dilatados  mediante  la  función  imdilate  de  la  toolbox  de  Image 
Processing.  La  máscara  que  se  ha  empleado  para  ampliar  los  contornos  de  las  imágenes 
mostradas  en  este documento  se muestran  a  continuación,  aunque  existe  la posibilidad de 
variar el grosor de cada contorno desde la interfaz gráfica desarrollada. 
1  1  1  1 
1  1  1  1 
1  1  1  1 


















de ellas,  se calcula el contorno haciendo uso del mapa de profundidad de  la  imagen y  se  le 
asigna  un  color  en  función  del  valor  de  la  disparidad.  La  otra  opción  es  el  cálculo  de  los 
contornos de  la  imagen original  y  la  asignación del  color  correspondiente  a  ese pixel  en  el 
mapa de profundidad.  
En  el  siguiente  apartado,  se  detallan más  estos métodos  y  se muestran  los  resultados 
obtenidos  con  cada  uno.  Para  hacer  más  sencilla  la  compresión  de  estos  métodos,  la 


























imagen  original  del  par  estéreo.  Esto  supone  una  mayor  dificultad  a  la  hora  de  asignarles  
color. Lo cual se debe a que  los contornos calculados para un mismo objeto  tendrán pixeles 










































































El  aumento  de  la  variable  barrido  tiene  como  consecuencia,  en  el  resultado  final,  el 
aumento del rango de la distancia a la que se encuentra el objeto y la obtención de un mapa 
de profundidad con menor error.  




Así,  las  variables  barrido  y  tamaño  de  vecindad  deben  de  llegar  a  un  compromiso  en 
función de  la cantidad de  información presente en el entorno, distancia en  la que se quieren 
aplicar los algoritmos o tamaño de la imagen original entre otros factores.  
Los  tiempos de  cómputo  se  ven  influenciados notablemente  al  variar  estas  variables. A 












































la obtención de  estos  resultados,  se  aprecia que  el objetivo marcado  inicialmente  con  este 









































El  principal  problema  que  presenta  la  aplicación  desarrollada,  está  relacionada  con  los 
tiempos de cómputo necesarios para la ejecución del algoritmo de correlación para el cálculo 
de distancias, por  lo que  sería  interesante conseguir  reducir el  coste computacional de este 
algoritmo lo máximo posible. 
El método actual de cálculo de la profundidad aplica el algoritmo de correlación sobre casi 
todos  los pixeles de  la  imagen, obteniéndose por  tanto  la distancia de  todos  los píxeles que 
conforman la imagen. Sin embargo, de todos estos valores de profundidad calculados, tan solo 
son  utilizados  posteriormente  una  pequeña  parte,  en  concreto  los  correspondientes  a  los 
píxeles de los contornos de los objetos. De esta manera, si tan solo se calculasen los valores de 














válidos  para  implementarlos,  además  de  realizarse  las  correspondientes  pruebas  de 
funcionamiento.  La  realimentación  de  resultados  es  importante  para  la  obtención  de  un 
sistema lo más óptimo posible, por lo que la realización de pruebas y desarrollo del sistema se 
realizó paralelamente en el tiempo. 
 El último paso  consiste  en  la  realización de pruebas del  sistema  final desarrollado  y  el 
desarrollo de la memoria explicativa del trabajo realizado. 
ID Tarea Inicio Fin Duración
nov 2010 dic 2010 ene 2011 feb 2011 mar 2011






































































[27] Gonzales, R.  C., Woods, R.E.,  “Digital  Image  Processing”, Addison‐Wesley, Reading, 
MA, 1992. 
 












El  objetivo  de  este  anexo  es  el  de  dar  a  conocer  al  lector  los  algoritmos  que  se  han 
desarrollado para alcanzar el objetivo que se había marcado con la realización de este trabajo. 








Los  mapas  de  profundidad  de  los  pares  estereoscópicos  se  han  calculado  siempre 
siguiendo  en método  de  la  correlación  de  la  suma  de  diferencias  absolutas,  SAD,  como  se 
explicó en el  capítulo  sexto. Sin embargo,  también  se  implementaron  los algoritmos para el 













% Función principal para el cálculo de mapas de profundidades usando 
el método de la suma de diferencias absolutas, sin aplicar previamente 
un preprocesado. 
% Cálculo para un par estéreo tomado previamente (no modo stream).  
% Representación de mapa de profundidad a color. 
% Contornos varían de color y de grosor. 
 
% Lectura de las imágenes. 
imagen_right = imread('right.png');  
imagen_left = imread('left.png');  
% Redimensionamiento de las imágenes. 
imagen_right=imresize(imagen_right,[144,192]); 
imagen_left=imresize(imagen_left,[144,192]); 
% Paso de RGB a escala de grises. 
imagen_lg=rgb2gray(imagen_left); imagen_rg=rgb2gray(imagen_right); 
% Cambio de datos a tipo double. 
imagen_l=im2double(imagen_lg); imagen_r=im2double(imagen_rg); 
% Matrices con los valores R,G,B (usada posteriormente para añadir 
bordes a color). 
imR=double(imagen_rg)./255;imG=double(imagen_rg)./255; 
imB=double(imagen_rg)./255; 
% Lectura e inicialización de valores para cálculo de la correlación. 
n=input('Introducir valor de barrido: ','s'); 
nP=str2num(n); 
ventana=input('Introducir valor de ventana(1,2,3,..): ','s'); 
M=str2num(ventana); 
[nrLeft ncLeft]=size(imagen_l); [nrRight ncRight]=size(imagen_r); 
dispMap=zeros(nrLeft,ncLeft); 
% Cálculo de la correlación. 
tic; 
for i=1+M:nrRight-M 
   for j=1+M+nP:ncRight-M 
        Crs=correlacion_sad(M,i,j,imagen_r,imagen_l,nP); 
        [k,dispMap(i,j)]=min(Crs); 
   end 
end     
tiempo_correlacion=toc; 








dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
elseif dispMap(i,j)>=0.6  
dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
elseif dispMap(i,j)>=0.4 
dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
elseif dispMap(i,j)>=0.2 
dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
else 









% Cálculo de contornosmapa de profundidades en color y con difentes  























       if ((contorno1(i,j)==1)) 
                imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
            elseif (contorno2(i,j)==1) 
                imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
            elseif (contorno3(i,j)==1) 
                imR(i,j)=0;imG(i,j)=1;imG(i,j)=1; 
            elseif (contorno4(i,j)==1) 
                imR(i,j)=1;imG(i,j)=0;imB(i,j)=1; 
            elseif (contorno5(i,j)==1) 
                imR(i,j)=0;imG(i,j)=0;imB(i,j)=1; 







% Representación del mapa de profundidad de la imagen  
subplot(1,2,1),imshow(imdispTotal) 
title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' s']}) 
% Representación de las imágenes con contornos. 
subplot(1,2,2),imshow(imTotal) 
title({['Barrido: ',int2str(nP)],['Ventanas de: ', int2str(2*M+1), 
'x',int2str(2*M+1)]}) 






% Función que cálcula los bordes de las imágenes tomadas por las 
cámaras, haciendo uso del mapa de profundidad (a color). 
% Se realiza una calibración previa de las cámaras que componen el 
sistema de adquisición. 
% Ver capítulo 6.2.6.1. 
  
% Borrar variables, limpiar pantalla y cerrar objetos de video. 
imaqreset;close all; clear all; 
% Creación e inicialización del objeto de video 1. 
    vid_l=videoinput('winvideo',1,'RGB24_160x120');  
    preview(vid_l); 
    start(vid_l); 
% Creación e inicialización del objeto de vídeo 2.  
    vid_r=videoinput('winvideo',2,'RGB24_160x120');  
    preview(vid_r); 
    start(vid_r); 
% Enfoque de las camaras a la plantilla de calibración. 
    a=input('Enfoca las camaras sobre la plantilla de calibracion y 
pulsa enter','s'); 
% Captura de la primera imagen (usada para calibración). 
    imagen_right=getsnapshot(vid_r); 
    gray_right=rgb2gray(imagen_right); 
    imagen_left=getsnapshot(vid_l); 
    gray_left=rgb2gray(imagen_left); 
% Inicializaciones 
    [n m]=size(gray_right); 
    pos_r=0;pos_l=0;  
    
% Cálculo de la calibración. 
while (pos_r~=pos_l)||(pos_l==0) 
  % Captura de imágenes y paso de RGB a niveles de gris. 
            imagen_right=getsnapshot(vid_r); 
gray_right=rgb2gray(imagen_right); 
            imagen_left=getsnapshot(vid_l); 
            gray_left=rgb2gray(imagen_left); 
            dif=pos_r-pos_l; 
            if (pos_r>pos_l) 
                % Nueva dimensión de la matriz right y left. 
                gray_right_calib=zeros(n-(dif),m); 
                gray_left_calib=zeros(n-(dif),m); 
                % Nuevos valores para right y left. 
                gray_right_calib(1:n-(dif),:)=gray_right(1+(dif):n,:); 
                gray_left_calib(:,:)=gray_left(1:n-(dif),:);   
            elseif (pos_l>pos_r) 
                gray_right_calib=zeros(n+dif,m); 
                gray_left_calib=zeros(n+dif,m); 
                gray_left_calib(1:n+dif,:)=gray_left(1-dif:n,:); 
                gray_right_calib(:,:)=gray_right(1:n+dif,:);   
            end 
            if (pos_l==0) 
                [pos_r pos_l]=calibrado_fourier(gray_right, gray_left) 
            else 
                [pos_r pos_l]=calibrado_fourier(gray_right_calib, 
gray_left_calib) 
            end 
    end 
  
% Inicializaciones 






% Lectura de valores necesarios para el calculo de la correlación. 
     barrido=input('Introducir valor de barrido: ','s'); 
     nP=str2num(barrido); 
     ventana=input('Introducir valor de la ventana(1,2,3,..): ','s'); 
M=str2num(ventana);  
% Bucle para cálculo de correlación y presentación de resultados. 
while(1) 
imagen_left=getsnapshot(vid_l); 
      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      gray_left=rgb2gray(imagen_left); 
if dif>0   
gray_right_calib(:,:)=gray_right((1+dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:(n-dif),:);   
      else 
gray_left_calib(:,:)=gray_left((1-dif):n,:); 
           gray_right_calib(:,:)=gray_right(1:(n+dif),:);   




      % Cálculo de la correlacion SAD. 
      tic; 
      imagen_r=im2double(gray_right_calib); 
      imagen_l=im2double(gray_left_calib); 
      for i=1+M:nrRight-M 
       for j=1+M+nP:ncRight-M 
             Crs=correlacion_sad(M,i,j,imagen_l,imagen_r,nP); 
                  [k,dispMap(i,j)]=min(Crs); 
           end 
      end   
      tiempo=toc; 
% Mapas de profundidades en color.     
dispMapR=zeros(nrLeft,ncLeft);dispMapG=zeros(nrLeft,ncLeft); 
dispMapB=zeros(nrLeft,ncLeft); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if dispMap(i,j)>=0.8 
                  dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.6  
                  dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.4 
                  dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
                  elseif dispMap(i,j)>=0.2 
                  dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  else 
                  dispMapR(i,j)=0; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  end 
            end 
      end 
      imdispTotal=cat(3,dispMapR,dispMapG,dispMapB); 
      subplot(1,2,1),imshow(imdispTotal) 
      title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' 
s']}) 
      tiempo_color=toc; 
      tic; 
      dilate=ones(3,3); 
      rango1=im2double(dispMap>=0.8); 




      contorno1=imdilate(contorno1,dilate); 
      rango2=im2double(dispMap>=0.6&dispMap<0.8); 
      contorno2=edge(rango2,'canny',0.99); 
      contorno2=imdilate(contorno2,dilate); 
      rango3=im2double(dispMap>=0.4&dispMap<0.6); 
      contorno3=edge(rango3,'canny',0.99); 
      rango4=im2double(dispMap>=0.2&dispMap<0.4); 
      contorno4=edge(rango4,'canny',0.99); 
      rango5=im2double(dispMap<0.6&dispMap>0.1); 
      contorno5=edge(rango5,'canny',0.99); 
      for i=1:nrLeft 
        for j=1:ncLeft 
             if (contorno1(i,j)==1) 
                   imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
                 elseif (contorno2(i,j)==1) 
                   imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
                 elseif (contorno3(i,j)==1) 
                    imR(i,j)=0;imG(i,j)=1;imG(i,j)=1; 
                 elseif (contorno4(i,j)==1) 
                     imR(i,j)=1;imG(i,j)=0;imB(i,j)=1; 
                 elseif (contorno5(i,j)==1) 
                     imR(i,j)=0;imG(i,j)=0;imB(i,j)=1; 
                 end 
           end 
     end 
  
     imTotal=cat(3,imR,imG,imB); 
     tiempo_bordes=toc; 
    % Representación las imágenes más los contornos. 
  subplot(1,2,2),imshow(imTotal) 
      title({['Barrido: ',int2str(nP)],['Ventanas de: ', 
int2str(2*M+1),'x',int2str(2*M+1)]}) 
end 




% Función que cálcula los contornos de las imágenes tomadas por las 
cámaras, haciendo uso de la imagen original. 
% Se realiza una calibración previa de las cámaras que componen el 
sistema de adquisición. 
% Se recomienda ver capítulo 6.2.6.2. 
 
imaqreset;close all; clear all; 
% Inicialización objeto de video. 
     vid_l=videoinput('winvideo',1,'RGB24_160x120');  
     preview(vid_l);start(vid_l); 
% Creación e inicialización del objeto de vídeo 2 . 
     vid_r=videoinput('winvideo',2,'RGB24_160x120');  
     preview(vid_r);start(vid_r); 
% Captura de la primera imagen. 
     imagen_right=getsnapshot(vid_r); 
     gray_right=rgb2gray(imagen_right); 
     imagen_left=getsnapshot(vid_l); 
     gray_left=rgb2gray(imagen_left); 
% Inicializaciones. 
     [n m]=size(gray_right); pos_r=0;pos_l=0;  







      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      imagen_left=getsnapshot(vid_l); 
      gray_left=rgb2gray(imagen_left); 
      dif=pos_r-pos_l; 
      if (pos_r>pos_l) 
       gray_right_calib=zeros(n-(dif),m); 
            gray_left_calib=zeros(n-(dif),m); 
            gray_right_calib(1:n-(dif),:)=gray_right(1+(dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:n-(dif),:);   
      elseif (pos_l>pos_r) 
       gray_right_calib=zeros(n+dif,m); 
            gray_left_calib=zeros(n+dif,m); 
            gray_left_calib(1:n+dif,:)=gray_left(1-dif:n,:); 
            gray_right_calib(:,:)=gray_right(1:n+dif,:);   
     end 
      if (pos_l==0) 
       [pos_r pos_l]=calibrado_fourier(gray_right, gray_left) 
      else 
       [pos_r pos_l]=calibrado_fourier(gray_right_calib, 
gray_left_calib) 
      end 
end 
  
[nrLeft ncLeft]=size(gray_left_calib);  
[nrRight ncRight]=size(gray_right_calib); 
dispMap=zeros(nrLeft,ncLeft); 
% Introduccion de valores 
barrido=input('Introducir valor de barrido: ','s'); 
nP=str2num(barrido); 
ventana=input('Introducir valor de ventana (1,2,3,..): ','s'); 
M=str2num(ventana); N=M; 
valor_g=input('Introducir número de grises: ','s'); 
ngrises=str2num(valor_g); 
while(1) 
      imagen_left=getsnapshot(vid_l); 
      imagen_right=getsnapshot(vid_r); 
      gray_right=rgb2gray(imagen_right); 
      gray_left=rgb2gray(imagen_left); 
      if dif>0 
         gray_right_calib(:,:)=gray_right((1+dif):n,:); 
            gray_left_calib(:,:)=gray_left(1:(n-dif),:);   
      else 
         gray_left_calib(:,:)=gray_left((1-dif):n,:); 
            gray_right_calib(:,:)=gray_right(1:(n+dif),:);   




      % Cálculo de la correlación. 
      tic; 
      imagen_r=im2double(gray_right_calib); 
      imagen_l=im2double(gray_left_calib); 
      for i=1+M:nrRight-M 
       for j=1+M+nP:ncRight-M 
             Crs=correlacion_sad(M,i,j,imagen_l,imagen_r,nP); 
                  [k,dispMap(i,j)]=min(Crs); 
            end 
      end   




      % Mapa de profundidades de la imagen.  
dispMap=dispMap/nP;           
dispMapR=zeros(nrLeft,ncLeft);dispMapG=zeros(nrLeft,ncLeft); 
dispMapB=zeros(nrLeft,ncLeft); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if dispMap(i,j)>=0.8 
                   dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.6  
                   dispMapR(i,j)=1; dispMapG(i,j)=1; dispMapB(i,j)=0; 
                  elseif dispMap(i,j)>=0.4 
                   dispMapR(i,j)=0; dispMapG(i,j)=1; dispMapB(i,j)=1; 
                  elseif dispMap(i,j)>=0.2 
                   dispMapR(i,j)=1; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  else 
                   dispMapR(i,j)=0; dispMapG(i,j)=0; dispMapB(i,j)=1; 
                  end 
          end 
     end 
      imdispTotal=cat(3,dispMapR,dispMapG,dispMapB); 
      subplot(1,2,1),imshow(imdispTotal) 
      title({['Mapa de profundidades'],['Tiempo: ', num2str(tiempo), ' 
s']}) 
      tiempo_color=toc; 
      tic; 
      dilate=ones(3,3); 
      contorno=edge(gray_right_calib,'canny',0.3); 
      rango1=im2double(dispMap>=0.8); 
      rango1=imdilate(rango1,dilate); 
      rango2=im2double(dispMap>=0.6&dispMap<0.8); 
      rango2=imdilate(rango2,dilate); 
      rango3=im2double(dispMap>=0.4&dispMap<0.6); 
      rango3=imdilate(rango3,dilate); 
      for i=1:nrLeft 
       for j=1:ncLeft 
             if (contorno(i,j)==1) 
                   if (rango1(i,j)==1) 
                         imR(i,j)=1;imG(i,j)=0;imB(i,j)=0; 
                     elseif (rango2(i,j)==1) 
                         imR(i,j)=1;imG(i,j)=1;imB(i,j)=0; 
                     elseif (rango3(i,j)==1) 
                         imR(i,j)=0;imG(i,j)=1;imB(i,j)=0; 
                     end 
                 end 
            end 
       end 
       imTotal=cat(3,imR,imG,imB); 
       tiempo_bordes=toc; 
       subplot(1,2,2),imshow(imTotal) 
       title({['Barrido: ',int2str(nP)],['Ventanas de: ', 
int2str(2*M+1),'x',int2str(2*M+1)],['y Nºgris: ',int2str(ngrises)]}) 
 
end 







function [pos_r pos_l]=calibrado_fourier(right, left) 
% Calibración de las cámaras en el eje vertical, mediante la 
transformada rápida de Fourier (FFT) para el según el método visto en  
  
% Lectura de la imagen patrón a buscar en las imágenes captadas por la 





%Busqueda del cuadrado en las imágenes medeiante la FFT. 
        
Fourier_right=real(ifft2(fft2(right).*fft2(rot90(cuadrado,2),n,m))); 
fourier_left=real(ifft2(fft2(left).*fft2(rot90(cuadrado,2),n,m))); 
         





    for j=1:m 
        if (final_right(i,j)>=0.999985) 
            final_right_umb(i,j)=255; 
        else 
            final_right_umb(i,j)=0; 
        end 









    for j=1:m 
        if (final_left(i,j)>=0.999985) 
            final_left_umb(i,j)=255; 
        else 
            final_left_umb(i,j)=0; 
        end 
  








































% Cálculo de la correlación haciendo uso del método matemático de la 
suma de diferencias absolutas (SAD). 
% Ver cápitulo 6.2.5. 
Cr_vect=zeros(1,barrido,'double'); 
for h=1:barrido 
    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            Cr_vect(h)=Cr_vect(h)+abs(muestra(f,g)-imagen(f,g-h)); 
        end 







% Cálculo de la correlación haciendo uso del método matemático de la 
suma de diferencias absolutas con media cero (ZSAD). 
% No usado como solución final para el cálculo de la correlación. 





% Calculo numerador 
for h=1:barrido 
    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            num(h)=num(h)+abs(muestra(f,g)-image(f,g-h)); 
        end 
    end 
end 





    for f=px-ancho:1:px+ancho 
        for g=py-ancho:1:py+ancho 
            den2(h)=den2(h)+(image(f,g-h))^2; 
        end 
    end 
end 
for f=px-ancho:1:px+ancho 
    for g=py-ancho:1:py+ancho 
        den1=den1+(muestra(f,g))^2; 
    end 
end 
% Calculo ZSAD 
den=den1*den2; 
for h=1:barrido 








% Cálculo de la correlación mediante el método de la suma normalizada 
de diferencias cuadradas NSSD. 
% No usado como solución final para el cálculo de la correlación. 
 
cr1=0;Cr_vect=zeros(1,barrido,'double');den1=0; alto=ancho; 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            den1=den1+(imagen_left(f,g))^2; 
        end 
    end 
    den1=sqrt(den1);    
for h=1:barrido 
    SSD=0; 
    den2=0; 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            SSD=SSD+(imagen_left(f,g)-imagen_right(f,g-h))^2; 
            den2=den2+(imagen_right(f,g-h))^2; 
        end 
    end 
    den2=sqrt(den2); 
    cr1=SSD/(den1*den2); 










% Cálculo de la correlación mediante el método de la suma normalizada 
de diferencias cuadradas con media cero, ZNSSD 
% No usado como solución final para el cálculo de la correlación. 
 
cr1=0; Cr_vect=zeros(1,barrido,'double'); 
media_l=0; den1=0; alto=ancho; 
  
%Cálculo de la intensidad media de la imagen izquierda sobre la 
ventana de vecindad. 
for f=px-ancho:1:px+ancho 
    for g=py-alto:1:py+alto 
        media_l=media_l+imagen_left(f,g); 




    for g=py-alto:1:py+alto 
        den1=den1+(imagen_left(f,g)^2-media_l)^2; 





    den2=0;SSD=0;media_r=0; 
    %Cálculo de la intensidad media de la imagen derecha sobre la 
ventana de vecindad 
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            media_r=media_r+imagen_right(f,g-h); 
        end 
    end 
    media_r=media_r/((2*ancho+1)*(2*alto+1)); 
     
    for f=px-ancho:1:px+ancho 
        for g=py-alto:1:py+alto 
            SSD=SSD+((imagen_left(f,g)-media_l)-(imagen_right(f,g-h)-
media_r))^2; 
            den2=den2+(imagen_right(f,g-h)^2-media_r)^2; 
        end 
    end 
    den2=sqrt(den2); 
    cr1=SSD/(den1*den2); 
    Cr_vect(h)=cr1; 
end 
    
end 
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ANEXO 2. HOJAS DE CARÁCTERÍSTICAS 
 
A continuación se muestran las hojas de características de los dispositivos empleados en el 
sistema de adquisición de imágenes. 
Anexo 2. Hojas de características. 
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GLOSARIO 
 
AR  Augmented reality (Realidad Aumentada). 
CRT  Cathode Raid Tube. 
DVI  Digital Visual Interface. 
FFT  Fast Fourier Transformation. 
GUIDE  Graphical User Interface Development Enviroment. 
HDMI  High Definition Multimedia Interface. 
HOE  Holographic Optical Element. 
HMD  Head‐Mounted Display. 
IR  Radiación infrarroja (Infrared). 
LCD  Liquid Crystal Display. 
LCoS  Liquid Crystal on Silicon. 
LED  Light‐Emitting Diode. 
NCC  Normalized Cross‐Correlation. 
NSSD   Normalized Sum of Squared Differences. 
OLED  Organic Light‐Emitting Diode. 
SAD  Sum of Absolute Differences. 
SSD   Sum of Squared Differences. 
VR  Virtual Reality (Realidad Virtual). 
ZNCC  Zero‐mean Normalized Cross‐Correlation. 
Glosario 
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ZSAD   Zero‐mean Sum of Absolute Differences. 
ZSSD  Zero‐mean Sum of Squared Differences. 
ZNSSD  Zero‐mean Normalized Sum of Squared Differences. 
 
