In this paper, the stability problem of impulsive functional differential equations with infinite delays is considered. By using Lyapunov functions and the Razumikhin technique, some new theorems on the uniform stability and uniform asymptotic stability are obtained. The obtained results are milder and more general than several recent works. Two examples are given to demonstrate the advantages of the results.
Introduction
As a popular and important topic, the stability problem of impulsive functional differential equations has generated a considerable interest in recent years, and a number of papers dealing with the stability problem of impulsive functional differential equations have appeared, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and the references cited therein. In particular, stability of impulsive functional differential equations with infinite delays has recently received significant attention, see [13] [14] [15] [16] [17] [18] [19] [20] [21] . For example, Luo and Shen [13] [14] [15] studied the uniform asymptotic stability of impulsive functional differential equations with infinite delays by using Lyapunov functionals or/and Lyapunov functions and Razumikhin technique. In [16] , Zhang and Sun extended the technique developed in [17] to impulsive systems and derived some new results on uniform stability of impulsive functional differential equations with infinite delays. Quite recently, Faria et al. [18] studied the existence and global stability for a class of non-autonomous impulsive functional differential equations with infinite delays via some analysis techniques. Our research group [19] [20] [21] also studied the stability problem of impulsive functional differential equations with infinite delays from impulsive perturbation and impulsive control point of view, respectively.
In the present paper, we will further investigate the stability problem of impulsive functional differential equations with infinite delays. By using Lyapunov functions and Razumikhin technique, some new results to guarantee uniform stability and the uniformly asymptotic stability are obtained. One of the most remarkable advantages of the results in this paper is that the Razumikhin condition is independent of impulses and enables one to deal with impulsive infinite delay differential equations with large impulsive perturbations. The methods developed in this paper extend and improve the results in [13] [14] [15] 19, 20] . Moreover, they can be applied to the some cases not covered by the results in [9, 11, 12, 16, 18] .
The paper is organized as follows. In Section 2, we introduce some definitions and notations. In Section 3, we present some new theorems on uniform stability and uniform asymptotic stability for impulsive functional differential equations with infinite delays. Two examples are given to illustrate the advantages of the results in Section 4. In Section 5, we draw a conclusion.
Preliminaries
Let R denote the set of real numbers, R + the set of positive real numbers and R n the ndimensional real space equipped with the Euclidean norm | • |. Let Z + denote the set of positive integers, i.e.,
{ϕ : J → S is continuous} and PC(J, S ) = {ϕ : J → S is continuous everywhere except at finite number of points t, at which ϕ(t + ), ϕ(t − ) exist and ϕ(t + ) = ϕ(t)}. The impulse times
Denote by α a constant satisfying −∞ ≤ α ≤ 0. In the case when α = −∞, the interval [t + α, t] is understood to be replaced by
Consider the impulsive functional differential equations of the form
where
Given a function x(·) : [α, +∞) → S , for each t ≥ t 0 , we denote by x t is the element in C defined by x t (s) = x(t + s), s ∈ [α, 0]. Define PCB = {ϕ ∈ C : ϕ is bounded} and for ϕ ∈ PCB, the norm of ϕ is defined by ϕ = sup α≤θ≤0 |ϕ(θ)|. Define PCB δ = {ϕ ∈ PCB : ϕ ≤ δ}.
Moreover, for any given ρ > 0, there
In this paper, we assume that f and I k satisfy certain conditions such that the solution of
(1) exists on [σ, +∞) and is unique, see [3, 20] for detailed information. We denote by x(t) = x(t, σ, φ) the solution of (1) with initial value (σ, φ).
then x(t) = 0 is a solution of (1), which is called the trivial solution.
We introduce some definitions (see [3] ) as follows:
(ii) V(t, x) is locally Lipschitzian in x and V(t, 0) ≡ 0.
Definition 2.2. Given a function
Dini derivative of V along the solution of (1) is defined by
Definition 2.3. The trivial solution x = 0 of (1) is said to be (P 1 ) stable, if for any σ ≥ t 0 and ε > 0, there exists a δ = δ(ε, σ) > 0 such that φ ∈ PCB δ implies |x(t, σ, φ)| < ε, t ≥ σ;
(P 2 ) uniformly stable, if the δ in (P 1 ) is independent on σ;
(P 3 ) uniformly asymptotically stable, if (P 2 ) holds and there exists some δ > 0 such that for any ε > 0 there exists some T = T (ε, δ) > 0 such that φ ∈ PCB δ implies |x(t, σ, φ)| < ε, t ≥ σ + T.
In addition, we define the following classes of functions for later use:
and a is non-decreasing in s}.
Stability results
Now we can state our main stability result.
Theorem 3.1. Assume that there exist some functions
Then the trivial solution of (1) is uniformly asymptotically stable.
Proof. We first show that the trivial solution of (1) is uniformly stable.
For any ε ∈ (0, ρ 1 ), one may choose δ > 0 such that
For any σ ≥ t 0 and φ ∈ PCB δ , let x(t) = x(t, σ, φ) be a solution of (1) through (σ, φ).
Note that φ ∈ PCB δ , it is obvious that
which yields
Hence, |x(t)| < ε, t ≥ σ. In view of the choice of δ, the trivial solution of (1) is uniformly stable.
Next we show the uniformly asymptotic stability.
Since the trivial solution of (1) is uniformly stable, for any given ε 2 ∈ (0, ρ 1 ), σ ≥ t 0 , we can find a corresponding δ = δ(ε 2 ) > 0 such that for any φ ∈ PCB δ implies that
In the sequel, we assume without loss of generality
For any ε ∈ (0, ε 2 ), choose constants M and a as follows:
Then it is obvious that M > 0, a > 0. Also, from condition (iv), we know that there exists η = η(ε, ε 2 ) > 0 such that for any A > 0 implies that
Now we choose N ∈ Z + such that
, and
Suppose that t N 0 = σ + λη, where λ is a constant. Then we show that there exists
Suppose on the contrary, then for all t > t N 0
In view of the definition of a, we have
By assumption (iii), we obtain that the inequality
Integrating above inequality from t N 0 to t N 0 + η, by (4) we get
which is a contradiction. Thus (6) holds. One may choose
We next show that for all t > T 1
Suppose this is not true, then there exists τ 2 > T 1 such that
and
Suppose that
). Since (6) holds, it is clear that there exists τ 1 ∈ [T 1 , τ 2 ) such that
Then we have for t ∈ [τ 1 , τ 2 ]
Using condition (iii), we have
This is a contradiction in view of (8). Then we have proven that τ 2 ≥ t m+1 . Without loss of generality, we may suppose that τ 2 ∈ [t m+q , t m+q+1 ), q ≥ 1. Next we shall claim that there exists
By virtue of (9), we only need to prove the left-hand inequality of (10) . Suppose this inequality does not hold, then for all t ∈ (T 1 , τ 2 ),
Then by (8), we know that there must be τ 2 = t m+q . It follows that
which together with condition (ii) yields
Thus, it leads to
.
This contradicts the first inequality of (5) and thus (10) holds.
Defining now
and 0.5W 1 (ε)
By virtue of (10), we know that τ 1 < τ 2 . Note that τ 2 ∈ [t m+q , t m+q+1 ), we further show that τ 1 < t m+q . Suppose on the contrary that τ 1 ∈ [t m+q , τ 2 ), then there is no impulse point t k between τ 1 and τ 2 .
From (12), we have
P(V(t, x(t))) ≥ V(t, x(t))
By assumption (iii), we obtain
which implies that
This is a contradiction with the definition of τ 1 . Consequently, we have that τ 1 < t m+q .
Suppose that τ 1 ∈ [t m+k , t m+k+1 ), 1 ≤ k < q, then we now consider the following two possible cases:
Case 1: If τ 1 > t m+k , i.e., τ 1 ∈ (t m+k , t m+k+1 ), then considering the definition of τ 1 , we have
From (12), we can deduce that, for t ∈ [ τ 1 , τ 2 ],
P(V(t, x(t))) ≥ V(t, x(t)) + a > V(s, x(s)), t + α ≤ s ≤ t.

By (iii), the inequality D + V(t, x(t)) ≤ −g(t)G(V(t)) ≤ 0 holds for
Thus we arrive at
This is a contradiction with the first inequality of (5). Hence, Case 1 could not happen.
Case 2:
If τ 1 = t m+k , then by (11), we know
Therefore,
From (12), it still holds that P(V(t, x(t))) > V(s, x(s)), t
+ α ≤ s ≤ t, τ 1 ≤ t ≤ τ 2 . Using
assumption (iii) again, we obtain that the inequality D + V(t, x(t)) ≤ −g(t)G(V(t)) ≤ 0 holds for
Hence, in this case we derive
which, together with the latter inequality of (5) and the fact that a ≤ 0.5W 1 (ε) yields
That is,
which is a contradiction with (5). Therefore, Case 2 could not happen either. Therefore, we have proven that (7) holds for all t > T 1 .
By now, we have the following assertion by (6) and (7):
Define a constant q as follows:
Then it can be deduced that there exists
whose proof is similar to the proof of (6) under the help of (13), and we only need to note the following Razumikhin condition :
Choose T 2 = T 1 + q + η = σ + (λ + 1)η + q. Then applying the same argument as (7), we can
show that for all t > T 2
V(t, x(t))
In this way, we can prove that for
where T j = σ+(λ+1)η+(q+η)( j−1). In particular, let j = 2N, then we obtain that V(t, x(t)) < 0.5W 1 (ε) < W 1 (ε), t > T 2N . It implies that |x(t)| < ε, t > T 2N . Note that (λ+1)η+(q+η) (2N −1) is independent of σ, then we obtain that the trivial solution of (1) is uniformly asymptotically stable. The proof of Theorem 3.1 is therefore complete.
If we only consider the uniform stability of (1), then the following result can be obtained. 
conditions (i),(ii) (iv) in Theorem 3.1 and (v) hold, where
where P(s) > s for s > 0.
On the other hand, if function g(t) satisfies inf t∈R + g(t)
. = µ > 0, then by Theorem 3.1 and Corollary 3.1, we have the following results, respectively.
Corollary 3.2. The trivial solution of (1) is uniformly asymptotically stable if there exist some
functions W 1 , W 2 ∈ K 2 , P, G ∈ K 1 , V(t, x) ∈ ν 0 and constants µ > 0, β k ≥ 0, k ∈ Z + such that
conditions (i),(ii) in Theorem 3.1 and (vi) hold, where
Corollary 3.3.
The trivial solution of (1) is uniformly stable if there exist some functions Theorem 3.1 and (vii) hold, where
Proof. For any given ε 2 > ε 1 > 0, one can choose η = (1+β)W 2 (ε 2 ) µM , where M = inf 0.5W 1 (ε 1 )≤s≤W 2 (ε 2 ) G(s).
Then, we can obtain the above results easily.
Examples
In this section, we present two examples to illustrate our results.
Example 4.1. Consider the impulsive functional differential equations with infinite delay (see [16] )
where 0 ≤ τ(t) ≤ t, a j > 0, b j > 0, j = 1, 2, 3, the impulse points t k satisfy 0 ≤ t 0 < t 1 < . . . < t k < . . . , lim k→∞ t k = ∞, β k , γ k , k ∈ Z + are some positive constants which satisfy
Property 4.1. Assume that the following condition holds:
then the zero solution of (14) is uniformly asymptotically stable.
Proof. Since (15) holds, one may choose P(s) = λs, where
Then it is obvious that P(s) > s for s > 0.
Clearly, µ and G satisfy the condition (iii) in Corollary 3.3.
On the other hand, we note that
Then condition (ii) in Corollary 3.3 is satisfied. Therefore, the zero solution of (14) is uniformly stable.
Remark 4.1. In [16] , the authors obtained some conditions to guarantee the uniform stability of (14) . Here we point out that the development result in Property 4.1 has wider adaptive range than that in [16] . For example, choose a 1 = 1.75ρ,
where ρ > 0 is any given constant, then we get a 2 + a 3 = 2ρ > a 1 , which implies the criteria in [16] is invalid. However, note that µ = 0.25ρ > 0, then we obtain that the zero solution of (4.1) with above parameters is uniformly stable.
Example 4.2.
Consider the following impulsive infinite delay differential equations:
where where β = β k < ∞.
Then the trivial solution of (16) is uniformly asymptotically stable .
Proof. In fact, let V(t) = |x(t)|, then it is easy to obtain Property 4.2 by Theorem 3.1. The proof procedure is repetitive and omitted here.
Remark 4.2.
Here we point out that Property 4.2 can be applied to the cases not covered in [9, 11, 12, 19] even for the case of finite delay. For instance, let a(t) = 3| sin t|, b(t) = sin t and c(t) = 0, then it is clear that all results in [9, 11, 12, 19] failed. In this case, one may choose λ = 2. Then in view of the fact that ξ+2π ξ | sin t|dt > 2 for any constant ξ > 0.
For given ε 2 > ε 1 > 0, we let
It is easy to check that the condition in Property 4.2 is satisfied. Hence, the trivial solution of (11) with above parameters is uniformly asymptotically stable.
Remark 4.3.
Note that that function |b(t)| can be unbounded and the impulse constant M =
(1 + β k ) can be large enough. Thus our results have wider range and can be applied to some cases not covered by the results in [13] [14] [15] [18] [19] [20] [21] .
Conclusion
In this paper, we further investigated the stability problem of impulsive functional differential equations with infinite delays. By using Lyapunov functions and the Razumikhin technique, some new theorems on the uniform stability and uniform asymptotic stability were obtained. Our results are milder and more general than several previously known results. But the results in this paper were only given from the impulsive perturbation point of view. How to obtain the different results, from impulsive control point of view, would be a difficult problem and need further consideration in the future.
