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3.5 Pridobitev strukture podatkovnih baz . . . . . . . . . . . . . . 21
3.6 Pridobitev povezav mikrostoritev na tabele . . . . . . . . . . . 22
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Povzetek
Naslov: Napredno iskanje programskih vmesnikov REST v arhitekturi mi-
krostoritev
Arhitektura mikrostoritev je v zadnjih letih postala priporočen način gra-
dnje sistemov v večjih podjetjih. Te mikrostoritve večinoma med seboj komu-
nicirajo preko programskih vmesnikov RESTful, katerih je lahko v določenem
sistemu več deset tisoč. V delu bomo predstavili prototip iskalnika, ki pro-
gramske vmesnike samodejno odkrije in uporabniku nudi različne napredne
načine iskanja.
Iskalnik pri ujemanju poizvedbe z vmesniki uporablja kombinacijo zbirke
WordNet, pomembnosti vmesnikov in raznolike obtežitve parametrov. Po-
membnost programskih vmesnikov izračuna na podlagi informacij o odvi-
snostih mikrostoritev in številu zahtevkov HTTP, ki jih pridobi iz metrik
odjemalca Consul ter odjemalca HTTP. S tem doseže 87 % natančnost pri
iskanju najbolǰsega rezultata.
Razvili smo tudi iskanje z izbiro skupin programskih vmesnikov, ki te-
melji na semantičnih podatkih modela podatkovne baze in povezavah tujih
ključev tabel ter na podatkih, pridobljenih iz uveljavitev sprememb Git. S
tem pristopom smo po prvi delitvi pravilen programski vmesnik našli v 61 %
primerov, kar je veliko bolǰse kot z metodo, ki temelji le na semantičnih
podatkih vmesnikov, pri kateri je bila natančnost 38 %. Evalvacijo obeh
oblik iskalnika smo izvedli z realnimi poizvedbami v sistemu podjetja s 3350
programskimi vmesniki RESTful.
Ključne besede
programski vmesniki, REST, iskanje, semantika, gručenje, Swagger
Abstract
Title: Advanced REST API discovery in microservice architecture
Microservice architecture has become the default way of implementing
large information systems. Microservices usually consist of multiple REST
API endpoints, over which they communicate. This can amount to systems
having over tens of thousands of REST endpoints, which developers can not
keep track of. We will present a REST API search engine prototype, which
automatically discovers endpoints and offers advanced search options.
The engine uses a combination of WordNet lexical database, endpoint im-
portance and parameter weight calculation to achieve optimal search results.
We present a novel approach for importance calculation, which uses ser-
vice discovery and HTTP request metrics, gathered from Consul and HTTP
clients respectively. This weighted combination of methods manages 87 %
precision on the top result.
We also implemented a different way of searching by continuously select-
ing groups of endpoints. The groups are formed from database foreign key
connections, semantic information from tables and columns and a network,
based on Git contributions. The results from this approach yielded a 61 %
accuracy after the first division compared to 38 % that we got from the
method, which only uses semantic endpoint information. We evaluated both
types of searching using real life query examples in a system consisting of
3350 API endpoints.
Keywords
API, REST, search, semantics, clustering, Swagger
Poglavje 1
Uvod
V zadnjih letih se veliko podjetij pri razvoju odloči za arhitekturo mikrosto-
ritev. Ker je v večjih sistemih mikrostoritev lahko tudi več sto ali tisoč [1, 2],
se pojavi problem iskanja mikrostoritve in programskega vmesnika, ki nudi
iskano funkcionalnost. Razvijalec pogosto pozna približna imena vhodnih
parametrov in del izhodnih parametrov, ki bi jih rad pridobil, ne pozna pa
točnih imen specifičnih programskih vmesnikov oziroma mikrostoritev, ki jih
nudijo [3, 4]. To predstavlja oviro pri razvoju, saj mora razvijalec pregledati
večje število vmesnikov ali po potrebi tudi kontaktirati člane drugih ekip.
Če ustreznega vmesnika razvijalec ne najde, to lahko vodi do implementacije
podvojene kode.
V delu predlagamo rešitev, ki sprva iz vseh mikrostoritev pridobi podatke
o programskih vmesnikih RESTful in nato uporabniku omogoča napredno is-
kanje ustreznega. Iskalnik ne potrebuje nobenih dodatnih opisov vmesnikov
ali agregirane zbirke opisnih dokumentov, saj bi bilo dodatno dokumentiranje
ali posodabljanje zbirke stotin programskih vmesnikov zelo zamudno. Odkri-
vanje mikrostoritev opisnih dokumentov vmesnikov je samodejno in deluje
na vseh sistemih, ki uporabljajo opisni format Swagger (Open API ) [5]. Is-
kalnik je namenjen vmesnikom tipa REST, saj so v zadnjem času veliko bolj
uporabljeni kot tipa SOAP. Prav tako se pogosteje uporabljajo v arhitekturi
mikrostoritev, kjer je večinoma večje število storitev in posledično program-
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skih vmesnikov. Pri iskanju bomo uporabili metode, ki so se dobro obnesle
pri iskanju javnih programskih vmesnikov in dodali nekaj novih metod, ki
jih je mogoče uporabiti le v poslovnih sistemih.
Opisali bomo proces zbiranja različnih semantičnih podatkov in njihovo
razširitev z zbirko WordNet. Za tem bomo predstavili različne načine raču-
nanja podobnosti med besedami in celotnimi dokumenti programskih vme-
snikov ter izpostavili težave posameznih pristopov, kot so izbor uteži besed
in iskanje podobnosti med sorodnimi besedami z različnimi krni. Predla-
gali bomo tudi novo metodo, ki izbolǰsa izračun podobnosti pri dokumentih
z zelo raznolikimi vrednostmi IDF. Prikazali bomo različne vizualizacije, ki
so nastale v okviru raziskovalne analize podatkov in na podlagi katerih smo
sprejeli odločitve glede implementacije posameznih metod in oblik iskanja.
Pri iskalnikih pa je ob semantični podobnosti ključna tudi uvrstitev re-
zultatov glede na njihovo pomembnost. Računanje pomembnosti je pri pro-
gramskih vmesnikih RESTful, ki nimajo enotne opisne sheme (kot na pri-
mer WSDL), zahtevneǰse, kot pri programskih vmesnikih SOAP. Predstavili
bomo različne nove načine računanja pomembnosti programskih vmesnikov,
ki temeljijo na metrikah števil zahtev in odvisnostih Consul.
Evalvacijo iskalnika bomo opravili na sistemu podjetja, ki se ukvarja z
odkrivanjem spletnih vsebin in sožitnim digitalnim oglaševanjem. Sistem
vsebuje več kot 400 različnih mikrostoritev, ki se izvajajo v 7500 instancah.
Pripravili bomo primere poizvedb in ujemajočih programskih vmesnikov ter
nad njimi testirali različne kombinacije metod.
Iskalniki, ki uporabljajo niz besed kot podlago za iskanje, so koristni le, ko
uporabnik pozna približen naslov vmesnika ali kakšnega od parametrov. Ker
se velikokrat zgodi, da uporabnik pozna le področje programskega vmesnika,
smo razvili način iskanja z izbiro skupin. Tak način iskanja je koristen tudi
kot način kategorizacije vmesnikov in pregleda velikosti področij vmesnikov.
Opisali bomo različne načine deljenja vmesnikov v skupine in jih primerjali.
Pridobili bomo tudi strukturo podatkovnega modela, ki ga pri svojem de-
lovanju uporabljajo storitve, in jo uporabili kot temelj gradnje skupin. Te
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skupine bomo razširili tudi s podatki, pridobljenimi iz uveljavitev sprememb
Git. Različne podatke in delitve bomo tudi vizualizirali v obliki omrežij s
prikazanimi skupnostmi. Predstavili bomo tudi način pridobivanja značilnih
besed skupin in računanja ustreznih uteži delov programskih vmesnikov. Me-
todo bomo evalvirali na istih poizvedbah kot pri iskalniku z nizom in s tem
omogočili njuno direktno primerjavo.
Magistrska naloga je sestavljena iz sedmih poglavij. Prvo poglavje je
vključevalo uvod, v drugem pa bomo opisali področje iskanja programskih
vmesnikov. Predstavili bomo sorodna dela s področja javnih in internih vme-
snikov ter iskanja s pomočjo izbire skupin. V tretjem poglavju bomo opisali
različne vire, iz katerih smo pridobili podatke. Opisali bomo tudi postopek
pridobivanja podatkov in njihov format ter prav tako način obdelave in nji-
hovo analizo. Poglavje bo vključevalo tudi različne vizualizacije ter diagram
arhitekture zbiratelja in iskalnika. Četrto poglavje bo vsebovalo različne
načine izračuna podobnosti med besedami in dokumenti, ki smo jih preizku-
sili na programskih vmesnikih in tabelah. V poglavju bomo predstavili tudi
našo izbolǰsano metodo iskanja podobnosti, ki smo jo uporabili v končni ver-
ziji iskalnika. V petem poglavju bomo opisali implementacijo iskanja z nizom
in njegovih sestavnih delov, kot je izbira uteži položaja besed. Nato bomo
opisali postopek evalvacije in končne rezultate iskanja. V šestem poglavju
bomo predstavili drugačen način iskanja, in sicer z izbiro skupin programskih
vmesnikov. Opisali bomo postopek iskanja skupnosti vmesnikov in podatke,
s katerimi smo si pri tem pomagali. Poglavje bo vključevalo tudi implemen-
tacijo izbire značilnih besed posameznih skupin in na koncu evalvacijo tudi
tega načina iskanja. V sedmem poglavju bomo povzeli rezultate in zapisali
sklepne ugotovitve. Naše delo se konča z dodatkom, ki vsebuje robni pri-
mer računanja podobnosti med dokumenti, ki demonstrira pomanjkljivosti
metode Mihalcea & al in izbolǰsave naše metode.
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Poglavje 2
Opis področja
Problem iskanja programskih vmesnikov je bil izpostavljen večkrat, najpogo-
steje v kontekstu iskanja javno dostopnih vmesnikov [6, 7]. Taki iskalniki so
večinoma namenjeni razvijalcem, ki gradijo sestavljene aplikacije, saj lahko
z njimi hitreje najdejo programske vmesnike z želenimi funkcionalnostmi.
Največ rešitev na tem področju omogoča le iskanje programskih vmesnikov
SOAP [8, 9]. Iskanje programskih vmesnikov SOAP je preprosteǰse od iska-
nja vmesnikov REST, saj so opisani v uniformni shemi WSDL, kjer dobimo
vse informacije o vhodnih in izhodnih parametrih in njihovih podatkovnih
tipih. V tem delu se bomo posvetili iskanju programskih vmesnikov tipa
REST, saj so v zadnjih letih veliko bolj uporabljeni kot vmesniki SOAP [10].
Nekaj sorodnih del opisuje tudi iskalnike vmesnikov REST, ampak je iska-
nje takih vmesnikov omejeno na storitve opisane v formatu WADL [8, 11].
Dve raziskavi sta za nas posebej zanimivi. Prvo [12] dobro opisuje obde-
lavo podatkov in njihovo semantično razširitev s pomočjo zbirke WordNet,
kar izbolǰsa rezultate iskanja. Pomanjkljivost tega dela je, da je evalvacija
iskalnika opravljena na naboru opisnih dokumentov programskih vmesnikov,
ki so jih avtorji ročno pripravili za ta namen. Iskalnik zato ne mora biti
uporabljen na nedokumentiranih programskih vmesnikih. Drugo [8] pa opi-
suje pozitiven vpliv izračuna pomembnosti z metodami, kot so PageRank,
na rezultate iskanja. Po delu smo se zgledovali tudi pri implementaciji naših
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metod izračuna pomembnosti, le da smo pri tem uporabljali druge podatke,
saj nismo imeli na voljo sheme programskih vmesnikov.
Več del prav tako identificira problem iskanja programskih vmesnikov v
podjetjih [2, 3, 4], a je rešitev na tem področju malo [2, 13] in ne vključujejo
naprednih metod iskanja. Prva rešitev [13] deluje na programskih vmesnikih
REST in avtomatsko izlušči informacije, a jih semantično ne obdela. Prav
tako ne vključuje evalvacije iskalnika. Tudi drugo delo [2] ne uporablja se-
mantične obdelave parametrov. Prav tako je omejeno na sisteme podjetja
SAP.
Raziskali smo tudi področje gručenja programskih vmesnikov [7, 14, 15],
saj smo ga potrebovali pri implementaciji iskanja z izbiro skupin. Soro-
dna dela so predstavila zanimive metode, ki so uporabljale WordNet in
druge načine semantične razširitve izrazov v kombinaciji z različnimi načini
gručenja. Te metode gručenja so bile za nas manj uporabne pri prvi delitvi,
saj smo takrat uporabili podatke, pridobljene iz podatkovne baze, in uveljavi-
tev sprememb, smo pa nekaj pristopov uporabili pri nadaljnjnih delitvah. Pri
tem smo uporabili metode izračuna uteži položaja in jih razširili z gnezdenimi
parametri ter se zgledovali po predlaganih vrednostih. Na podlagi dela [15]
smo prav tako temeljili izbiro značilnih besed posameznih skupin. V ome-
njenih delih pa je bilo tudi nekaj pomanjkljivosti. Evalvacijo so večinoma
opravljali nad manǰsim številom vmesnikov, ki so bili iz zelo raznolikih po-
dročij (medicina, vreme, filmi in druga). Delitev so opravili le enkrat in
pridobili manǰse število skupin (5 ali 7). S tem so sicer dosegli dobro uvr-
stitev vmesnikov, ker pa so postopek deljenja nato zaključili, niso naslovili
težjega problema, ki je dodatna delitev skupin homogenih vmesnikov. V pri-
meru dela [15], ki je edino pri evalvaciji uporabljalo nekoliko večje število
programskih vmesnikov (400), so po delitvi skupine še vedno vsebovale v
povprečju 80 vmesnikov. Takšno število vmesnikov je za učinkovito iskanje
preveliko in zahteva dodatne delitve ali uvrstitev vmesnikov po pomembno-
sti, ki ga omenjena dela niso naslovila. Prav tako se na sorodna dela nismo
mogli opirati pri evalvaciji, saj smo upravljali z veliko večjim številom vme-
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snikov iz enega samega področja. Načinov izbire skupin je v našem primeru
mnogo, zato bi bila ročna uvrstitev vmesnikov subjektivna in neprimerna za
evalviranje metode deljenja.




Učinkovitost iskalnika je odvisna od kvalitete in raznolikosti podatkov, ki jih
ima na voljo. Najosnovneǰse in tudi najpomembneǰse podatke pridobimo iz
samih programskih vmesnikov, imamo pa tudi veliko drugih virov, iz katerih
lahko pridobimo semantične podatke ali podatke pomembnosti posameznih
vmesnikov in s tem izbolǰsamo rezultate iskanja. Primeri takih alternativnih
podatkov so podatki o mikrostoritvah, podatkovnih bazah in razvijalcih, ki
so delali na vmesnikih. Ker ǐsčemo vmesnike internega sistema, imamo na
voljo podatke, do katerih nimamo dostopa pri javnih vmesnikih. Ti nam
omogočajo nove in še ne preizkušene metode, s katerimi lahko izbolǰsamo
učinkovitost iskanja.
Sprva moramo podatke zbrati na enem mestu in jih obdelati. Naš iskalnik
podatke zbira periodično, saj se sčasoma pojavljajo novi programski vme-
sniki, mere pomembnosti obstoječih pa se konstantno spreminjajo. Program
vse zbrane podatke predčasno obdela, da so ob vsakem iskanju vmesnika
takoj na voljo v pravi obliki.
V prvi fazi smo zbrali veliko različnih podatkov, ki so se zdeli uporabni
pri iskanju programskih vmesnikov. Zbrali smo jih dne 27. 4. 2020 in pred-
stavljajo takratno stanje sistema. Vključeni so torej programski vmesniki in
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tabele podatkovne baze, ki so bili dostopni tistega dne. Nekaj podatkov o
zahtevah odjemalca HTTP je zajetih tudi dan prej, ker vključujejo 24-urni
interval. Podatke smo pridobili iz sledečih virov:
• Consul: Iz Consula smo pridobili seznam vseh mikrostoritev in na-
slove njihovih instanc. S tem smo pridobili 400 imen mikrostoritev in
približno 7500 naslovov instanc.
• Opisni dokumenti Swagger: Iz dokumentacije Swagger smo prido-
bili semantične podatke programskih vmesnikov. Pridobili smo 270
opisnih dokumentov, ki so vsebovali podatke o 3350 vmesnikih. Po-
drobneǰsi podatki, ki smo jih izluščili, so opisani v podpoglavju 3.2.
• Odjemalec Consul: Večina mikrostoritev vsebuje instrumentiranega
odjemalca Consul, ki beleži naslove, katerih storitev je zahtevala posa-
mezna mikrostoritev. Te podatke nato nudi na predpisanem naslovu
v formatu Prometheus [16] (primer lahko vidimo v izpisu 3.1). Takih
zapisov je približno 20000, saj ima vsaka instanca svoj zapis. Ko jih s
Prometheusom agregiramo na nivo mikrostoritve, je zapisov 1300.
Izpis 3.1: Primer izpisa števca odvisnosti v formatu Prometheus.
Heal thyTargetsL i s t targetCount { c l u s t e r=” ch i ” , environment=”prod” , s e r v i c e t yp e=”ob1k
” , i n s tance=” s t o r i t e v1−prod−56dc96c687−2j l 4 h ” , deploymentName=” s t o r i t e v1−prod” ,
servicename=” Sto r i t ev1 ” , c on f i gRev i s i on=” cde61f0d8cb3 ” , r e v i s i o n=” cde61f0d8cb3 ”
, tags=” Stor i t ev , a l l , chi , docker , hostType−docker , prod , s e rv i c e type−ob1k” ,module=
” Sto r i t ev2 ” ,} 6 .0
• Odjemalec HTTP: Več storitev je vsebovalo tudi instrumentiranega
odjemalca HTTP, ki beleži, na katere storitve posamezna mikrostoritev
pošilja zahteve. Tudi ta odjemalec nudi podatke na enakem naslovu v
formatu Prometheus (primer v izpisu 3.2). Takih zapisov je približno
8000, ko jih agregiramo na nivo mikrostoritve, pa 400. Prometheus
prebere števce vsako minuto, mi pa pri računanju pomembnosti upo-
rabimo razliko števca v 24 urah.
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Izpis 3.2: Primer izpisa števca zahtev v formatu Prometheus.
Cl i en tBu i l d e r Reque s tL i f e cyc l e Counte r { c l u s t e r=” ch i ” , environment=”prod” ,
s e r v i c e t yp e=”ob1k” , i n s tance=” s t o r i t e v1−prod−56dc96c687−2j l 4 h ” , deploymentName=
” s t o r i t e v1−prod” , servicename=” Sto r i t ev1 ” , c on f i gRev i s i on=” cde61f0d8cb3 ” ,
r e v i s i o n=” cde61f0d8cb3 ” , tags=” Stor i t ev1 , a l l , chi , docker , hostType−docker , prod ,
s e rv i c e type−ob1k” , targetName=” Sto r i t ev2 ” , phase=”RECEIVED RESPONSE” ,} 28 .0
• Podatkovna baza: Iz podatkovnih baz smo izluščili imena tabel in
njihovih stolpcev ter prav tako imena tabel, na katere se nanašajo tuji
ključi tabele. S tem smo pridobili 570 imen tabel, 6700 imen stolpcev
in 310 tujih ključev.
• Repozitorij Git: Iz repozitorija Git smo pridobili 9300 datotek z
izvorno kodo, v katerih smo kasneje iskali imena tabel. Prav tako smo
izluščili 18000 uveljavitev sprememb (primer v izpisu 3.3), ki smo jih
kasneje uporabili pri računanju podobnosti.
Izpis 3.3: Primer izpisa uveljavitve spremembe.
{
” id ” : ”64 a f 0a4c071 f 8 f 3 f 625344c8 f 16 f 9 fd678 f a eade ” ,
” d i sp l ay Id ” : ”64 af0a4e271 ” ,
” author ” : {
”name” : ” ab l a z e j ” ,
” emailAddress ” : ” ab laze j@outbra in . com” ,
” id ” : 125 ,
”displayName” : ”Al jaz B laze j ” ,
” a c t i v e ” : true ,
” s lug ” : ” ab l a z e j ” ,
” type” : ”NORMAL” ,
” l i n k s ” : {
” s e l f ” : [ {




”authorTimestamp” : 1584439158000 ,
”message” : ”Commit message ” ,
” parents ” : [ {
” id ” : ”1 d77bc4a68231f854e5451a79db497ae5e6f fe38 ” ,
” d i sp l ay Id ” : ”1 d77bce3683”
} ]
}
Zbrane podatke smo nato analizirali in vizualizirali ter pridobili bolǰso
sliko o tem, kje bi lahko bili koristni. Samo uporabnost in vpliv na končne
rezultate smo nato pridobili v fazi evalvacije, kjer smo izvedeli, če iskanje
izbolǰsajo in kakšno težo jim je potrebno določiti.
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V naslednjih podpoglavjih bomo opisali postopek zbiranja podatkov in
njihovo analizo ter vizualizacijo.
3.1 Odkrivanje storitev in opisnih dokumen-
tov API
V prvem koraku je potrebno poiskati vse mikrostorive, ki sestavljajo infor-
macijski sistem. Za ta namen smo uporabili orodje za odkrivanje storitev
(angl. service discovery) Consul.
Consul [17] je orodje, ki omogoča, da se mikrostoritve ob zagonu regi-
strirajo in so s tem enostavno dostopne drugim mikrostoritvam. Ko želi
določena mikrostoritev klicati vmesnike RESTful druge mikrostoritve, od-
jemalcu Consul poda njeno ime, ta pa ji vrne naslove vseh instanc, ki se
trenutno izvajajo.
V Consul je bilo v našem sistemu registriranih 400 mikrostoritev. Taka
delitev omogoča večjo neodvisnost posameznih delov sistema in razvojnih
ekip, ki lahko mikrostoritve razvijajo tudi v različnih programskih jezikih. V
našem sistemu so to Java, Scala, Kotlin in JavaScript (Node.js). Arhitek-
tura mikrostoritev prav tako omogoča različno porazdelitev virov glede na
potrebe posamezne storitve. Vsaka mikrostoritev ima namreč lahko indivi-
dualno določeno število instanc, delovni pomnilnik in procesorsko moč, neod-
visno od preostalih mirkostoritev. Consul nato poskrbi, da ima posamezna
mikrostoritev dostop do vseh instanc druge mikrostoritve in s tem doseže po-
razdeljeno razporeditev zahtev. V našem sistemu se mikrostorive povprečno
izvajajo v 7500 instancah. Pri vsaki mikrostoritvi naš program izbere eno
od instanc in poǐsče, če vsebuje programske vmesnike REST ter njihove opi-
sne dokumente. Opisne dokumente najde tako, da na različnih predpisanih
naslovih (/api/swagger/apiDocs, /v2/api-docs, api/swagger/v2/apiDocs in
drugi) izvaja klice HTTP in preverja, če je HTTP koda odgovora tipa 2xx
ter če vsebuje podatke v poznanem formatu.
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3.2 Izluščenje informacij iz dokumentov
Opisni dokumenti programskih vmesnikov so v formatu Swagger in so samo-
dejno generirani na podlagi programske kode vmesnikov. Swagger omogoča
avtomatsko generiranje dokumentacije na podlagi programskih vmesnikov,
definiranih v izvorni kodi. V našem primeru so mikrostoritve napisane v Javi
in uporabljajo ogrodje Spring, ki uporablja anotacije za definiranje program-
skih vmesnikov. Te anotacije so nato uporabljene kot osnova pri generira-
nju dokumentacije. Na voljo so tudi namenske anotacije Swagger, s katerimi
lahko dodatno opǐsemo programski vmesnik. Swagger nato programske vme-
snike prikaže v uporabnǐskem vmesniku in na ločenem naslovu v računalnǐsko
berljivem formatu (JSON ali YAML). Ta format smo uporabili za izluščenje
informacij o programskih vmesnikih. Skraǰsan primer opisnega dokumenta
ene naših mikrostoritev lahko vidimo v izpisu 3.4.
Izpis 3.4: Primer opisnega dokumenta Swagger.
{
” swagger ” : ”2 .0” ,
” i n f o ” : {
” d e s c r i p t i o n ” : ”CampaignService API Documentation ” ,
” ve r s i on ” : ”prod ” ,
” t i t l e ” : ”CampaignService ” ,
” contact ” : {} ,
” l i c e n s e ” : {}
} ,
” host ” : ”prod . campaignserv ice . consu l :8080” ,
”basePath” : ”/CampaignService ” ,
” tags ” : [ . . . ] ,
” paths ” : {
”/ api /v2/campaigns” : {
” post ” : {
” tags ” : [ ”campaigns−c o n t r o l l e r ” ] ,
”summary” : ”Create campaign ” ,
” operat i on Id ” : ”createCampaignUsingPOST 1 ” ,
”consumes” : [ ” app l i c a t i on / j son ” ] ,
” produces ” : [ ”∗/∗” ] ,
” parameters ” : [ {
” in ” : ”body ” ,
”name” : ”campaign ” ,
” d e s c r i p t i o n ” : ”campaign ” ,
” r equ i r ed ” : true ,
”schema” : {
” $ r e f ” : ”#/d e f i n i t i o n s /CampaignDTO” ,
” o r i g i n a lR e f ” : ”CampaignDTO”
}
} ] ,
” r e sponse s ” : {
”200” : {
” d e s c r i p t i o n ” : ”OK” ,
” responseSchema” : {
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” $ r e f ” : ”#/d e f i n i t i o n s /CampaignDTO” ,
” o r i g i n a lR e f ” : ”CampaignDTO”
} ,
”schema” : {
” $ r e f ” : ”#/d e f i n i t i o n s /CampaignDTO” ,




” s e c u r i t y ” : [ . . . ] ,




” d e f i n i t i o n s ” : {
”CampaignDTO” : {
” type” : ” ob j e c t ” ,
” p r op e r t i e s ” : {
” id ” : {
” type” : ” i n t e g e r ” ,
” format ” : ” int32 ”
} ,
” createDate ” : {
” $ r e f ” : ”#/d e f i n i t i o n s /Timestamp” ,





” type” : ” ob j e c t ” ,
” p r op e r t i e s ” : {
”date ” : {
” type” : ” i n t e g e r ” ,






Iz dokumenta smo izluščili le pomembne informacije in jih razdelili v dva
modela. Eden od modelov je vseboval podatke o vmesnikih, drugi pa o pa-
rametrih vmesnika. Za to delitev smo se odločili, ker veliko programskih
vmesnikov uporablja iste parametre in odgovore ter bi bilo v nasprotnem
primeru veliko podatkov podvojenih. Za vhodne in izhodne parametre vme-
snikov smo uporabili enak splošen model, ker so po strukturi zelo podobni
in v veliko primerih uporabljajo iste gnezdene parametre. Vsa polja, ki so
vsebovala reference na druge modele, smo zamenjali z naslovljenimi modeli
in tako ustvarili gnezdeno strukturo, po kateri je mogoče iskati.
Model programskega vmesnika:
• ID: Unikatni identifikator, ki nam pomaga pri povezovanju parametrov
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s programskimi vmesniki.
• Mikrostoritev: Ime mikrostoritve programskega vmesnika
• Naslov: Naslov (angl. path), na katerem je dostopen programski vme-
snik.
• Metoda HTTP: Tip metode HTTP (GET, POST, DELETE in druge)
• Opis: Opis programskega vmesnika, ki ga razvijalec lahko poda z na-
mensko anotacijo Swagger.
• Razred: Ime razreda, v katerem se nahaja programski vmesnik (angl.
controller).
• Opuščenost: Informacija o tem, če je programski vmesnik še v upo-
rabi, ali je že opuščen (angl. deprecated).
Splošen model parametra:
• ID: Unikatni identifikator, ki nam pomaga pri naslavljanju parametrov.
• ID starša: Identifikator starša parametra, ki je lahko programski vme-
snik (v primeru, da je parameter ne-gnezden vhodni ali izhodni para-
meter) ali prav tako parameter (v primeru gnezdenega parametra).
• Kategorija: Pove, če je parameter vhodni, izhodni ali gnezdeni. Vho-
dni parametri so razdeljeni v različne kategorije glede na njihov položaj
v zahtevi. Ločeni so na naslovne (angl. path) parametre, poizvedbene
(angl. query) parametre, parametre glave (angl. header) in druge.
• Ime: Ime parametra.
• Tip: Pove, če je parameter celo ali decimalno število, niz, logični tip,
naštevni tip (angl. enum) ali objekt. V primeru objekta je izpolnjeno
tudi polje gnezdenega parametra.
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• Seznam: Pove, če parameter vsebuje seznam. Vrednosti seznama so v
tem primeru opisane v polju Tip.
• Vrednosti naštevnega tipa: V primeru, da je parameter naštevnega
tipa (angl. enum), polje vsebuje seznam vrednosti naštevnega tipa.
• Ime objekta: V primeru, da je parameter tipa objekt, polje vsebuje
ime tega objekta.
• Obvezen parameter: Pove, če je vhodni parameter obvezen.
• Gnezden parameter: V primeru, da je parameter objekt, vsebuje
seznam parametrov, ki so del tega objekta. Vsi parametri so v enakem
formatu kot parameter sam.
3.2.1 Shranjevanje v Elasticsearch
Izluščene informacije opisnih dokumentov smo nato shranili v Elasticsearch.
Elasticsearch [18] je orodje namenjeno shranjevanju in iskanju nestrukturi-
ranih podatkov. Uporablja knjižnico Apache Lucene [19], ki omogoča in-
deksiranje besedil in pridobitev najbolj relevantnih entitet. Pridobi jih s
pomočjo računanja pogostosti posameznih besed v posameznem dokumentu
in celotnem indeksu (metoda TF-IDF ).
Za uporabo Elasticsearcha smo se odločili zaradi dveh razlogov. Eden od
njih je raznolika oblika podatkov, saj so parametri uporabnǐskih vmesnikov
poljubno gnezdeni in bi jih morali v relacijske podatkovne baze shranjevati
v formatu JSON, ki pa pri relacijskih bazah oteži iskanje. Drugi razlog
je besedilno iskanje in prilagojeni analizatorji (angl. analyzer), ki jih nudi
Apache Lucene. Brez implementacije dodatnih metod lahko le s poizvedbo
na Elasticsearch pridobimo le relevantne rezultate, ki so točkovani in pra-
vilno urejeni glede na ujemanje z vhodnim nizom. Elasticsearch lahko torej
v primeru velikega števila programskih vmesnikov uporabimo kot orodje za
omejitev iskalnega prostora in filtrirane vmesnike dodatno uredimo z dru-
gimi metodami. Lahko ga uporabimo tudi kot referenčno točko, s katero
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lahko primerjamo naše napredneǰse metode, kar je tudi podrobneje opisano
v podpoglavju 5.4.
3.3 Izračun pomembnosti na podlagi metrik
Consul
Ustreznost rezultatov iskalnika ni odvisna le od ujemanja z iskalnim nizom,
temveč tudi od pomembnosti programskega vmesnika. Eden od načinov
računanja pomembnosti je z uporabo odvisnosti med mikrostoritvami. Mi-
krostoritev, od katere je odvisnih veliko drugih mikrostoritev, je najverjetneje
bolj pomembna. Posledično so tudi programski vmesniki, ki so del te mikro-
storitve, bolj pomembni. Podatek o tem, katere mikrostoritve so med seboj
odvisne, smo pridobili iz instrumentiranega odjemalca Consul. Odjemalec
vsebuje števec, ki se poveča ob vsaki zahtevi po naslovu instance tuje mi-
krostoritve. Števec vsebuje tudi oznake, ki povedo ime mikrostoritve, ki je
zahtevala naslov, in ime zahtevane mikrostoritve. Kombinacije omenjenih
oznak so odvisnosti, ki nas zanimajo. Informacije števca so skupaj z dru-
gimi metrikami dostopne na določenem naslovu, kjer jih periodično prebira
zbiratelj metrik Prometheus [16]. Metrike nato pridobimo tako, da izvedemo
poizvedbo na Prometheus, ki nam vrne agregirane števce vseh instanc mikro-
storitev. Samo število poizvedb, ki ga javlja števec Consul, ni pomembno,
saj je odvisno od intervala osveževanja naslovov instanc, števila instanc mi-
krostoritve in pogostosti ponovnih zagonov instanc. Zato ne odraža, kako
močno je posamezna mikrostoritev odvisna od druge. Vredno je omeniti, da
nam informacija o povezavi pove le, da je ena od mikrostoritev povprašala
po naslovu druge mikrostoritve. Mogoče bi bilo, da ta mikrostoritev nikoli ne
dostopa do pridobljenega naslova, temveč bi bilo to v praksi brezpredmetno
in se najverjetneje nikoli ne zgodi.
S tem dobimo informacijo o vseh odvisnostih mikrostoritev, ki jo lahko
prikažemo na omrežju (slika 3.1). Omrežje prikazuje vse mikrostoritve, ki
so poizvedle po naslovu druge ali bile cilj te poizvedbe. Mikrosoritve so
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prikazane z vozlǐsči, povezave med njimi pa predstavljajo odvisnosti.
Pomembnost vozlǐsč smo izračunali z algoritmom PageRank [20]. Algo-
ritem izračuna pomembnost vozlǐsča na podlagi števila vhodnih povezav in
pomembnosti vozlǐsč, ki se nanj povezujejo. S tem smo pridobili pomemb-
nost 300 mikrostoritev in po pregledu ugotovili, da se dobro ujemajo z dejan-
sko pomembnostjo. Prvih pet vozlǐsč z najvǐsjo vrednostjo PageRank smo
označili na omrežju 3.1 z rdečo barvo. Vozlǐsča, označena z zeleno barvo,
imajo najvǐsjo pomembnost, izračunano po metodi, opisani v naslednjem
podpoglavju.
3.4 Izračun pomembnosti na podlagi števila
zahtev
Drug način računanja pomembnosti je na podlagi zahtev HTTP. Mikrosto-
ritev, na katero je poslanih veliko zahtev, je najverjetneje bolj pomembna.
Podatek o številu poizvedb med mikrostoritvami smo pridobili iz instrumen-
tiranega odjemalca HTTP. Ta vsebuje števec zahtev, ki prav tako kot od-
jemalec Consul vsebuje oznake mikrostoritve, ki izvaja zahtevo, in naslovne
mikrostoritve. V tem primeru je lahko koristno tudi število zahtev med stori-
tvama. Pri nadaljnjih vizualizacijah in izračunih smo uporabljali povprečno
število zahtev v celotnem dnevu. Tudi te podatke smo dobili s pomočjo zbira-
telja metrik Prometheus. Prebrali smo jih enkrat dnevno in pri tem uporabili
spremembo števca v zadnjih 24 urah. S tem smo zmanǰsali vpliv kratkoročnih
špic števil zahtevkov, a obenem še vedno pridobili ažurne podatke.
Podatke smo vizualizirali v obliki omrežja (slika 3.2). Število zahtev je
prikazano z debelino povezav.
Hitro je razvidno, da je vozlǐsč manj kot pri vizualizaciji odvisnosti. Ra-
zlog za to je, da vse mikrostoritve ne uporabljajo instrumentiranega odje-
malca, zato smo pomembnost lahko izračunali le za 160 mikrostoritev.
Tudi nad temi podatki smo izračunali PageRank. Ker pa imamo tudi
podatek o številu zahtev, smo izračunali tudi uteženi PageRank, ki upošteva
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Slika 3.1: Omrežje, pridobljeno iz odvisnosti Consula.
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Slika 3.2: Omrežje, pridobljeno na podlagi zahtev HTTP.
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moč povezav. Pri tem smo uporabili logaritemske vrednosti zahtev, ker so se
v nasprotnem primeru razsežnosti zelo razlikovale.
Prvih pet vozlǐsč z najvǐsjo vrednostjo je bilo enakih pri navadnem in
uteženem PageRanku. Na omrežju 3.2 smo jih označili z zeleno barvo. Ker
se urejena razporeditev mikrostoritev med navadnim in uteženim PageRan-
kom ni veliko razlikovala, smo se v nadaljevanju odločili uporabiti le navadni
PageRank, saj smo po pregledu ugotovili, da bolǰse odraža dejansko pomemb-
nost storitev. Vozlǐsča, označena z rdečo barvo, imajo najvǐsjo pomembnost,
izračunano po metodi opisani v preǰsnjem podpoglavju. Vidimo lahko, da so
izmed petih najvǐsjih vrednosti PageRanka tri enake kot pri omrežju, prido-
bljenem iz vrednosti Consula. Kljub nekaterim odstopanjem je bil vrstni red
tudi pri nižje uvrščenih vozlǐsčih podoben.
Podatke o pomembnosti smo do sedaj pridobili le na nivoju mikrostoritev,
ne pa tudi programskih vmesnikov. Iz odjemalca HTTP smo zato pridobili
tudi podatke števca, ki beleži število klicev na posamezen programski vme-
snik. Število programskih vmesnikov, za katere smo pridobili število klicev,
je 350, kar je le nekaj več kot desetina vseh vmesnikov. Eden od razlogov je,
da vse mikrostoritve ne uporabljajo instrumentiranega odjemalca, drugi pa,
da večji del vmesnikov redko prejema zahteve.
3.5 Pridobitev strukture podatkovnih baz
Za implementacijo iskanja programskih vmesnikov s pomočjo izbire skupin
smo potrebovali podatke o tabelah podatkovnih baz in njihovi povezanosti.
Uporabili smo Javanski vmesnik JDBC, s katerim smo dobili metapodatke
podatkovne baze in njenih tabel. Zanimala nas je struktura baze in ne po-
datki, ki so bili v njej shranjeni. Sprva smo za vsako podatkovno bazo prido-
bili seznam tabel. S tem smo iz treh različnih podatkovnih baz pridobili 570
tabel. Pri vsaki tabeli smo nato zabeležili njeno ime, imena njenih stolpcev
in imena tabel, na katere se nanašajo tuji ključi tabele.
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Povezave med tabelami, pridobljene na podlagi tujih ključev, smo vizua-
lizirali v obliki omrežja (slika 3.3).
Slika 3.3: Omrežje tabel, povezanih s tujimi ključi.
3.6 Pridobitev povezav mikrostoritev na ta-
bele
Če želimo uporabiti podatke iz podatkovnih baz pri iskanju vmesnikov, mo-
ramo ugotoviti, katere mikrostoritve dostopajo do posameznih tabel baze.
Ta podatek lahko pridobimo iz izvorne kode mikrostoritev.
Sprva smo za vsako mikrostoritev pridobili njen repozitorij Git. Ta po-
datek smo dobili iz internega orkestracijskega ogrodja, ki temelji na Ku-
bernetesu [21]. Orodje ima za vsako mikrostoritev zabeležen njen naslov
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repozitorija, saj skrbi za gradnjo slik Docker [22] iz izvorne kode.
Za vsak repozitorij smo nato pridobili seznam datotek ter izbor omejili
le na tiste, ki so vsebovale izvorno kodo. To smo naredili s pomočjo končnic
datotek (.java, .kt, .scala).
Program je nato pregledal vsako od datotek, če vsebuje katerega od imen
tabel, pridobljenih iz podatkovne baze. Za vsako najdeno tabelo smo za-
beležili povezavo z mikrostoritvijo. Lokacije najdenih tabel v izvorni kodi
smo nato tudi ročno pregledali in se s tem prepričali, da ni prǐslo do napak,
ki bi lahko nastale v primeru enakega poimenovanja spremenljivke kot tabele.
Ker so imena vseh tabel v predpisanem unikatnem formatu (sestavljena iz
štirimestne predpone in ločena s podčrtaji), takih napak nismo našli.
3.7 Računanje podobnosti mikrostoritev na
podlagi podatkov Git
Ker pri velikem številu mikrostoritev nismo našli dostopa do podatkovne
baze, smo iskali še druge načine pridobivanja podobnosti med mikrostori-
tvami. Odločili smo se za korǐsčenje podatkov o tem, kateri razvijalci so
prispevali k razvoju posameznih mikrostoritev. Predpostavili smo, da so si
mikrostoritve, na katerih delajo isti razvijalci, podobne. Podatke smo prido-
bili na podlagi zgodovine uveljavitev sprememb (angl. commit) Git.
Za vsako storitev smo sprva pridobili zadnjih 100 uveljavitev sprememb
Git in izračunali, kakšen delež sprememb je prispeval vsak razvijalec. Nato
smo izračunali moč povezave med vsakim parom mikrostoritev. Moč smo
izračunali tako, da smo poiskali presek razvijalcev med storitvama, vzeli
manǰsega od deležev sprememb, ki jih je vsak razvijalec prispeval, in te deleže
sešteli. Tako smo dobili za vsak par mikrostoritev moč povezave, ki se giblje
med 0 in 1. Izračun smo preizkušali tudi s povprečjem deležev sprememb
razvijalca, ampak se je izkazal kot slabši. Tak izračun je namreč vračal pre-
visoko moč povezave v primeru, ko je razvijalec na eni mikrostoritvi prispeval
večino sprememb, na drugi pa le eno.
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Tudi te podatke smo vizualizirali (slika 3.4).
Slika 3.4: Omrežje mikrostoritev, sestavljeno na podlagi podatkov Git.
3.8 Pregled pridobljenih podatkov
Podatke smo pred začetkom razvoja iskalnika podrobno pregledali, saj so
predstavljali temelj odločitev o strukturi algoritma iskalnika. Pomembneǰse
informacije smo zbrali v tem podpoglavju.
Dokumentacijo Swagger z vsaj enim programskim vmesnikom smo našli
na 270 mikrostoritvah. V dokumentaciji je bilo opisanih 3350 programskih
vmesnikov. Mediana programskih vmesnikov na mikrostoritev je 6. Na
sliki 3.5 je histogram, ki prikazuje števila programskih vmesnikov na po-
sameznih mikrostoritvah.
Med mikrostoritvami z dokumentacijo Swagger smo našli 60 takih, ki je
imelo dostop do tabel v podatkovni bazi. Te so dostopale do 200 različnih
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Slika 3.5: Histogram števila programskih vmesnikov na posameznih mikro-
storitvah.
tabel. Mediana števila tabel, do katerih je dostopala posamezna storitev, je
2. Histogram na sliki 3.6 prikazuje števila tabel na mikrostoritev. Prikazane
so samo mikrostoritve, ki imajo dostop do vsaj ene tabele.
Zbrali smo tudi podatke o številu stolpcev in tujih ključev posameznih
tabel. Slika 3.7 prikazuje histogram števila stolpcev tabel, slika 3.8 pa histo-
gram števila tujih ključev tabel.
Razvidno je, da imajo tabele v večini dovolj stolpcev, iz katerih lahko
pridobimo semantične informacije in na njihovi podlagi področje (skupino)
tabele. Tuje ključe smo pa našli pri premalo tabelah, da bi lahko na njihovi
podlagi temeljili deljenje v skupine. Postopek deljenja je podrobneje opisan
v podpoglavju 6.3.
26 POGLAVJE 3. PRIDOBIVANJE IN ANALIZA PODATKOV
Slika 3.6: Histogram števila tabel na posameznih mikrostoritvah.
Slika 3.7: Histogram števila stolpcev na posameznih tabelah.
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Slika 3.8: Histogram števila tujih ključev na posameznih tabelah.
3.9 Čǐsčenje podatkov
Podatki, ki smo jih pridobili iz tabel podatkovnih baz in programskih vme-
snikov, so bili v grobi obliki in neprimerni za obdelavo in iskanje podobno-
sti. Podatke smo morali počistiti, besede ločiti in pretvoriti v enako obliko.
Sprva smo vse posebne znake ({, , / in druge) zamenjali s presledkom in s
tem ločili besede. Za tem smo iz naslovov programskih vmesnikov odstranili
imena storitev, ki so bila pogosta in niso prispevala k iskanju. Prav tako
smo ločili besede, povezane z veliko začetnico (angl. camel case) in vse črke
spremenili v male pisane. Pri imenih tabel in stolpcev smo odstranili tudi
začetne predpone. Večino čǐsčenja smo izvajali s pomočjo regularnih izrazov
(angl. regular expression).
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3.10 Arhitektura sistema
Arhitekturo zbiratelja podatkov in iskalnika programskih vmesnikov smo pri-
kazali na diagramu (slika 3.9). Zbiratelj podatke zbira periodično, interval
pa je določen za vsak vir posebej. Določili smo ga na podlagi pogostosti spre-
minjanja podatkov. Na diagramu so razvidni vhodni podatki zbiratelja in
hrambe podatkov, kamor zbiratelj zapǐse obdelane podatke. Te hrambe nato
uporablja iskalnik, ko pri poizvedbi uporabnika ǐsče najustrezneǰse program-
ske vmesnike. Izvorno kodo zbiratelja podatkov in iskalnika smo objavili v
repozitoriju na GitHubu [23].
Slika 3.9: Diagram arhitekture sistema.
Poglavje 4
Računanje podobnosti
Ko smo zbrali vse podatke programskih vmesnikov in podatkovnih baz, smo
začeli z implementacijo izračuna podobnosti. Informacijo o podobnosti bomo
uporabili tako pri iskanju z nizom kot tudi pri sestavi skupin. Začeli smo z
implementacijo osnovneǰse metode, ki pri izračunu uporabi metodi TF-IDF
in metodo voditeljev (angl. k-means), nato pa smo njene pomanjkljivosti
naslovili z napredneǰso metodo.
4.1 Metoda s TF-IDF in metodo voditeljev
Metoda sprva vse besede pretvori v njihove krne. Ker so programski vme-
sniki in podatki v podatkovni bazi napisani v angleščini, smo pri krnjenju
uporabili Porterjev algoritem [24], ki je del knjižnice NLTK [25]. Za tem smo
odstranili neinformativne besede (angl. stop words) in pomembnost preosta-
lih besed izračunali z metodo TF-IDF. Nad vektorji vrednosti TF-IDF, ki
so predstavljali posamezne dokumente, smo nato izvedli metodo voditeljev.
Metoda za mero podobnosti med vektorji uporablja kosinusno podobnost.
Metodo smo preizkušali na podatkih podatkovnih baz. Očǐsčena imena
vsake tabele in njenih stolpcev so predstavljala posamezen dokument. Sku-
pine, ki smo jih dobili z metodo voditeljev, so bile smiselne. Metodo smo
evalvirali tudi s pomočjo omrežja, ki temelji na tujih ključih. Predposta-
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30 POGLAVJE 4. RAČUNANJE PODOBNOSTI
Slika 4.1: Omrežje tabel, povezanih s tujimi ključi, na katerem so z
različnimi barvami prikazane skupine, pridobljene z metodo voditeljev.
vili smo, da so si tabele, povezane s tujimi ključi, tudi semantično podobne.
Najbolǰse rezultate smo dobili z izbiro desetih skupin (k = 10).
Na vizualizaciji (slika 4.1) je vidna korelacija med podatki tujih ključev in
semantičnimi podatki ter potrdi, da je metoda učinkovita. Kljub temu me-
tode nismo uporabili pri končni verziji iskalnika, ker ima več pomanjkljivosti.
Metoda prepozna le podobnost besed, ki imajo iste krne, ne pa semantično
podobnih besed, kot so sopomenke, nadpomenke in sorodne besede. Druga
težava se pojavi pri ročni izbiri skupin, ki jo zahteva metoda voditeljev. Me-
toda iskanja z izbiro skupin, ki smo jo razvijali, zahteva izračun skupin v
mnogih korakih na različnih podatkih. Zato vnaprej ne poznamo najbolj
smiselnega števila skupin za vsako od izbir. Zadnja težava metode je, da
vse besede v dokumentu smatra kot enako pomembne. Želeli bi, da imajo
besede, ki so del naslova ali opisa programskega vmesnika, večjo težo (odslej
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imenovana utež položaja) kot gnezdeni parametri vmesnika. Vse omenjene
težave smo naslovili v naslednji metodi.
4.2 Metoda z WordNetom
Nova metoda si pri iskanju podobnosti med posameznimi besedami pomaga
s podatkovno bazo WordNet.
WordNet [26] je podatkovna baza angleških besed, razdeljenih po skupi-
nah imenovanih synset. Synseti vsebujejo sopomenke besed in so med seboj
povezani z različnimi povezavami, ki povedo, kateri synseti so nadpomenke in
podpomenke drugih (obstajajo tudi druge vrste povezav, ki za naše delo niso
pomembne). S pomočjo WordNeta lahko izračunamo podobnosti tudi med
besedami z različnimi krni in s tem pridobimo bolǰso informacijo o semantični
podobnosti programskih vmesnikov ali tabel podatkovnih baz.
4.2.1 Priprava podatkov
Metoda kot vhod ne dobi le besedo, temveč za vsako besedo tudi njeno
utež položaja, kar naslovi težavo omenjeno v preǰsnjem poglavju. Postopek
določanja uteži položaja je podrobneje opisan v poglavju 5.2.
V vsakem dokumentu sprva odstranimo neinformativne besede, nato pa
za vsako besedo poǐsčemo njen synset. Iz synseta za tem vzamemo prvo
lemo, ki je njegova najbolj značilna oblika. Zabeležimo tudi preslikavo iz
leme na synset in uteži položajev vseh pojavitev besed, saj bomo kasneje
na podlagi synseta izračunali podobnost med besedama, na podlagi leme pa
vrednost IDF. Ta bo v kombinaciji z utežmi položajev besed povedala vpliv
izračunane podobnosti besed na podobnost med dokumentoma. Če besede
ne najdemo v Wordnetu, izračunamo njen krn enako kot pri preǰsnji metodi
in si zabeležimo preslikavo iz krna na utež položaja besede.
V naslednjem koraku nad lemami in krni izračunamo vrednosti IDF. Za
vsako lemo in krn izračunamo utež položaja in jo pomnožimo z vrednostjo
IDF. Končna oblika podatkov, ki so nato uporabljeni za računanje podob-
32 POGLAVJE 4. RAČUNANJE PODOBNOSTI
nosti, vsebuje dva seznama. Prvi je sestavljen iz terk, ki vsebujejo lemo in
njeno pomembnost (produkt vrednosti IDF in uteži položaja), drugi pa iz
terk krnov in njihovih pomembnosti.
4.2.2 Računanje podobnosti med besedami
Pred opisom računanja podobnosti med celotnimi dokumenti bomo opisali
metodo, ki smo jo uporabili pri računanju podobnosti med pari besed (syn-
setov, krnov). Obstaja več metod za računanje podobnosti med synseti v
WordNetu. V iskalniku smo testirali metode Path similarity, Leacock Chor-
dorow (LCH) in Wu & Palmer. Pri evalvaciji iskanja z nizi smo testirali vse
tri metode in najbolǰse rezultate dobili z metodo Wu & Palmer, ki smo jo
nato uporabili tudi pri iskanju z izbiro skupin.
Metoda Wu & Palmer [27] upošteva globino obeh synsetov, katerih po-
dobnost ǐsčemo, in globino njune najbližje nadpomenke v drevesu besed Wor-
dNeta. Podobnost izračunamo z enačbo 4.1.
simwup =
2 · g(nsn(s1, s2))
g(s1) + g(s2)
(4.1)
V enačbi smo globino synseta v WordNetu označili z g, najbližjo skupno
nadpomenko z nsn, synsete, katerih podobnost ǐsčemo, pa s s1 in s2.
Pri računanju podobnosti krnov smo v primeru enakih krnov določili
največjo podobnost (1), v primeru različnih pa najmanǰso (0).
4.2.3 Računanje podobnosti med dokumenti
Izračun podobnosti med dokumenti smo temeljili na metodi Mihalcea &





w∈{T1}(maxSim(w, T2) · idf(w))∑
w∈{T1} idf(w)
+∑
w∈{T2}(maxSim(w, T1) · idf(w))∑
w∈{T2} idf(w)
) (4.2)
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Z metodo pridobimo vrednost podobnosti med dokumentoma, ki se giblje
med 0 in 1. Podobnost je izračunana tako, da za vsako besedo (w) iz prvega
dokumenta (T1) poǐsčemo največje ujemanje (maxSim) z besedami drugega
dokumenta (T2). Pri ujemanju med besedami uporabljamo metode, opisane
v preǰsnjem podpoglavju. Vrednost največjega ujemanja vsake besede nato
pomnožimo z IDF vrednostjo te besede. Te vrednosti nato seštejemo in jih
v imenovalcu normiramo z vsoto vrednosti IDF besed prvega dokumenta.
Enak postopek računanja normirane vsote podobnosti moramo ponoviti na
drugem dokumentu (T2) in za tem izračunati povprečje obeh rezultatov.
Ker smo pri izračunu želeli upoštevati tudi utež položaja posameznih
besed, smo v enačbi sprva vrednost IDF tako v števcu kot v imenovalcu
pomnožili z utežjo položaja besede w. Po kraǰsem testiranju smo odkrili
problem metode Mihalcea & al, ki se pojavi v situacijah z zelo različnimi
vrednostmi IDF. Metoda za vsako besedo v dokumentu (T1) poǐsče najbolj
podobno besedo v drugem dokumentu (T2) in se pri tem ne ozira na pomemb-
nost besede v drugem dokumentu, ampak samo na pomembnost besede w.
Tako lahko v ekstremnih primerih dobimo visoko ujemanje dokumentov le
na podlagi ujemanja peščice nepomembnih besed (primer v dodatku A). Ker
smo vrednost IDF pomnožili z utežjo položaja besede, katere vrednost ima
širok razpon (pri imenu programskega vmesnika je vrednost 1, pri globoko
gnezdenih parametrih skoraj 0), taki primeri niso bili redki in so v več pri-
merih povzročili napačen izračun podobnosti.
Izračun smo popravili tako, da smo iskanje največje podobnosti (maxSim)
zamenjali z iskanjem največjega produkta med podobnostjo in vrednostjo
IDF besede drugega dokumenta. Enačbo smo tudi v imenovalcu normi-
rali tako, da smo vrednost IDF besede prvega dokumenta (w1) pomnožili
z največjo vrednostjo IDF drugega dokumenta. Enako naredimo tudi pri
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idf(w2) ·max(idf(w1 ∈ {T1}))
) )
(4.3)
V našem primeru je bil v vseh pojavitvah vrednosti IDF uporabljen pro-
dukt vrednosti IDF in uteži položaja.
Poglavje 5
Iskanje z nizom
Učinkovitost opisanih metod računanja podobnosti na zbranih podatkih smo
sprva testirali pri iskanju z nizom. Iskalniki programskih vmesnikov se razli-
kujejo glede na obliko iskalne poizvedbe. Nekateri zahtevajo, da je poizvedba
strukturirana podobno kot sami vmesniki in mora uporabnik ločeno defini-
rati različne podatke vmesnika ter vhodnih in izhodnih parametrov. Drugi
omogočajo iskanje le z nizom besed, s katerim ǐsčejo po vseh parametrih.
Sami smo se odločili za slednji pristop, saj po naših izkušnjah uporabnik le
redko pozna strukturo vmesnika in njegovih parametrov.
5.1 Primeri poizvedb
Zbrali smo 85 primerov poizvedb v obliki nizov besed. Poizvedbe so bile
nestrukturirane in v pogovorni obliki, kot na primer ”get campaign settings”
ali ”find marketers by email”. Za vsako poizvedbo smo zbrali vse programske
vmesnike, ki so se z njo ujemali. Poizvedbe smo uporabili tako za iskanje z
nizom kot tudi pri iskanju z izbiro skupin. Zbrali smo take poizvedbe, ki so
zajemale širok spekter vmesnikov iz različnih mikrostoritev. Prav tako smo
poskušali zbrati čim bolj realne poizvedbe, ki bi najbolje predstavljale dejan-
sko uporabo iskalnika v podjetju. Na sliki 5.1 je prikazan histogram števila
ročno izbranih pravilnih programskih vmesnikov za posamezne poizvedbe.
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Slika 5.1: Histogram števila pravilnih programskih vmesnikov za posamezne
poizvedbe.
5.2 Izbira uteži položaja besed
Dokument programskega vmesnika je sestavljen iz različnih delov, podrobneje
opisanih v podpoglavju 3.2. Pri iskanju so različni deli vmesnika in njego-
vih parametrov različno pomembni. Že intuitivno so naslovi vmesnika naj-
pomembneǰsi, globoko gnezdeni parametri objekta, ki predstavlja enega od
vhodnih parametrov, pa najmanj pomembni. Besede, ki sestavljajo posame-
zne dele vmesnika, smo zato različno utežili. Uteži dokumenta programskega
vmesnika smo sprva ločili na tri dele; vmesnik sam, vhodne parametre in izho-
dne parametre. Vsak del je dobil svojo utež. Nato smo vsakega od delov do-
datno razdelili na njegove parametre in jim določili svoje uteži. Končne uteži
položaja besed v parametrih so bile izračunane kot produkt uteži starševskega
dela in uteži svojega parametra (na primer: (utež položaja opisa program-
skega vmesnika) = (utež programskega vmesnika) · (utež opisa)). Ker pa so
vhodni parametri lahko sestavljeni iz objektov, ki imajo poljubno stopnjo
vgnezdenih parametrov, smo določili utež vgnezdenosti parametra, s katero
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je parameter pomnožen ob vsaki dodatni stopnji vgnezdenosti.
Vrednosti uteži smo sprva ročno določili, nato pa jih pri evalvaciji spre-
menili tako, da smo pridobili najbolǰse rezultate. Končne uteži položaja:




2. Vhodni parameter: 0.2
• Ime: 1.0
• Ime objekta: 1.0
• Neobvezen parameter: 0.7
• Gnezden parameter: 0.3
3. Izhodni parameter: 0.2
• Ime: 1.0
• Ime objekta: 1.0
• Gnezden parameter: 0.3
Primer izračuna uteži položaja besed za dokument programskega vme-
snika v opisnem dokumentu 3.4:
• api, v2, campaigns: 1.0 · 1.0 = 1.0
• campaigns, controller: 1.0 · 0.6 = 0.6
• create, campaign: 1.0 · 0.6 = 0.6
• campaign: 0.2 · 1.0 = 0.2
? campaign, dto: 0.2 · 1.0 = 0.2
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? id: 0.2 · 0.3 · 1.0 = 0.06
? create, date: 0.2 · 0.3 · 1.0 = 0.06
? timestamp: 0.2 · 0.3 · 1.0 = 0.06
? date: 0.2 · 0.3 · 0.3 · 1.0 = 0.018
Besede v seznamu, ki so označene z zvezdo, se ponovijo dvakrat in imajo
enake uteži, ker sta vhodni in izhodni parameter v tem vmesniku enaka in
ker so uteži položaja enake pri vhodnih in izhodnih parametrih.
5.3 Postopek iskanja
Vsako poizvedbo iskalnik sprva pretvori v ustrezno obliko po enakem po-
stopku kot pri dokumentih programskih vmesnikov (podpoglavje 4.2.1), le
da vsem besedam določi enako vrednost IDF in utež položaja (1.0). Iskalnik
nato dokument poizvedbe primerja z vsakim dokumentom programskih vme-
snikov in izračuna podobnost z metodo, opisano v podpoglavju 4.2.3. Za vsak
vmesnik prav tako pridobi njegovo pomembnost, ki je sestavljena iz PageRan-
kov metrik zahtev in Consula ter števila zahtev na vmesnik. Končno ustre-
znost programskega vmesnika iskalnik izračuna kot uteženo vsoto podobnosti
in različnih vrednosti pomembnosti, prikazano v enačbi 5.1. Vmesnike nato
uredi po ustreznosti padajoče in prikaže prvih nekaj (k) rezultatov.
S = w1 · sim+ w2 · PRconsul + w3 · PRQPS + w4 ·QPS (5.1)
V enačbi smo končno ustreznost vmesnika označili s S, semantično po-
dobnost med vmesnikom in poizvedbo s sim, PageRank metrik Consula s
PRconsul, PageRank metrik zahtev s PRQPS, število zahtev na posamezen
programski vmesnik s QPS in uteži z wi.
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5.4 Evalvacija
Iskalnik smo testirali s pomočjo 85 primerov poizvedb, opisanih v podpo-
glavju 5.1. Testirali smo različne kombinacije metod in primerjali, v katerih
primerih sta natančnost in priklic najvǐsja. Ker pa so poizvedbe in program-
ski vmesniki unikatni, pridobljenih rezultatov ne moremo primerjati z rezul-
tati v drugih delih tega področja. Za ta namen smo želeli uporabiti iskalnik
swagger-search [13], ki je edini iskalnik programskih vmesnikov RESTful, ki
uporablja opisne dokumente Swagger. Ampak iskalnik ne zna ločevati para-
metrov, povezanih z veliko začetnico (angl. camel case), ki v našem primeru
predstavljajo večino. Iskalnik swagger-search je bil zato na naših podatkih
neuporaben. Ker pa omenjen iskalnik v ozadju uporablja knjižnico Apa-
che Lucene, smo za primerjavo uporabili kar iskanje z Elasticsearchom. Pri
gradnji indeksa smo mu dodali ustrezni analizator, ki pravilno razčleni para-
metre naših vmesnikov. Prav tako smo mu nastavili ustrezne uteži položaja,
da smo pridobili najbolǰse rezultate.
Evalvacijo naše implementacije iskalnika smo razdelili na tri dele. V pr-
vem primeru je iskalnik uporabljal samo semantične podatke dokumentov
Swagger in našo izbolǰsano metodo, opisano v podpoglavju 4.2.3. V drugem
primeru smo prav tako uporabili samo semantične podatke, ampak z osnovno
metodo Mihalcea & al. V tretjem primeru pa kombinacijo semantičnih po-
datkov z našo izbolǰsano metodo in pomembnosti. Pri vseh treh metodah
smo nastavili optimalne uteži položaja.
Za vse tri metode in iskalnik z Elasticsearchom smo izračunali natančnost
in priklic najbolǰsih K rezultatov. Ker iskalnik vedno vrne seznam vseh
programskih vmesnikov, urejenih po ustreznosti, se lahko odločimo, kakšno
število (K ) najbolǰsih rezultatov je za nas zanimivih. Odločili smo se za
izračune z vrednostjo K od 1 do 5, ker je pregled več kot 5 vmesnikov za
uporabnika dolgotrajen. Graf natančnosti različnih metod v odvisnosti od
vrednosti K je prikazan na sliki 5.2, graf priklica pa na sliki 5.3.
Naša izbolǰsana metoda z uporabo WordNeta je vidno bolǰsa od iskanja
z Elasticsearchom. Bolǰse rezultate je po pričakovanju vračala v primerih,
40 POGLAVJE 5. ISKANJE Z NIZOM
Slika 5.2: Graf natančnosti različnih metod.
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Slika 5.3: Graf priklica različnih metod.
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ko so v iskalnem nizu podobne besede ali sopomenke besed programskega
vmesnika. Izkazalo pa se je, da pomembnost pri iskanju z nizi ni skoraj
nič izbolǰsala rezultatov (približno 0,5 %). Po analizi smo ugotovili, da je
sicer pomembnost v nekaterih primerih rezultate izbolǰsala, v drugih pa po-
slabšala. Iskanje le na podlagi semantičnih podatkov ima visoko natančnost,
prvi rezultat je napačen le v približno 13 % primerov. Zato je bilo priložnosti,
da pomembnost rezultate poslabša, več, kot da jih izbolǰsa. Večkrat se je zgo-
dilo, da se je napačen rezultat pojavil vǐsje kot pravilen, ker je imel visoke
vrednosti pomembnosti, a se ni najbolje ujemal z iskalnim nizom. Pomemb-
nost se je bolje izkazala pri iskanju z izbiro skupin (opisano v poglavju 6.5.2),
saj je tam alternativa naključna razporeditev vmesnikov v izbrani skupini.
Na grafu lahko vidimo tudi, da je neizbolǰsana metoda Mihalcea & al pri
iskanju najbolǰsega rezultata slabša celo od osnovnega iskanja z metodo TF-
IDF. Pri vǐsjih vrednostih K so rezultati bolǰsi, a še vedno vidno slabši od
izbolǰsane metode. Razlog za to je velika raznolikost v vrednostih IDF (ker
so v našem primeru pomnožene z utežmi položaja), ki izpostavijo pomanjklji-
vosti te metode. Na grafu je razviden tudi velik padec natančnosti iz meritve
le najbolǰsega rezultata (K=1 ) na vǐsje vrednosti K. Večino poizvedb ima na-
mreč le en pravilen programski vmesnik (slika 5.1), ki so ga iskalniki v večini
primerov uvrstili na najvǐsje mesto. Pri izračunu natančnosti najbolǰsih pet
rezultatov so bili v takih primerih štirje napačni, ker se je le en ujemal s
poizvedbo.
Za tem smo opravili statistične teste, saj smo želeli potrditi, da so iz-
bolǰsave naše metode v primerjavi z metodo, ki uporablja Elasticsearch, sta-
tistično značilne. Pri tem smo uporabili Wilcoxonov preizkus predznačenih
rangov (angl. Wilcoxon signed rank test) s stopnjo tveganja α = 0,05. Te-
stirali smo dve hipotezi, pri prvi smo primerjali število pravilnih vmesnikov
med prvimi petimi rezultati (W = 26,0 in p = 0,014), pri drugi pa vsoto za-
porednih mest vseh pravilnih programskih vmesnikov v posameznih primerih
(W = 127,0 in p = 0,010). Pri obeh primerih smo zavrgli ničelno hipotezo,
ki določa, da so uvrstitve z našo metodo in Elasticsearchom enako dobre.
Poglavje 6
Iskanje z izbiro skupin
V preǰsnjem poglavju smo prikazali, da iskanje z nizom v veliki večini pri-
merov vrača pravilne rezultate. Ampak v nekaterih primerih uporabnik ne
pozna ključnih besed programskega vmesnika, s katerimi bi lahko sestavil
poizvedbo. Za ta namen smo razvili iskanje z izbiro skupin, ki deluje na
principu postopnega omejevanja iskalnega prostora.
Iskalnik smo zasnovali tako, da so vsi programski vmesniki sprva razde-
ljeni v smiselne skupine, kjer so v vsaki skupini semantično podobni vmesniki.
Uporabnik nato izbere skupino, ki najbolje opǐse področje iskanega vmesnika.
Iskalnik nato prikaže pet najpomembneǰsih vmesnikov te skupine in hkrati
tudi seznam novih skupin, ki dodatno razdelijo vmesnike izbrane skupine. Če
iskani programski vmesnik ni med ponujenimi petimi vmesniki, uporabnik iz-
bere eno izmed novo prikazanih skupin, ki še dodatno omejijo iskalni prostor.
Uporabnik izbira skupine, dokler v izboru najpomembneǰsih vmesnikov ne
najde iskanega programskega vmesnika ali dokler vmesnikov ni mogoče na-
daljnje deliti v skupine. V primeru, da delitev ni več mogoča in nobeden od
prikazanih vmesnikov ni bil ustrezen, iskanje štejemo kot neuspešno.
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6.1 Iskanje skupnosti v omrežjih
Za iskanje skupin programskih vmesnikov ali tabel moramo sprva imeti po-
datek o tem, kateri so si med seboj podobni. Za tem se lahko odločimo,
katere kategorizirati v isto skupino in katere ločiti. Eno od metod za iskanje
skupin smo opisali v podpoglavju 4.1. Ker pa ima omenjena metoda več po-
manjkljivosti, smo se pri končni rešitvi odločili uporabiti metodo, ki temelji
na podatkih WordNeta (opisana v podpoglavju 4.2.3). Zgradili smo omrežje,
kjer so vozlǐsča predstavljala tabele podatkovnih baz, povezave pa njihovo
podobnost. Enako smo storili tudi s programskimi vmesniki. Na omrežjih
smo nato iskali skupnosti, ki bodo uporabljene kot skupine vmesnikov ali
tabel.
Pri iskanju skupnosti v omrežju (angl. community detection) smo upo-
rabili metodo Louvain [29], implementirano v knjižnici [30].
Pridobljene skupine smo vizualizirali na različnih omrežjih. Sprva smo
izrisali omrežje tabel, kjer so povezave in skupine izračunane na podlagi se-
mantičnih podatkov tabel in stolpcev (slika 6.1). V omrežje smo vključili le
tabele, do katerih smo našli dostop iz mikrostoritev. Prav tako smo na vseh
vizualizacijah prikazali le povezave, ki so imele podobnost večjo od določene
meje, saj je v nasprotnem primeru omrežje le skupek povezav, na katerem
ni razvidnih skupin. Pri iskanju skupnosti te meje nismo uporabili, saj v
nasprotnem primeru ne bi mogli določiti skupin osamelcem. Skupine, ki smo
jih pridobili iz omenjenega omrežja, smo nato prikazali na omrežju povezav
tabel s tujimi ključi (slika 6.2). Prikaz lahko uporabimo kot primerjavo med
kombinacijo naše metode iskanja podobnosti in iskanja skupnosti z metodo
Louvain ter z metodo s TF-IDF in metodo voditeljev, opisano v podpo-
glavju 4.1. Sliki 4.1 in 6.2 namreč predstavljata enako omrežje, le da so
obarvane skupine izračunane z različnimi metodami. Po pregledu skupin je
razvidno, da ima kombinacija naše metode z WordNetom in metode Louvain
bolǰso korelacijo z omrežjem tujih ključev kot metoda voditeljev. Korela-
cije z dejanskimi skupinami sicer nismo mogli izračunati, saj ne poznamo
optimalnega izbora skupin. Izračunali pa smo lahko, kakšen delež sosednjih
6.1. ISKANJE SKUPNOSTI V OMREŽJIH 45
Slika 6.1: Omrežje semantičnih podatkov tabel in najdene skupnosti.
vozlǐsč je uvrščenih v isto skupino. Dobljen delež nam sam po sebi ne pove
veliko, lahko ga pa uporabimo za primerjavo obeh metod. Naša metoda z
WordNetom in Louvain je imela 38 % sosednjih vozlǐsč uvrščenih v isto sku-
pino, metoda voditeljev pa 32 % (z naključno uvrstitvijo smo dobili 11 %).
Prav tako pri naši metodi ni potrebna ročna izbira števila skupin.
Enako omrežje in iskanje skupnosti kot pri podatkih tabel in stolpcev
smo zgradili iz semantičnih podatkov programskih vmesnikov (slika 6.3). Na
omrežju so vidne nekatere smiselne skupine, viden je pa tudi problem iskanja
skupnosti v visoko povezanem omrežju z večjim številom vozlǐsč.
Skupnosti smo poiskali tudi na omrežju podatkov Git, opisanem v pod-
poglavju 3.7 (slika 6.4). Pridobljene skupnosti se po pričakovanju dobro
ujemajo z dejanskimi razvojnimi ekipami.
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Slika 6.2: Skupine metode z Wordnetom in Louvainom na omrežju tabel,
povezanih s tujimi ključi.
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Slika 6.3: Omrežje semantičnih podatkov programskih vmesnikov in naj-
dene skupnosti.
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Slika 6.4: Omrežje, zgrajeno na podlagi podatkov Git, in najdene skupnosti.
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6.2 Pridobivanje opisnih besed skupine
Z metodo, opisano v preǰsnjem podpoglavju, smo pridobili različne skupine
vmesnikov ali tabel, vendar brez podrobnega pregleda članov skupin nismo
vedeli, katero področje vmesnikov ali tabel vsebuje posamezna skupina. Zato
smo se odločili vsako skupino označiti z najbolj značilnimi besedami, ki se
pojavljajo v opisnih dokumentih članov skupin. Besede smo pridobili tako,
da smo sprva vse opisne dokumente vmesnikov ali tabel posamezne skupine
združili v enega samega (enake oblike kot preǰsnji dokumenti; oblika je opi-
sana v podpoglavju 4.2.1). Tako smo dobili enako število dokumentov kot
skupin, vsak dokument pa je predstavljal svojo skupino. Nad novo prido-
bljenimi dokumenti smo izračunali vrednosti TF-IDF besed in jih uredili
padajoče. S tem smo za vsak dokument (skupino) pridobili besede, ki so
najpogosteǰse v tem dokumentu in redke v drugih dokumentih. Prvih nekaj
besed smo uporabili kot opisne besede posamezne skupine.
Primer opisnih besed skupin, pridobljenih po prvi delitvi z metodo, ki
temelji na podatkih tabel podatkovnih baz in podatkih Git (opisana v na-
slednjem poglavju):
1. job, execution, batch
2. budget, daily, campaign
3. sales, location, region
4. conversion, currency, deal
5. num, impressions, served
6. setting, category, card
7. air, reason, campaign
8. report, type, asset
9. url, fallback, site
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10. source, status, run
11. feature, property, flag
12. image, feed, approved
Pri vsaki skupini smo uporabniku prikazali prve tri besede, ker ena večinoma
ni bila dovolj za opis skupine, več kot tri besede na skupino pa je bilo zamudno
brati.
6.3 Prva delitev v skupine
Delitev v skupine smo razdelili na prvo delitev in vse ostale delitve, ker
imamo pri prvi delitvi na voljo več podatkov. Temeljimo lahko namreč na
modelu podatkovne baze, česar pri nadaljnjih delitvah ne moremo več upo-
rabiti. Pri prvi delitvi smo preizkusili dve metodi. Preprosteǰsa je temeljila
le na podatkih programskih vmesnikov. Postopek delitve je bil enak kot pri
nadaljnjih delitvah, opisanih v naslednjem podpoglavju (6.4). Druga metoda
je izhajala iz semantičnih podatkov in strukture tabel ter podatkov Git in je
opisana z naslednjimi koraki:
1. Izračun podobnosti med pari tabel
2. Sestava omrežja tabel
3. Iskanje skupnosti v omrežju
4. Pridobitev mikrostoritev in programskih vmesnikov, ki dostopajo do
posameznih tabel
5. Uvrstitev mikrostoritev, ki ne dostopajo do nobene tabele
6. Pridobitev besed, ki najbolje opǐsejo posamezne skupine
Podrobneǰsi opis korakov:
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Korak 1: Podobnosti med tabelami smo izračunali na podlagi metode z
WordNetom (podpoglavje 4.2.3) in podatkov o tujih ključih tabel. Končna
podobnost je predstavljala uteženo vsoto semantične podobnosti in povezave
tabel s tujim ključem.
Korak 2: Omrežje tabel smo sestavili na enak način kot v poglavju 6.1,
le da smo tokrat upoštevali tudi tuje ključe tabel. Sestavo omrežja in ka-
sneǰse iskanje skupnosti smo opravili na dva različna načina. Prvi je nad
vsemi tabelami sestavil omrežje in poiskal skupnosti ter le za tem ven izluščil
tabele, do katerih dostopajo mikrostoritve. Drugi pa je omrežje zgradil le
nad tabelami, do katerih dostopajo mikrostoritve in za tem poiskal skupno-
sti. Pri obeh smo pridobili smiselne skupine, a smo se odločili za drugi način,
ker je bila razporeditev mikrostoritev po skupinah pri prvem veliko bolj ne-
enakomerna.
Korak 3: V omrežju smo poiskali skupnosti z metodo Louvain in tako
pridobili 12 različnih skupin tabel.
Korak 4: Za vsako tabelo smo pridobili mikrostoritve, ki imajo do nje
dostop, in jih uvrstili v skupino, katere del je izbrana tabela. Iz vsake mi-
krostoritve smo nato pridobili programske vmesnike in jih uvrstili v skupino
mikrostoritve. Pri uvrščanju mikrostoritev v skupine se je v nekaj primerih
zgodilo, da so določene mikrostoritve končale v dveh skupinah, ker so imele
dostop do več tabel, ki so bile uvrščene v različne skupine. Po uvrstitvi vseh
mikrostoritev v skupine (vključno s tistimi, opisanimi v naslednjem koraku),
je bilo takih mirkostoritev 17. To ne predstavlja večjega problema, saj lahko
do vmesnikov takih storitev pridemo preko več različnih skupin. S tem po
prvi izbiri skupine le malo manj omejimo iskalni prostor, kot bi ga sicer.
Korak 5: Ker je od 270 mikrostoritev z dokumentacijo Swagger le 60
takih, za katere smo našli dostop do tabel, smo potrebovali način za uvr-
stitev preostalih mikrostoritev v najustrezneǰse skupine. Za to smo upo-
rabili omrežje, pridobljeno iz podatkov Git (opisano v podpoglavju 3.7).
Neuvrščene mikrostoritve smo dodali v skupine, kjer se je nahajalo največ
njihovih sosed omrežja Git. Iz končnih mikrostoritev smo nato pridobili nji-
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Slika 6.5: Histogram števila programskih vmesnikov v posameznih skupi-
nah.
hove programske vmesnike, s katerimi smo nato upravljali pri vseh nadaljnjih
delitvah.
Korak 6: Pri določanju opisnih besed posameznih skupin smo uporabili
metodo, opisano v podpoglavju 6.2. Tako smo za vseh 12 skupin pridobili
najbolj značilne besede (prav tako izpisane v podpoglavju 6.2).
Pregledali smo tudi števila programskih vmesnikov v posameznih skupi-
nah in izrisali histogram (slika 6.5).
6.4 Ostale delitve v skupine
Po prvem izračunu skupin se uporabnik odloči, katera skupina se najbolj
ujema z iskanim vmesnikom. S tem pridobi skupino programskih vmesnikov,
ki so nato nadaljnje razdeljeni v skupine. Vse delitve od tega koraka naprej
potekajo enako, in sicer po sledečem postopku:
1. Izračun podobnosti med vsakim parom programskih vmesnikov na pod-
lagi metode z WordNetom (podpoglavje 4.2.3)
2. Sestava omrežja, kjer so programski vmesniki predstavljeni z vozlǐsči,
moč povezav pa temelji na podobnosti med vmesniki.
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3. Iskanje skupnosti v omrežju
4. Pridobitev besed, ki najbolje opǐsejo posamezne skupine
Implementacije metod deljenja in pridobivanja besed so enake kot pri
prvem deljenju. Uporabnik izbira skupine in dodatno omejuje iskalni pro-
stor, dokler med prvimi rezultati ne najde ustreznega vmesnika ali dokler
vmesnikov ni več mogoče razdeliti v skupine.
6.5 Evalvacija
Tudi evalvacijo smo ločili na dva dela. V prvem delu smo preizkusili, kako
učinkovito je iskanje s pomočjo podatkovne baze in informacij Git ter če je
bolǰse od delitve le na podlagi semantičnih podatkov programskih vmesnikov.
V drugem delu smo pa testirali celoten proces iskanja z izbiro skupin.
6.5.1 Prva delitev v skupine
Prvo delitev smo evalvirali tako, da smo za vsakega od 85 primerov poizvedb
izbrali eno izmed 12 skupin, ki se nam je zdela najbolj ustrezna. Nato smo
preverili, če se ujemajoči vmesniki te poizvedbe dejansko nahajajo v izbrani
skupini. Rezultate smo ločili na dva dela glede na način uvrstitve mikrosto-
ritev v skupino. V prvem smo testirali pravilnost izbora vmesnikov, ki so del
mikrostoritev, dodanih v skupine direktno iz povezav na tabele. V drugem
pa pravilnost izbora vmesnikov, ki so del mikrostoritev, dodanih v skupine
na podlagi podatkov Git.
V primeru vmesnikov z direktno povezavo na tabele je bilo pravilnih 82 %
izborov skupine. Pri vmesnikih, ki so bili dodani v skupino preko podobnosti
mikrostoritev na podlagi podatkov Git, pa je bilo pravilnih 51 % izborov
skupine. Ker je mikrostoritev, ki nimajo direktne povezave na tabele, več, je
po prvem izboru skupine skupno pravilnih izborov 61 %.
Te številke ne povedo veliko, ker jih ne moremo primerjati z metodami
gručenja, uporabljenih v drugih člankih. Tam so namreč evalvacijo opravljali
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nad javnimi vmesniki zelo raznolikih področij in jih uvrščali v skupine, kot
so finance, vreme in šport. Zato smo se odločil narediti primerjavo z metodo,
ki smo jo uporabili v vseh nadaljnjih delitvah (le na podlagi semantične po-
dobnosti programskih vmesnikov). Torej brez da bi začeten izbor naredili na
podlagi tabel podatkovne baze. Podobnosti smo tako izračunali med vsemi
3350 vmesniki in na enak način izračunali skupine kot pri naslednjih deli-
tvah. Tudi ta metoda je razdelila vmesnike v 12 skupin (za lažjo primerjavo)
(slika 6.3). Izbrali smo skupine za istih 85 primerov poizvedb. S to metodo
je bilo pravilnih 38 % izborov.
Metoda, ki skupine izbira iz modela podatkovne baze, se je izkazala za
veliko bolǰso. Tudi v primeru, ko je bilo veliko storitev brez povezave do
tabel, so bili rezultati bolǰsi kot brez dodatnih podatkov.
Tudi nad omenjenima metodama smo opravili statistični test. Tokrat
smo izbrali McNemarjev test, ker je primeren za podatke iz dveh kategorij.
Testirali smo število pravilnih in napačnih izborov skupin z metodo, ki te-
melji na podatkovni bazi in podatkih uveljavitev sprememb, in metodo, ki
uporablja le semantične podatke programskih vmesnikov. Tudi tokrat smo
uporabili stopnjo tveganja α = 0,05 in zavrgli ničelno hipotezo, da metodi
enako dobro uvrščata vmesnike v skupine (χ2 = 15,6 in p = 8,0 · 10−5).
6.5.2 Celotno iskanje
Nad omejenim iskalnim prostorom, ki je po prvem izboru približno desetkrat
manǰsi (odvisno od velikosti izbrane skupine), smo nato uporabili metodo,
ki temelji le na podatkih programskih vmesnikov. Za vsakega od primerov
poizvedb iskanja, ki je bil uvrščen v pravilno skupino (52 od 85 primerov),
smo izbrali vse nadaljnje skupine, dokler metoda ni več znala ločiti preostalih
vmesnikov v skupine (večinoma jih je na koncu ostalo 5 do 10). To se je v
večini primerov zgodilo po petem ali šestem izboru skupine. Pri tem se
nismo ozirali na ponujene rezultate, določili smo le izbire skupin, v katerih
uporabnik pričakuje, da bo našel ustrezni programski vmesnik.
Evalvacijo smo opravili tako, da je imel evalvator za vsak primer poi-
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zvedbe podatek o našem izboru skupin, po katerem se je pomikal. Postopek
evalvacije je opisan s psevdokodo 1.
Algorithm 1 Psevdokoda algoritma evalvacije
1: vsiIzboriSkupin← [[10, 4, 2, 4, 2, 1], [izbori poizvedbe 2], [izbori poizvedbe 3], ...]
2: vsiV mesniki← pridobi vse programske vmesnike
3: for all izbor ∈ vsiIzboriSkupin do
4: pravilnost, globina← PreveriPravilnost(izbor, 1, vsiV mesniki)
5: end for
6: function PreveriPravilnost(izbor, globina, vmesniki)
7: if delitev mogoča then
8: skupineV mesnikov ← razdeli vmesnike v skupine
9: else
10: return false, globina
11: end if
12: vmesnikiIzbraneSkupine← skupineV mesnikov[izbor[globina]]
13: urejeniV mesnikiSkupine← uredi vmesnikiIzbraneSkupine po pomembnosti
14: if pravilen vmesnik ∈ urejeniV mesnikiSkupine[: 5] then
15: return true, globina
16: end if
17: if pravilen vmesnik /∈ urejeniV mesnikiSkupine then
18: return false, globina
19: end if
20: return PreveriPravilnost(izbor, globina + 1, urejeniV mesnikiSkupine)
21: end function
Sprva smo preizkusili metodo, ki ne upošteva pomembnosti program-
skih vmesnikov. Pravilen vmesnik je bil najden v 29 primerih od 52-ih
(56 %). Če gledamo celoten izbor od prvega koraka, to pomeni 29 pravilnih
primerov od 85-ih (34 %). Pravilen rezultat je bil v povprečju najden v
3,8. koraku. Na sliki 6.6 je prikazan histogram, kjer lahko vidimo, v katerih
korakih so bili najdeni pravilni programski vmesniki.
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Slika 6.6: Histogram števila pravilnih vmesnikov, najdenih v določenem
koraku pri metodi brez pomembnosti.
Zabeležili smo tudi, koliko primerov je izpadlo pri vsaki izbiri skupine:
1. izbira skupine: 33
2. izbira skupine: 10
3. izbira skupine: 6
4. izbira skupine: 6
6. izbira skupine: 1 (delitev v smiselne skupine v tem primeru ni bila več
mogoča in vmesnik se ni nahajal med prvimi petimi rezultati)
Nato smo enako evalvacijo opravili z upoštevanjem pomembnosti.
Preizkušali smo vsako metodo posebej in nato najbolǰso uteženo kombinacijo:
• PageRank metrik zahtev: 30 pravilnih primerov (35 %)
• PageRank metrik Consula: 33 pravilnih primerov (39 %)
• Število zahtev na programski vmesnik: 29 pravilnih primerov (34 %)
• Utežena kombinacija vseh treh metod: 34 pravilnih primerov (40 %)
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Slika 6.7: Histogram števila pravilnih vmesnikov, najdenih v določenem
koraku pri metodi s pomembnostjo.
Pri najbolǰsi kombinaciji metod je bil pravilen rezultat v povprečju najden
v 3,4. koraku. Na sliki 6.7 je prikazan histogram, kjer lahko vidimo, v
katerih korakih so bili najdeni pravilni programski vmesniki z upoštevanjem
pomembnosti.
Tudi pri metodi s pomembnostjo smo zabeležili, koliko primerov je izpadlo
pri vsaki izbiri skupine:
1. izbira skupine: 33
2. izbira skupine: 10
3. izbira skupine: 5
4. izbira skupine: 3
Pri iskanju z izbiro skupin je računanje pomembnosti vidno izbolǰsalo re-
zultate. Uspešnost iskanja se je povečala iz 34 % na 40 % in vmesniki so bili
najdeni v manǰsem številu korakov, kar prispeva k bolǰsi uporabnǐski izkušnji.
Iz podatkov je prav tako razvidno, da je pravilen vmesnik dobro najti čim
prej, ne le zato, ker se s tem skraǰsa čas iskanja, ampak tudi zato, ker lahko
v naslednjih korakih zgrešimo skupino. Izmed različnih metod računanja po-
membnosti je najbolj prispeval PageRank metrik Consula. Razlog za to je
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najverjetneje večje število programskih vmesnikov s to informacijo. Informa-
cijo o PageRanku metrik Consula ima 2800 vmesnikov, PageRanku metrik
zahtev 1600 vmesnikov, število zahtev na posamezen vmesnik pa le 350 pro-
gramskih vmesnikov.
Statistično značilnost izbolǰsave vrstnega reda programskih vmesnikov
pri uporabi pomembnosti smo izračunali z Wilcoxonovim preizkusom pred-
značenih rangov. Primerjali smo vsoto zaporednih mest vseh pravilnih pro-
gramskih vmesnikov po vsakem izboru skupine. Pri vrednosti α = 0,05
smo potrdili statistično značilnost izbolǰsave uvrstitve pravilnih vmesnikov
(W = 1020,5 in p = 3,1 · 10−4).
Poglavje 7
Sklepne ugotovitve
Namen magistrske naloge je bil razvoj iskalnika, ki samodejno odkriva pro-
gramske vmesnike v poslovnih sistemih in z naprednimi metodami izbolǰsa
rezultate obstoječih rešitev. Sprva smo zbrali podatke iz zelo različnih de-
lov sistema. Ti so vsebovali semantične podatke programskih vmesnikov in
podatkovnih baz ter števila klicev med posameznimi mikrostoritvami ter nji-
hove odvisnosti Consul. Zbrali smo tudi podatke o razvijalcih storitev, kar
nam je kasneje pomagalo pri kategorizaciji vmesnikov. Podatke smo anali-
zirali in vizualizirali ter s tem ugotovili, kje in v kakšni obliki bodo najbolj
uporabni. Po izrisu omrežij se je izkazalo, da podatki odvisnosti Consul in
števila zahtev med mikrostoritvami niso koristni pri uvrščanju mikrostoritev
in posledično programskih vmesnikov v skupine. Na omrežju namreč ni bilo
vidnih nobenih jasnih in smiselnih skupin. Z izračunom PageRanka so se pa
dobro izkazali pri izračunu pomembnosti vmesnikov in s tem vidno pripo-
mogli pri iskanju z izbiro skupin. Veliko bolj smiselne skupnosti smo našli v
omrežjih, sestavljenih na podlagi tujih ključev in semantičnih podatkov tabel
podatkovnih baz. Prav tako so bile koristne skupine, ki so nastale na podlagi
informacij o razvijalcih, saj so omogočile uvrstitev mikrostoritev, ki so pri
deljenju na podlagi modela podatkovnih baz ostale brez skupin.
Za tem smo preizkusili več metod za iskanje podobnosti med besedami in
celotnimi dokumenti, ki bi nam omogočile optimalno iskanje z upoštevanjem
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obenem semantičnih podatkov, razširjenih z zbirko WordNet, in uteži položaja
posameznih besed. To nas je vodilo do odkritja pomanjkljivosti obstoječe
metode Mihalcea & al in zasnove nove metode, ki je te pomanjkljivosti od-
pravila. Nova metoda nam je nato omogočala implementacijo tako iskanja z
nizom, kot tudi iskanja z izbiro skupin.
Za tem smo zbrali večje število poizvedb, ki so realni primeri uporabe
iskalnika. Primeri so zajemali vmesnike vseh področij in vsebovali tako nize,
ki se dobro ujemajo z dejanskimi naslovi in parametri, kot tudi nize, ki imajo
le nekaj sorodnih besed z ujemajočimi rezultati. Ta zbirka poizvedb nam je
omogočala točno evalvacijo različnih kombinacij metod in vodila do številnih
spoznanj. Ugotovili smo, da podatki o pomembnosti vmesnikov ne izbolǰsajo
iskanja z nizom in so v primerih, ko se pomembni programski vmesniki ne
ujemajo z nizom, škodljivi.
Razvili smo tudi iskanje z izbiro skupin, ki uporabniku omogoča postopno
omejevanje iskalnega prostora in s tem pot do vmesnika z neznanim naslovom
ter parametri. Pri tem iskanju je veliko pripomogla struktura podatkovnih
baz, ki smo jo nato uporabili pri porazdelitvi prvih skupin. Pomanjkljive
povezave s tujimi ključi smo nadomestili z izračunom semantične podobnosti
in s tem pridobili smiselne skupine. Ker pa smo s tem zajeli le delež pro-
gramskih vmesnikov, smo preostale uvrstili na podlagi skupin, pridobljenih
iz omrežja Git. To nam je omogočilo bolǰso prvo delitev, kot le na podlagi se-
mantičnih podatkov programskih vmesnikov. Slednja je pri kasneǰsih delitvah
veliko bolǰse uvrščala rezultate, saj je bil iskalni prostor že močno omejen.
Predstavili smo tudi metodo označbe posameznih skupin z najbolj značilnimi
besedami, ki so nam omogočale hitro izbiro ustrezne skupine. Pri iskanju z
izbiro skupin so veliko pripomogli podatki o pomembnosti. Omogočali so ure-
ditev vmesnikov izbrane skupine, ki bi bili v nasprotnem primeru urejeni po
abecednem redu ali naključno. To nam je omogočilo, da smo vmesnik našli v
manǰsem številu korakov. V nekaterih primerih je ureditev po pomembnosti
pripomogla, da smo našli vmesnik, ki ga sicer nismo zaradi napačne izbire
skupine v kasneǰsem koraku.
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Veliko je še načinov, s katerimi bi lahko iskalnik izbolǰsali. Če bi želeli,
da je iskalnik uporaben v vseh poslovnih sistemih, bi bilo potrebno nastaviti
prilagodljivo zbiranje podatkov, ki bi le predpisalo vhodni format. S tem bi
lahko dodali tudi druge načine računanja pomembnosti. Prav tako bi lahko
omogočili odkrivanje storitev z orodjem etcd [31] in prilagajanje izluščenja
posameznih polj dokumenta Swagger. Preizkusili bi lahko tudi druge načine
razširitve semantičnih podatkov z viri, kot so DBpedia [32] in drugačne me-
tode iskanja skupnosti v omrežjih. Po določenem času uporabe iskalnika bi
pridobili tudi podatke o poizvedbah in rezultatih. Če bi uporabnik označil
pravilen vmesnik, bi lahko iskalnik to upošteval pri naslednjih poizvedbah in
se postopno izbolǰseval.
Prav tako bi bilo mogoče razviti drugačen način iskanja s pomočjo poraz-
deljenega sledenja (angl. distributed tracing) in orodjem Jaeger [33]. To bi
omogočilo izbiro enega programskega vmesnika in pomikanje po poti zahtev
čez druge vmesnike, preko katerih pogosto teče komunikacija, do iskanega
vmesnika.




Prikazali bomo hipotetični primer treh besedil, kjer metoda Mihalcea & al
napačno izračuna podobnosti. Primer uporablja nenavadne vrednosti IDF
in podobnosti, saj je sestavljen na tak način, da izpostavi pomanjkljivosti
omenjene metode. V večini primerov bo metoda vračala bolǰse izračune
podobnosti, ampak ne optimalnih. Kasneje bomo podobnost izračunali z
našo metodo in prikazali, da podobnost izračuna pravilno tudi v nenavadnih
primerih.
Besede so zaradi lažje berljivosti predstavljene z oznakami (X, Y ). Besede
z visoko vrednostjo IDF imajo veliko tiskano oznako (X, Y ), besede z nizko
vrednostjo IDF pa malo tiskano oznako (x, y). Podrobneǰse vrednosti so
zapisane v tabeli A.1. Podobnosti med besedami so označene z nadpisi oznak
(x0,9), besedi X in Y sta si zelo različni. Podrobneǰse podobnosti so zapisane
v tabeli A.2. V primeru izračuna je uporabljen simetričen izračun podobnosti
(sim(x, y) = sim(y, x)).
Besedila so sestavljena iz šestih različnih besed, označenih z:
X, Y, X0,5, x0,9, y0,9, y0,5
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Tabela A.1: Tabela vrednosti IDF.
Besede IDF
X, Y,X0,5 0,9
x0,9, y0,9, y0,5 0,1
Tabela A.2: Tabela podobnosti besed.









Imamo tri dokumente, označene z d1, d2 in d3:
d1 : X X X X X y
0,9
d2 : Y Y Y Y Y x
0,9
d3 : X
0,5 X0,5 X0,5 X0,5 X0,5 y0,5
Z obema metodama bomo izračunali podobnosti med dokumentoma d1
in d2 ter d1 in d3. Prva dva dokumenta se razlikujeta po vseh pomembnih
besedah in imata le eno nepomembno besedo, ki je podobna v drugemu
izmed dokumentov. Zato pričakujemo nizko vrednost podobnosti (približno
0,1). Pri prvem in tretjem dokumentu so si vse besede srednje podobne (0,5),
zato pričakujemo, da bo tudi vrednost podobnosti srednja (približno 0,5).
Sprva smo izračunali podobnosti z metodo Mihalcea & al. Podobnost
med dokumentoma d1 in d3 je pričakovana (0,5), podobnost med d1 in d2 pa
previsoka (0,9). Kljub temu da sta si dokumenta podobna le po eni nepo-
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Nato smo izračunali podobnosti istih dokumentov z našo metodo (opisana
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web service search: A brief survey, KI - Künstliche Intelligenz 30 (2015)
139–147.
[10] A. Neumann, N. Laranjeiro, J. Bernardino, An analysis of public rest
web service apis, IEEE Transactions on Services Computing (2018) pp.
1,doi:10.1109/TSC.2018.2847344.
[11] Q. Liu, C. Liu, H. Li, X. Xu, L. Gao, Towards automatic discovering
for a real-world restful web service, in: 2012 Ninth Web Information
Systems and Applications Conference, 2012, pp. 39–42. doi:10.1109/
WISA.2012.35.
[12] S.-P. Ma, H.-J. Lin, H.-M. Chen, Y.-J. Chen, W.-T. Lee, Web api di-
scovery using semantic similarity and hungarian algorithm, Journal of
Internet Technology 19 (6) (2018) 1657–1664.
URL https://jit.ndhu.edu.tw/article/view/1787
[13] Swagger search: Finding an endpoint in your microser-
vice primordial soup, https://danlebrero.com/2017/09/18/
swagger-search-finding-endpoints-in-microservices/, do-
stopano: 12.07.2020.
[14] B. T. G. S. Kumara, I. Paik, W. Chen, Web-service clustering with a
hybrid of ontology learning and information-retrieval-based term simi-
larity, in: 2013 IEEE 20th International Conference on Web Services,
2013, pp. 340–347.
LITERATURA 69
[15] K. Elgazzar, A. E. Hassan, P. Martin, Clustering wsdl documents to
bootstrap the discovery of web services, in: 2010 IEEE International
Conference on Web Services, 2010, pp. 147–154.
[16] Prometheus, https://prometheus.io/, dostopano: 12.07.2020.
[17] Consul, https://www.consul.io/, dostopano: 12.07.2020.
[18] Elasticsearch, https://www.elastic.co/, dostopano: 12.07.2020.
[19] Apache lucene, https://lucene.apache.org/, dostopano: 12.07.2020.
[20] L. Page, S. Brin, R. Motwani, T. Winograd, The pagerank citation
ranking: Bringing order to the web., Technical Report 1999-66, Stanford
InfoLab, previous number = SIDL-WP-1999-0120 (November 1999).
URL http://ilpubs.stanford.edu:8090/422/
[21] Kubernetes, https://kubernetes.io/, dostopano: 12.07.2020.
[22] Docker, https://www.docker.com/, dostopano: 12.07.2020.
[23] Izvorna koda zbiratelja podatkov in iskalnika na githubu, https://
github.com/aljazb/api-search, dostopano: 06.08.2020.
[24] M. Porter, An algoritm for suffix stripping, Program 14 (2006) 130–137.
doi:10.1108/00330330610681286.
[25] Natural language toolkit, https://www.nltk.org/, dostopano:
12.07.2020.
[26] G. A. Miller, Wordnet: A lexical database for english, Commun. ACM
38 (11) (1995) 39–41. doi:10.1145/219717.219748.
[27] Z. Wu, M. Palmer, Verbs semantics and lexical selection, 1994, pp. 133–
138. doi:10.3115/981732.981751.
[28] R. Mihalcea, C. Corley, C. Strapparava, Corpus-based and knowledge-
based measures of text semantic similarity., Vol. 1, 2006.
70 LITERATURA
[29] V. D. Blondel, J.-L. Guillaume, R. Lambiotte, E. Lefebvre, Fast un-
folding of communities in large networks, Journal of Statistical Me-
chanics: Theory and Experiment 2008 (10) (2008) P10008. doi:
10.1088/1742-5468/2008/10/p10008.
[30] Louvain community detection, https://github.com/taynaud/
python-louvain/, dostopano: 12.07.2020.
[31] etcd, https://etcd.io/, dostopano: 12.07.2020.
[32] Dbpedia, https://wiki.dbpedia.org/, dostopano: 12.07.2020.
[33] Docker, https://www.jaegertracing.io/, dostopano: 12.07.2020.
