Reinforcement Learning (RL) algorithms can suffer from poor sample efficiency when rewards are delayed and sparse. We introduce a solution that enables agents to learn temporally extended actions at multiple levels of abstraction in a sample efficient and automated fashion. Our approach combines universal value functions and hindsight learning, allowing agents to learn policies belonging to different time scales in parallel. We show that our method significantly accelerates learning in a variety of discrete and continuous tasks. A video illustrating our results is available at https://www.youtube.com/watch?v=jQ5FkDgTBLI.
Introduction
Reinforcement learning agents often struggle to learn tasks with long time horizons, particularly when sparse rewards are involved. Temporal abstraction, or the ability to learn at larger resolutions in time, can make learning more efficient by dividing complex tasks into a set of hierarchical subtasks each requiring simpler policies. This idea is illustrated for a five-state grid world in Figure 1 (Left). An agent that does not use temporal abstraction would need to learn a policy consisting of 4 actions to solve this task (i.e., move right in each state). However, an agent that learns at two time scales could learn this task using policies consisting of two actions. Specifically, the high-level agent could learn to break down the task into a sequence of two subgoals: (i) move to square 3 from square 1 and (ii) move to square 5 from square 3. The low-level agent could then learn the two step policies to achieve each of these subgoals. Although using temporal abstraction has created more tasks to learn, each of these tasks requires a shorter sequence of actions. The promise of temporal abstraction is that if a hierarchical agent could learn to divide the task on its own and solve these subtasks in parallel, then hierarchical agents could potentially learn more quickly then flat agents.
Existing work on RL with temporal abstraction often assumes human supervision, such as explicitly provided subgoal states [1, 2] or expert demonstrations [3] . Other approaches have attempted to automatically discover appropriate temporal abstractions. McGovern et al. [4] proposed a method for finding subgoals in "bottleneck" states that are visited frequently in successful episodes. Bacon et al. [5] proposed the Option-Critic method for the automatic discovery of options. Vezhnevets et al. [6] proposed a feudal reinforcement learning architecture. However, most of these methods do not leverage universal value functions and they do not learn via hindsight. As a result, they typically do not outperform flat RL algorithms on the first learning task. Most of the algorithms cited above assume that the agent will experience a sequence of tasks. Their objective is to learn abstractions in the context of early tasks that can facilitate learning on later tasks. In contrast, we would ideally like an approach to hierarchical learning that outperforms flat methods even on the first learning task.
In this paper, we propose a hierarchical RL method that enables agents to use temporal abstraction in both a sample efficient and unsupervised manner. The main innovation is to use universal value functions [7] and an extended version of Hindsight Experience Replay (HER) [8] to facilitate learning at multiple time scales. We create a hierarchy of Markov decision processes. At each level of the hierarchy, the system proposes subgoals for the level below. Infeasible subgoals retain low q-values while subgoals that are both achievable and useful to higher levels get higher q-values. Eventually, the system learns a hierarchy of subgoals that performs well, without any additional supervision aside from the original reward.
The key contribution of this paper is the way agents use hindsight to solve all MDPs within the hierarchy simultaneously. Our hierarchical agents learn using hindsight in two different ways. First, as in Hindsight Experience Replay, agents replay actions with different goals. This enables them to more efficiently use past experience to learn to achieve goals that may be different from the one the agent was currently trying to achieve. Second, agents replay higher-level decisions using subgoal states achieved in hindsight as the subgoal actions. This is significant because it provides a way for agents to discover high-level subgoal actions belonging to a particular time scale autonomously. It is also critical for sample efficiency because it allows agents to evaluate higher level actions even when the lower level layer has not fully learned to achieve those higher level subgoals. As a result, all levels of hierarchy, regardless of the degree of temporal abstraction, can learn simultaneously.
Our empirical results confirm that our hierarchical approach can improve sample efficiency. We evaluated our approach on a variety of tasks from simple grid worlds to simulated robotic environments involving continuous state and action spaces. In each case, our approach solves the task significantly faster than a non-hierarchical approach.
Background
A Markov Decision Process (MDP) is a tuple M = (S, A, T, R) [9] . S denotes a set of states. A represents a discrete set of actions. T : S × A × S denotes the transition probability function where T (s, a, s ) is the probability of transitioning to state s when action a is taken from state s. R : S × A → R is the expected reward of executing action a from state s. The solution to an MDP is a control policy π : S → A that maximizes the expected sum of future discounted rewards when acting under the policy.
The universal value function approximator (UVFA) [7] extends the MDP framework for the episodic case by introducing a set of goals G and a goal-dependent reward function R g : S × A → R, where g ∈ G. A goal is typically a state or a set of states. In a standard MDP, the reward function is the same on each episode. In the UVFA scenario, each episode uses a potentially different reward function. Specifically, at the beginning of each episode, we initialize both the state of the agent and the goal state. The selected goal state g remains constant for the duration of the episode and defines the reward function r g in use for that episode. In this framework, a policy maps from both state and goal to an action, π : S × G → A. As a consequence, the q-function is also now a function of the goal, Q(s, a, g). 3 Approach
Universal MDPs
The UVFA framework can be viewed as an extension of the MDP framework. We will use the following definition:
where S, A, and T are defined exactly as they are in the MDP case; G is a goal set; and R : S × A × G → R is the reward function where R(s, a, g) denotes the reward obtained after executing a from s for a goal g.
At the beginning of each episode in a UMDP a fixed goal g ∈ G is assigned that defines the reward function for the duration of that episode.
The aim of this paper is to develop an efficient method of solving an arbitrary UMDP U original = (S, A, T, R, G) in the standard reinforcement learning scenario where it is assumed that the algorithm can execute actions and observe the results. We will assume that S, A, and G are known while T and R are unknown.
Construction of the Hierarchy
Given an original UMDP U original = (S, A, T, R, G) to be solved, our approach is to learn a hierarchical policy. We generate this policy by defining and solving a hierarchy of k UMDPs, U 0 , . . . , U k−1 , in which each UMDP represents a different level of temporal abstraction. The hyperparameter k is provided by the user. The hierarchy is constructed as follows:
U 0 : This is the lowest level of the hierarchy. It has the same state set and action set as the original UMDP: S 0 = S and A 0 = A. At this level, every state is potentially a goal. Therefore, the goal set G 0 = S 0 is equal to the state set. The reward function assigns every transition a unit reward if the next state, s , maps to the goal: R 0 (s, a, g) = 1 if s = g and R 0 (s, a, g) = 0 otherwise.
This is an intermediate level of the hierarchy. It also has the same state set as the original UMDP: S i = S. It has an action set equal to the goal set at the next level down, which is equal to the state set:
As on the first level, its goal set is equal to the state set, G i = S i , and its reward function is defined similarly:
otherwise.
This is the top level of the hierarchy. It has the same state set, goal set, reward function as the original UMDP:
Its action set is equal to the state space A k−1 = S.
Action Selection and Execution
Action selection within the hierarchical policy works in a top-down manner. Throughout learning, a policy exists at each level in the hierarchy, either implicitly in the form of a Q-table (as in HierQ, Section 3.5) or explicitly in the form of an actor network (as in HAC, Section 3.6). Let π i : S i × G i → A i denote the current policy at level i. At the beginning of an episode, a start state s ∈ S and a goal g ∈ G are initialized and a top level action a k−1 ∈ A k−1 is selected by evaluating π k−1 for s and g. This action, a k−1 , instantiates a goal g k−2 ∈ G k−2 at level k − 2 and enables the agent to select an action at level k − 2 by evaluating π k−2 for s and g k−2 . This process repeats for each level all the way to the bottom hierarchy layer where π 0 is evaluated for s and goal g 0 = a 1 .
Action execution works bottom up. At the lowest level, once an action a 0 is selected for execution, the policy at that level π 0 continues until a goal state is reached (until current state s = g 0 ) or until some level-specific maximum number of time steps d 1 ∈ N has occurred. At this point, control returns to the next level up (level 1 in this case) and a new level-1 action a 1 is selected. Execution continues in this way at level 1 until a goal state is reached (i.e. until current state s = g 1 ) or until the maximum number of time steps is reached d 2 ∈ N. This process continues up until the top level. Each level i is associated with a user-specified time scale d i ∈ N that also represents the maximum number of attempts level i − 1 has to achieve a goal provided by level i. Notice that for each level i > 0, a single action can corresponds to multiple time steps at the lowest level. A single action at level 1, for example, corresponds to at most d 1 time steps at level 0. A single action at level i corresponds to at most d i time steps at the next level down, or i j=1 d j at level 0.
Training
A key challenge in learning any subgoal policy is how to handle the fact that policies at lower levels may not achieve the goals specified by actions at high levels. Specifically, it will often be the case that a goal state g i−1 at level i − 1 corresponding to an action a i selected at level i is not achieved by the policy π i−1 . The policy π i−1 may not yet know how to achieve g i−1 or that goal state may have been infeasible. In this case, the outcome of action a i is taken to be the actual state achieved by π i−1 , not the goal state for a i . So, if action a i results in a transition to a state s
. We refer to this process of substituting the hindsight subgoal state for the subgoal action as action replay. Action replay is the key reason why our approach is both unsupervised and sample efficient. It helps high-level agents discover new subgoal actions that satisfy the appropriate time scale, d i , just through their own experience. In addition, it enables high-level agents to evaluate subgoal actions even when the lower level layers have not fully learned to achieve those subgoal actions. This is important because it enables all subgoal layers to learn simultaneously. High-level layers do not need to wait for the lower-level layers to learn near optimal policies before they learn anything.
Another key challenge in training is getting enough experience to train all levels of the hierarchy at once. To combat this, we use goal replay, an idea introduced in HER by [8] . At each level of the hierarchy, the agent generates experiences of the form (s i denotes the goal that was specified at the time the experience was generated. As in HER, we generate a set of additional experiences, {(s
where G i ⊆ G i denotes a set of additional goal configurations with which we will augment training. In HierQ, we use the whole goal space (i.e., G i = G i ). In HAC, it is sampled from experienced trajectories. The effect of this augmentation of the training set is to enable the agent to learn how a given experience pertains to a large set of goals rather than to just the particular goal that happened to be present when the experience was originally generated. Without this sort of training set augmentation, it would be much harder to learn effectively in the universal value function context.
Hierarchical Q-Learning Algorithm
Algorithm1 provides pseudocode for the finite MDP version of our method, Hierarchical Q-Learning (HierQ). For simplicity, the pseudocode assumes the agent uses two levels of temporal abstraction.
The algorithm works as follows. The pseudocode begins by initializing the Q-tables for the lower level (level 0) and the higher level (level 1). We assume a pessimistic Q-value initializations, in which Q i,0 ≤ q i, * , but this can be relaxed with some minor changes to the algorithm. Next, the goal state, s goal , for the episode is defined and the episode begins. In the finite MDP version of our approach, we define an episode as continuing until this goal state is reached. Each episode repeats the same pattern. The higher level proposes a subgoal state and then the lower level has d 1 attempts to try to achieve the subgoal. When the higher level subgoal has been achieved or missed after d 1 attempts, a new higher level subgoal is set.
Each layer learns at the frequency of the time scale of its actions. The lower level policy learns after each low-level action using goal replay. Given that the agent performed action a in state s, HierQ updates the Q-value entry Q 0 (s, a, s hind ) for all possible subgoal states s hind ∈ S. The higher level learns using action replay every d 1 actions or earlier if its subgoal was achieved in fewer steps.
Algorithm 1 Hierarchical Q-Learning (HierQ)
Given:
• Agent with 2 levels of hierarchy (level 0 = lower level, level 1 = higher level).
• d 1 ← User provides layer 1 time scale • s i ∈ state space S i , a i ∈ action space A i , and g ∈ goal space G = S, reward functions R i (s, a, g) ∀ level i ∈ {0, 1}, δ ← discount rate ∈ (0, 1), α ← learning rate ∈ (0, 1) • s 0 , s 1 denote the current state for the level 0 and level 1 agents • Q i,0 ≤ q i, * ∀ level i ∈ {0, 1} (i.e. Initial Q-value estimates ≤ optimal q values) • Q i,0 (s, a, g) = 0 ∀ s = g, level i ∈ {0, 1} (set initial Q-values to 0 when state = goal) Q i (s, a, g) ← Initialize Q-tables for each abstraction layer i ∈ {0, 1} ∀ s ∈ S, a ∈ A, g ∈ G for each episode do s 0 , s 1 ← initial state, s goal ← episode goal while s goal not achieved do a 1 ← Choose subgoal from Q 1 (s, a, s goal ) (e.g., -greedy) for d 1 attempts or until a 1 , s goal achieved do a 0 ← Choose action from Q 0 (s, a, a 1 ) (e.g., -greedy) Execute action a 0 and observe next state s 0 # Perform Goal Replay: Update Q 0 (s 0 , a, G) for all possible subgoal states G:
end for s 0 ← s 0 end for # Perform Action Replay: Evaluate subgoal state, s 0 , achieved in hindsight:
Assuming the higher level began in state s 1 and ended in state s 0 after at most d 1 low-level steps, action replay is implemented by updating the Q-value entry for Q 1 (s 1 , s 0 , s goal ).
Figure1(Left) presents a case study on how Hierarchical Q-Learning works. We assume that the agent has two levels of hierarchy and that the higher level specializes in subgoals requiring at most 2 low-level actions (i.e., d 1 =2). For simplicity, we also assume that the high-level agent will always follow a greedy policy, in which the agent always proposes the goal state (i.e., square 5) as the subgoal until it has discovered a better subgoal state with a higher Q-value. For the low-level policy, we assume a best case scenario in which the agent moves right for every action.
We now discuss the key moments that occur during training. During the first episode, the key transitions occur after the steps 2 and 4. After each of these steps, as a result of goal replay, the low-level policy has learned the optimal way to move from square 2 to square 3 and from square 4 to square 5. Further, as a result of action replay after step 4, the high-level policy has learned to move from square 3 to square 5. Thus, each agent has already learned half of the actions within the subtasks they need to learn. On the other hand, the flat agent has only learned to move from square 4 to square 5 after an episode. During the second episode, after the first three steps, the HierQ agent has already learned the optimal hierarchical policy. From goal replay in step 1 and step 3, the low-level agent has now learned to move optimally from square 1 to square 3 and from square 3 to square 5. From action replay after step 2, the high-level agent has learned the optimal way to break down the original task into subtasks consisting of two actions. During episode 2, the flat agent again only learns to move a single square. The flat agent would need another two episodes to learn the optimal policy. The key takeaway from this case study is that temporal abstraction allows agents to learn shorter tasks in parallel, which can accelerate learning. Figure1(Right) shows some empirical results for a similar 1x9 grid world environment, but without the assumptions made for the case study. The graph plots the average episode success rate per episode of training for HierQ agents using 1 and 2 subgoal layers (d i = 2 for all levels) and a flat agent using Q-learning. The chart uses data from 50 trial runs. As in the case study, HierQ significantly outperforms Q-learning. It takes the HAC agent using 2 subgoal Algorithm 2 Hierarchical Actor-Critic (HAC) Given:
• d 1 ← User provides layer 1 time scale • Subgoal testing frequency and penalty • s i ∈ state space S i , a i ∈ action space A i , and g ∈ goal space G = S, reward functions R i (s, a, g) ∀ level i ∈ {0, 1}, δ ← discount rate ∈ (0, 1), α ← learning rate ∈ (0,
Store copy of transition t 1 for level 1 goal replay end while B 1 ← Perform Level 1 goal replay Update Actor-Critic Networks end for layers 3 episodes to nearly reach a 100% average episode success rate while it takes the flat agent 8 episodes.
Hierarchical Actor-Critic Algorithm
Algorithm2 provides pseudocode for the continuous MDP version of our approach, Hierarchical ActorCritic. The algorithm is mostly similar to Hierarchical Q-Learning with a few notable differences. Given the infinite state and action space, the agent's policy and Q-value functions are represented by function approximators instead of tables. Q-value and policy updates are made using an off-policy actor-critic RL algorithm, such as DDPG [10] . Another difference is how goal replay is implemented. Due to the infinite state space, the agent cannot create a transition evaluating how a (state,action) tuple performs for every possible goal state as in HierQ. Instead, agents follow the process described for Hindsight Experience Replay and discussed in section 3.4.
The last key difference is an implementation technique that made a significant impact in our results: subgoal testing. For a certain percentage of the time, no noise is added to any of the policies during training. If a level i proposes a subgoal that is not achieved, then level i is penalized with a low reward for proposing that subgoal. The reason testing is needed is to prevent the function approximator from repeatedly producing the same unrealistic subgoal. If the subgoal policy is currently proposing a subgoal that never gets reached during training, then the Q-value for this subgoal action may not get updated and the policy may not change. Subgoal testing can alleviate this issue by creating transitions that can update the actions proposed by the current policy. Subgoal testing does have a downside in that it could result in the agent receiving divergent information. In one episode the agent may achieve some subgoal state in hindsight indicating that this subgoal is useful. In a future episode, the agent may propose the same subgoal and miss it and receive a penalty for that subgoal action. However, we Figure 2 : Episode sequences from the four rooms (Top) and inverted pendulum tasks (Bottom). In the four rooms task, the agent is the blue square, the goal is the yellow square, and the learned subgoal is the purple square. In the inverted pendulum task, the goal is the yellow sphere and the subgoal is the purple sphere.
believe these transitions average out in the short term and dissipate over time as the lower level policy converges.
Results
We evaluated our approach in a variety of discrete and continuous tasks. The discrete tasks consisted of grid world environments such as the four rooms environment in Figure2(Top). The continuous tasks consisted of simulated robotics environments developed in Mujoco [11] , such as the inverted pendulum task in Figure2(Bottom). All of the continuous tasks are self-explanatory except for the Pick-and-Place task. Here the goal is to pick up the blue rod and pin it to the yellow rod. For each task we compared the performance of agents using 1 and 2 subgoal layers with the flat agent. The flat agents used Q-learning with Hindsight Experience Replay in the discrete tasks and DDPG with HER in the continuous tasks. A video showing our experiments can is available at https://www.youtube.com/watch?v=jQ5FkDgTBLI.
In all tasks, our approach significantly outperformed the flat agent. Figure3 shows the performance graphs for each agent in each task. Each chart plots the average episode success rate for a given level of training for the 2 subgoal layer agent (Red), 1 subgoal layer agent (Blue), and the flat agent (Green). For the discrete tasks, the level of training is expressed in terms of the actual number of training episodes that have taken place. For the continuous tasks, the level of training is expressed in terms of test periods, in which each test period is separated by around 300 training episodes. For the discrete tasks, the charts averages data from 50 trial runs. The continuous tasks use data from 7-10 trial runs. Each chart also plots the areas that are 1 standard deviation from the mean.
Our empirical results also support our claim that additional layers of hierarchy can improve performance as they shorten the lengths of policies that need to be learned. In all of the discrete tasks and in 6 of the 7 tasks presented in this paper, the agent using 2 subgoal layers outperformed the agent using 1 subgoal layer.
Related Work
Automatic learning of task appropriate temporal abstractions is a well studied problem. For example, Konidaris et al. [12] proposed a method that creates skill trees of abstractions that propagate backward to a set of start states. Pickett and Barto [13] proposed a method for discovering macro-actions by examining a set of policies for regions where they match. McGovern and Barto [4] proposed a method for discovering "bottleneck states" that suggest useful goal regions for macro-actions. Simcsek et al. developed a method for discovering abstraction based on relative novelty [14] . The methods cited above focus on learning action abstractions at one or two levels of hierarchy. Moreover, these methods do not form a hierarchy as an intrinsic part of the learning process -abstractions are typically "discovered" after some period of learning has already occurred.
Bacon et al. [5] proposed the Option-Critic method for the automatic discovery of options. A possible issue with this approach is that the high and low-level policies may not divide the work of the learning the policy equitably [5] [15], which does not simplify the problem. Our methods avoid this issue by have time specializations at each level. Subgoals that are too ambitious are penalized in HAC and ignored in HierQ because higher levels only act in hindsight. Subgoals that are too conservative result in lower rewards so will be less likely to be part of some effective policy. Another limitation is that the options framework as presented is limited to two levels of hierarchy.
Feudal reinforcement learning [16] [6] is another automated hierarchical RL method with similarities to our own. This method also utilizes multiple levels of hierarchy to form a top-down hierarchical policy, in which a "manager" proposes subgoals for a "worker" to achieve. Like our approach, each level is treated as an independent reinforcement learning problem. One issue with the approach by Dayan et al. [16] is that each manager is responsible for some region of the state space. If an environment has a high dimensional state space, it may be unclear how the state space can be divided. One potential disadvantage of the FuN architecture proposed by Vezhnevets et al. is that it does not enable hindsight learning in either of the ways we implement it. The FuN architecture could potentially be more efficient if agents replayed low-level actions with different goals or replayed high-level actions with subgoals achieved in hindsight.
Conclusion
The ability to learn at different resolutions in time can accelerate learning because it can convert complex problems into a parallel set of simpler subproblems. We presented an automated and sample-efficient approach for learning at multiple time scales. Our key innovation was to convert the original UMDP into multiple UMDPs specializing in different time scales and then use an enhanced version of Hindsight Experience Replay to solve each of these UMDPs in parallel. Our results show that our approach can significantly improve sample efficiency in both discrete and continuous tasks.
