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N E X T , L E T ( X ^ , TL^ B E N I N D E P E N D E N T O B S E R V A T I O N S O F 
X , W R I T T E N I N I N C R E A S I N G O R D E R 
X -J^ X £ £ • • • X ^ • 
T H E E M P I R I C A L C U M U L A T I V E D I S T R I B U T I O N F U N C T I O N , F N ( X ) , 
I S D E F I N E D B Y 
F ( X ) » I ( N U R A B E R O F X . S U C H T H A T X . £ X ) 
N * ' N 1 I 
F N ( X ) I S A S T E P F U N C T I O N W I T H J U M P S A T 
F R O M T H E L A W O F L A R G E N U M B E R S O N E C O N C L U D E S T H A T , F O R L A R G E 
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v i 
n x 
D • l u b P ( x ) ~ F ( x ) , 
n 
t h e g r e a t e s t a b s o l u t e d i s c r e p a n c y b e t w e e n P ( x ) a n d F ( x ) . 
I t f o l l o w s t h a t D n i t s e l f i s a r a n d o m v a r i a b l e a n d , a g a i n 
f r o m t h e l a w o f l a r g e n u m b e r s , o n e c o n c l u d e s t h a t f o r n 
l a r g e t h e p r o b a b i l i t y o f D n b e i n g v e r y s m a l l i s v e r y c l o s e 
t o o n e . K o l m o g o r o v i m p r o v e d t h i s s t a t e m e n t b y p r o v i n g t h a t : 
( a ) i s , f o r f i x e d s a m p l e s i z e n , a r a n d o m v a r i a b l e 
w i t h a p r o b a b i l i t y d i s t r i b u t i o n w h i c h i s i n d e p e n d e n t o f t h e 
p r o b a b i l i t y d i s t r i b u t i o n P ( x ) o f t h e o r i g i n a l r a n d o m v a r i a b l e 
X , a n d 
( b ) f o r z > 0 , w e h a v e u n i f o r m l y i n z 
l i m P i y f r T D < z ) * 1 - 2 { Z ( - l ) V - V 2 V Z } « L ( z ) • 
n-*«o n
 v „ i 
T h i s l a s t s t a t e m e n t g i v e s t h e p r o b a b i l i t y d i s t r i b u t i o n o f 
D n f o r l a r g e n . 
T h e u s e o f t h e s e r e s u l t s i n p r a c t i c a l a p p l i c a t i o n s i s 
h i n d e r e d b y t h e f a c t t h a t t h e s a m p l e s i z e m a y b e s m a l l , a n d 
t h e q u e s t i o n a r i s e s a s t o t h e e r r o r i n t r o d u c e d b y u s i n g t h e 
l i m i t i n g d i s t r i b u t i o n . T o o v e r c o m e t h i s d i f f i c u l t y o n e c o u l d 
d e r i v e a b o u n d o n t h e e r r o r o r f i n d a m e a n s b y w h i c h t h e 
e x a c t p r o b a b i l i t y f o r f i n i t e n c o u l d b e d e t e r m i n e d . V a r i o u s 
s t u d i e s i n b o t h o f t h e s e a r e a s h a v e b e e n m a d e . 
vii 
The present study is concerned with the derivation of 
certain recursive relations by means of which the exact 
distribution function of D can be calculated for rational 
n 
numbers with denominator n. More precisely, a careful 
analysis of W. Feller ,s development of Kolmogorov s results 
leads to the relations u l * s l 
k-1 
uk = sk ~ 2 ur akr ( k « 2 , . . . , c ) 
k-1 k-1 
^ "
 Sk " JLx V k r "
 r «c ***** ^ "
 e + 1
'—*-
e ) 
and 
v m t 
c c 
k-1 
v. m t - 2 v d\ (k « e+l , . . . ,2c) 
k k r Kr r«c 
k-1 k-2c 
v. « t, - 2 v d - 2 u c (k » 2c-fl, . . . ,n-l) 
k k
 r=BC r kr r s s l r kr n-c n-1 p{nD > c > * 2 u + 2 v n
 r=l r r«c r 
v i i i 
where a , b , c , d , s , t are cer ta in ca lculable kr kr kr kr k k 
binomial p r o b a b i l i t i e s . 
Tables compiled from these re la t ionships using the 
IBM 6 5 0 Magnetic Drum Data-Processing Machine and the 
Remington Rand Univac S c i e n t i f i c 1 1 0 5 Electronic Computer 
are presented at the end of the study. 
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CHAPTER I 
INTRODUCTION 
L e t P (x ) d e n o t e t h e common c u m u l a t i v e d i s t r i b u t i o n 
f u n c t i o n ( c d f ) of t h e m u t u a l l y i n d e p e n d e n t random v a r i a b l e s 
( X , X , X ) ; and l e t ( x , x , x ) d e n o t e a sample 
1 2 n 1 2 n 
t a k e n on (X_, X_, X ) a r r a n g e d i n o r d e r of m a g n i t u d e , l c. n 
T h a t i s , 
X < x < . . . < x < x 
1 ~ 2 - - n - 1 * n 
The e m p i r i c a l d i s t r i b u t i o n of t h e o r d e r e d sample 
(x , x , x ) i s t h e s t e p f u n c t i o n P (x ) d e f i n e d by 
n n 
0 f o r x < x 1 , 
P (x ) = ^ f o r x £ x < x , 
n n
 k - k + 1 
1 f o r x > x • 
~ n 
The d e v i a t i o n of P (x) from P (x ) i s of i n t e r e s t i n 
n 
v a r i o u s p r o b l e m s i n t h e t h e o r y of n o n - p a r a m e t r i c e s t i m a t i o n , 
and i n t h i s d i r e c t i o n c e r t a i n i n v e s t i g a t i o n s have been made 
on t h e p r o b a b l e d e v i a t i o n s of P (x ) from F ( x ) . I n p a r t i c u l a r , 
2 
t h e ^> - c r i t e r i o n of von Mises [l] g i v e s e s t i m a t e s f o r t h e 
p r o b a b l e d e v i a t i o n s f o r c e r t a i n forms of P ( x ) ; and more 
2 
general results have been given by Kolmogorov [2] and Smirnov [3] for F(x) any continuous cdf. In the latter 
two investigations, as the sample size tends to infinity, 
a limit distribution of the probable deviations has been 
found. The present study is primarily concerned with the 
approach taken by Kolmogorov. 
Although the exact distribution of DR is not known, Kolmogorov showed that \pn Dn has a limiting distribution. More precisely, we have 
Theorem I (Kolmogorov ). Suppose that P(x) is continu­
ous, then for every z as n-^  <>o 
Consider the random variable D defined by 
L(z) 
where 
L(z) - 1-2 Z (-1) v=l 0 v-1 -2v^z for z > 0 e 
0 for z < 0 
Kolmogorov s proof to Theorem I is lengthy, as is a 
proof of the theorem due to Smirnov [5] • Simpler proofs 
3 
H A V E B E E N G I V E N B Y F E L L E R [6] A N D D O O B [7] • 
A P P L I C A T I O N O F T H E O R E M I T O P R O B L E M S I N V O L V I N G F I N I T E 
S A M P L E S I Z E S M U S T B E M A D E W I T H S O M E R E S E R V A T I O N I N T E R M S O F 
T H E E R R O R I N T R O D U C E D B Y T H E U S E O F T H E L I M I T I N G D I S T R I B U T I O N . 
A B O U N D O N T H I S E R R O R I S G I V E N B Y C H U N G [8] I N T H E F O L L O W I N G 
T H E O R E M : ( I T I S S T A T E D I N I T S O R I G I N A L F O R M , A L T H O U G H S O M E 
O F T H E E X P R E S S I O N S D I F F E R I N N O T A T I O N F R O M T H O S E P R E V I O U S L Y 
C I T E D . ) 
T H E O R E M 2 ( C H U N G ) . L E T 
< M ) « Z ( -D J E- 2 J A * 
A N D 
& = S U P I F ( X ) - F ( X ) | 
N N 
I F A Q > 0 I S A N A R B I T R A R Y C O N S T A N T A N D I F A ( N ) I S A F U N C T I O N 
O F N S U C H T H A T 
A Q L O G N 
£ X ( N ) £ A L O G N , 
T H E N 
P { D N < \fn X ( N ) > - <|> | X ( N ) 
A N - L / L 0 [ L - V ^ L O ^ T ( X ' ^ N ) + X " 2 ( N ) 
W H E R E A I S A C O N S T A N T D E P E N D I N G O N L Y O N A Q . 
T H E E M P H A S I S I N T H I S S T U D Y I S O N T H E I N V E S T I G A T I O N O F 
A M E T H O D B Y W H I C H P F N D N ^ C ) C A N B E C O M P U T E D F O R F I N I T E N . 
K O L M O G O R O V [ I J . ] , G I V E S R E C U R S I V E R E L A T I O N S F O R C A L C U L A T I N G 
P { N D N £ C ) F O R F I N I T E N , A N D H I S M E T H O D H A S B E E N M O D I F I E D B Y 
M A S S E Y [9] A N D L A T E R B Y B I R N B A U M [io] • T H E S E R E L A T I O N S 
F O L L O W F R O M C O N S I D E R I N G T H E P R O B A B I L I T Y T H A T T H E S T E P F U N C T I O N 
P N ( X ) W I L L L I E E N T I R E L Y I N S I D E T H E B A N D 
F ( X ) - 1 < P _ ( X ) < P ( X ) + £ N N
 N 
B Y A G E O M E T R I C A R G U M E N T I T C A N B E S H O W N T H A T T H E A P R I O R I 
P R O B A B I L I T Y O F F N ( X ) B E I N G I N S I D E T H E B A N D H A S A C E R T A I N 
M U L T I N O M I A L D I S T R I B U T I O N . I T I S F R O M T H I S D I S T R I B U T I O N T H A T 
A S E T O F R E C U R S I V E R E L A T I O N S C A N B E F O R M E D . M A S S E Y E X T E N D E D 
T H I S A R G U M E N T T O D E R I V E A S Y S T E M O F 2 C - 1 L I N E A R H O M O G E N E O U S 
D I F F E R E N C E E Q U A T I O N S W H I C H Y I E L D T H E D E S I R E D P R O B A B I L I T I E S . 
I N C H A P T E R I I , R E C U R S I V E R E L A T I O N S D I F F E R E N T F R O M 
T H O S E O F K O L M O G O R O V A R E D E V E L O P E D . T H E D E V E L O P M E N T O F T H E S E 
R E L A T I O N S I S A C C O M P L I S H E D B Y A C A R E F U L S T U D Y O F T H E M E T H O D O F 
F E L L E R I N P R O V I N G K O L M O G O R O V ' S T H E O R E M . I N H I S P A P E R , F E L L E R 
D E R I V E S A S Y S T E M O F 2 N L I N E A R E Q U A T I O N S , T H E S O L U T I O N O F 
W H I C H G I V E S T H E D E S I R E D E X A C T P R O B A B I L I T Y . I T I S S H O W N H E R E 
5 
that these equations reduce to simple recursive relations if 
the definitions and restrictions of the quantities involved 
are carefuly considered throughout the argument. 
6 
CHAPTER I I 
RECTJRSIVE RELATIONS FOR CALCULATING 
P{nD n < c> FOR FINITE n 
Lemma. Let F(x) be any continuous cdf and F n ( x ) the 
empirical d i s t r ibu t ion function resu l t ing from the ordered 
sample (x_, x_ , x ) . Then the function F (x) - F(x) i s 1 2 n n 
continuous except for x e { x n , x n , x } , ^ where i t i s 
1 d n 
di s cont inuous• 
Proof: F n ( x ) ~ F(x) i s continuous for a l l x e { x ^ , x^ , • •• 
•
 x
n ^*^* since the difference of two functions continuous 
at a point i s a l so continuous at th i s point . 
Consider x = x . for some j = 1 , 2 , . . . . n. Then, 
The notation x £ i x 1 , x 0 , x } i s used to indicate 
that x 'belongs to" the set of points included within the 
braces . The symbole i s used to indicate "does not belong to" . 
F ( x J 
and 
n 
7 
Hence F (x) - F(x) is discontinuous at x = x. (1=1, 2, ... 
n) since 
lim P (x) - P(x) L n 4= lin+ F (x) - P(x) n 
This completes the proof of the lemma. 
Let T^  denote the set of points x such that P(x) = - (k = 1, 2, n-1) . n 
Since P is a continuous cdf, T (k = 1, 2, n-1) contains 
a single point or all the points belonging to some interval 
of finite length. Let g =s gib x (k = 1, 2, n-1); and let S denote 
k
 X cT 
k 
the set of points {g,g, • g )• Then S is a set of 
1 2 n-1 
unique points having the properties: 
(i) g <g < ... < g since P is monotonic non-1 2 n-1 
decreasing; (ii) for each g, e S, P(g, ) = — since g £ T ; and k k
 n k k (iii) P(x) < - for all x < g n k 
Let c be an integer belonging to the set {l, 2, ••• 
n-1). Denote by R^  the set of points x for which the 
relation 
F (x) - P(x) > I 
holds . 
Theorem 3 . Every nonempty R i s bounded above; and i f 
L = 5 lub x then 
x^R 
F (L) - P(L) = -
n n 
This theorem i s basic to the development which 
follows and i s given by F e l l e r without proof. 
Proof of Theorem 3 : We know that 
lim F(x) = 1 
X - ^ c j o 
and 
0 < F(x) < 1 
since F(x) i s a cdf. 
There e x i s t s a point x such that 
c 
1 - F(x) < - for a l l x > x 
n c 
By def in i t ion of F , we have 
" n 
F n ( x ) « 1 for x > x n 
Then (1) and (2) imply that 
9 
P (x) - P(x) < § for a l l x > max (x , x ) 
n n n c 
Hence, R c i s bounded above by any x > max ( x n , x c ) . 
By the lemma, F n ( x ) - P(x) i s continuous for x £ { x ^ , •* 
Xn^* Suppose that L = x^ for some j = 1 , 2 , . . . , n. 
Since P i s continuous and non-decreasing we can choose 
& > 0 and points
 X ± and x 2 such that 
F(X 2 ) - FCX^ < jy 
for 
x , £ L - <5 < x < L < X < L + <S < x 2 
3-1 1 2 j+1 
Since L = lub R , we can choose the point Xi such that i t i s 
x
 c A 
a lso true that 
By the def in i t ion of P we have that 47
 n 
F Q ( X 2 ) - - k • 
Thus, 
2 
For j « 1 we choose x as any x < x ; and 
1 for 1 = n we choose x „ , as any x > x • j+1 n 
10 
F (X ) - Fix) = ~ n 2 2 n F (x ) - P(X ) 
n 1 2 > - + F (X, ) - P(X«) " ~ n n 1 2 n 
That is F (x ) - P(X ) > P (X ) - F(X ) > -n 2 2 n 1 i n 
since X e R 
1 c 
This implies that € R , which contradicts L = l*ub R . 
2 c
 x c 
Thus the supposition that L = x^  (j = 1 , 2 , n) leads to 
a contradiction, and we conclude that L must be a continuity 
point of the function Fn(x) - P(x). Since L = lub R , x c it is true that F (x) - F(x) < - for all x > L n - n 
and 
lim. Fn(x) - P(x) < £ - n 
But 
. 1 1 
L = l u b R 
x c 
a l s o i m p l i e s t h a t 
l i m 
x - > L " 
f(x) - P ( x ) ] - * . 
F i n a l l y , s i n c e L i s a c o n t i n u i t y p o i n t o f F ^ - F w e h a v e t h a t 
F ( L ) - F ( L ) = £ . (3) 
T h i s c o m p l e t e s t h e p r o o f o f T h e o r e m 3 . 
C o r r o l a r y . L « - S 
B y t h e d e f i n i t i o n o f F , t h e n u m b e r F ( L ) m u s t b e o f 
J
 n * n 
t h e f o r m — f o r s o m e r « • { l , 2 , . . . , n } . 
n 
F r o m ( 3 ) , 
F ( L ) = F ( L ) - £ » £ . £ 
n n n n 
o r 
F ( L ) = - w h e r e k = r - c 
n 
N o w k 4 = 0 , f o r o t h e r w i s e w e w o u l d h a v e 
F ( L ) = 0 ( I j . ) 
a n d 
F ( x ) = 0 f o r a l l x < L 
1 2 
s i n c e P i s n o n - d e c r e a s i n g . 
L e t Xo €. R (wh ich we h a v e assumed n o n e m p t y ) ; t h e n 
cL C 
W * S • ( 5 ) 
But 
X p e R i m p l i e s t h a t X « < L >^ c ^ 
T h e r e f o r e 
F ( X p ) I F ( D (6) n 2 n 
Now (3) and (Ij.) imp ly 
P ( L ) * -
n n 
and by ( 6 ) 
wh ich c o n t r a d i c t s (5 )« 
Thus k * 0 and we h a v e t h a t k 6 { 1 , 2 , n > . A l s o k * n , 
s i n c e r e { l , 2 , n} and c € { 1 , 2 , n - l l we have 
k = r - c ^ n . 
T h e r e f o r e 
1 3 
K ^ { L , 2 , . . . . N - L L 
WE K N O W T H E N T H A T L £ T ^ F O R S O M E K ( K * 1 , 2 , . . . . N - 1 ) . 
I F T F E C O N S I S T S O F T H E S I N G L E P O I N T G F C , I T M U S T B E 
T R U E T H A T 
L S G K 6 S 
I T R E M A I N S T O C O N S I D E R T H E C A S E I N W H I C H T , C O N T A I N S M O R E 
K 
T H A N O N E P O I N T . I N T H I S C A S E , WE N E E D T O S H O W T H A T 
L « G I B T 
X K 
W E K N O W T H A T C O N S I S T S O F T H E P O I N T S B E L O N G I N G T O S O M E 
I N T E R V A L . L E T D E N O T E T H E L E F T E N D P O I N T O F T H I S I N T E R V A L . 
S U P P O S E T H A T 
T H A T I I 
L > X , S I N C E L £ T 
1 K 
L E T X 2 1 3 6 P O I N T I N T H E H A L F - O P E N I N T E R V A L [ X ^ , L ) . T H E N 
F ( X J * F ( L ) 
N 2 N 
B Y T H E M O N O T O N I C P R O P E R T Y O F F ^ . 
Pn(X2) - F(x ) < P (L) - P(L) 
since P(X2) - P(L) « | (X2, L € T ) . 
But, P (L) - P(L) « £ by Theorem 3 n n 
Therefore 
P„(XP) - P(XP) « ~T • 
n 2 2 n This implies that 
X2 £ Rc 
Since the above argument is true for any x e. [x-^, L), we 
have a contradiction to the fact that L * lub R . Thus 
c 
L « Xx * gib Tfc   g^  for some k * 1, 2, n-1 
or we can say that L € S. 
For some k « 1, 2, ..«, n-1 we have from (3) that pn(gk) - p(gk) - * 
15 
But by the definition of g. 
Therefore 
c+k nxok' n By the definition of F we have that * n 
x, < g, < x, k+c * ek k+c+1 
and in the proof of the lemma we showed that 
L « gfc * Xj (j « 1 , 2 , n) . 
Thus 
k+c+l 
That is, there exists exactly k «f c of the X.'s which are 
smaler than g^ . 
Definition 1 . Let Afc(c) (k = 1 , 2 , . n - 1 ) denote the 
event that there are exactly k + c of the X^'s which are 
smaler than g^  e S. 
Theorem For any c e {1, 2 , n-l) the relation 
P (x) - F(x) > | n n 
holds fo r some x ( i . e . R nonempty) i f and only i f at l e a s t 
c 
one of the events 
• • • 9 A 
n-1 
(c) 
occurs . 
Proof: In the development p r io r to Definit ion 1 , we have 
shown that i f R i s nonempty for c € f l 2 , n -1} then 
c 
at l e a s t one of the events A^(c ) , A 2 ( c ) . A n . ^ ( c ) roust 
occur. 
Now suppose A, (c) occurs for some k = 1 , 2 , n - 1 . Then 
*
6
* =
x
. k+c+1 
Consider a point x 0 such that 
X < Y 
k+c " *2 k+c+1 
Then 
P(X 2 ) < P ( g k ) s jf 
and 
P n ( X 2 ) = F n ( x 
n k+c 
k+c 
n 
Thus we have 
17 
Pn(x2) - P(X 2 ) > — - n = n 
which implies that 
*2 6 R o 
This completes the proof of Theorem l±» 
In a completely analogous manner, i t can be shown 
that i f R denotes the set of points for which 
P n ( x ) - P(x) < - ~ c £ i l , 2 , n- l> 
and i f R i s nonempty, then there e x i s t s 
-c 
Gr a gib R 
-c 
such that 
F (G) - F(G) « - ~ 
n n 
and 
G £ S 
That i s , there e x i s t s exact ly k - c of the X^ ' s which are 
smaller than g f c e S. 
Defini t ion 2 . Let A^f-c) (k « 1 , 2 , n -1) denote the 
event that exac t ly k - c of the X j ' s sha l l be smaller than 
g k 6 S . 
18 
Theorem 5« For any c € {1, 2, ..., n-l} the relation P (x) - F(x) < - ~ holds for some x ( i .e . , R nonempty) n n — c 
if and only if at least one of the events 
A (-c), A (-c), A _(-c) J- d n-l 
occurs. 
Prom Theorems If. and 5 we have 
Theorem 6. For any c € { l , 2, n-l}, the relation 
F(x) - F(x) n > £ n 
holds for some x if and only if at least one of the events 
A_(c), A ( - c ) , A (c), A (-c), A (c), A (-c) 1 1 2 2 n-1 n-1 
occurs. 
We define 
D * lub n
 x 
F (x) - P(x) n 
For any c £ {1, 2, n-l>, D > £ if F (x) - P(x) | > § 
n n n n 
for some x. Moreover, by the properties of a least upper 
bound, Dn > £ only if | Pn(x) - F(x) | > § for some x. That is, 
Theorem 7. For any c € { l , 2, n-1}, Dn > £ if and only 
if at least one of the events A.(c), A.(-c), A . ( c ) , A _(-c) J. J. n-l n-l 
1 9 
o c c u r s . 
T h u s w e h a v e 
3 
P { n D > c > = P { A ( c ) + A ( - c ) + . . . (7) 
n 1 1 
. . . + A . ( c ) 4- A i ( - c ) } 
n - 1 n - 1 
D e f i n i t i o n 3 . L e t U ( r * 1 , 2 , n - 1 ) d e n o t e t h e e v e n t 
t h a t A r ( c ) i s t h e f i r s t e v e n t i n t h e s e q u e n c e A ^ ( c ) , A ^ ( - c ) , 
A ( c ) , . . . . A ( c ) , A ( - c ) t o o c c u r . 
2 n - 1 n - 1 
D e f i n i t i o n I 4 . . L e t V ( r • 1 , 2 , n - 1 ) d e n o t e t h e e v e n t 
t h a t A r ( - c ) i s t h e f i r s t e v e n t i n t h e s e q u e n c e A ^ e ) , A ^ - e ) , 
A 0 ( c ) , A - . ( c ) , A _ ( - c ) t o o c c u r . c. n - i n - i 
W e n o w s h o w t h a t (7) i s e q u i v a l e n t t o 
n - 1 n - 1 
P { n D > c ) = Z P ( U } + Z P ( V } . (8) 
n
 r = l r r = l r 
B y d e f i n i t i o n 
U = A ( c ) 
1 1 
U l + V l = A 1 ( C ) + k ^ k x ^ ^ = A ( e ) + A ( - c ) 
T h e u s u a l n o t a t i o n f o r s u m s a n d p r o d u c t s i s a l s o 
u s e d f o r u n i o n a n d i n t e r s e c t i o n o f s e t s . 
S U P P O S E T H A T 
20 
k - 1 k - 1
 R 
2 ( U + V ) A 2 
R = L R R R = L 
A ( C ) + A ( - C ) 
R R 
T H E N 
k k - 1 
2 ( U + V ) « 2 ( U + V ) + U + V 
R = L R R R = L R R K K 
k - 1
 R 
2 
PARI 
L A P ( C ) + A P ( - C ) + A 1 ( C ) I 1 ( - C ) 
. A K - 1 ( - C ) A K ( C ) + A 1 ( C ) A 1 ( - C ) 
• • . A
 1 ( - C ) A 1 ( C ) A ( - C ) 
k - 1 k k 
k - 1 
2 ( U P + V P ) A 2 
R = L R = L L 
A R ( C ) + A R ( - C ) 
+ A 1 ( c ) I _ ( - c ) . . . A ( - C ) 
1 1 k - 1 
A , ( C ) + 
k 
+ A K ( C ) A K ( - C ) 
k - 1
 P 
2 ( U + V ) = 2 
R = L R R R = L 
A ( C ) + A ( - C ) 
L R R 
+ A ( C ) A ( - C ) . . . 
. . . A K ^ ( - C ) A ( C ) + A ( - C ) 
L k k 
2 1 
H e n c e 
k k 
2 ( U + V ) « 2 
r = l r r r = l r 
A ( c ) + A ( - c ) 
B y I n d u c t i o n 
n - 1 n - 1
 r n 
2 ( T J + V ) * 2 A ( c ) + A ( - c ) 
r = l r r r « l r r 
S i n c e U , U . . . . , U . V , , V , . . . . V a r e m u t u a l l y 
1 2 n - 1 1 2 n - 1 
e x c l u s i v e , w e h a v e 
n - 1 n - 1 [ n - 1 ^ 
2 P { U } + 2 P ( V ) » P ( 2 ( U 4- V ) 
pari 
r * l r r * l 
r r 
J 
n - 1
 r 
P 1 2 
r = l 
A ( c ) + A ( - c ) 
r r 
» P ( n D > c ) 
n 
T h a t i s 
n - 1 n - 1 
P { n D n > c ) « 2 P { T J } 4- 2 P { V } . ( 9 ) 
r « I r « l r 
F u r t h e r m o r e , t h e e v e n t A ( c ) c a n o c c u r i f a n d o n l y i f o n e o f 
Jo. 
t h e e v e n t s 
A ( c ) U , A ( c ) V , A ( c ) U 
k 1 k 1 k k 
22 
occurs. Therefore k k-1 \ P{A,(c)}»P 2 A (c)TJ 4- 2 A (c)V f . k
 lr-1 k r r=l k r ) 
But these events are mutualy exclusive, and 
or 
k k-1 PiA (c)} « 2 PiA (c)U } + 2 P{A (c)V } 
k
 rss]_ k r pari K r 
P{A (c)> « 2 P(U )P{A (c) U > + k pacx r k r 
k-1 
+ 2 P{V >P{A (c) V } r=l r k 
Since 
P{Afe(c) | Vk> * 0 
we can write P{A (c)} k 2 PiU }p{A (c) I U } + pai r k 1 r 
k 
+ 2 P{V }P<A (c) V } r»l r k r Now, P<A (c) U } is the probability that there are k + c k r 
23 
O F T H E X ' S L E S S T H A N G U N D E R T H E H Y P O T H E S I S T H A T I T I S 
K N O W N T H E R E A R E R + C O F T H E X ^ ' S L E S S T H A N G ^ , W H E R E R = K . 
T H E G I V E N E V E N T A L S O I M P L I E S T H A T A ^ ( C ) I S T H E F I R S T 
E V E N T I N T H E S E Q U E N C E 
A ( C ) , A ( - C ) , A ( C ) , A ( - C ) 
1 1 N - 1 N - 1 
T O O C C U R . N O W T H E R A N D O M V A R I A B L E S P ( X ) A R E I N D E P E N D E N T A N D 
U N I F O R M L Y D I S T R I B U T E D O N T H E I N T E R V A L [ 0 , 1 ] . I T F O L L O W S T H A T 
P ( A ( C ) Iu } I S E Q U A L T O T H E P R O B A B I L I T Y T H A T k 4- C O F T H E k 1 R 
X . ' S W I L L B E L E S S T H A N G , G I V E N T H A T R 4- C O F T H E X ' S A R E 
J k j 
L E S S T H A N G « T H A T I S 
R 
P F A ( C ) U } « P ( A ( C ) 
K 1 R K 
A ( C ) > 
R 
A N D S I M I L A R L Y 
P { A ( C ) V ) m P { A ( C ) A ( - C ) } . 
K R K R 
H E N C E , WE H A V E T H A T 
P U ( C ) } « Z P { U } P { A ( C ) A ( C ) } 4-
K R = L R K R 
( 1 0 ) 
4- Z P { V > P { A ( C ) A ( - C ) } , 
R » L r k R 
A N D 
2k 
k P(A (-c)> « Z ?iV >P{A (-c) 
K
 I*SB1 * k 
k 
A (c)> + r 
+ Z P{V >P{A (-c) r=l r k A (-c)> . r 
These last two relations hold for k = 1, 2, • n-1. 
The system (10) of 2n-2 equations in the 2n-2 unknowns P(U }, P(V } (r = 1, 2, n-1) is essentially r r given by Feller from which he derives the limiting distri­
bution of Kolmogorov and Smirnov. In the folowing para­
graphs this system is reduced to a set of recursive 
relations from which P{TJ } and P{V } can be calculated. 
r r 
These values used in (9) then give the exact probability, P(nD > c>, for finite n. n ' 
From the definitions of the events A (c) and A (-c) 
k k 
we have the folowing relations which make it possible to 
reduce the system of equations (10) to a set of recursive 
relations for calculating P(U } and P(V ): 
r r 
(a) P(A (c) k A (c)} a 0 for > n - c r 
A, () is the event that k + c of the x/s will be smaler k j 
than the given number g^ . This event obviously cannot 
occur if k > n - c since there are only n of the X 's. 
j 
From the definition of conditional probability we have, 
P(A (c) k A (c) } =1 for k s= r r 
2 5 
(b) P{A, (c) A ( - c )} = 0 for r = 1 , 2 , c - 1 k r 
k = r , 
k > n-c • 
For r « 1 , 2 , . . . , c - 1 we have that r - c < 0 and hence the 
event A (-c) cannot occur. For k = r , the events A, (c) 
and A^(-c) cannot both occur since c * 0 . As in (a) above, 
A, (c) cannot occur i f k > n -c . k 
(c) P(A (-c) k A (c )} = 0 for k = r , r 
k = 1 , 2 , c — 1 , 
r > k - 2 c 
For k a r or k = 1 , 2 , c - 1 the reasoning i s the same as 
before . Consider r > k - 2 c . I f the event A^(c) occurs, 
then there are exac t ly r 4- c of the X . ' s l e s s than g • For 
J r 
A, (-c) to occur, k - c of the X . ' s must be l e s s than g, • k j k 
Thus for both events to occur i t must be true that there are 
k - c - r - c = k - 2 c - r 
of the X . s in the in t e rva l g , g ) • For r > k - 2 c , j r k 
however, 
k - 2 c - r < 0 
and thus 
P(A ( - c ) A ( c ) } m o for r > k - 2c 
k r 
In an analogous manner we have, 
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(d) P{A (-e) k A ( - c ) } « 0 for k < c r 
r < c 
for r « k 
(e) P(A (c)> « 0 for k > n - c 
( f ) P{A ( - c ) } » 0 k for k < c 
To simplify notation, l e t 
a 
kr 
c 
kr 
*Scr 
P{A (c) k 
P(A (c) 
k P(A (~c) k 
U ^ - c ) 
A (c)> 
r 
A ( - c ) } 
r 
A ( c ) } 
r 
A ( -c)> 
r 
P(A (c)> k 
P{A ( - c ) } k 
u. P{U } k 
P{V } k 
27 
Then (9) and (10) can be written as, 
n-1 n-1 P{nD > c) a Z u, + Z v, (11) n
 k=l * k=*l * 
and 
k k s » Z u a + Z v b (12) k
 r»i r kr rati r kr 
k k t. » Z u e. + Z v d k r kr
 r m l r kr 
for k » 1, 2, n-1. Considering the relations (a) 
through (f) above, these reduce to: 
and 
n-c n-1 PinD >e>«Zu + Zv (13) n
 k»l r k»c r 
s « u (lk) 1 1 H 
k-1 
s a u + Z u a (k « 2, 3, .... c) 
k k p»i r kr k-1 k-1 s, « u + Z u a, + Z v b (k a c+1, n-c) k k
 rasl r kr rs=c r kr 
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t = v c c 
k-1 t. = v, -f 2 v d (k * cfl, 2c) k k
 pa!C r kr k-1 k-2c 
*k * vk + Z vrdkr + 2 urckr 'k * 2e+1> n"D 
Solving (II4.) for u and v : 
k k 
^ = a (15) k-1 u = s - 2 u a (k « 2. c) k k pal r kr k-1 k-1 u, * s, - 2 u a, - 2 v b (k = e+1, n-c) * k r*l r k r r=c r k r 
v = t 
c c k-1 v = t - 2 v d (k « c+1, 2c) k k
 r==c r kr 
k-1 k-2c v. *= t - 2 v d - 2 u c (k » 2c+l, n-1) k k
 r = c r kr 1^ r kr 
from which u^. (k = 1, 2, .n-c) and (k « c, c+1, 
n-1) can be calculated once a, , b , c , d, , s -
kr kr kr kr k 
are known. Feller has shown that these quantities are 
29 
cer ta in binomial p r o b a b i l i t i e s . 
By the def ini t ion of g , 
Thus 
P ( X j < g k > - P ( g k ) « | 
1c \k+c/ \n/ \ n 
since A^ic) i s the event that exac t ly k + c of the var iab les 
X sha l l be l e s s than g . 
J k 
S imi la r ly 
k-c n-k+c 
(k+e) (n) i 1 ~ n 
Now, 
P{A (c) 
k 
P{A (c)A (c)} 
A (c)} = £ E 
r P{A (c)} 
I t i s e a s i l y shown that the expression on the r ight of the 
above equation i s 
3 0 
r + c , . k - r 
n i / r \ / k - r 
( r + c ) i ( k - r ) ! ( n - k - c T T ~ \ n / \ n n 
n - k - c 
n ! 
( r + c ) ! ( n - r - c ) ! ( H ) ( = ? 
n - r - c 
R e d u c i n g t h e a b o v e e x p r e s s i o n we f i n a l l y o b t a i n 
a k r ( k - r ) ( n - r ) 
k - r 
1 - k - r ^ 
n - r i 
n - k - c 
I n l i k e m a n n e r , we h a v e 
T h u s , t h e p r o b a b i l i t y ?{nD^ > c ) c a n b e c a l c u l a t e d b y 
( 1 3 ) f o r g i v e n i n t e g e r s n a n d c . 
3 1 
C H A P T E R I I I 
C A L C U L A T I O N O P P t n D < c ) 
n 
F O R C E R T A I N F I N I T E n 
T h e r e l a t i o n s ( 1 3 ) a n d ( 1 5 ) d e r i v e d i n C h a p t e r I I 
p r o v i d e a m e t h o d b y w h i c h t h e p r o b a b i l i t y t h a t n D R s h a l l 
e x c e e d c c a n b e c a l c u l a t e d g i v e n p o s i t i v e i n t e g e r s n a n d c , 
( c < n ) . T o i l l u s t r a t e t h e s e r e s u l t s , T a b l e 1 h a s b e e n 
e s t a b l i s h e d . T a b l e 1 s h o w s P f n D < c > f o r 
n = 
n « 2 , 3 , . . . , 1 9 , 2 0 ; 2 5 ; 3 0 ; 3 5 ; ^ 0 ; ^ 5 ; 5 0 ; 1 0 0 
a n d 
c = 1 , 2 , . . . , n - 1 f o r e a c h n 
T h e r e l a t i o n 
P { n D < c ) = 1 - P ( n D > c ) 
n = n 
h a s b e e n u s e d w h e r e P i n D > c ) w a s c a l c u l a t e d b y r e l a t i o n s 
n J 
( 1 3 ) a n d ( 1 5 ) . T h e c a l c u l a t i o n s f o r n t h r o u g h t w e n t y w e r e 
a c c o m p l i s h e d b y u s e o f t h e I B M 6 5 0 M a g n e t i c D r u m D a t a -
P r o c e s s i n g M a c h i n e , a n d f o r n g r e a t e r t h a n t w e n t y b y u s e o f 
t h e R e m i n g t o n R a n d 1 1 0 5 S c i e n t i f i c E l e c t r o n i c C o m p u t e r . T h e 
p r o g r a m m a g n e t i c t a p e s f o r t h e s e c a l c u l a t i o n s a r e o n f i l e a t 
t h e R e s e a r c h C o m p u t a t i o n C e n t e r , U n i v e r s i t y o f N o r t h C a r o l i n a 
3 2 
and can be u s e d t o f i n d P{nD < c ) f o r any s p e c i f i e d c and n . 
n 
The r e s u l t s g i v e n i n T a b l e 1 a g r e e c o m p l e t e l y w i t h s i m i l a r 
t a b l e s f i r s t c a l c u l a t e d by Massey [ 9 ] and c o r r e c t e d and 
e x t e n d e d by Birnbaum [ lo ] . 
V a l u e s of t h e l i m i t i n g d i s t r i b u t i o n , L ( z ) , have been 
g i v e n by Smirnov [ l l ] . The d i f f e r e n c e be tween t h e v a l u e of 
t h e l i m i t d i s t r i b u t i o n and t h e e x a c t d i s t r i b u t i o n can be 
o b t a i n e d by t h e f o l l o w i n g m e t h o d . 
Prom Kolmogorov s t h e o r e m we have t h a t 
P{ \fn D < z > — * L ( z ) f o r z > 0 
n "~ 
a s n — 0 0 . Now f o r c = z \/n~ , 
P{nD S c> = Pi \Tn D < z > 
n n 
Thus f o r z V r T an i n t e g e r , r e l a t i o n s ( 1 3 ) and ( 1 5 ) can be 
u s e d t o f i n d t h e e x a c t p r o b a b i l i t y c o r r e s p o n d i n g t o t h e 
l i m i t d i s t r i b u t i o n , L ( z ) . I n T a b l e 2 t h e d i f f e r e n c e 
P{nD n < c l - L ( z ) 
i s g i v e n f o r c e r t a i n v a l u e s of z and n . The e n t r i e s i n t h i s 
t a b l e have been formed a g a i n by d i r e c t u s e of ( 1 3 ) and ( 1 5 ) . 
3 3 
T a b l e 1 . P{nD < c ) 
n = 
n 2 3 k 5 
c 
1 .500000 .200000 . 0 9 3 7 5 1 . 0 3 8 1 L O O . 0 l 5 i i 3 2 . 0 0 6 1 2 0 
2 . 9 2 5 9 2 6 . 8 1 2 5 0 0 . 6 9 1 2 0 0 . 5 7 6 5 0 0 .Itfkkte 
3 . 9 9 2 1 8 8 . 969920 .93uJil l | . 8 8 9 3 7 1 ; 
4 . 999360 . 9 9 6 2 2 8 . 9 8 9 1 1 3 
5 . 9 9 9 9 5 7 . 9 9 6 0 1 ^ 1 
6 .999998 
31* 
Table 1 . (Cont.) 
n 8 9 10 1 1 1 2 1 3 
c 
1 .002li03 .000937 .000363 . 0 0 0 1 1 * 0 . 0 0 0 0 5 2 . 0 0 0 0 2 1 
2 . 3 8 6 5 9 1 . 3 1 2 6 1 1 * . 2 5 1 2 8 1 . 2 0 1 0 0 2 . 1 6 0 1 3 6 . 1 2 7 1 1 * 8 
3 .8381i2li .7814i23 .7291*61* . 6 7 5 0 1 9 .622193 . 5 7 1 3 5 7 
ii .977l|09 .961201 .91*1011 .9171*65 .891261 .8630lil 
5 .9981|.91 . 9 9 6 1 5 1 .992223 .9861*85 . 9 7 8 8 5 3 . 9 6 9 3 5 0 
6 .999961* .999818 .998651 .997320 .99530li .9921*97 
7 1 .999997 .999980 .999925 .999793 .999529 
8 1 1 .999998 .999991 .999971 
9 1 1 .999999 
10 1 
3 5 
T A B L E 1 . ( C O N T . ) 
11+ 1 5 1 6 1 7 1 8 1 9 
1 .000007 . 0 0 0 0 0 3 . 0 0 0 0 0 1 0 0 0 
2 . 1 0 0 6 6 i | . . 0 7 9 1 + 9 7 . 0 6 2 6 1 + 5 . 0 1 + 9 2 7 0 . 0 3 8 6 8 7 . 0 3 0 3 2 9 
3 . 5 2 3 2 2 8 . 1 + 7 7 9 5 0 . 1 + 3 5 6 3 5 . 3 9 6 3 1 3 . 3 5 9 9 0 9 . 3 2 6 3 5 9 
1 + . 8 3 3 3 7 5 . 8 0 2 7 5 0 . 7 7 1 5 7 5 . 7 1 + 0 1 8 9 . 7 0 8 8 7 0 . 6 7 7 8 1 + 0 
5 . 9 5 8 0 7 1 + . 9 1 + 5 1 7 0 . 9 3 0 8 0 8 . 9 1 5 1 7 1 . 8 9 8 A + I + 0 . 8 8 0 7 8 6 
6 . 9 9 2 1 + 9 7 . 9 8 8 8 2 5 . 9 8 1 J . 2 L + 7 . 9 7 8 7 5 1 . 9 7 2 3 1 + 6 . 9 6 5 0 5 9 
7 . 9 9 9 1 7 6 . 9 9 8 3 7 1 . 9 9 7 3 5 5 . 9 9 5 9 7 5 . 9 9 1 + 1 8 6 . 9 9 1 9 5 1 
8 . 9 9 9 9 2 5 . 9 9 9 8 3 6 . 9 9 9 6 8 0 . 9 9 9 5 3 6 . 9 9 9 1 7 2 . 9 9 8 5 6 3 
9 . 9 9 9 9 9 6 . 9 9 9 9 8 9 . 9 9 9 9 7 3 . 9 9 9 9 1 + 3 . 9 9 9 8 9 0 . 9 9 9 8 0 5 
1 0 1 1 . 9 9 9 9 9 9 . 9 9 9 9 9 6 . 9 9 9 9 9 1 . 9 9 9 9 8 0 
1 1 1 1 . 9 9 9 9 9 9 . 9 9 9 9 9 9 
1 2 1 1 
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Table 1 . (Cont.) 
n 20 2 5 30 35 1*0 1*5 
c 
1 0 0 0 0 0 0 
2 . 0 2 3 7 1 * 5 .006871 .00191*8 . 0 0 0 5 1 * 5 . 0 0 0 1 5 1 .00001*1 
3 . 2 9 5 5 3 3 .177023 .103922 .061636 .031*1*77 .019603 
1* .61*7280 . 5 0 5 5 3 7 .386931 .29201*7 .218189 .16171*1 
5 .862371* .763679 .662889 .5671*^1 .1*80779 .1*01*177 
6 .956993 .90561*5 .81*2031 .7721*97 .701586 .632235 
7 .98921*5 .968323 .935876 .891*1*73 .81*7071 .796226 
8 . 9 9 7 8 8 1 .991096 .9771*1*5 .956638 .929519 .897390 
9 .999676 .997918 .99311*8 .981*231* .970768 .952927 
10 .999962 . 9 9 9 5 9 8 . 9 9 8 2 0 9 .991*91*0 .989101* . 9 8 0 3 3 5 
1 1 .999997 .999937 .999600 .998570 .996357 .992528 
1 2 1 .999992 .999921* .99961*6 .998910 .9971*21 
1 3 .999999 .999988 .999923 .999709 .999193 
11* 1 .999998 .999986 .999931 .999771 
1 5 1 .999998 .999985 .99991*2 
16 1 .999997 .999987 
17 1 .999997 
1 8 .999999 
19 1 
T a b l e 1 . ( C o n t . ) 
n 
c 
5 0 1 0 0 n 
c 
5 0 1 0 0 
1 0 0 1 5 .999826 . 980161 
2 . 0 0 0 0 1 1 16 
.999953 .9891+57 
3 .011078 .000031 17 .999988 .991+621+ 
k . 119160 .001+692 18 .999997 .997370 
5 . 337689 .01+6781+ 19 .999999 .998767 
6 .566232 . 1 5 7 1 1 5 2 0 1 .999551+ 
7 . 7 U 3 9 2 3 . 3 1 5 3 2 9 2 1 .9991+1+5 
C
O
 
.861601+ .1+81781 2 2 . 9 9 9 7 6 1 
9 . 931221+ .629368 2 3 .999891+ 
1 0 . 968561 .71+7307 21+ .999985 
1 1 . 9 8 6 7 9 0 . 8 3 5 0 3 7 2 5 . 9 9 9 9 9 5 
1 2 
.991+903 . 8 9 6 6 9 6 26 . 9 9 9 9 9 8 
1 3 .998196 .937908 27 .999999 
Ik .9991+15 . 961+175 28 1 
3 8 
T a b l e 2 . PinD < c ) - L ( z ) 
n -
z . 3 0 . 3 3 .1*0 . 5 0 . 6 0 . 6 7 
L ( z ) .000009 .000091 . 0 0 2 8 0 8 . 0 3 6 0 5 5 . 1 3 5 7 1 8 . 2 3 9 5 8 2 
1* . 0 5 7 6 9 6 
9 . 0 0 0 8 1 * 6 . 0 7 3 0 3 2 
1 6 . 0 2 6 5 9 0 
2 5 .001*063 . 0 3 1 3 0 5 
3 6 . 0 0 0 3 3 1 . 0 1 7 8 0 8 . 0 3 6 1 2 2 
1*9 
61* . 0 1 3 1 * 0 0 
8 1 . 0 0 0 2 0 5 . 0 2 2 9 5 2 
1 0 0 . 0 0 0 0 2 2 . 0 0 1 8 8 1 * .010729 . 0 2 1 3 9 7 
3 9 
Table 2 . (Cont.) 
z . 7 5 . 8 0 1 . 0 0 1 . 5 0 2 . 0 0 2 . 5 0 
L ( z ) . 3 7 2 8 3 3 . 1 + 5 5 8 5 7 . 7 3 0 0 0 0 . 9 7 7 7 8 2 . 9 9 9 3 2 9 . 9 9 9 9 9 2 5 
n 
1+ . 0 5 1 2 5 0 .011+1+06 . 0 0 0 6 7 1 . 0 0 0 0 0 7 5 
9 .051+1+23 .0001+79 
1 6 . 0 6 2 8 0 2 . 0 1 + 1 5 7 5 .0061+65 . 0 0 0 3 5 1 . 0 0 0 0 0 6 5 
2 5 . 0 1 + 9 6 8 0 . 0 3 3 6 7 9 . 0 0 0 2 6 9 
3 6 . 0 2 8 3 1 1 .001+121+ . 0 0 0 2 1 5 . 0 0 0 0 0 3 5 
1+9 .021+1+21+ . 0 0 0 1 7 8 
61+ . 0 3 3 1 5 3 . 0 2 1 1 + 7 8 . 0 0 3 0 1 9 . 0 0 0 1 5 2 . 0 0 0 0 0 2 5 
8 1 . 0 1 9 1 6 8 . 0 0 0 1 3 1 
1 0 0 . 0 2 5 9 2 1 + . 0 1 7 3 0 7 . 0 0 2 3 7 9 . 0 0 0 1 2 5 . 0 0 0 0 0 2 5 
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