Moduli of nondegenerate unipotent representations in characteristic zero by Dan-Cohen, Ishai
ar
X
iv
:1
00
2.
47
99
v1
  [
ma
th.
AG
]  
25
 Fe
b 2
01
0
MODULI OF NONDEGENERATE UNIPOTENT
REPRESENTATIONS IN CHARACTERISTIC ZERO
ISHAI DAN-COHEN
Abstract. With this work we initiate a study of the representa-
tions of a unipotent group over a field of characteristic zero from
the modular point of view. Let G be such a group. The stack
of all representations of a fixed finite dimension n is badly be-
haved. We introduce an invariant, w, of G, its width, as well as a
certain nondegeneracy condition on representations, and we prove
that nondegenrate representations of dimension n ≤ w + 1 form
a quasi-projective variety. Our definition of the width is opaque;
as a first attempt to elucidate its behavior, we prove that it is
bounded by the length of a composition series. Finally, we study
the problem of gluing a pair of nondegenerate representations along
a common subquotient.
Introduction
The purpose of this paper is to develop an approach to the problem
of moduli of representations of a unipotent group over a field of char-
acteristic zero. Fix such a field k, a unipotent group G over k and a
positive integer n. The stack Mn(G) of all representations of a fixed
dimension n is badly behaved. It is typically not algebraic1, and its
diagonal, albeit representable, is a positive dimensional group whose
fiber dimensions can jump in families. We define a nondegeneracy con-
dition which cuts out an immersed substack Mndn (G) ⊂Mn(G). This
substack is large in the sense that it contains an open substack, it is
algebraic, and its diagonal is flat. It then follows from a higher quo-
tient construction known as “rigidification” that the fppf sheafMndn (G)
associated to Mndn (G) is an algebraic space.
We initiate a study of Mndn (G). There is an invariant w of (the Lie
algebra of) G which we call the width, which singles out a best-case-
scenario for constructing moduli. We prove that for n ≤ w+1,Mndn (G)
is quasi-projective. We also give concrete descriptions of Mndn (G) for
n = 2 and 3. Finally, we study a tower formed by our moduli spaces.
Date: November 18, 2018.
1Thanks are due to Anton Geraschenko for helping me understand this fact.
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The problem of constructing a coarse space of a moduli stack has
a long and rich history, which may help put our problem in context.
However, our problem does not seem to fit the rubric suggested by the
methods which have emerged from this history. The functor
Hom(G,GLn)
of homomorphisms to GLn is typically not representable, so a direct
application of geometric invariant theory to the action of GLn by con-
jugation is not possible; the prospects of a more creative application
are unclear. Mumford’s theory requires a reductive group as part of
the input. But in our context, it is more natural to consider instead
the action of the group Bn of invertible upper triangular matrices on
the space
Xfln(G) ⊂ Hom(G,Un)
of upper triangular representations whose canonically associated fil-
tration is a full flag. Even if we insist on an action by GLn on an
appropriate space, the stabilizer subgroups will not be reductive. Par-
tial analogs of Mumford’s theory for groups which are not reductive
are currently under development in works by A. Asok, B. Doran, and
F. Kirwan.
Another well known tool is the Keel-Mori theorem. This theorem
applies to algebraic stacks with finite diagonal and produces an alge-
braic space. In our context, plagued by a unipotent action with posi-
tive dimensional stabilizers, it appears that the only readily available
tool is rigidification. This requires that we restrict attention to repre-
sentations whose automorphisms are flat, but it has the advantage of
producing a sheaf quotient: if we let
Xndn (G) ⊂ Xfln(G)
denote the locus of representations which satisfy our nondegeneracy
condition, then
Mndn (G) = X
nd
n (G)/fppfBn
is a quotient of flat sheaves.
In the case n ≤ w + 1 our quasi-projective variety Mndn is in fact
a sheaf quotient in the Zariski topology. This means, in particular,
that its field-vlaued points parametrize isomorphism classes of nonde-
generate representations defined over the given field. In this regard
our nondegeneracy condition is similar to Mumford’s stability (as op-
posed to semi-stability), and, indeed, our notion is related to his. In
this case, our construction is quite explicit, relying essentially on the
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construction of Zariski-local sections for the projection
Mndn (G)→Mndn (G) .
I now give an outline of the paper together with statements of the
main theorems and sketches of proofs. If g is the Lie algebra of G, then
finite dimensional representations of G correspond to finite dimensional
nilpotent representations of g. With this in mind, we begin by studying
the problem of moduli of nilpotent representations of a fixed Lie algebra
g over k. In section 1 we recall the definition and first properties of
nilpotent representations. In section 2 we study flag2 representations:
those whose associated filtration is a full flag. We give a criterion
for a nilpotent representation to be flag in coordinates and we define
various structures associated canonically to a given flag representation
r. Among these is an ordered set of n−1 points of the projectivization
Pgab of the abelianization of g which we call the constellation of r.
In section 3 we develop a technical tool: the scheme-theoretic Lie
algebra n(r) of the unipotent part U(r) of the automorphism group of
a flag representation r : gT → End (E) over a general base T over k.
We observe that Aut r = Gm,T ×U(r), that U(r) is isomorphic to n(r)
as a scheme and that n(r) is the total space of a module.
In section 4 we turn to the definition and an initial study of non-
degeneracy. Roughly, a nilpotent representation r : g → End(E) on a
vector space E is nondegenerate if it is flag, if every subquotient is (by
recursion on the dimension of E) already nondegenerate, and if among
representations satisfying the above two conditions, the dimension of
the automorphism group is minimal. The dimension of the automor-
phism group of a nondegenerate nilpotent representation of dimension
n is independent of the choice of nondegenerate nilpotent representa-
tion; it thus defines an invariant of g and n which we denote by A(g, n).
We illustrate the behavior of A(g, n) for low n with several examples,
showing in particular that the possible triples (A(g, 2), A(g, 3), A(g, 4))
are (2, 2, 2), (2, 2, 3) and (2, 3, 4).
In section 5 we define the width, w, an invariant of the pronilpotent
completion of g. We prove that nondegenerate representations of di-
mension not more than w + 1 satisfy a particularly strong relative of
the flag condition (Theorem 5.6). As a corollary, we obtain:
Corollary 5.7. If g has descending central series of length d and has
width w then w ≤ d.
2In earlier versions of this paper, such representations were called regular.
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In particular, a commutative Lie algebra has width one. At the oppo-
site extreme, a free Lie algebra on two or more generators has width
∞.
We let Mndn (g) denote the stack of n-dimensional nondegenerate
nilpotent representations of g. The main goal of section 6 is to prove:
Theorem 6.22. The fppf sheaf πfppf0 Mndn (g) associated to Mndn (g) is
an algebraic space.
For the proof, we let nn be the Lie algebra of strictly upper triangular
n × n matrices, we observe that the locus Xfln of flag representations
of g is an open subscheme of Hom(g, nn) and that its stack quotient
by the action of the Borel is equal to the stack of flag representation.
Next we let Xndn ⊂ Xfln denote the locus of nondegenerate nilpotent
representations and we prove that Xndn →֒ Xfln is an immersion. Here
we use n(r) to help in showing that Xndn is compatible with taking
infinite unions of rings and we use n(r) again to produce a flattening
stratification for the automorphism group of the universal family. From
this it follows that Xndn is representable and hence that Mndn (g) is
algebraic. Since its inertia is by construction flat, rigidification applies
to produce the theorem.
We let
Mndn (g) := π
fppf
0 Mndn (g)
and call it the moduli space of n-dimensional nondegenerate nilpotent
representations. We end the section with a brief discussion of the func-
toriality of our moduli spaces. We show that if f, g are Lie algebras
such that for i = 1, . . . , n, A(g, i) = A(f, i), then any surjection
f։ g
gives rise to a closed immersion
Mndn (g) →֒ Mndn (f) .
Section 7 is a variation on section 6. We define a framed nondegen-
erate nilpotent representation to be a nondegenerate nilpotent repre-
sentation equipped with a grading-compatible basis for the associated
graded vector space. We letMfndn (g) denote the stack of n-dimensional
framed nondegenerate nilpotent representations of g, we prove that
πfppf0 Mfndn (g) is algebraic and we define
M fndn (g) := π
fppf
0 Mfndn (g) .
This gives a modular interpretation of the sheaf quotient of Xndn by the
action of the unipotent radical of the standard Borel.
Section 8 is devoted to low dimensional examples. We prove:
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Proposition 8.1. The moduli space Mnd2 (g) of two dimensional non-
degenerate nilpotent representations is canonically isomorphic to Pgab
and we give a simple construction of Mnd3 whose main features may be
summarized as follows:
Proposition 8.2. Let m denote the dimension of g and let w denote
the width of g. If w = 1 then the moduli space Mnd3 (g) of three dimen-
sional nondegenerate nilpotent representations is a closed subscheme
of a vector bundle of rank m− 1 over Pgab. If w ≥ 2 then Mnd3 (g) is a
closed subscheme of a vector bundle of rank m−2 over the complement
of the diagonal of Pgab × Pgab.
Roughly, the unipotent part of the Borel action produces the vector
bundle while the torus projectivizes the product of abelianizations. If
w = 1 then the compatibility condition of §12 (see below) forces con-
stellations to degenerate, hence restricts all flag representations to the
diagonal; otherwise the nondegeneracy condition excises the diagonal.
Section 9 is devoted to a proof of
Theorem 9.12. Let w denote the width of g. If n ≤ w + 1 then
πZAR0 Mndn (g) is quasi-projective. Thus
Mndn (g) = π
ZAR
0 Mndn (g)
and in particular Mndn (g) is quasi projective.
We begin with a concrete criterion for a flag representation r of dimen-
sion n ≤ w + 1 to be nondegenerate: r is nondegenerate if and only
if the points of its constellation are distinct. We use our study of the
functoriality of our moduli spaces to reduce to the case that g is free.
Finally, constellations give rise to a map
Mndn (g)→ (Pgab)n−1
and a concrete construction shows that locallyMndn (g) has the structure
of a vector bundle over the complement of the big diagonal. In carrying
out this construction, we first consider M fndn together with a framed
analog of the constellation and then study the action of the diagonal
torus on M fndn .
It is well known that the functor Lie induces an equivalence of cat-
egories from the category of unipotent groups over k to the category
of nilpotent Lie algebras over k, and that given a unipotent group G
with Lie algebra g, Lie also induces an isomorphism from the category
of finite dimensional representations of G to the category of finite di-
mensional nilpotent representations of g. In section 10 we generalize
the latter statement to include families (as well as infinite dimensions)
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as follows. Let REP(G) denote the fibered category of quasi-coherent
representations of G and let REPnil(g) denote the fibered category of
locally nilpotent quasi-coherent representations of g. Then we have
Theorem 10.19. The functor
Lie : REP(G)→ REPnil(g)
sending a representation to its derivative at the identity is an isomor-
phism of fibered categories.
This may be known to experts but does not, as far as I can tell, ap-
pear in the literature. The main obstacle is that the functor of au-
tomorphisms of a quasi-coherent sheaf may not be representable; it is
overcome by a careful analysis of the exponential map. This theorem
reduces the problem of moduli of representations of G to the problem
of moduli of nilpotent representations of g, and hence to the context
of the previous section. We apply all definitions introduced in sections
1–9 to G through its Lie algebra; in particular we define the moduli
space of n-dimensional nondegenerate representations of G by
Mndn (G) :=M
nd
n (LieG) .
Since a flag representation has two canonically defined subquotients,
the moduli spaces of nondegenerate representations form a tower
...

Mndn+1
pn2

pn1

Mndn
pn−12

pn−11

Mndn−1

...
with
pn−12 ◦ pn1 = pn−11 ◦ pn2 .
In section 11 we discuss this tower, focussing on a modular answer
to the following question: when can two n-dimensional nondegenerate
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representations be glued along a codimension-one subquotient to pro-
duce an n + 1-dimensional flag representation? The answer is given
in the form of a closed algebraic subspace M cndn of M
nd
n ×p2,Mndn−1,p1Mndn
through which the map
Mndn+1 → Mndn ×
p2,Mndn−1,p1
Mndn
factors. This generalizes the role played by the diagonal of Pgab×Pgab
in the case w = 1 of Proposition 8.2.
Finally, in an appendix we give a direct proof of the fact, implied by
its quasi-projectivity, that for n ≤ w+1, Mndn is separated. Of interest
here is the reappearance of the our invariant, the width.
This project leads naturally in several directions which I now indi-
cate briefly. Computations performed jointly with Anton Geraschenko
reveal that typically Mndn (G) has multiple components, many singular-
ities not explained by the multiplicity of components and sometimes
even generically nonreduced components. These geometric features
endow Mndn (G) with a natural stratification which provides unipotent
representations with an intricate discrete invariant and suggests a clas-
sification program in the same spirit as classical representation theory.
This may lead to a study of representations of an arbitrary algebraic
group which mixes the classical theory with a theory of unipotent rep-
resentations.
On the other hand, our initial interest in this problem came from the
hope to formulate a story somewhat similar to that of [Simpson] for
the unipotent fundamental group in a p-adic context. Given a variety
over Fp satisfying certain hypotheses, the theory of the p-adic unipo-
tent fundamental group gives rise to a pair of prounipotent groups Ucris
and Ue´t over Qp. These groups carry various extra structures, as well as
a comparison isomorphism over Bcris which together reflect arithmetic
properties of the variety and which should in turn be reflected in the
structure of the moduli space of representations. For instance, there
should be an automorphism whose fixed points single out those unipo-
tent isocrystals which support an F -structure. For the applications we
have in mind in this direction, we would have to compactify the moduli
space; the search for a good compactification presents another natural
next step for our study.
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Notations and conventions.
0.1. We denote by nn the Lie subalgebra of gln whose elements are the
strictly upper triangular n× n matrices.
0.2. If g is a Lie algebra over a field, we denote by g(i) the ith term
in the descending central series: g(1) = g, g(i+1) = [g, g(i)], and by gab
the abelianization: gab = g(1)/g(2). The pronilpotent completion of g is
the inverse limit lim←− g/g
(n). We say that g is nilpotent if there exits an
n such that g(n) = 0 and pronilpotent if g is equal to its pronilpotent
completion. If F is a vector space, n(F ) denotes the free pronilpo-
tent Lie algebra on F . It is characterized by the mapping property
HomLie(n(F ), n) = HomVect(F, n) for every nilpotent Lie algebra n,
and may be constructed as the pronilpotent completion of the free Lie
algebra on F .
0.3. The word filtration will always refer to an increasing filtration
indexed by the natural numbers.
0.4. Let A be a ring, E an A-module, Fil a filtration of E by submod-
ules and φ an endomorphism of E. We say that φ is nilpotent with
respect to Fil if for each i ≥ 1, φ(FiliE) ⊂ Fili−1E, and we write nFilE
for the space of all such endomorphisms.
More generally, if (T,OT ) is a ringed space, E an OT -module and
Fil a filtration of E by submodules, we write nFilE for the sheaf of
endomorphism of E nilpotent with respect to Fil.
0.5. Let (T,OT ) be a ringed space, g a sheaf of Lie algebras over OT
and r : g → End E a representation on an OT -module E . We define the
0-eigenspace of r, an OT -submodule E0 of E , by
E0(U) := {e ∈ E(U) | (rv)e = 0 ∀v ∈ g(U)}
0.6. If T is a scheme and F is a quasi-coherent sheaf, then the con-
travariant total space, denoted VF , of F is defined by
VF(f : T ′ → T ) = HomOT ′ (f ∗F ,OT ′)
([EGA II, 1.7.8]) and if φ : E → F is a map of quasi-coherent sheaves
then Vφ denotes the induced map VF → VE . If E ,F are locally free
MODULI OF UNIPOTENT REPRESENTATIONS 9
of finite rank, then the kernel of φ regarded as a map of vector groups
is defined by the Cartesian square
kerVφ∨ //

VE∨
Vφ∨

T // VF∨
where the arrow at the bottom is the zero section. Although kerVφ∨
may not be a vector group, it is the contravariant total space of a
module. Indeed, it suffices to check this under the assumption that
T = SpecA is affine in which case we write E and F for the modules
of global sections, we let Q = cok(φ∨) and we observe that for any
A-algebra B we have
HomA(Q,B) = ker(idB ⊗ φ)
as in the following diagram.
0 // Hom(Q,B) // Hom(E∨, B) // Hom(F∨, B)
B ⊗E
idB⊗φ
// B ⊗ F
0.7. In general, when working over a scheme T , we use black board
bold symbols to denote presheaves on the category of affine T -schemes,
and calligraphic symbols to denote presheaves on the small Zariski site
of T . So, for example, if r : g → End (F) is a representation of a
Lie algebra on a quasi-coherent sheaf over T , then End(r) denotes the
functor
(f : T ′ → T ) 7→ End(f ∗r)
and End (r) denotes its restriction to Xzar. The latter is quasi-coherent
but the former may not be.
0.8. When working over an affine scheme T = SpecA we use a plain
font to denote the module of global sections of a quasi-coherent sheaf;
thus E = Γ(T, E). On the other hand, when g is a Lie algebra over a
ring A and T = SpecA, we use g again for the sheaf of Lie OT -algebras
associated to g when conflating the two imposes no danger.
0.9. Let T be a scheme, F an OT -module and E ⊂ F a submodule.
Following Lang, we say that F is a vector sheaf if it is locally free of
finite rank. Assuming this to be the case, we say that E is a vector
subsheaf if the quotient module F/E is a vector sheaf.
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0.10. We employ the convention that when no topology is mentioned,
the indiscrete topology (that is, the topology whose only coverings are
the isomorphisms) is assumed. Notationally, this means the following.
Let C be a category. If X is a presheaf on C and G is a group
presheaf acting on X , we write X/G for the presheaf quotient and
[X/G] for the associated fibered category. Thus for T ∈ C,
(X/G)(T ) = X(T )/G(T )
and [X/G](T ) is the groupoid whose objects are the elements of X(T )
and whose morphisms x → y are those elements of G(T ) such that
gx = y.
Now let τ be a topology on C and suppose X is a τ sheaf and G is a
group τ sheaf acting on X . Then we write X/τG for the sheaf quotient
with respect to τ and [X/τG] for the stack quotient with respect to τ .
Thus X/τG is the τ sheaf associated to X/G and [X/τG] is the τ stack
associated to [X/G].
0.11. Continuing with the situation of 0.10 suppose X is a fibered
category over C. Then π0X denotes the presheaf associated to X :
(π0X )(T ) = π0(X (T )) is the set of isomorphism classes of objects of
X (T ). If C is again endowed with a topology τ then we write πτ0X for
the τ sheaf associated to π0X .
0.12. We denote by Set the category of sets, and byRing the category
of rings. If T is a scheme we denote by Aff(T ) the catetory of affine
schemes over T . If T = SpecA is affine, we sometimes write Aff(A)
instead of Aff(T ).
0.13. We remind the reader that a quasi-coherent sheaf on the small
Zariski site of a scheme T extends uniquely to a quasi-coherent sheaf
on the big Zariski site of T , so there is usually no danger in conflating
the two in our notation. Nevertheless, we find it useful to reserve a
special notation for the big structure sheaf oT : Aff(T )→ Ring which
sends T ′ 7→ Γ(T ′,OT ′).
0.14. We denote the group of upper triangular invertible n×n matrices
by Bn, its subgroup of n× n upper triangular matrices with 1’s on the
diagonal by Un and the n-dimensional torus by Tn. Thus
Bn = Tn ⋉Un
0.15. If (T,OT ) is a ringed space, E is an OT -module, Fil is a filtration
by OT -submodules and ψ is an automorphism of E , we say that φ is
unipotent with respect to Fil if ψ respects Fil and grFil ψ = idgrFil E .
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1. Nilpotence
Fix a field k and a Lie algebra g over k, assumed to be finitely
generated. We begin by discussing the definition of a nilpotent repre-
sentation. A more standard definition, which we do not need here, is
equivalent to ours through Engel’s theorem ([Knapp, 1.35]). We limit
ourselves to making statements at the level of generality needed in the
sequel.
Definition 1.1. A representation r : g → EndE on a vector space E
is nilpotent if E is finite dimensional and if either E = 0 or E0 is
nonzero and, by recursion on dimE, E/E0 is nilpotent.
Definition 1.2. Let T be a k-scheme and let r : gT → End E be a
representation of g on a quasi-coherent sheaf E over T . We define the
associated filtration, denoted Filr, of E by
Filr0E = 0
and
Filrn+1E = τ−1n ((E/FilrnE)0) ,
where
τn : E → E/FilrnE
is the projection and the 0-eigenspace (E/FilrnE)0 is defined as in 0.5.
When there is no risk of confusion, we drop the r from the notation,
and we sometimes write En instead of FilnE . We also write ri for the
subrepresentation
gT → End (FilriE)
and rj or r/rj for the quotient representation
gT → End (E/FilrjE)
and finally, for j ≤ i we write rji for the subquotient
gT → End (FilriE/FilrjE) .
Remark 1.3. Let T be a k-scheme and let r : gT → End E be a
representation of g on a quasi-coherent sheaf E over T . We note the
following formula for 0 ≤ i ≤ j and 0 ≤ k ≤ j − i:
Fil
rij
k (Ej/Ei) = Ei+k/Ei .
Lemma 1.4. Let r : g → EndE be a representation of g on a vector
space E over k. Then r factors through nFilrE (0.4).
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Proof. Fixing v ∈ g, i ≥ 1 and e ∈ FilriE, we are to show that
(rv)e ∈ Filri−1E; since, in the notation of 1.2, τi−1 is a morphism of
representations, we have
τi−1((rv)e) = (ri−1v)(τi−1e) = 0
whence (rv)e ∈ Filri−1E. 
Definition 1.5. Given a ring B, a module F over B and a filtration
Fil, we say that Fil is exhaustive if⋃
i
FiliF = F .
Proposition 1.6. Let r : g → EndE be a representation of g on a
finite dimensional vector space E. The following conditions are equiv-
alent:
(i) r is nilpotent.
(ii) Filr is exhaustive.
(iii) r factors through nFilE for some exhaustive filtration Fil of E.
Proof. (i ⇒ ii) Suppose r is nilpotent. Then ri is nilpotent for all i;
indeed, if we assume for an induction on i that ri is nilpotent, since
E/Ei+1 = (E/Ei)/((E/Ei)
0) ,
it follows that E/Ei+1 is nilpotent. This implies that for each i, either
Ei = E or Ei 6= Ei+1. Since E is finite dimensional, there exists an i
such that Ei = E, from which the conclusion follows.
(ii ⇒ iii) This follows from 1.4 by setting Fil := Filr.
(iii ⇒ i) If dimE = 0 then r is nilpotent, indeed. Fix a positive
integer n and assume for an induction on n that (iii) implies (i) when-
ever dimE = n. Let Fil be an exhaustive filtration on E, suppose r
factors through nFilE and suppose dimE = n + 1. If i is the smallest
number such that FiliE 6= 0, then FiliE ⊂ E0 so E0 6= 0. It remains
to show that the inductive hypothesis may be applied to the quotient
representation r1 : g → End (E/E0). Denote by τ1 : E → E/E0 the
projection and for each j, let τ1Filj(E/E
0) be the image of FiljE in
E/E0. Given j an arbitrary natural number, e ∈ Filj+1E and v ∈ g
we have
(r1v)(τ1e) = τ1((rv)e) ;
since (rv)e ∈ FiljE, it follows that (r1e)(τ1e) ∈ τ1Filj(E/E0). Thus r1
factors through nτ1Fil(E/E
0); since τ1Fil is exhaustive, the induction
hypothesis applies as hoped to conclude that r1 is nilpotent. 
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Corollary 1.7. Let r : g → EndE be a representation of g on a
finite-dimensional vector space E. If r is nilpotent then so is every
subquotient.
Proof. It is sufficient to consider subrepresentations and quotient rep-
resentations separately. Suppose r : g→ EndE is nilpotent and let Fil
be an exhaustive filtration such that r factors through nFilE as in 1.6
(iii). If ι : E ′ →֒ E is a subrepresentation, define Fil′ by
Fil′iE
′ := ι−1FiliE
and if π : E ։ E ′ is a quotient representation, define Fil′ by
Fil′iE
′ := π(FiliE)
as in the proof of (iii ⇒ ii) in 1.6. Either way, r′ : g → EndE ′
factors through nFil′E
′: in the case of a quotient representation this was
verified in the proof of (iii ⇒ ii) in 1.6; the case of a subrepresentation
is similar. 
Definition 1.8. If r : g → EndE is a nilpotent representation and
Fil is an exhaustive filtration such that r factors through nFilE, we say
that r is nilpotent with respect to Fil. Note that r is nilpotent with
respect to Fil if and only if Filr is subordinate to Fil.
2. Flag representations
We continue to work with a finitely generated Lie algebra g over a
field k.
Definition 2.1. A nilpotent representation r : g → EndE is flag if
Filr is a (full) flag.
We begin our study of flag representations with a characterization
in coordinates.
Definition 2.2. Given a representation r : g → gln of g on kn, we
denote the composite
g→ gln → k
of r with the (i, j)th standard projection of gln by λ
r
i,j and call it the
full (i, j)th matrix entry of r. When there is no risk of confusion, we
drop the r from the notation.
Proposition 2.3. If r : g → nn is a representation on kn, nilpotent
with respect to the standard flag, then r is flag if and only if in the
notation of 2.2 λi,i+1 is surjective for each i = 1, . . . , n− 1.
The proof follows (2.4 – 2.6).
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2.4. Let s : g→ nm be a representation on km, nilpotent with respect
to the standard flag, suppose λsi,i+1 is surjective for i = 1, . . . , m − 1
and let x = (x1, . . . , xn) be an element of the 0-eigenspace of s. We
claim that xl = 0 for l = 2, . . . , m. For v ∈ g and i = 1, . . . , m we have
(2.4.1) ((rv)x)i =
∑
i<j≤m
(λsi,jv)xj
This family of equations specializes to
(2.4.2) (λsm−1,mv)xm = 0
when i = m − 1. Since λsm−1,m is surjective there exists a v ∈ g such
that λsm−1,mv = 1; plugging in to 2.4.2 produces xm = 0, which is
the base case for a descending induction on l. Suppose xj = 0 for
j = l + 1, . . . , m. Setting i equal to l − 1 in 2.4.1 then produces
(λsl−1,lv)xl = 0; plugging in a v ∈ g such that λsl−1,lv = 1 yields xl = 0
and the claim follows. We conclude that the 0-eigenspace of s is equal
to the first step in the standard flag.
2.5. Returning to the notation of the proposition, suppose λri,i+1 is
surjective for i = 1, . . . , n−1. We note first that Filr0kn = 0 agrees with
step zero of the standard flag Filst. Fix a positive integer l and assume
for an induction on l that Filrl k
n = Filstl k
n. Then for i = 1, . . . , n − l,
λr
l
i,i+1 is surjective. Hence paragraph 2.4 applies with s := r
l to conclude
that (kn−l)0 = Filst1 k
n−l from which it follows that Filrl+1k
n = Filstl+1k
n,
as hoped.
2.6. For the converse suppose λi,i+1 = 0 and assume for a contradiction
that r is nevertheless flag. Since r is nilpotent with respect to the
standard flag, Filr is subordinate to the standard flag. Since Filr is
a full flag, it follows that Filr is equal to the standard flag. Then
kn/Filri−1k
n = kn/ki−1 is the quotient of kn by the (i − 1)st term of
the standard flag. The resulting representation ri−1 : g → nn−i+1 has
λr
i−1
12 = 0. It follows that the 0-eigenspace of r
i−1 contains step two
of the standard flag, hence that Filri−1k
n has codimension no less than
two in Filrik
n, a contradiction, which concludes the proof.
Proposition 2.7. Let r : g→ EndE be a nilpotent representation of
g on a vector space E. If r is flag then every subquotient is of the form
rij for some 0 ≤ i ≤ j. Moreover, every such subquotient is itself flag.
The proof follows (2.8 – 2.10).
Lemma 2.8. If r : g → End E is a flag representation and x is an
element of El not in El−1 then there exist a v ∈ g such that (rv)x is
an element of El−1 not in El−2.
MODULI OF UNIPOTENT REPRESENTATIONS 15
Proof. Indeed, every v ∈ g satisfies (rv)x ∈ El−1 by definition; if, more-
over, every v ∈ g satisfies (rv)x ∈ El−2 then x ∈ El−1 by definition. 
2.9. We consider subrepresentations first. Fixing a subrepresentation
E ′, and an element x ∈ E ′, it is enough to assume x ∈ El \ El−1 and
show E ′ ⊃ El. By 2.8, there exists an element xi ∈ (Ei \Ei−1)∩E ′ for
all i ≤ l. The sequence of elements {xi}i then forms a basis for El.
2.10. Since every subrepresentation of a flag representation r is of the
form rj, every quotient representation is of the form r
i. It follows from
1.3 that every subrepresentation is itself flag and hence that every sub-
quotient is of the form rij . Finally, it follows from the same paragraph
that each such subquotient is again flag.
Remark 2.11. Let r : g → nn be a flag representation of g on kn,
nilpotent with respect to the standard flag. We note the formula
λ
rlm
i,j = λ
r
l+1,l+j
for any 0 ≤ l ≤ m ≤ n and 1 ≤ i < j ≤ m− l.
Definition 2.12. We denote the sth graded piece g(s)/g(s+1) of the
descending central series of g by hs. Let r : g → End(E) be a flag
representation of g on a vector space E of dimension n. We denote
by Lri the i
th line grFil
r
i (E) associated to r. When there is no risk of
confusion, we drop the r from the notation.
For each 1 ≤ i < j ≤ n, r defines a map
κri,j : hj−i → Hom(Lj, Li)
which we call the canonical (i, j)th matrix entry of r. When there
is no risk of confusion, we drop the r from the notation.
2.13. Continuing with the situation and the notation of 2.12, we note
that the canonical (i, j)th matrix entry of r is related to the full (i, j)th
matrix entry of r as follows: the choice of a filtered isomorphism φ :
E → kn gives rise to a trivialization of the line Hom(Lj , Li) as well as
an extension of the canonical (i, j)th matrix entry from g(j−i) to all of
g; together, these produce the full (i, j)th matrix entry, as shown in the
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following diagram.
g //
GF ED
BC
λi,j
oo
nFil(E)
∼= // nn
g(s) //
?
OO

n
(s)
Fil(E)
∼= //
?
OO

n
(s)
n
?
OO

hs //
κi,j
&&NN
NNN
NNN
NNN
NN n
(s)
Fil(E)/n
(s+1)
Fil (E)
∼= //

kn−s

Hom(Lj , Li)
∼= // k
2.14. Continuing with the situation and the notation of 2.12, we note
that there is a canonical isomorphism
L
rlm
k = L
r
l+k
and a corresponding equality (through the above isomorphism)
κ
rlm
i,j = κ
r
l+i,l+j
for any 0 ≤ l ≤ m ≤ n and 1 ≤ i < j ≤ m− l.
We now explain how the canonical matrix entries of a flag represen-
tation interact with the Lie bracket (2.15 – 2.16).
2.15. For each s ≥ 1, we denote the projection g(s) ։ hs by σdcss . For
s, t ≥ 1, the bracket in g restricts to a bilinear map
g(s) × g(t) → g(s+t) ;
its composite with σdcss+t factors through a bilinear map
hs × ht → hs+t
which we denote by (u, v) 7→ {u, v}. (Although we have no use for this
in the sequel, we remark that thus defined, {·, ·} endows ⊕s hs with
the structure of a split-nilpotent Lie algebra, that is, a graded nilpotent
Lie algebra whose grading splits the descending central series.)
2.16. Given a flag representation r : g → EndE and integers 1 ≤ i <
j < k ≤ n there are three natural maps
hj−i ⊗ hk−j → Hom(Lk, Li)
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defined by the bracket in g and by composing the canonical matrix
entries of r in either order:
hj−i ⊗ hk−j = hk−j ⊗ hj−i
κi,k−j+i⊗κk−j+i,k
AA
AA
AA
A
  A
AA
AA
κi,j⊗κj,k	
		
		
	
		
		
{·,·}
..
..
..
 
..
..
Hom(Lj, Li)⊗Hom(Lk, Lj)
◦
$$H
HH
HH
HH
HH
HH
HH
HH
H
hk−i
κi,k

Hom(Lk−j+i, Li)⊗Hom(Lk, Lk−j+i)
◦′
xxqqq
qqq
qqq
qqq
qqq
qqq
q
Hom(Lk, Li)
They are related as follows:
κi,k · {·, ·} = ◦ · κi,j ⊗ κj,k − ◦′ · κi,k−j+i ⊗ κk−j+i,k
This is purely formal. For 0 ≤ i ≤ n = dimE, we denote by σFilri
the projection Ei ։ Li. In order to simplify notation, for v ∈ g and
x ∈ E we abbreviate (rv)x by vx. To verify the equality, we fix u ∈
g(j−i), v ∈ g(k−j) and x ∈ Ek, we evaluate both side of the equation on
the generator (σdcsj−iu)⊗(σdcsk−jv) of hj−i⊗hk−j, we evaluate the resulting
maps Lk → Li on the element σFilrk x of Lk and we compute:(
κi,k{σdcsj−iu,σdcsk−jv}
)
(σFil
r
k x)
=
(
κi,kσ
dcs
k−i[u, v]
)
(σFil
r
k x)
= σFil
r
i (uvx− vux)
= σFil
r
i (uvx)− σFil
r
i (vux)
=
(
κi,j(σ
dcs
j−iu)
)
(σFil
r
j vx)−
(
κi,k−j+i(σdcsk−jv)
)
(σFil
r
k−j+iux)
=
((
κi,j(σ
dcs
j−iu)
)(
κj,k(σ
dcs
k−jv)
)
− (κi,k−j+i(σdcsk−jv))((κk−j+i,k(σdcsj−iu)))(σFilrk x)
concluding that both sides of the equation do indeed produce the same
result.
Definition 2.17. If r : g→ End(E) is a flag representation on a vector
space E of dimension n, then (in the notation of 2.12) each κi,j is a
surjective map
gab → Hom(Li+1, Li)→ 0 ,
hence corresponds to a k-rational point of Pgab. In this way, the vector
(κ1,2, . . . , κn−1,n) may be regarded as a k-point of (Pgab)J where J is
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the index set of pairs (i, j), 1 ≤ i < j ≤ n, such that j − i = 1; we call
it the constellation of r and denote it by const(r).
Remark 2.18. Continuing with the situation and the notation of 2.17,
we note the following consequence of 2.14: for any 0 ≤ l ≤ m ≤ n,
const(rlm) = (κ
r
l+1,l+2, . . . , κ
r
m−1,m)
is equal to const(r) truncated l times on the left and n −m times on
the right.
We now discuss how to generalize the above constructions to include
families of representations. For this purpose we fix an affine k-scheme
T = SpecA. We write gA for the Lie A-algebra A ⊗ g and gT for the
associated Lie OT -algebra.
Definition 2.19. A representation r : gT → End E is flag if
(i) E is a vector sheaf (0.9),
(ii) for each i ≥ 0, FilriE is a vector subsheaf (loc. cit.), and
(iii) formation of Filr is compatible with base-change.
Counterexamples (2.20-2.22). We discuss briefly what can go wrong
when definition 2.19 is weakened. Even when the canonical filtration is
a full flag by vector subsheaves, the flag can hide a degeneration (2.20);
and infinitesimally, the filtration can take on a horizontal flavor (2.21).
2.20. Let T = Spec k[x], E = k[x]2, g = k, and define r : k[x] →
Mat2×2(k[x]) by
1 7−→
(
0 x
0 0
)
Then E0 = ker
(
0 x
0 0
)
, so Filr is the standard flag 0 ⊂ k[x] ⊂ k[x]⊕
k[x]. But r0, the fiber of r above the origin, is the trivial representation.
2.21. Let T = Spec k[ǫ]/(ǫ2), E = k[ǫ]/(ǫ2), g = k, and define r :
k[ǫ]/(ǫ2)→ k[ǫ]/(ǫ2) by
1 7−→ ǫ
Then Filr is given by 0 ⊂ kǫ ⊂ k ⊕ kǫ = k[ǫ]/(ǫ2).
2.22. In 2.21, Fil1 is not locally free; in 2.20, Fil1 is locally free and
co-locally-free, but its formation is not compatible with base change.
We generalize definition 2.2 in the obvious way:
Definition 2.23. Given a representation r : gT → gln,T of gT on OnT ,
we denote the composite
gT → gln,T → OT
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of r with the (i, j)th standard projection of gln,T by λ
r
i,j and call it the
full (i, j)th matrix entry of r.
Proposition 2.24. In the notation of 2.23, a representation of the
form r : gT → nn,T is flag if and only if each λi,i+1, i = 1, . . . , n− 1, is
surjective.
Proof. Suppose each λi,i+1, i = 1, . . . , n−1, is surjective. Then with the
obvious notational modifications, paragraphs 2.4 – 2.5 apply to show
that Filr is the standard flag. Since, moreover, surjectivity is preserved
by arbitrary change of base, it follows that r is flag.
For the converse, suppose λi,i+1 not surjective. Then its image is an
ideal I, and for any t ∈ Z(I), λi,i+1(t) = 0. Then by 2.6 the filtration
associated to r(t) is not a full flag, whence r was not flag. 
Remark 2.25. We note that every flag representation of gT over T
is Zariski locally on T isomorphic to a representation on OnT , with
associated flag equal to the standard flag.
We generalize definition 2.12 by applying the usual typographical
transformations:
Definition 2.26. Let r : gT → End E be a flag representation of g on
a vector sheaf E of rank n. We denote by Lri the ith line sheaf grFil
r
i E
associated to r. When there is no risk of confusion, we drop the r from
the notation.
For each 1 ≤ i < j ≤ n, r defines a map
κri,j : (hj−i)T →HomOT (Lj,Li)
which we call the canonical (i, j)th matrix entry of r. When there
is no risk of confusion, we drop the r from the notation.
In view of definition 2.26, definition 2.17 may be generalized as fol-
lows.
Definition 2.27. Let T be a k-scheme and let r : gT → End E be
a flag representation of g on a vector sheaf E of rank n. Then the
constellation of r, denoted const(r), is the vector (κr1,2, . . . , κ
r
n−1,n)
regarded as a T -valued point of (Pgab)J where J is the index set of
pairs (i, j), 1 ≤ i < j ≤ n such that j − i = 1.
3. Automorphisms of flag representations
We continue to work with a finitely generated Lie algebra g over a
field k.
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Definition 3.1. If E is a vector sheaf on T and Fil is a filtration by
vector subsheaves, we call the group of unipotent automorphism
of (E ,Fil) and denote by UFil(E) the T -group of automorphisms of E
which respect Fil and induce the identity on the associated graded.
The group of unipotent automorphisms of (E ,Fil) is a closed subgroup
of Aut E . Its functor of points is defined as follows. Since Fil is locally
split, given f : T ′ = SpecA′ → T , Fil pulls back to a filtration f ∗Fil
on f ∗E ; UFil(E)(T ′) is the set of automorphisms of f ∗E which respect
f ∗Fil and induce the identity on the associated graded.
Definition 3.2. Let r : gT → End E be a flag representation of g on
a vector sheaf E over T (2.19). We define the group of unipotent
automorphisms of r and denote by U(r) the subgroup of Aut r con-
sisting of those automorphisms which are unipotent with respect to
Filr.
Proposition 3.3. Let r : gT → End (E) be a flag representation of gT
on a vector sheaf E over T . Then
Aut r = GmT × U(r)
Proof. Let n denote the rank of E . We consider a point φ′ of Aut r with
values in an arbitrary T -scheme T ′, adding primes to denote pullback
to T ′. Then for i = 1, . . . , n − 1, κ′i,i+1 (2.26) is surjective. Thus, for
any open U ′ ⊂ T ′ and any morphism
L′i+1|U ′ → L′i|U ′ ,
grφ′ induces a commuting square
L′i|U ′
(grφ′)i|U′ // L′i|U ′
L′i+1|U ′
(grφ′)i+1|U′
//
OO
L′i+1|U ′
OO
Applying this in particular to a family of local isomorphisms, it follows
that (grφ′)i = (grφ′)i+1. This gives us a short exact sequence
1→ U(r)→ UFil(E)→ GmT → 1
Finally, there is a natural splitting making GmT central, whence the
product decomposition. 
Definition 3.4. We let n(r) denote the Lie oT -algebra (0.13) defined
by
n(r)(T ′) = {φ ∈ nFilT ′ (ET ′) | rT ′(v) ◦ φ = φ ◦ rT ′(v) for all v ∈ gT ′}
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that is, the set of endomorphisms of ET ′ nilpotent with respect to FilT ′
and equivariant with the action of rT ′. We call n(r) the Lie algebra
of nilpotent infinitesimal automorphisms of r.
Claim 3.5. The functor n(r) is the scheme-theoretic Lie algebra of
U(r). (In the notation of [DG], n(r) = LieU(r).)
Proof. Fix T ′ = SpecB′, write T ′[ǫ] = SpecB′[ǫ]/[ǫ2] and write E ′ for
Γ(T ′, ET ′). We are to show that n(r)(T ′) is the kernel of
α : U(r)(T ′[ǫ])→ U(r)(T ′) .
Consider the (split) short exact sequence of abstract groups
1 //nFil′(E
′) e
ǫ·
//UFil(E)(T ′[ǫ]) β //UFil(E)(T ′) ////1ff
where for φ ∈ nFil′(E ′), eǫφ := 1+ǫφ. Since α is just the restriction of β
to the set of automorphisms equivariant with the action, it suffices to
check that φ ∈ nFil′(E ′) is equivariant with the action of gT ′ if and only
if eǫφ is equivariant with the action of gT ′[ǫ]. This is formal: suppose φ
is equivariant with the action of gT ′, fix an arbitrary v ∈ gT ′[ǫ], write
v = v0 + ǫv1 with v0, v1 ∈ gT ′ and compute
(1 + ǫφ)(v0 + ǫv1) = v0 + ǫ(v1 + φv0)
= v0 + ǫ(v1 + v0φ)
= (v0 + ǫv1)(1 + ǫφ);
conversely, suppose eǫφ is equivariant with the action of gT ′[ǫ], fix an
element v ∈ gT ′ , regard it as an element of gT ′[ǫ] and note that
v + ǫvφ = v(1 + ǫφ)
= (1 + ǫφ)v
= v + ǫφv
implies vφ = φv. 
The Lie algebra of nilpotent infinitesimal automorphisms of r is use-
ful because it is, on the one hand, isomorphic to U(r) (as a scheme)
and, on the other hand, occurs as the kernel of a map of vector groups,
hence as the contravariant total space of a module, as I now explain.
Claim 3.6. The exponential power series induces an isomorphism of
functors n(r)→ U(r).
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Proof. Given a T -scheme T ′ = SpecB′ as above, the exponential power
series defines a map
nFil′(E
′)
exp
// UFil(E)(T ′)
given by
v  // 1 + v + v
2
2
+ v
3
3!
+ · · ·
while the logarithmic power series defines a map
nFil′(E
′) UFil(E)(T ′)oo
given by
(u− 1)− (u−1)2
2
+ (u−1)
3
3
− · · · u .oo
These are inverse to one another. So it suffices to check that for
v ∈ nFil′(E ′), v is equivariant with the action of gT ′ if and only if exp v
is: if v ∈ nFil′(E ′) is equivariant with the action of gT ′ and w ∈ gT ′ is
an arbitrary element then rT ′w commutes with the terms of the expo-
nential power series in v and hence with their sum, exp v; conversely,
if exp v ∈ UFil(E)(T ′) is equivariant with the action of gT ′ then rT ′w
commutes with the terms of the logarithmic power series in exp v hence
with their sum which equals v. 
3.7. Fix a basis v1, . . . , vm for g, and continuing with our flag repre-
sentation r : gT → End (E), define
Ψ : nFilE → (nFilE)⊕m
by
φ 7→ ([φ, rv1], . . . , [φ, rvm]) .
Then n(r) = kerVΨ∨ (0.6).
Proposition 3.8. Suppose r : g→ EndE is a flag representation of g
on a vector space E of dimension n. Then
2 ≤ dimAut r ≤ n .
Only the lower bound is needed in the sequel.
Proof. Fixing a filtered isomorphism E ∼= kn, we may replace r with a
homomorphism of Lie algebras r : g→ nn. In the notation of 2.2,
U(r) =
{
b ∈ Un

∑
i<k<j
bikλkj − bkjλik = 0, j − i ≥ 2
}
For each i, fix vi ∈ g such that λi,i+1vi = 1. Then by applying the
above equation to vi we solve for bi+1,j in terms of entries of the form
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bi′+1,j′ with either j
′ − i′ < j − i or both of: j′ − i′ = j − i and i′ < i.
Iterating (and renaming), we can solve for each bi,i+s in terms of entries
of the form b1,1+s′ with s
′ ≤ s. This provides the upper bound.
For the lower bound, note that Un contains a copy of Ga whose
entries commute with all strictly upper triangular matrices (observe
simply that b1n does not intervene in the above equations). Thus
Aut r ⊃ Gm ×Ga .

Remark 3.9. Finally, we note that if T is connected and r : gT →
End E is any representation on a vector bundle, then Aut r is connected.
Indeed, End r is the total space of a module, hence connected with
irreducible fibers; and Aut r is an open subscheme containing a global
section.
4. Nondegeneracy
We continue to work with a finitely generated Lie algebra g over a
field k.
Definition 4.1. A nilpotent representation r : g → EndE is nonde-
generate if it is flag and satisfies the following condition. If dimE = 1
then r = 0 is the trivial representation. If, on the other hand, the rank
of E is n ≥ 2 then
(i) En−1 and E/E1 are both nondegenerate and
(ii) dim Aut r is minimal among representations defined over fields
containing k and satisfying (i).
Notation 4.2. We denote the dimension of the automorphism group
of some (hence any) nondegenerate n-dimensional representation of g
by A(g, n).
Examples and counterexamples in low dimensions (4.3 – 4.11).
We consider representations of our fixed Lie algebra g on kn for small
n, nilpotent with respect to the standard flag. We begin with the case
n = 2.
4.3. Since n2 = k is abelian, every representation r : g → n2 factors
through the abelianization gab of g. Conversely, any linear map g→ n2
which factors through gab is a homomorphism of Lie algebras and hence
a representation. Thus representations on k2, nilpotent with respect
to the standard flag, correspond canonically to linear functionals λ :
gab → k on the abelianization of g.
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The trivial representation is clearly not flag; conversely, every non-
trivial representation is flag (2.3). A calculation shows that for r
nonzero,
Aut r =
{(
b c
0 b
)}
= Gm ×Ga .
In particular, dimAut r = 2. Thus every flag representation is nonde-
generate and A(g, 2) = 2 independently of g.
We now consider three dimensional representations (4.4 – 4.6).
4.4. Fix a three dimensional nilpotent representation r : g → n3. We
use single indices in order to simplify notation: for v ∈ g write
rv =
 0 λ1v λ3v0 0 λ2v
0 0 0

For each i, λi is the composite of r regarded as a map g → n3 with
one of the three standard projections n3 → k. Thus for each i, λi is a
linear functional on g. The equation r[·, ·] = [r·, r·] may be rewritten
in terms of these linear functionals:
λ1[·, ·] = 0(4.4.1)
λ2[·, ·] = 0(4.4.2)
λ3[·, ·] = λ1 ∧ λ2 .(4.4.3)
According to 2.3, r is flag if and only if λ1, λ2 are nonzero. For r flag,
the automorphism group is given by
Aut r =

 a b1 c0 a b2
0 0 a
 b1λ2 = b2λ1 and a 6= 0
(4.4.4)
Thus
A(g, 3) =
{
3 if equations 4.4.1 – 4.4.3 imply λ1 ∧ λ2 = 0
2 otherwise.
(4.4.5)
4.5. Continuing with the notation of 4.4, consider, for a first example
in three dimensions, the case g = k2. Then the system of equations
4.4.1 – 4.4.3 becomes simply
(4.5.1) λ1 ∧ λ2 = 0 .
Hence every flag representation is nondegenerate and we have
A(k2, 3) = 3 .
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4.6. Again in the notation of 4.4, consider, for a second example in
three dimensions, the case g = n3. Then flag representations with
λ1, λ2 linearly independent exist: the natural representation provides
an example. So nondegenerate representations are precisely those for
which λ1, λ2 are linearly independent and A(n3, 3) = 2.
We now consider four dimensional representations (4.7 – 4.10).
4.7. Given a representation r : g→ n4, write
rv =

0 λ1v λ4v λ6v
0 0 λ2v λ5v
0 0 0 λ3v
0 0 0 0

with λi ∈ g∨. In terms of these linear functionals, the equation r[·, ·] =
[r·, r·] becomes:
(4.7.1) λ1[·, ·] = λ2[·, ·] = λ3[·, ·] = 0
and
λ4[·, ·] = λ1 ∧ λ2(4.7.2)
λ5[·, ·] = λ2 ∧ λ3(4.7.3)
λ6[·, ·] = λ1 ∧ λ5 − λ3 ∧ λ4 .(4.7.4)
The representation r is flag if and only if λ1, λ2, λ3 6= 0 (2.3). For r
flag, Aut r is the set of matrices of the form
a b1 b4 b6
0 a b2 b5
0 0 a b3
0 0 0 a

subject to the equations
b1λ2 = b2λ1(4.7.5)
b2λ3 = b3λ2(4.7.6)
b1λ5 + b4λ3 = b5λ1 + b3λ4 .(4.7.7)
The possible pairs of numbers (A(g, 3), A(g, 4)) are (2, 2), (2, 3) and
(3, 4). Paragraphs 4.8 – 4.9 explain why this is and paragraph 4.10
gives examples of each of these cases.
4.8. Suppose A(g, 3) = 3, fix a representation r : g → n4 and suppose
r is nondegenerate. Then according to 4.4.5, in the notation of 4.7, we
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have
λ1, λ2, λ3 6= 0(4.8.1)
λ4[·, ·] = λ1 ∧ λ2 = 0(4.8.2)
λ5[·, ·] = λ2 ∧ λ3 = 0 .(4.8.3)
Fix elements a, a′ ∈ k such that
aλ1 = λ2(4.8.4)
a′λ1 = λ3 .(4.8.5)
Combining 4.7.1 and 4.7.4 with 4.8.2 – 4.8.5 we get the following three
equations:
λ1[·, ·] =0(4.8.6)
(λ5 − a′λ4)[·, ·] =0(4.8.7)
λ1 ∧ (λ5 − a′λ4) =λ6[·, ·] .(4.8.8)
So by 4.4.5 applied with λ5 − a′λ4 in place of λ2 and λ6 in place of λ3,
we have
λ1 ∧ (λ5 − a′λ4) = 0 .(4.8.9)
There is thus an element a′′ ∈ k such that
λ5 = a
′′λ1 + a′λ4 .(4.8.10)
In terms of a, a′, a′′ the system of equations 4.7.5 – 4.7.7 is equivalent
to
ab1 =b2(4.8.11)
a′b1 =b3(4.8.12)
a′′b1 + a′b4 =b5 .(4.8.13)
This shows that dimAut r = 4 and hence that A(g, 4) = 4.
4.9. Now suppose instead that A(g, 3) 6= 3. Fix a nilpotent represen-
tation r : g → n4, denote its full coordinates by λ1, . . . , λ6 as in 4.7
and suppose r is nondegenerate. Then according to 4.4.5, the pairs
(λ1, λ2), (λ2, λ3) are both linearly independent, so the system of equa-
tions 4.7.5 – 4.7.7 becomes
b1 = b2 = b3 = 0(4.9.1)
b4λ3 = b5λ1 .(4.9.2)
If λ1, λ3 are linearly dependent then (4.9.2) becomes
(4.9.3) b5 = a
′b4
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and A(g, 4) = 3. If, on the other hand, λ1, λ3 are linearly independent,
then the system of equations 4.9.1 – 4.9.2 becomes
(4.9.4) b1 = · · · = b5 = 0
and A(g, 4) = 2.
4.10. Here, then, are the promised examples. The 4 × 4 upper tri-
angular Lie algebra n4 is of type (2, 2), as witnessed by the natural
representation and its subquotients. The m-dimensional abelian Lie
algebra km is of type (3, 4): indeed, the system 4.7.1 – 4.7.4 becomes
precisely
λ1 ∧ λ2 = 0(4.10.1)
λ2 ∧ λ3 = 0(4.10.2)
and, in terms of a, a′ such that aλ1 = λ2 and a′λ1 = λ3,
(4.10.3) λ1 ∧ (λ5 − a′λ4) = 0 .
Finally, n3 is of type (2, 3); this is not hard to check directly but is better
understood as a consequence of the fact that the width is bounded by
the depth (5.7).
4.11. Finally, we give an example of a representation which is flag, has
minimal automorphism group, and a degenerate subquotient. Let F
be a vector space of dimension 2 and let g = n(F ) (0.2). Then
HomLie(g, n4) = HomVect(F, n4) = F
∨6 .
Denoting the full coordinates of r by λ1, . . . , λ6 as in 4.7, suppose λ1, λ2
are linearly independent and λ2, λ3 are linearly dependent but nonzero.
Then dimAut r1 = 3 is not minimal; but λ1, λ3 are linearly indepen-
dent and equations 4.7.5 – 4.7.7 show that dimAut r = 2 is minimal.
This example shows that the recursive aspect of the definition of non-
degeneracy is not redundant.
We conclude this section with a definition of nondegeneracy in fam-
ilies.
Definition 4.12. A representation r : gT → End (E) is nondegener-
ate nilpotent if it is flag (we recall that this implies in particular that
E is a vector sheaf) and if it satisfies the following conditions, recursive
on the rank of E :
(i) rn−1, r1 are both nondegenerate
(ii) the fibers of r are nondegenerate in the sense of 4.1
(iii) Aut r is flat.
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5. The nilpotent width of a Lie algebra
We continue to work with a finitely generated Lie algebra g over a
field k.
Definition 5.1. Recall that the nilpotent depth of g is the largest
number d such that g(d)/g(d+1) 6= 0. We denote it by d(g), or simply
by d when there is no risk of confusion. A nilpotent representation is
wide if it is flag and if the points of its constellation (2.17) are distinct.
Define the nilpotent width of g to be the largest number w such that
there exists a field k′ containing k and a wide nilpotent representation
r : gk′ → End(E) of gk′ on a vector space E of dimension w + 1 over
k′. We denote it by w(g) or by w when there is no risk of confusion.
Remark 5.2. We show in §9 that a representation of dimension not
more than w + 1 is nondegenerate if and only if it is wide (9.1).
Remark 5.3. It follows from Proposition 6.10 below that in defining
the width we may equivalently consider only fields k′ which are finite
over k.
Remark 5.4. If r : g → nn is a flag representation of g on kn, nilpo-
tent with respect to the standard flag, then r is wide if and only if
the full matrix entries λri,i+1 for i = 1, . . . , n − 1 are pairwise linearly
independent.
Proposition 5.5. Any subquotient of a wide nilpotent representation
is again wide.
Proof. Fix a nilpotent representation r : g → EndE of g on a vector
space E of dimension n and suppose r is wide. Since, in particular, r is
flag, according to 2.7 any subquotient is of the form rlm for some l, m,
0 ≤ l ≤ m ≤ n. By 2.18, the constellation of rlm is a truncation of the
constellation of r; hence in particular its points are distinct. 
Theorem 5.6. If r : g → End E is a wide nilpotent representation
then every canonical matrix entry of r (2.12) is surjective.
Proof. Suppose for an induction on s that κi,j is surjective for j−i ≤ s,
and fix i, j with j−i = s. Then there exists a u ∈ hs such that κi,j(u) 6=
0. On the other hand, linear independence of κi,i+1, κj,j+1 implies that
there exists a v ∈ h1 such that κi,i+1(v) = 0 while κj,j+1(v) 6= 0. Then
by the conclusion of (and in the notation of) 2.16, we have
κi,j+1{v, u} = κi,i+1(v) ◦ κi+1,j+1(u)− κi,j(u) ◦ κj,j+1(v) 6= 0
This shows that κi,j+1 is nonzero, hence surjective, and completes the
induction. 
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Corollary 5.7. If g is a Lie algebra of width w and depth d then
w ≤ d.
Proof. Fix a wide representation of dimension w + 1 and consider its
(1, w + 1)st canonical matrix entry, κ1,w+1. This is a map from hw
(possibly tensored with a field extension) to a line; by the theorem, it
is surjective. Hence its source, hw, is nonzero. 
Examples (5.8 – 5.11).
5.8. By 5.7, w(nn) = n − 1 = d(nn), as witnessed by the natural
representation.
5.9. Let g be the 4-dimensional Lie algebra over Q on basis elements
v1, . . . , v4 with [v1, v2] = v3 and [v1, v3] = v4 the only nonzero brackets
among the generators. Then w = d = 3, as witnessed by the rep-
resentation g → n4,Q(√−1) sending v1, v2 to the matrices with entries
(1, 1, 1 + 2
√−1), (1,√−1,−1) along the first superdiagonal and zero
elsewhere.
We prepare for a final example with a small lemma.
Lemma 5.10. If g does not admit an n-dimensional wide representa-
tion then w(g) < n− 1.
Proof. We prove the contrapositive: If w(g) ≥ n − 1 then g admits
a wide representation r of dimension ≥ n; by 5.5 rn is wide, so, in
particular, g does admit a wide n-dimensional representation. 
5.11. Let φ be the map
k → ∧2k4
defined by
1 7→ e1 ∧ e2 + e3 ∧ e4 .
The formula
[v + a, w + b] = φ∨(v ∧ w)
for v, w ∈ k4, a, b ∈ k endows k4 ⊕ k with the structure of a Lie alge-
bra, nilpotent of depth 2. We claim that this Lie algebra has width
1. Suppose given linear functionals λ1, λ2, λ3 ∈ (k4 ⊕ k)∨ defining a
representation on k3 nilpotent with respect to the standard flag as in
4.4. Since (k4 ⊕ k)∨ = (k4)∨ ⊕ k∨ we may write
λi = λ
′
i + λ
′′
i
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with λ′i ∈ (k4)∨ and λ′′i ∈ k∨. Then, on the one hand, for u, v ∈ k4 we
have
λ′′3φ
∨(u ∧ v) = λ3[u, v]
= λ1uλ2v − λ1vλ2u
= λ′1uλ
′
2v − λ′1vλ′2u
= (λ′1 ∧ λ′2)(u ∧ v)
which implies that
λ′1 ∧ λ′2 = φ(λ′′3)
is a multiple of e1 ∧ e2 + e3 ∧ e4. Since the latter cannot be written as
a wedge product, it follows that
λ′1 ∧ λ′2 = 0
On the other hand, λ′′1 = λ
′′
2 = 0. Thus λ1 ∧ λ2 = 0. This shows that
the Lie algebra we’ve constructed does not admit a wide representation
of dimension 3, hence by 5.10 has width 1 as claimed.
6. Moduli of nondegenerate nilpotent representations
We continue to work with a finitely generated Lie algebra g over a
field k.
6.1. Fix an affine k-scheme T = SpecA, a vector sheaf E with module
of global sections E, and a full flag by vector subsheaves Fil. We
denote by HomMod(oT )(gT , nFil(E)) (or by HomVect(k)(g, nFil(E)) when
T = Spec k) the functor Aff(A)→ Set sending
T ′ 7→ HomMod(OT ′ )(f ∗g, f ∗nFil(E))
and we denote by
HomLie(oT )(gT , nFil(E)) = X(A,E,Fil) ⊃ Xfl(A,E,Fil) ⊃ Xnd(A,E,Fil)
the successively smaller subfunctors whose points are representations,
flag representations (2.19) and nondegenerate nilpotent representations
(4.12), respectively.
When A = k, E = kn and Fil is the standard flag, we write simply
Xn ⊃ Xfln ⊃ Xndn .
We begin by studying the functors X(A,E,Fil), X
fl
(A,E,Fil) and X
nd
(A,E,Fil)
(6.2 – 6.17).
Proposition 6.2. In the situation and the notation of 6.1
(1) the inclusion X(A,E,Fil) →֒ HomMod(oT )(gT , nFil(E)) is a closed
immersion;
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(2) the inclusion Xfl(A,E,Fil) →֒ X(A,E,Fil) is an open immersion.
Proof. (1) Preservation of bracket is a closed condition defined by equa-
tions depending on the choice of a basis for g. (2) Let
r(A,E,Fil) : gX(A,E,Fil) → nFil(EX(A,E,Fil))
be the universal family and suppose E has rank n. Then Xfl(A,E,Fil)
is the open locus defined by the nonvanishing of each κ
r(A,E,Fil)
i,i+1 , i =
1, . . . , n− 1. 
Corollary 6.3. The functor Xfl(A,E,Fil) is representable by a quasi-
projective scheme; in particular, it is locally of finite presentation.
Proposition 6.4. Let A be a Noetherian k-algebra, (E,Fil) a vector
sheaf of rank n filtered by a full flag of vector subsheafs, let B be
an A-algebra and let B denote the directed system of finite type A-
subalgebras of B. Then the map
lim−→
B′∈B
Xnd(A,E,Fil)(B
′)→ Xnd(A,E,Fil)(B)
is an isomorphism.
The proof follows (6.5 – 6.9).
6.5. For injectivity, given representations r′ : gB′ → nFil(EB′), r′′ :
gB′′ → nFil(EB′′) such that
idB ⊗B′ r′ = idB ⊗B′′ r′′ ,
let B′′′ be the subalgebra generated by B′ and B′′; then
idB′′′ ⊗B′ r′ = idB′′′ ⊗B′′ r′′ .
We turn to surjectivity. Let r : gB → B ⊗ nFilE = nFilBEB be
a nondegenerate nilpotent representation. Then by 6.3 there exists
a B′ ∈ B and a flag representation r′ : gB′ → nFilB′EB′ such that
r = idB ⊗B′ r′. Assume for an induction on n that after possibly
replacing B′ by a finite type subalgebra of B containing B′, r′n−1, r
′1
are nondegenerate. Fix a basis v1, . . . , vm for g and define
Ψ : nFilBEB → (nFilBEB)⊕m
by
φ 7→ ([φ, rv1], . . . , [φ, rvm])
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and define Ψ′ similarly for r′ so that writing
0 Qoo (nFilBEB)∨χoo (nFilBEB)⊕m∨
Ψ∨oo
0 Q′
α
OO
oo (nFilB′EB′)∨χ′oo
OO
(nFilB′EB′)⊕m∨Ψ′∨oo
OO
σ
((
we have n(r) = VQ, n(r′) = VQ′ (3.7). The B-module Q is flat and of
finite presentation, hence projective, so that χ splits; fix a splitting σ
as in the diagram. Our goal is to show that after possibly replacing B′
by a finite type B′-subalgebra of B, χ′ splits.
Lemma 6.6. Disengaging briefly from the notation of the proposition,
let B′ be a Noetherian ring, let B be a B′-algebra, let N ′ be a finite
B′-module, and consider an element n′ ∈ N ′. If 1B ⊗B′ n′ = 0, then
there exists a finite type subalgebra B′′ ⊂ B such that 1B′′ ⊗B′ n′ = 0.
Proof. Fix a finite family {n′i} of generators for N ′, and write
1B ⊗B′ n′ =
∑
i
bi ⊗B′ n′i
Then by [Eisenbud, 6.4], there are elements ai,j ∈ B′ and cj ∈ B such
that ∑
j
aijcj = bi for all i(6.6.1)
and
∑
i
aijn
′
i = 0 for all j .(6.6.2)
Let B′′ be the subalgebra generated over B′ by the (finitely many) cj.
Then again by [Eisenbud, 6.4], 1B′′ ⊗B′ n′ = 0 as claimed. 
Lemma 6.7. In the notation of 6.6, let Q′ be a finitely presented B′-
module, and let σ be a morphism
Q := B ⊗B′ Q′ → N := B ⊗B′ N ′ .
Then after possibly replacing B′ by a finite type subalgebra of B there
exists a morphism
σ′ : Q′ → N ′
such that σ = idB ⊗B′ σ′.
Proof. Fix a finite presentation
F ′1 → F ′0 → Q′ → 0 ,
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and drop the primes to denote base-change to B:
0 0
Q′
OO
// Q
OO
?
??
N ′ // N
F ′0
OO
//
??
F0
OO
F ′1
OO
// F1
OO
B′ // B
Since F ′0 is free and finite, after possibly replacing B
′ by a finite type
subalgebra of B, there is a map β ′ : F ′0 → N ′ commuting with σǫ as in
the diagram. Now
(F ′1 → F ′0 → N ′ → N) = 0 ,
so by 6.6, after possibly replacing B′ by a finite type subalgebra of B,
(F ′1,→ F ′0 → N ′) = 0 .
Subsequently, β ′ factors through Q′ to produce the desired morphism.

6.8. Returning to the situation of the proposition, after possibly re-
placing B′ by a finite type subalgebra of B containing B′, we obtain a
candidate σ′ : Q′ → (nFilB′EB′)∨ for our desired splitting. Now since
(Q′ → (nFilB′EB′)∨ → Q′ → Q)− (q′ 7→ 1B ⊗ q′) = 0
and since Q′ is of finite type, by 6.6, after possibly replacing B′ by a
finite type subalgebra of B containing B′, we have χ′σ′ = idQ′, giving
us our desired splitting.
6.9. Finally, we have that Aut r′ is flat, and also that dim(Aut r′(t)) =
dimQ′(t) + 1 is locally constant on T ′ = SpecB′. Since the image of
T ′ ← T is dense, it follows that dim(Aut r′(t)) = A(g, n) for all t ∈ T ′
which completes the proof.
Proposition 6.10. The inclusion Xndn →֒ Xfln is an immersion. In
particular, Xndn is representable by a quasi-projective scheme.
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The proof follows in paragraphs 6.11 – 6.15. We begin by recalling
the theory of Fitting ideals.
Proposition 6.11. Let X be a Noetherian scheme and F a coherent
sheaf. Then there exists a stratification
s :
∐
i
Xi → X
of X by immersed subschemes such that given a morphism
g : T → X ,
(i) if T = Spec l with l a field, then g factors through Xi if and
only if
dim g∗F = i ,
and
(ii) if T is Noetherian, then g factors through s if and only if s∗F
is flat.
Proof. Since formation of the hypothetical stratification is compatible
with base change, we may assume X = SpecA to be affine. Write
F := Γ(X,F) for the associated A-module. Let Fitti(F ) denote the ith
Fitting ideal of F ([Eisenbud, 20.4]) and let
Xi := Z(Fitti(F ))
denote its zero locus. Compatibility with base change is immediate
from the definition. Thus, fixing g as in the theorem, we may assume
T = SpecB is affine and connected. Let si denote the immersion
Xi →֒ X .
Suppose that g factors through s. Then g factors through si for some
i. Then (again using compatibility with base change),
FittiB ⊗ F = 0 and Fitti+1B ⊗ F = (1)(6.11.1)
so by [Eisenbud, 20.8], B ⊗ F is projective, hence flat. Conversely,
suppose B ⊗ F is flat. Since B ⊗ F is finitely presented, B ⊗ F is also
projective; and since SpecB is connected, B⊗F has constant rank, say
i. Then by loc. cit., 6.11.1 holds, from which it follows that g factors
through si, hence through s. This shows that the stratification we’ve
defined satisfies (ii). Finally, (i) is immediate from the definition. 
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6.12. Assume for an induction on n that for i ≤ n, Xndi →֒ Xfli is an
immersion, and moreover that the two composites in
Xndi
//
 
Xfli
 
Xndi−1 // X
fl
i−1
factor as shown. Define X ′n+1 by the Cartesian square
X ′n+1 //

Xfln+1

Xndn ×Xndn−1 Xndn // Xfln ×Xfln−1 Xfln
and let r′n+1 : gX′ → nn+1,X′ be its universal family.
6.13. Write n(r′n+1) = VQ, combining 3.7 with 0.6 as above. The
Fitting ideals of Q define a flattening stratification X ′n+1 = ∪(X ′n+1)i
of Aut r′n+1. Each (X
′
n+1)i ⊂ X ′n+1 is an immersed suscheme; if T =
Spec l is a field then g : T → X ′n+1 lands in (X ′n+1)i if and only if
dim g∗Aut r′n+1 = i; and if T is Noetherian, then g : T → X ′n+1 factors
through
∐
(X ′n+1)i if and only if g
∗Aut r′n+1 is flat. We claim that
Xndn+1 = (X
′
n+1)A(g,n+1).
6.14. Suppose first that T = SpecB is an affine Noetherian k-scheme,
suppose g : T → Xfln+1 factors through (X ′n+1)A(g,n+1) and let r be the
corresponding representation over T . Then it is clear that rn, r
1 are
both nondegenerate, hence also in particular fiberwise-nondegenerate
in the sense of 4.1. Thus if t ∈ T then r(t)n, and r(t)1 are nondegenerate
in the sense of 4.1, and dimAut r(t) = A(g, n + 1). Hence r(t) is
nondegenerate in the sense of 4.1. Finally, it is clear that Aut r is flat.
Conversely, suppose r : gT → nn+1,T is nondegenerate (T Noether-
ian) and let g : T → Xfln+1 be the corresponding map. It is clear
that g factors through X ′n+1. Flatness of Aut r implies that g factors
through
∐
i(X
′
n+1)i. Finally, the fiberwise condition implies that set-
theoretically g factors though (X ′n+1)A(g,n+1), from which it follows that
the previous (scheme-theoretic) factorization was actually a factoriza-
tion through (X ′n+1)A(g,n+1).
6.15. If T = SpecB is not Noetherian, let B be the system of finite
type subalgebras. Then it follows from 6.4, from 6.14, and finally from
the fact that (X ′n+1)A(g,n+1) is finite type over a field, hence in particular
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locally of finite presentation, that
Xndn+1(B) = lim−→
B′∈B
Xndn+1(B
′)
= lim−→
B′∈B
(X ′n+1)A(g,n+1)(B
′)
= (X ′n+1)A(g,n+1)(B)
([EGA IV, Ch. 3, Prop. 8.14.2.1]). This completes the proof of 6.10.
Remark 6.16. It follows from the construction that although Xnd →֒
Xfl may not be an open immersion, it is close to an open immersion in
the sense that it factors as a surjective closed immersion followed by
an open immersion.
Remark 6.17. Although Proposition 6.4 falls short of stating that
Xndn is locally of finite presentation, it follows from the construction of
6.10 that it is locally of finite presentation after all.
We now discuss moduli stacks and rigidification (6.18 – 6.24), obtain-
ing in particular our main result for this section (6.22) as a corollary
of the work completed above.
Definition 6.18. We letMfln(g) denote the category fibered in groupoids
over Aff(k) whose objects are flag representations of rank n. Thus an
object is a pair (T, r), with T ∈ Aff(k) and r : gT → End E a flag
representation. A morphism (T ′, r′) → (T, r) is a pair (f, φ) where
f : T ′ → T is a map of affine schemes and φ : f ∗r → r′ is an isomor-
phism of representations. We let Mndn (g) denote the fibered subcat-
egory of Mfln(g) whose objects are nondegenerate nilpotent represen-
tations. When there is no risk of confusion we write simply Mfln and
Mndn .
Proposition 6.19. Both Mfln(g) and Mndn (g) are stacks for the fppf
topology.
The proof is in paragraph 10.24 below.
Proposition 6.20. Let Bn act onX
fl
n(g) and onX
nd
n (g) by conjugation.
Then (in the notation of 0.10)
[Xfln/ZARBn] =Mfln(g) and [Xndn /ZARBn] =Mndn (g) .
Proof. Recall our notational convention (0.10) by which [Xfln/Bn] de-
notes the fibered category whose objects over T are the elements of
Xfln(T ) and whose morphisms x → y over idT are those elements b of
Bn(T ) such that bx = y. There is an obvious map
[Xfln/Bn]→Mfln(g) .
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Any isomorphism between flag representations of the form r : gT → nnT
belongs to Bn(T ). Indeed, any isomorphism of representations must
respect the associated filtrations (1.2); the filtration associated to a flag
representation of the form gT → nnT is equal to the standard flag; an
element of GLn(T ) which preserves the standard flag is by definition an
element of Bn(T ). This shows that the map is fully faithful. Moreover,
a general nondegenerate nilpotent representation r : gT → End E is
of the form gT → nnT , hence comes from Xfln(g)(T ), after possibly
replacing T by a Zariski covering of T . That is, every object of the
target is Zariski locally in the image. It follows that the map factors
through an isomorphism of Zariski stacks as claimed.
The same argument applies to Mndn . 
Corollary 6.21. The stacks Mfln,Mndn are algebraic.
Proof. This follows from 6.20 in view of 6.2 and 6.10, respectively. 
Theorem 6.22. The fppf sheaf πfppf0 Mndn (g) (0.11) associated toMndn (g)
is an algebraic space.
Proof. By construction, the inertia stack of Mndn (g) is flat. So this
follows from 6.21 by rigidification (see, for instance, [Olsson, §1.5]). 
Definition 6.23. We let
Mndn (g) := π
fppf
0 Mn(g)
and call it the moduli space of nondegenerate nilpotent repre-
sentations.
Remark 6.24. The mapMndn →Mndn is fppf. Indeed, if f : T →Mndn
is a map from a k-scheme then there is an fppf map T ′ → T such that
f ′ : T ′ → T → Mndn admits a section g : T ′ →Mndn . Then by [Olsson,
1.5.6] f ′∗Mndn is the classifying stack of a flat group scheme and is thus
fppf over T ′. This implies that f ∗Mndn is fppf over T and subsequently,
since T and f were arbitrary, that Mndn is fppf over Mndn as claimed.
We now discuss the functoriality of our moduli spaces (6.25 – 6.31).
Remark 6.25. Let s be a surjection of Lie algebras
f։ g
and let r : gT → End E be a representation of g over a k-scheme T .
Then the zero eigenspace of rsT is equal to the zero-eigenspace of r.
Since the functor r 7→ rsT is exact, it follows that rsT is flag if and
only if r is flag. In particular, s gives rise to a fully faithful morphism
of stacks
Mfln(g) →֒ Mfln(f) .
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Proposition 6.26. Let s be a surjection of Lie algebras
f։ g .
Then the morphism
Mfln(g) →֒ Mfln(f)
induced by s as in 6.25 is a closed immersion.
The proof follows (6.27 – 6.28).
Lemma 6.27. Let A be a ring and θ : E → F a morphism of A-
modules with F locally free of finite rank. Then there exists an ideal
I(θ) of A such that for all A-algebras B, θB := idB ⊗ θ = 0 if and only
if I(θ)B = 0.
Proof. The assertion is local on A, so we may assume F is free. After
possibly precomposing θ with a surjection E ′ ։ E, we may assume E
is free as well. To complete the proof, we fix bases and let I(θ) be the
ideal generated by the corresponding matrix entries of θ. 
6.28. Completion of proof of 6.26. Let r : fT → End E be a flag
representation of f over an affine k-scheme T = SpecA. Let i : a → f
be the kernel of s : f ։ g and let Z be the closed subscheme of T
defined by I(riT ). Then by 6.27, g : T
′ → T factors thought Z if and
only if g∗r factors through g. Regarding r as a map T → Mfln(f), we
have constructed a cartesian square
Z
  //

T

Mfln(g) 

//Mfln(f)
with Z →֒ T a closed immersion, which concludes the proof.
Remark 6.29. Consider again the situation of 6.25 given by a surjec-
tion
s : f։ g
of Lie algebras and a representation r : gT → End E of g over a k-
scheme T . Then
Aut rsT = Aut r .
Suppose A(g, i) = A(f, i) for i = 1, . . . , n. Then it follows from 6.25
that r is nondegenerate nilpotent if and only if rsT is nondegenerate
nilpotent. In particular, s gives rise to a fully faithful morphism of
stacks
Mndn (g) →֒ Mndn (f) .
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Corollary 6.30. Continuing with the situation of 6.29, the map
Mndn (g) →֒ Mndn (f)
is a closed immersion.
Proof. Indeed, the “if and only if” part of 6.29 implies moreover that
the resulting square
Mfln(g) 

//Mfln(f)
Mndn (g)
?
OO
  //Mndn (f)
?
OO
is Cartesian, so this follows from 6.25. 
Corollary 6.31. Continuing with the situation of 6.29, s gives rise to
a closed immersion
Mndn (g) →֒ Mndn (f) .
Proof. The square
Mndn (g)

  //Mndn (f)

Mndn (g)
  // Mndn (f)
is automatically Cartesian. Since the vertical arrow on the right is fppf
(6.24) and the horizontal arrow at the top is a closed immersion (6.30),
the proposition follows. 
Definition 6.32. Since an isomorphism of flag representations give rise
to an equality of constellations (2.27), construction of constellations
gives rise to a map
Mfln(g)→ (Pgab)J
which we denote by const .
Remark 6.33. Although we have no use for this in the sequel, we
remark that a surjection
f։ g
of Lie algebras gives rise to a commuting square
Mfln(g) 

//

Mfln(f)

(Pgab)J
  // (Pfab)J
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7. Variant: framed representations
We continue to work with a finitely generated Lie algebra g over a
field k, and we preserve all notations introduced in the previous section.
Recall that Bn = Tn ⋉ Un is the semidirect product of a torus and
a unipotent group. In studying the quotient of Xndn by Bn it will be
convenient to consider the actions of Un on X
nd
n and of Tn on the
quotient of Xndn by Un separately. The following variant provides a
natural interpretation of the quotient stack [Xfln/ZARUn] in terms of
flag representations.
Definition 7.1. Let T be a k-scheme. A framed flag represen-
tation of g over T is a pair (r, e) where r is a flag representation
gT → End E of g over T and e = (e1, . . . , en) is a basis for grFilrE (1.2)
compatible with the grading. If r, r′ are framed flag representations, a
framed isomorphism r → r′ is an isomorphism φ of the underlying
flag representations such that gr(φ) : gr E → gr E ′ is the isomorphism
determined by the given bases. A framed nondegenerate nilpotent
representation is a framed flag representation whose underlying flag
representation is nondegenerate.
We let Mffln (g) denote the fibered category of framed flag represen-
tations and we let Mfndn (g) denote the fibered subcategory consisting
of framed nondegenerate nilpotent representations.
Proposition 7.2. The fibered categories Mffln (g) and Mfndn (g) obey
fppf descent.
Proof. We start with Mffln . This is a straightforward verification us-
ing the fact that Mfln is an fppf stack (10.24). Let T be an affine
k-scheme, f : T ′ → T an fppf covering, let T ′′ = T ′ ×T T ′ and de-
note by p1, p2 : T
′′ ⇒ T ′ the two projections. Denote by Mffln (f) the
category of descent data relative to f . We are to show that the functor
f ∗ :Mffln (T )→Mffln (f)
is an equivalence. To see that f ∗ is fully faithful, fix two framed repre-
sentations
(r : gT → End (E), er)
and
(s : gT → End (F), es)
over T . Let α denote the induced isomorphism
p∗2f
∗r → p∗1f ∗r ,
β the induced isomorphism
p∗2f
∗s→ p∗1f ∗s ,
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and consider a morphism of descent data
φ′ : (f ∗r, f ∗er, α)→ (f ∗s, f ∗es, β) ;
that is, a morphism
φ′ : (f ∗r, f ∗er)→ (f ∗s, f ∗es)
such that the square
p∗2f
∗r
p∗2φ
′
//
α

p∗2f
∗s
β

p∗1f
∗r
p∗1φ
′
// p∗1f
∗s
commutes. Descent forMfln implies that there is a (necessarily unique)
morphism of representations
φ : r → s
such that
f ∗φ = φ′ ;
on the other hand
f ∗gr φ = gr f ∗φ = gr φ′
sends f ∗er to f ∗es which implies that gr φ sends er to es since re-
striction maps along coverings are injective. This establishes the full
faithfulness.
To check essential surjectivity, fix a framed flag representation
(r′ : gT ′ → End (E ′), e′)
and a framed isomorphism
α : (p∗2r
′, p∗2e
′)→ (p∗1r′, p∗1e′)
obeying the cocycle condition. Descent forMfln produces a representa-
tion r : gT → End (E) whose descent data (f ∗r, αcan.) relative to f is
isomorphic to (r′, α). Fixing an isomorphism
φ : (r′, α)→ (f ∗r, αcan.)
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we get a diagram
p∗2gr E ′
p∗2(gr φ) //
gr α

p∗2f
∗gr E
gr αcan.

e′i ∈ gr E ′
p∗2
>>}}}}}}}}}
p∗1   A
AA
AA
AA
AA gr φ
// f ∗gr E ∋ (gr φ)(e′i)
p∗2
``AAAAAAAAA
p∗1~~}}
}}
}}
}}
}
p∗1gr E ′ p∗1(gr φ)
// p∗1f
∗gr E
in which the (small) square at the front and the two trapezoids at the
back commute. Since
(gr α)(p∗2e
′
i) = p
∗
1e
′
i ,
it follows that
(gr αcan.)p∗2(gr φ)(e
′
i) = p
∗
1(gr φ)(e
′
i) ,
hence that {(gr φ)(e′i)} descends to a basis {ei} of gr E making (r, e)
into a framed representation. This shows that (r′, e′, α) is in the essen-
tial image of f ∗ and completes the verification.
Finally, the same argument using the fact thatMndn is an fppf stack
shows that Mfndn is an fppf stack. 
Proposition 7.3. Let Un act on X
fl
n(g) and on X
nd
n (g) by conjugation.
Then
[Xfln/ZARUn] =Mffln (g) and [Xndn /ZARUn] =Mfndn (g) .
Proof. Consider the map
[Xfln/Un]→Mffln (T )
which sends r : gT → nn,T to
(gT → nn,T →֒ EndO(n)T , the standard basis of O(n)T ) .
If r, r′ ∈ Xfln(T ), then an isomorphism of representations b : r → r′ is
in Un(T ) if and only if gr b = idO(n)T
. The same argument applies to
Mfndn . 
Corollary 7.4. The fppf-sheaf πfppf0 Mfndn (g) associated to Mfndn (g) is
algebraic.
Definition 7.5. We define M fndn (g), the moduli space of framed
nondegenerate nilpotent representations, by
M fndn (g) = π
fppf
0 Mfndn (g) .
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Remark 7.6. The argument of 6.24 applies to show that the map
Mfndn (g)→M fndn (g) is fppf.
Remark 7.7. Remark 6.25 applies without essential change to show
that a surjection of Lie algebras
s : f։ g
gives rise to a fully faithful morphism
Mffln (g) →֒ Mffln (f)
of stacks, and the proof of 6.26 applies without essential change to show
that this map is in fact a closed immersion.
Suppose, moreover, that for i = 1, . . . , n, A(f, i) = A(g, i). Then
paragraphs 6.29 – 6.31 apply without essential change to show that s
gives rise to closed immersions
Mfndn (g) →֒ Mfndn (f)
and
M fndn (g) →֒ M fndn (f) .
We conclude this section with a brief discussion of the framed analogs
of canonical coordinates and constellations.
Definition 7.8. Fix a k-scheme T and a framed flag representation
(r, e) on a vector bundle E of rank n over T . For each pair of integers
i, j with 1 ≤ i < j ≤ n we define the (i, j)th canonical matrix entry
of (r, e) to be the composite
(hj−i)T
κri,j
//
κ
(r,e)
i,j
**Hom(Lrj ,Lri ) ∼= // OT
of the (i, j)th canonical matrix entry κri,j of the underlying flag represen-
tation (2.26) with the isomorphism induced by the basis. In particular,
each κ
(r,e)
i,i+1 is surjective (2.24) and we define the constellation of (r, e),
denoted const(r, e), to be the vector
(κ
(r,e)
1,2 , . . . , κ
(r,e)
n−1,n) ∈ (V∗gab)J(T )
where
J = {(1, 2), . . . , (n− 1, n)} .
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Remark 7.9. Formation of constellations in the framed and unframed
cases gives rise to a commuting square
M fndn
//

(V∗gab)J

Mndn
// (Pgab)J
The horizontal arrow at the top is equivariant with respect to the ac-
tions of Tn−1 given on the left by conjugation by the diagonal torus
and on the right by
(a1, . . . , an−1)(κ1,2, . . . , κn−1,n) = (a1κ1,2, . . . , an−1κn−1,n) .
Since the action of Tn−1 on the right is free, it follows that the action
on the left is also free. Thus we have
Mndn = [M
fnd
n /ZARTn−1] and (Pg
ab)J = [(V∗gab)J/ZARTn−1] .
It follows that the square is in fact Cartesian and that M fndn is a Tn−1-
torsor over Mndn .
8. Low dimensional examples
We continue to work with a finitely generated Lie algebra g over a
field k.
Two dimensions.
Proposition 8.1. The moduli space Mnd2 (g) of two dimensional non-
degenerate nilpotent representations is canonically isomorphic to Pgab.
Proof. As observed in 4.3, every flag representation is nondegenerate.
So
Xnd2 = X
fl
2 →֒ X2 = HomLie(g, n2) = Vgab
is just the complement of the origin. The action by Ga is trivial, and
the action of T2 factors through T2/Gm = Gm. The resulting action
by Gm is just the weight-one action defining projective space. 
Three dimensions.
Proposition 8.2. Let m denote the dimension of g and let w denote
the width of g. If w = 1 then the moduli space Mnd3 (g) of three dimen-
sional nondegenerate nilpotent representations is a closed subscheme
of a vector bundle of rank m− 1 over Pgab. If w ≥ 2 then Mnd3 (g) is a
closed subscheme of a vector bundle of rank m−2 over the complement
of the diagonal of Pgab × Pgab.
The proof follows in paragraphs 8.3–8.5.
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8.3. We begin by noting that
w(g/g(3)) =
{
1 if w(g) = 1
2 otherwise.
Replacing g by g/g(3), we may suppose that w is equal to either 1 or
2 and, moreover, that g is finite dimensional. Let S1 ⊂ Pgab × Pgab
denote the diagonal and S2 its complement, and for i = 1, 2 let
S˜i := Si ×
Pgab×Pgab
(V∗gab)2
For j = 1, 2, 3 let λrj denote the j
th full matrix entry of r, indexed as
in 4.4. Then we have the following diagram:
Xnd3
_
j′

  // Xfl3
_

  // X3
_
j

r_

VgS˜w

  // (V∗gab)2 × Vg

  // (Vgab)2 × Vg

(λr1, λ
r
2, λ
r
3)_

S˜w

  // (V∗gab)2
π

  // (Vgab)2 (λr1, λ
r
2)
Sw
  // Pgab × Pgab
We claim that all squares appearing in the diagram are Cartesian. This
is clear below the top row. For the square in the upper right, this follows
from 2.24. We discuss the square in the upper left. Note that if w = 1
then A(g, 3) = 3 and if w ≥ 2 then A(g, 3) = 2. Applying this to 4.4,
we have: if w = 2 then nondegeneracy is equivalent to the condition
that λ1, λ2 be linearly independent, which is precisely the condition
imposed by cartesianness of the square in that case; if, on the other
hand, w = 1, then every flag representation is nondegenerate, and the
upper left square, which now has an equality at the top, just expresses
the fact that every (flag) representation has λ1, λ2 linearly dependent.
To complete the set up, note that B3 acts on (Vg
ab)2 × Vg, with
VgS˜w and X
nd
3 invariant.
8.4. We claim that VgS˜w/ZARB3 forms a vector bundle of rank m− w
over Sw.
Proof. We begin by recording the action of U3:
(b1, b2, b3)(λ1, λ2, λ3) = (λ1, λ2, λ3 + b1λ2 − b2λ1) .
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Define the vector sheaf E˜ on S˜w by
O(2)
S˜w
→ g∨
S˜w
φ−→ E˜ → 0
where the first arrow is given by the canonical pair of sections. Since
this system has constant rank w, E˜ has constant rank equal to m−w.
In particular, E˜ is locally free. Then
Vφ∨ : VgS˜w → VE˜∨
is the presheaf quotient of VgS˜w by U3. Indeed, an orbit is determined
precisely by λ1, λ2 and the image of λ3 modulo λ1, λ2. Now T2 = T3/Ga
acts on VE˜∨. The action is given by
(a1, a2)(λ1, λ2, v) = (a1λ1, a2λ2, a1a2v)
This is the same as descent data for the vector sheaf E˜ along the faith-
fully flat morphism S˜w → Sw, hence gives rise to a vector sheaf E on
Sw forming a Cartesian square
VgS˜w
Vφ∨
||xx
xx
xx
xx
x

VE˜∨ //
π′′

S˜w
π′

VE∨ // Sw
with π′′ the Zariski sheaf quotient of VE˜∨ by T2. This establishes
the claim, and shows, moreover, that the projection to the quotient is
fppf. 
8.5. It is a general fact about sheaf quotients that we get a Cartesian
square
Xnd3
  j
′
//

VgS˜w
ψ=π′′◦Vφ∨

Xnd3 /ZARB3
  // VE∨
Since j′ is a closed immersion and ψ is fppf, it follows by descent that
Xnd3 /ZARB3 is representable by a closed subscheme of VE∨.
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9. Moduli of wide nilpotent representations
In this section we give an explicit construction of Mndn (g) for n ≤
w + 1, proving, in particular, that Mndn (g) is quasi-projective. This
generalizes Proposition 8.2 in the case w(g) ≥ 2, and the construction
is similar. We continue to work with a finitely generated Lie algebra g
over a field k.
Proposition 9.1. Suppose g has width w and let r : gT → End (E) be
a flag representation of g on a vector sheaf E of rank n ≤ w + 1 over
an affine k-scheme T = SpecB. Then r is nondegenerate if and only if
the points of const r(t) are distinct for all t ∈ T .
Proof. Suppose first that T is Noetherian and suppose the points of
const r(t) are distinct for all t ∈ T . Recall our notation Li = gri E
(2.26). We claim that
n(r) = Hom(Ln,L1) .
Indeed, there is in general a functorial injection
Hom(Ln,L1) →֒ n(r)
given by
φ 7→ (x 7→ φ(x¯))
on T ′-valued points (T ′ an arbitrary T -scheme), where x¯ denotes the
image of x in Γ(T ′,Ln). To see that our assumption makes this into an
isomorphism it is enough to look Zariski locally on T so that E , together
with its flag becomes trivial, and to evaluate on an affine Noetherian
T -scheme SpecA (since both functors are locally of finite presentation).
Fixing a basis compatible with the flag, we thus have n(r)(A) ⊂ nnA.
Now fix (ai,j) ∈ n(r)(A), assume for an induction on s that ai,j = 0
for j− i < s and fix i, j with j− i = s. Then equivariance of (ai,j) with
r implies
ai+1,j+1λi,i+1 = ai,jλj,j+1 .
Then the fiberwise linear independence of λi,i+1, λj,j+1 implies
ai+1,j+1 = ai,j = 0 .
Indeed, consider the map of A-modules
ψ : A2 → A⊗ g∨
defined by
(b, c) 7→ bλi,i+1 + cλj,j+1 .
By [Eisenbud, 20.8] the cokernel splits as a free submodule of co-rank
2, hence the image is a free submodule of rank 2, hence ψ is injective.
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This shows that ai,j = 0 for 1 ≤ j − i ≤ n − 2 and establishes the
claimed isomorphism n(r) = Hom(Ln,L1). Thus the automorphism
group is flat, its fiberwise dimension is minimal and, assuming for an
induction that the subquotients of r are nondegenerate, it follows that
r is nondegenerate.
For the converse with T still assumed Noetherian, suppose there is a
t ∈ T such that the points of const(r) are not all distinct. Our goal be-
ing to show that r is not nondegenerate, after possibly replacing T by
a nonempty Zariski open subset, we may suppose (E ,Filr) to be triv-
ial. After possibly replacing r by a subrepresentation, we may assume
that the λi,i+1 are pairwise linearly independent with the exception of
λ1,2, λn−1,n. Then the equation
a2,nλ1,2(t) = a1,n−1λn−1,n(t)
has a one dimensional space of solutions, so dimAut r(t) = 3 is not
minimal.
If B is not Noetherian, write E for the global sections of E and Fil for
the flag associated to r and let B0 be a finite type subalgebra over which
E,Fil are defined: E = B ⊗B0 E0 with Fil induced from a filtration
Fil0 on E0. Let B denote the system of finite type B0-subalgebras
of B. The functor Xwide(B0,E0,Fil0) whose points are wide representations
on E0 with filtration Fil0 is an open subfunctor of X
fl
(B0,E0,Fil0)
, so is,
in particular, locally of finite presentation. Thus by 6.4 we have an
equality of subsets of Xfl(B0,E0,Fil0)(B):
Xnd(B0,E0,Fil0)(B) = lim−→
B′∈B
Xnd(B0,E0,Fil0)(B
′)
= lim−→
B′∈B
Xwide(B0,E0,Fil0)(B
′)
= Xwide(B0,E0,Fil0)(B)(9.1.1)

Theorem 9.2. Let w denote the width of g. If n ≤ w + 1 then
πZAR0 Mfndn (g) (7.2) is quasi-projective. Thus
M fndn (g) = π
ZAR
0 Mfndn (g)
(7.5) and in particular, M fndn (g) is quasi-projective.
The proof follows (9.3 – 9.11).
9.3. We have
πZAR0 Mfndn (g) = πZAR0 [Xndn /ZARUn]
= Xndn (g)/ZARUn ,
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so our goal is to show that the Zariski sheaf quotient Xndn (g)/ZARUn is
quasi-projective. We first consider the case
g = n(F )
free pronilpotent on a finite dimensional vector space F of dimension
not less than 2. Let K be the set of pairs (i, j) of integers 1 ≤ i < j ≤ n
and let
I = {(i, j) ∈ K | j − i ≥ 2} ,
J = {(i, j) ∈ K | j − i = 1}
be its partition into first superdiagonal and higher superdiagonals. Let
W →֒ (PF )J
denote the complement of the big diagonal, that is, the open subscheme
of J-tuples of distinct points of PF . Write V∗F for VF \ {0} and let
W˜ →֒ (V∗F )J
denote the cone above W . By 9.1,
Xndn (n(F )) = W˜ × VF I = VF IW˜ .
9.4. Let B be a k-algebra and consider an arbitrary element u ∈ Un(B).
Then
(u−1)i,j = −ui,j + Pi,j
where Pi,j is a polynomial in ui′,j′ with i
′ ≥ i, j′ ≤ j and (i′, j′) 6= (i, j),
hence, in particular, with j′− i′ < j− i. Indeed, since formation of the
inverse of an automorphism commutes with taking subquotients along
a filtration respected by the automorphism, it is sufficient to check this
statement for (i, j) = (1, n). Let uî,j denote the matrix u with the i
th
row and jth column removed and let u
î,j,î′,j′
denote u with rows i, i′ and
columns j, j′ removed. Then in this case, we have
(u−1)1,n = (−1)n+1 det un̂,1
= (−1)n+1
n∑
j=2
(−1)ju1,j det un̂,1,1̂,j
=
(
(−1)n+1
n−1∑
j=2
(−1)ju1,j det un̂,1,1̂,j
)
− u1,n
and we need only remark that the parenthetical term is a polynomial
in ui′,j′ with (i
′, j′) 6= (1, n).
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9.5. Continuing with the situation and the notation of 9.4, let λ be a
B-valued point of VF I
W˜
. Then λ corresponds to a family of B-linear
maps
(λi,j : FB := B ⊗ F → B)(i,j)∈K
indexed by K, with {λi,j(t)}(i,j)∈J pairwise linearly independent for
every t ∈ T := SpecB, and corresponds further to a wide nilpotent
representation r : n(F )T → nnT such that for each (i, j) ∈ K, λi,j is
the restriction of λri,j to F .
We denote the action of u on λ by uλu−1. In terms of the linear
functionals λi,j, the calculation of 9.4 gives rise to a formula for the
component linear functionals of uλu−1. For notational convenience, we
allow scalars to act on the right.
(uλu−1)i,j = λi,j − λi,i+1ui+1,j + ui,j−1λj−1,j
− ∑
i+1<m<j
λi,mum,j +
∑
i<l<j−1
ui,lλl,j −
∑
i<l<m<j
ui,lλl,mum,j
+λi,i+1Pi+1,j +
∑
i+1<m<j
λi,mPm,j +
∑
i<l<m<j
ui,jλl,mPm,j
= λi,j − λi,i+1ui+1,j + ui,j−1λj−1,j +
∑
i≤l<m≤j
(l,m)6=(i,j)
Ql,mλl,m
where each Ql,m is a polynomial in ul′,m′ with l
′, m′ subject to the
conditions i ≤ l′ < m′ ≤ j and m′ − l′ ≤ j − i − 2. We note in
particular that the action factors through the quotient U := Un/Ga of
Un by the subgroup defined by ui,j = 0 for (i, j) 6= (1, n).
9.6. Let G denote the set of (n − 2)-ples (E∨2 , . . . , E∨n−1) of subspaces
of F∨ of codimension 2 and fix arbitrarily an element γ ∈ G. Define
an open subset W˜γ ⊂ W˜ as follows. Given a point λ ∈ W˜ let k(λ)
denote its residue field, let (λ1,2, . . . , λn−1,n) denote the corresponding
J-tuple of lineal functionals Fk(λ) → k(λ) and require that for each
i = 2, . . . , n− 1, the subspace of F∨k(λ) generated by the pair λ1,2, λi,i+1
intersect (E∨i )k(λ) trivially:
W˜γ =
{
λ = (λ1,2, . . . , λn−1,n) ∈ W˜
∣∣ 〈λ1,2, λi,i+1〉 ∩ (E∨i )k(λ) = 0 in ∀i} .
Since the projection VF I
W˜
→ W˜ is U -equivariant for the trivial action
of U on the target, U acts on the restriction VF I
W˜γ
of VF I
W˜
to W˜γ.
For each i = 1, . . . , n−1, F∨
W˜
has a canonical section λci,i+1; denote its
restriction to W˜γ by λ
γ
i,i+1. Since for i 6= 1, the sections λγ1,2, λγi,i+1 are
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at each point of W˜γ linearly independent of each other and of (E
∨
i )W˜γ ,
the trivial vector sheaf F∨
W˜γ
decomposes as
F∨
W˜γ
= OW˜γλ
γ
1,2 ⊕OW˜γλ
γ
i,i+1 ⊕ (E∨i )W˜γ .
Define for each (i, j) ∈ I a vector subsheaf Fγ(i, j)∨ of F∨W˜γ by
Fγ(i, j)
∨ :=
{
(E∨j−1)W˜γ if i = 1
OW˜γλ
γ
1,2 ⊕ (E∨i )W˜γ otherwise
and define V ∨γ to be the vector subsheaf
V ∨γ :=
⊕
(i,j)∈I
Fγ(i, j)
∨
of F∨I
W˜γ
.
9.7. The construction of 9.6 gives rise to a closed immersion VVγ →֒
VF I
W˜γ
and hence, by linearization with respect to the action of U , to
a U -equivariant map U × VVγ → VF IW˜γ which we denote by dγ. We
claim that dγ is an isomorphism.
The next two paragraphs (9.8 – 9.9) are devoted to a proof of 9.7.
9.8. We fix an affine k-scheme T = SpecB and a point λ ∈ VF I
W˜γ
(T ),
and we set out to prove that there exists a unique point (u, λ′) ∈
U(T )×VVγ(T ) mapping to λ under dγ. Note first that the restriction
λ|J of λ to J corresponds to a map T → W˜γ and that for any u ∈ U(T ),
uλu−1 corresponds to an element of the pullback (λ|J)∗F∨IW˜γ of F
∨I
W˜γ
along this map; in concrete terms, our goal is to show that there exists
a unique element u ∈ U(T ) such that uλu−1 is actually contained in
the submodule (λ|J)∗V ∨γ of (λ|J)∗F∨IW˜γ . We impose a total ordering on
I: (i, j) < (i′, j′) if j − i < j′ − i′ or if both of the following hold
j − i = j′ − i′ and i < i′.
The following lemma is a strengthening of 9.7 suited for an induction
on I.
Lemma 9.9. For each (i, j) there exist elements bi′,j′ ∈ B, (i′, j′) ≤
(i+ 1, j) such that
(uλu−1)i′′,j′′ ∈ (λ|J)∗Fγ(i′′, j′′)∨ for all (i′′, j′′) ≤ (i, j)
if and only if
ui′,j′ = bi′,j′ for all (i
′, j′) ≤ (i+ 1, j) .
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Proof. The base case is in fact a special case of the inductive step with
vacuous inductive hypothesis. For the inductive step, fix arbitrarily
(i0, j0) ∈ I, suppose the lemma holds for i = i0, j = j0 and let (i1, j1)
be the immediate successor of (i0, j0). Consider first the case given by
j0 6= n. In this case, (i0, j0) = (i1 − 1, j1 − 1). Note the decomposition
(λ|J)∗F∨W˜γ = Bλ1,2 ⊕ Bλi1,i1+1 ⊕ (E
∨
i1)B .
For (i′, j′) ≤ (i1, j1 − 1) set ui′,j′ equal to the element bi′,j′ ∈ B deter-
mined by the inductive hypothesis. Then
(uλu−1)i1,j1 = λi1,j1 + bi1,j1−1λj1−1,j1 − ui1+1,j1λi1,i1+1 +
∑
Ql,mλl,m
with each Ql,m appearing in the sum a polynomial in the elements
bi′,j′ of B determined by the inductive hypothesis, and, in particular,
independent of ui1+1,j1. Thus, there exists an element bi1+1,j1 ∈ B such
that
(uλu−1)i1,j1 ∈ Bλ1,2 ⊕ (E∨i1)B = (λ|J)∗Fγ(i1, j1)
if and only if ui1+1,j1 = bi1+1,j1. The case j0 = n is similar. 
9.10. Consequently, the composite
VF I
W˜γ
→ U × VVγ → VVγ
of the isomorphism d−1γ with the second projection of U × VVγ is the
presheaf quotient of VF I
W˜γ
by the action of U . Since
⋃
γ∈G W˜γ = W˜ and
hence
⋃
γ∈GVF
I
W˜γ
= VF I
W˜
, we have a family of local presheaf quotients
defined over a covering. These glue automatically to produce a global
Zariski sheaf quotient, as I now explain.
Given elements γ, β ∈ G, we denote the intersection W˜γ ∩ W˜β by
W˜βγ. Then the square
VF I
W˜βγ

  // VF I
W˜γ

VF I
W˜βγ
/U   // VVγ
is automatically Cartesian (a general fact about (pre)sheaf quotients).
Since the top arrow is an open immersion and the vertical arrow on
the right is fppf, it follows that the horizontal arrow on the bottom is
an open immersion. The cocycle condition follows from the fact that
the intersection VF I
W˜αβ
/U ∩ VF I
W˜βγ
/U in VVβ is canonically identified
with VF I
W˜αβγ
/U .
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9.11. This completes the proof of the first statement in the special case
g = n(F ). It follows that πZAR0 Mfndn (g) is representable by a scheme,
hence is an fppf sheaf. Thus,
πZAR0 Mfndn (g) = πfppf0 Mfndn (g)
=M fndn (g)
which completes the proof of the theorem in the special case. For the
general case, fix a surjection
s : f։ g
from a free Lie algebra on two or more generators. Then n ≤ w(f) + 1
so by 7.7, s induces a fully faithful morphism
Mfndn (g) →֒ Mfndn (f) .
This gives rise to a square
Mfndn (g) 

//

Mfndn (f)

πZAR0 Mfndn (g) 

// πZAR0 Mfndn (f)
concerning which we have the following facts: the square is Cartesian;
the bottom right corner is algebraic; the vertical map on the right is
fppf (7.6); the horizontal map at the top is a closed immersion (7.7). It
follows that πZAR0 Mfndn (g) is algebraic, from which the theorem follows
as in the free case.
Theorem 9.12. Let w denote the width of g and suppose that n ≤
w + 1. Then πZAR0 Mndn (g) is quasi-projective. Thus
Mndn (g) = π
ZAR
0 Mndn (g) ,
and in particular, Mndn (g) is quasi-projective.
Proof. We have
πZAR0 Mndn (g) = Xndn /ZARBn
= (Xndn /ZARUn)/ZARTn
= M fndn (g)/ZARTn .
Continuing with the notation of 9.3, consider the action of Tn−1 on W˜
by
(a1, . . . , an−1)(λ1,2, . . . , λn−1,n) = (a1λ1,2, . . . , an−1λn−1,n)
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so that W = W˜/ZARTn−1. Recall that the action of Tn on M fndn factors
through Tn−1 = Tn/Gm. The projection M fndn → W˜ is then Tn−1-
equivatiant. Since both actions are functorially free, we get a Cartesian
square
M fndn
//

W˜

[M fndn /ZARTn−1] // [W˜/ZARTn−1]
M fndn /ZARTn−1 // W
Thus, M fndn /ZARTn−1 is fppf locally representable by an affine scheme,
hence is itself representable by an affine scheme.
The second statement follows from the first as in 9.11. 
We conclude with a remark concerning the prospects of extending
the results of this subsection beyond the bound w + 1.
Remark 9.13. Let
J(l) = {(i, j) ∈ [1, n] | 0 < j − i ≤ l} .
Suppose n ≤ 2w + 2. Then the action of Un/U(w+1)n on Xndn /fppfU(w+1)n
is free. On the other hand, the map
f : Xndn → VgJ(l)
is equivariant relative to the action of U
(w+1)
n (U
(w+1)
n acts trivially on
VgJ(l)) and the stabilizers are constant along the fibers. So this action
is free modulo a family of normal subgroups parametrized by VgJ(w).
Thus
Xndn /fppfU
(w+1)
n = X
nd
n /ZARU
(w+1)
n
and the situation might be amenable to methods similar to (but much
more complicated than) the ones above.
10. Representations of a unipotent group
In this section we put ourselves in the situation indicated by the title
of the paper given by a field k of characteristic zero and a unipotent
group G over k. The problem of moduli of representations of G is
equivalent to the problem studied in the previous sections applied to
the case g := LieG. This is largely a matter of reviewing the classical
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theory. Statements available in the literature, however, focus on rep-
resentations defined over a field; we explain in detail how to work in
families.
10.1. For proofs of the following facts (as well as a discussion of the
definition of a unipotent group), we refer the reader to [DG, IV §2].
Let UG denote the category of unipotent groups over k and let NL
denote the category of nilpotent Lie algebras over k. The Lie algebra
of a unipotent group is nilpotent. Thus Lie is a functor UG → NL.
On the other hand, if g is a nilpotent Lie algebra, its covariant total
space may be endowed with a product structure ⋆ : Vg∨×Vg∨ → Vg∨
given by the Baker-Cambell-Hausdorff formula. This makes (Vg∨, ⋆)
into a unipotent group, and defines a functor H : NL→ UG. Lie and
H are quasi-inverse ([DG, IV §2 4.5]). In particular, there is a natural
isomorphism exp : H ◦ Lie → idUG, which is called the exponential
map.
10.2. For the remainder of this section, we fix a unipotent group G
over k and we let g denote its Lie algebra. Recall that formation of the
Lie algebra is compatible with flat base-change, so for any k-scheme T ,
gT fits into a split short exact sequence of (abstract) groups
1 //Γ(T, gT ) //G(T [ǫ]) //G(T ) //1 .
ww
Here T [ǫ] denotes specT OT [ǫ]/(ǫ2).
We note a few generalities about quasi-coherent representations of a
Lie algebra over a general (affine) base (10.3 – 10.4).
10.3. Suppose T = SpecB is an affine scheme, F is a B-module and
r : B ⊗ g → End(F ) is a representation. Then for any B-algebra B′,
r defines a representation r(B′) : B′ ⊗ g→ EndB′(B′ ⊗ F ) determined
by the commuting square
B ⊗ g r=r(B) //

EndB(F )

B′ ⊗ g
r(B′)
// EndB′(B
′ ⊗ F )
and the requirement that r(B′) be B′-linear. Thus if End(F ) denotes
the functor B′ 7→ EndB′(B′ ⊗ F ), then r extends uniquely to a mor-
phism of Lie oT -algebras Vg
∨
T → End(F ), which we denote again by
r.
10.4. Continuing with the situation of 10.3, we remark that any vector
in the 0-eigenspace of r is automatically universally in the 0-eigenspace.
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That is, if x ∈ F is such that r(v)(x) = 0 for all v ∈ B ⊗ g then for
any B algebra B′, and any v′ ∈ B′ ⊗ g,
r(B′)(v′)(1⊗ x) = 0 .
Indeed, since g is nilpotent and finitely generated, it is finite dimen-
sional. Let v1, . . . , vm be a basis and write
v′ =
∑
i
b′i ⊗ vi
with b′i ∈ B′. Then (identifying B′ ⊗k g with B′ ⊗B B ⊗k g) we have
r(B′)(v′)(1⊗B x) = r(B′)(
∑
b′i ⊗k vi)(1⊗B x)
=
∑
b′ir(B
′)(1B′ ⊗B 1B ⊗k vi)(1B′ ⊗B x)
=
∑
b′i ⊗B (r(B)(1B ⊗k vi)(x))
=
∑
b′i ⊗B 0
= 0 .
Definition 10.5. Let B be a k-algebra and let r : gB → End(F ) be a
representation on a B-module F . Then r is locally nilpotent if Filr
(1.2) is exhaustive (1.5).
Definition 10.6. Let B be a k-algebra and let F be a B-module. We
denote by AutF the group-valued functor
B′ 7→ AutB′(B′ ⊗ F ) .
A representation ρ of G on F (over T) is a morphism of group-valued
functors
GT → AutF .
The submodule FGT ⊂ F of invariants is then defined to be the set of
universally fixed elements of F , that is, those x ∈ F such that for any
B-algebra B′ and any u ∈ G(B′),
ρ(B′)(u)(1B′ ⊗B x) = 1B′ ⊗B x .
We associate to ρ a filtration Filρ by submodules F0 ⊂ F1 ⊂ F2 ⊂ · · ·
of F as for a representation of g by setting F0 = 0 and defining Fi+1 to
be the preimage in F of (F/Fi)
GT .
Remark 10.7. Let ρ : GT → AutF be a representation of G on
a quasi-coherent sheaf F over an affine k-scheme T = SpecB with
structure morphism f : SpecB → Spec k. We denote the B-module
MODULI OF UNIPOTENT REPRESENTATIONS 57
associated to F by F as usual. Then we can define an associated
representation
f∗ρ : G→ Aut f∗F
of G on f∗F by forgetting the B-linearity of the coaction
F → (B ⊗k A)⊗B F = B ⊗k F .
This defines a functor
f∗ : RepGT → RepG
from the category of quasi-coherent representation of GT to the cate-
gory of quasi-coherent representations of G which is exact and satisfies
f∗(FGT ) = (f∗F)G .
Indeed, both are equal to the kernel of
α− π : F → B ⊗k F
where α is the coaction and π is the projection x 7→ 1B ⊗k x. Conse-
quently,
Filρ = Filf∗ρ .
Proposition 10.8. Let T = SpecB be an affine k-scheme, F a B-
module, ρ : GT → AutF a representation and Filρ = (F0 ⊂ F1 ⊂ · · · )
the filtration associated to ρ as in 10.6. Then the filtration Filρ is
exhaustive.
Proof. Formation of the associated filtration is compatible with taking
subrepresentations. By [SR, II 2.2.2.2], every element of f∗F is con-
tained in a finite dimensional subrepresentation; by [DG, IV 2.5], the
filtration associated to a finite dimensional representation over a field
is strictly increasing, hence exhaustive. 
We recall the definition and a first property of the derivative of a
representation:
10.9. Let T = SpecB be an affine k-scheme and let ρ : GT → AutF
be a representation of a unipotent group G on a B-module F . Then
Lie(ρ) is the representation B⊗g→ End(F ) of g induced by ρ(B) and
ρ(B[ǫ]), forming a morphism of split short exact sequences of abstract
groups as in the following diagram:
1 // B ⊗ g //
Lie(ρ)

G(B[ǫ]/(ǫ2) //
ρ(B[ǫ]/(ǫ2))

G(B) //
ρ(B)

1
1 // End(F ) // Aut(B[ǫ]/(ǫ2)⊗ F ) // Aut(F ) // 1
ss
gg
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Formation of Lie(ρ) is compatible with arbitrary base-change; that is,
given any B-algebra B′, Lie(ρ)(B′) fits into a morphism of split short
exact sequences of abstract groups:
1 // B′ ⊗ g //
Lie(ρ)(B′)

G(B′[ǫ]/(ǫ2) //
ρ(B′[ǫ]/(ǫ2))

G(B′) //
ρ(B′)

1
1 // End(B′ ⊗ F ) // Aut(B′[ǫ]/(ǫ2)⊗ F ) // Aut(B′ ⊗ F ) // 1
tt
ff
Proposition 10.10. Let T be an affine k-scheme, ρ : GT → AutF a
quasi-coherent representation of a unipotent group G, r = Lie(ρ) the
associated representation of the Lie algebra g of G. As explained in
10.3, r extends uniquely to a morphism of Lie-algebra-valued functors
Vg∨T → End(F ) ,
hence corresponds to a point φ of
End(F )(S•g∨T ) = EndS•g∨T (S
•g∨T ⊗ F ) .
On the other hand,
ρ ◦ exp : Vg∨T → GT → AutF
corresponds to a point
ψ ∈ AutS•g∨T (S•g∨T ⊗ F ) .
Then φ is locally nilpotent and
ψ = 1 + φ+
φ2
2
+
φ3
3!
+ · · ·
This is standard when F is a vector sheaf. The present situation
requires a more careful argument since the functors AutF and UFilF
may not be representable. The proof follows (10.11 – 10.13). We avoid
any mention of UFilF .
Lemma 10.11. Let B be a ring, F a module, n ∈ N. Let Bn =
B[T ]/T n+1 and Cn = B[ǫ1, . . . , ǫn]/(ǫ
2
1, . . . , ǫ
2
n). Then the map
α : AutBn(Bn ⊗ F )→ AutCn(Cn ⊗ F )
induced by
T 7→ ǫ1 + · · ·+ ǫn
is injective.
Proof. The map Bn → Cn is injective with image the subring of invari-
ants for the action of Sn which permutes the variables. The Reynolds
operator for this action provides a splitting of the injection regarded
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as a map of B-modules. It is thus universally injective. Now given an
automorphism φ of Bn ⊗ F , φ, α(φ) form a commuting square
Bn ⊗ F
φ

  // Cn ⊗ F
α(φ)

Bn ⊗ F   // Cn ⊗ F
in which the horizontal maps are injective, from which it follows that
φ is uniquely determined by α(φ). 
Lemma 10.12. Let B be a ring containing Q, G = SpecA an al-
gebraic group over B, g = Lie(G), ρ : G → AutF a quasi-coherent
representation over T = SpecB, r = Lie(ρ) : g→ End(F ). Denote by
exp the formal exponential map
g→ G(B[[T ]])
as defined in [DG, II §6 no. 3]. Following [DG], we denote exp(v) by
eTv and given a map B[[T ]] → B′ sending T 7→ t ∈ B′, we denote the
image of eTv in G(B′) by etv. Fix a vector v ∈ g and write
φ := r(v) ,
ψ := ρ(B[[T ]])(eTv) .
Then
ψ =
∑ T iφi
i!
.
Proof. According to its characterization in [DG], exp satisfies the fol-
lowing two properties:
(1) the element eǫv of G(B[ǫ]/(ǫ2)) determined by the map T 7→ ǫ
is also the image of v under
g→ G(B[ǫ]/(ǫ2)) ;
and
(2) e(T+T
′)v = eTveT
′v in G(B[[T, T ′]]).
Meanwhile, the map
End(F )→ Aut(B[ǫ]/(ǫ2)⊗ F )
defined by
σ 7→ 1 + ǫσ
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is injective with cokernel equal to Aut(F ). Since r is defined by the
map of short exact sequences
0 // g //
r

v
G(B[ǫ]/(ǫ2)) //
ρ(B[ǫ]/(ǫ2))

eǫv
G(B) //
ρ(B)

0
0 // End(F ) //
φ
Aut(B[ǫ]/(ǫ2)⊗ F ) //
1 + ǫφ
Aut(F ) // 0
H

 00
$ ..
induced by ρ, it follows that
ρ(B[ǫ]/(ǫ2))(eǫv) = 1 + ǫφ .
Notation as in 10.11, the map
B[ǫ]/(ǫ2)→ Cn defined by ǫ 7→ ǫi
gives rise to a commuting square
G(B[ǫ]/(ǫ2))

//
eǫv
Aut(B[ǫ]/(ǫ2)⊗ F )

1 + ǫφ
G(Cn) //eǫiv Aut(Cn ⊗ F ) 1 + ǫiφ
W

" ..
i



from which it now follows that ρ(Cn)(e
ǫiv) = 1 + ǫiφ.
Property (2) of exp implies that given nilpotent elements t, t′ in a
B-algebra B′,
e(t+t
′)v = etvet
′v .
So the map
T 7→ ǫ1 + · · ·+ ǫn
gives rise to a commuting square
G(B[[T ]]) //

eTv
Aut(B[[T ]]⊗ F )

ψ
G(Cn) //
eǫ1v · · · eǫnv
Aut(Cn ⊗ F )
(1 + ǫ1φ) · · · (1 + ǫnφ)
# --
V

 //
in which eTv maps to ψ on the upper right and to (1+ ǫ1φ) · · · (1+ ǫnφ)
on the lower right as shown. On the other hand, in the notation of
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10.11, the vertical map on the right factors through
Aut(Bn ⊗ F )→ Aut(Cn ⊗ F ) .
By 10.11, this map is injective. Since in Aut(Cn ⊗ F ),
(1 + ǫ1φ) · · ·(1 + ǫnφ)
=
∑
i
(sum of i−fold products of distinct ǫj ′s)φi
=
∑
i
(ǫ1 · · · ǫn)i
i!
φi(10.12.1)
this map sends ∑ T iφi
i!
to (1 + ǫ1φ) · · · (1 + ǫnφ) .
It follows that ψ maps to
∑ T iφi
i!
in Aut(Bn ⊗ F ) which concludes the
proof of the lemma. 
10.13. Returning to the situation of the proposition, let
B′ := B ⊗ S•g∨
and let v ∈ gB′ be the universal section. Then r(B′)(v) = φ as defined
in the proposition. By 10.12,
ρ(B′[[T ]])(eTv) =
∑ T iφi
i!
.
By [DG, IV §2 4.1],
exp : gB′ → G(B′[[T ]])
factors through G(B′[T ]). The situation is summarized in the following
diagram.
gB′ //

v
End(B′ ⊗ F )
φ
G(B′[T ]) //

Aut(B′[T ]⊗ F )

G(B′[[t]]) //
eTv
Aut(B′[[T ]]⊗ F )∑ T iφi
i!
% --
R

 00
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This implies that
∑ T iφi
i!
is in Aut(B′[T ]⊗F ) and in particular that φ
is locally nilpotent. Let exp denote the global exponential map
Vg∨B → GB .
Then by definition, exp(B′) is the composite
gB′ // G(B′[T ]) // G(B′)
T
 // 1
Finally, ψ, as defined in the proposition, equals ρ(B′)(exp(B′)(v)). So
we consider the commuting square
G(B′[T ]) //

eTv
Aut(B′[T ]⊗ F )

∑ T iφi
i!
T
G(B′) //
ev
Aut(B′ ⊗ F )
ψ
1
$ ..
S

 11
b

from which it follows that
ψ =
∑ φi
i!
as claimed.
Corollary 10.14. Let T = SpecB be an affine k-scheme, ρ : GT →
AutF a quasi-coherent representation, r = Lie(ρ). Let FGT denote
the module of invariants of ρ and let F 0 denote the 0-eigenspace of r.
Then
FGT = F 0 .
The proof follows (10.15 – 10.16).
Lemma 10.15. Let B be a ring, F a B-module, φ ∈ End(F ) and
suppose φ is locally nilpotent. Let ψ =
∑ φi
i!
and let x ∈ F . Then
φx = 0 if and only if ψx = x.
Proof. If φx = 0 then
ψx = x+ φ(x) +
φ2(x)
2
+ · · ·
= x .
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If ψ(x) = x then
φx = (logψ)x
= (log(1 + (ψ − 1)))x
= ((ψ − 1)− (ψ − 1)
2
2
+
(ψ − 1)3
3
− · · · )x
= 0 .

10.16. Returning to the proof of the corollary, suppose x ∈ FGT , let
v ∈ B ⊗ g and let u = exp(B)(v) ∈ G(B). Then
ρ(B)(u)(x) = x
and
ρ(B)(u) =
∑ r(v)i
i!
so
r(v)(x) = 0
by the lemma.
Conversely, suppose x ∈ F 0, let B′ be a B-algebra, let u ∈ G(B′)
and let v = log(B′)(u) ∈ B′⊗g. As explained in 10.8, r(B′)(v)(x) = 0.
Thus
ρ(B′)(u)(x) =
∑ r(B′)(v)i
i!
(x)
= x .
Corollary 10.17. Let T be an affine k-scheme, ρ : GT → AutF a
quasi-coherent representation, r = Lie(ρ). Then r is locally nilpotent.
Proof. It follows from the fact that Lie is exact, from 10.8 and from
10.14 that the canonical filtration associated to ρ witnesses the local
nilpotence of r. 
Definition 10.18. Let REP(G) denote the full stack of quasi-coherent
representations over the category of affine k-schemes. Thus an object
is a triple (T, F, ρ), T = SpecB an affine k-scheme, F a B-module,
ρ : GT → AutF a representation, and a morphism
(T ′, F ′, ρ′)→ (T, F, ρ)
is a pair (f, φ), f a morphism T ′ → T and φ a morphism of represen-
tations f ∗ρ→ ρ′.
Let REPnil(g) denote the fibered category of locally nilpotent rep-
resentations of g: an object is a triple (T, F, r) with T = SpecB an
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affine k-scheme, F a B-module, r : B⊗g→ End(F ) a locally nilpotent
representation, and a morphism
(T ′, F ′, r′)→ (T, F, r)
is a pair (f, φ), f : T ′ → T a morphism of k-schemes and φ : f ∗r → r′
a morphism of representations.
Theorem 10.19. The functor
Lie : REP(G)→ REPnil(g)
sending a representation to its derivative at the identity is an isomor-
phism of fibered categories.
The proof is in paragraphs 10.20-10.22.
10.20. Compatibility with Cartesian morphisms is clear; so it is enough
to fix an affine k-scheme T = SpecB and show that
Lie(T ) : REP(G)(T )→ REPnil(g)(T )
is an isomorphism. We begin by constructing an inverse
Ψ : Ob(REPnil(g)(T ))→ Ob(REP(G)(T ))
to Ob(Lie(T )).
Let Fil be an exhaustive increasing filtration indexed by N on a
B-module F and let nFil(F ) denote the submodule of End(F ) consist-
ing of those endomorphisms which preserve the filtration and induce
0 on the associated graded. (Note, however, that if F is not finitely
presented, formation of nFil(F ) may not be compatible with flat base-
change; so it is better not to think of it as a quasi-coherent sheaf.)
Given v1, v2 ∈ nFil(F ) and s ∈ N, all but finitely many terms of v1 ⋆ v2
are in (nFil(F ))
(s); hence v1 ⋆ v2 is a locally finite sum. Moreover,
(10.20.1)
∑ (v1 ⋆ v2)i
i!
= (
∑ vi1
i!
)(
∑ vi2
i!
)
([Bourbaki, §6.4]).
10.21. Let r : gT → End(F ) be a locally nilpotent representation on
a B-module F and let T ′ = SpecB′ be an arbitrary affine T -scheme.
Then by 10.3, r(T ′) is locally nilpotent. Let Fil(B′) denote the as-
sociated filtration on B′ ⊗ F . There is thus a factorization of r(T ′)
as
B′ ⊗ g→ nFil(B′)(B′ ⊗ F ) ⊂ EndB′(B′ ⊗ F ) .
Now given u ∈ G(B′), define
Ψ(r) : GT → AutF
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by
Ψ(r)(B′)(u) =
∑
i
(r(B′) log(B′)(u))i
i!
By 10.20, Ψ(r) is a morphism of group-valued functors. To check that
Lie(T ) ◦Ψ = idOb(REPnil(g)(T ))
fix a locally nilpotent representation r : gT → End(F ) and consider
the following diagram.
0 //// B ⊗ g //
r

v
G(B[ǫ]/(ǫ2)) //
Ψ(r)(B[ǫ])

eǫv
G(B) //
Ψ(r)(B)

0
0 // End(F ) //
r(v)
Aut(B[ǫ]/(ǫ2)⊗ F ) //
1 + ǫr(v)∑ (r(B[ǫ])(log(B[ǫ])(eǫv))i
i!
Aut(F ) // 0
# --
x
		
N

 11
ss
hh
Our goal being to check that the square on the left commutes, we
compute:∑ (r(B[ǫ])(log(B[ǫ])(eǫv))i
i!
=
∑ (ǫr(B)(v))i
i!
= 1 + ǫr(v)
To check that
Ψ ◦ Lie(T ) = idOb(REP(G)(T )) ,
fix a representation ρ : GT → AutF , an affine T -scheme T ′ = SpecB′
and a point u ∈ G(B′). We then have
Ψ(Lie(T )(ρ))(T ′)(u) =
∑ ((Lie ρ)(B′) log(B′)(u))i
i!
= ρ(T ′)(u)
by 10.10.
10.22. We’ve shown that Lie(T ) interpolates the invariants and nulspace
functors on the nose (10.14) and that Ob(Lie(T )) is bijective (10.21).
Finally, note the if one fixes a particular construction of duals and
tensor products inside the category of quasi-coherent sheaves on T , it
makes sense to say that Ob(Lie) respects duals and tensor products.
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This gives us, for each ρ, ρ′, an equality of sets
Hom(ρ, ρ′) = (ρ∨ ⊗ ρ′)GT
= Lie(ρ∨ ⊗ ρ′)0
= ((Lie ρ)∨ ⊗ Lie ρ′)0
= Hom(Lie ρ,Lie ρ′)
compatible with identity elements and composition, hence an isomor-
phism of categories as claimed.
Definition 10.23. We define the moduli stack of n-dimensional
representations of G, denotedMn(G), to be the substack of REP(G)
determined by requiring morphisms of representations to be isomor-
phisms.
10.24. Proof of 6.19. We have Mfln(g) =Mfln(g/g(n)). By 10.1, g/g(n)
is the Lie algebra of a unipotent group G. The full fibered category
REP(G) of quasi-coherent representations is canonically isomorphic to
the fibered category of quasi-coherent sheaves on the classifying stack
BG of G. The latter is known to obey fppf descent. This implies that
Mn(G) obeys fppf descent. By theorem 10.19, Mfln(g/g(n)) embeds
as a fibered subcategory of Mn(G). Since the flag condition is by its
definition local, it follows that Mfln(g) obeys fppf decent.
Similarly, the nondegeneracy condition is by its definition local, so
the same argument shows that Mndn (g) obeys fppf descent. 
11. Compatibility of flag representations
The (n + 1)st moduli space Mndn+1 is naturally fibered over a certain
closed subscheme M cndn of M
nd
n ×p2,Mn−1,p1 Mndn . In this section we
give a construction as well as a modular interpretation of M cndn . This
generalizes, for instance, the role played by the diagonal of Pgab×Pgab
in the construction of Mnd3 (g) in the case w(g) = 1 (8.2).
We work over a field k of characteristic zero and work interchangeably
with representations of a fixed unipotent group G and with nilpotent
representations of its Lie algebra g.
Definition 11.1. There are two natural maps
p1, p2 :Mfln ⇒Mfln−1
given by
p1(r) = rn−1 , p2(r) = r
1 .
Recall that
Mfln ×
p2,Mfln−1,p1
Mfln
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may be described as the stack whose objects are 4-ples (T, r, r′, φ), T
an affine k-scheme, r, r′ flag representations gT → End E , φ an isomor-
phism r1 → r′n−1. A morphism
(U, s, s′, χ)→ (T, r, r′, φ)
consists of a morphism f : U → T and isomorphisms f ∗r → s, f ∗r′ → s′
such that the square
f ∗(r1)
f∗φ

(f ∗r)1 // s1
χ

f ∗(r′n−1) (f
∗r′)n−1 // s′n−1
commutes. Then there is a natural map
p = (p1, p2) :Mfln+1 →Mfln ×
Mfln−1
Mfln
sending r over T to (T, rn, r
1, φ) where φ is the canonical isomorphism
(rn)
1 → (r1)n−1.
Definition-Proposition 11.2. The image of p is the same in the
indiscrete and fppf topologies, and is a closed substack of Mfln ×Mfln−1
Mfln. Denote it by Mcfln . We call an object in the essential image of p
a compatible pair of flag representations.
The proof is in paragraphs 11.3 – 11.6.
11.3. Consider first the indiscrete topology in which the image is just
the essential image of the functor. An object (T, r, r′, φ) ofMfln×Mfln−1
Mfln gives rise to a two step extension
0→ r1 → r → r′ → r′n−1 → 0
hence to a class o(T, r, r′, φ) ∈ Ext2Rep GT (r′n−1, r1). Then (T, r, r′, φ)
is in the essential image of p if and only if o(T, r, r′, φ) = 0. Indeed,
(T, r, r′, φ) is in the essential image of p if and only if there exists a
quasi-coherent (necessarily n + 1-dimensional, flag) representation r′′
over T and isomorphisms α : r → r′′n, β : r′′1 → r′ forming a commuting
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pentagon:
0

0

r1

r1

0 // r
α //

r′′ //
β

r′n−1 // 0
r1

φ
∼
!!B
BB
BB
BB
B
0 // r′n−1 // r′ //

r′n−1 // 0
0 0
(The rest of the diagram is automatic.) The vertical extension on the
left gives rise to a long exact sequence
· · · → Ext1(r′n−1, r) π∗−→ Ext1(r′n−1, r1) δ−→ Ext2(r′n−1, r1)→ · · ·
Under π∗ followed by δ the class of
0→ r → r′′ → r′n−1 → 0
goes to
0→ r1 → r′ → r′n−1 → 0
goes to
0→ r1 → r → r′ → r′n−1 → 0 .
Thus (r′′, α, β) as above exists if and only if the class the two-step
extension is zero.
11.4. Suppose now that (r, r′, φ) ∈ (Mfln×Mfln−1Mfln)(T ) is fppf-locally
in the essential image of p. Then there is an fppf map f : U → T such
that f ∗(r, r′, φ) is compatible. Hence the class of
0→ (f ∗r)1 → f ∗r → f ∗r′ → (f ∗r′)n−1 → 0
in Ext2((f ∗r′)n−1, (f ∗r)1) is zero. This corresponds to the class of
0→ f ∗(r1)→ f ∗r → f ∗r′ → f ∗(r′n−1)→ 0
in Ext2(f ∗(r′n−1), f ∗(r1)) which is the image of o(r, r′, φ) under
Ext2(f ∗(r′n−1), f ∗(r1))
∼=←− f ∗Ext2(r′n−1, r1)← Ext2(r′n−1, r1)
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It follows that o(r, r′, φ) = 0, hence that (T, r, r′, φ) is in the essential
image of p by 11.3. This shows that the image is the same in the
indiscrete and fppf topologies.
11.5. Suppose (r, r′, φ) ∈ (Mfln ×Mfln−1 Mfln)(T ) and denote by L′n, L1
the line sheaves corresponding to r′n−1, r1 respectively. We claim that
Ext2(r′n−1, r1) = H2(G, k)⊗ L′∨n ⊗ L1.
Proof. We denote by inv∗ the functor which takes a quasi-coherent
representation to its sheaf of invariants, and by inv∗ the functor which
endows a quasi-coherent sheaf with the trivial group action. We have
Ext2(r′n−1, r1) = H2(GT , (r′n−1)∨ ⊗ r1)
= R2inv∗inv∗(L′∨n ⊗ L1)
since both representations are trivial
= R2inv∗(1T )⊗ L′∨n ⊗ L1
by the projection formula (here 1T denotes the trivial representation
on OT )
= H2(G, k)⊗ L′∨n ⊗ L1
by compatibility with flat base change. 
11.6. By 6.27, there is a closed subscheme Z ⊂ T representing the
vanishing locus of o(T, r, r′, φ). We claim that there is a Cartesian
square
Z

//Mcfln

T //Mfln ×
Mfln−1
Mfln
Indeed, given f : T ′ → T , f ∗(r, r′, φ) forms a compatible pair if and
only if
0 = o(f ∗(r, r′, φ)) = f ∗(o(r, r′, φ))
if and only if f factors through Z. This completes the proof of 11.2.
Definition 11.7. We define Mcndn , the stack of compatible pairs
of nondegenerate nilpotent representations of dimension n, by
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the Cartesian square
Mcndn
_

 //Mcfln
_

Mndn ×
Mndn−1
Mndn 

//Mfln ×
Mfln−1
Mfln
We define M cndn , the moduli space of compatible pairs of non-
degenerate nilpotent representations of dimension n, to be the
subfunctor of Mndn ×Mndn−1 Mndn whose T -valued points are those pairs
(r, r′) such that given any square
T ′
(s,s′,φ)
//

Mndn ×
Mndn−1
Mndn

T
(r,r′)
// Mndn ×
Mndn−1
Mndn
(s, s′, φ) is in (the essential image of) Mcndn .
Proposition 11.8. The functor M cndn is a closed algebraic subspace of
Mndn ×Mndn−1 Mndn . The natural map Mndn+1 → Mndn ×Mndn−1 Mndn factors
through M cndn :
Mndn+1

M cndn
  // Mndn ×
Mndn−1
Mndn
The proof follows (11.9 – 11.12)
11.9. The morphism
Mndn ×Mndn−1 M
nd
n →Mndn ×Mndn−1 M
nd
n
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is represented by Isom(r1, r′n−1). That is, suppose T → Mndn ×Mndn−1
Mndn corresponds to the pair of representations (r, r′) with r1, r′n−1 fppf-
locally isomorphic and consider the fibered product
Y //

Mndn ×
Mndn−1
Mndn

T //Mndn ×
Mndn−1
Mndn
Objects of Y are 6-tuples (T ′, f, s, s′, φ, ψ), T ′ a k-scheme, f a map
T ′ → T , (s, s′, φ) ∈ (Mndn ×Mndn−1 Mndn )(T ′) and ψ an isomorphism
f ∗(r, r′)→ (s, s′). Given two objects
a1 = (T
′, f1, s1, s′1, φ1, ψ1) , a2 = (T
′, f2, s2, s′2, φ2, ψ2)
over T ′, there is exactly one isomorphism a2 → a1 over idT ′ if f1 = f2
and the induced isomorphism
(s2, s
′
2)→ (s1, s′1)
respects φ1, φ2 and no isomorphisms otherwise. Then, on the one hand,
Y is equivalent to the full subcategory consisting of those objects such
that
(s, s′) = f ∗(r, r′) and φ = idf∗(r,r′) ,
which, on the other hand, is clearly equivalent to IsomT ′(r
1, r′n−1).
Since r1, r′n−1 are fppf-locally isomorphic, IsomT ′(r
1, r′n−1) is an fppf-
torsor under Aut r1. Hence, in particular, the morphism
Mndn ×Mndn−1 Mndn →Mndn ×Mndn−1 Mndn
is flat and locally of finite presentation.
11.10. The morphism
h :Mndn ×Mndn−1 M
nd
n → Mndn ×Mndn−1 M
nd
n
is represented locally by the classifying stack of a smooth group scheme.
Indeed, if (r, r′) ∈ (Mndn ×Mndn−1 Mndn )(T ) then
Aut (r, r′) = Aut r ×T Aut r′
is smooth. Moreover,
Mndn ×Mndn−1 M
nd
n = π
fppf
0 (Mndn ×
Mndn−1
Mndn ) .
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It follows that h is a rigidification map, hence locally a classifying stack
by [Olsson, Remark 1.5.6] as claimed. Hence h is flat and locally of
finite presentation.
Claim 11.11. There exists a mapMcndn →M cndn which forms a Carte-
sian square
Mcndn _

// M cndn _

Mnd ×
Mndn−1
Mndn // Mndn ×
Mndn−1
Mndn
Proof. Let Y denote the fibered product
Y _

// M cndn _

Mnd ×
Mndn−1
Mndn // Mndn ×
Mndn−1
Mndn
Y is the full subcategory ofMndn ×Mndn−1Mndn consisting of those objects
whose image inMndn ×Mndn−1Mndn lies inM cndn . ThusMcndn ,Y are both full
subcategories, and we claim that they are in fact equal, the inclusion
Y ⊂Mcndn being clear.
For the reverse inclusion we are to consider a square
T ′
(s,s′,χ)
//

(r,r′,φ)
<
<<
<<
<<
<<
<<
Mndn ×
Mndn−1
Mndn

T //Mcndn //Mndn ×
Mndn−1
Mndn // Mndn ×
Mndn−1
Mndn
and to show that (s, s′, χ) ∈ Mcndn (T ′). After possibly replacing T ′ by
an fppf cover, we may assume s ∼= r, s′ ∼= r′. Fixing isomorphisms as
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in the diagram below
0

0

s1
∼= //

r1

s
∼= //

r

s1
∼= //

r1

φ
!!C
CC
CC
CC
C
0 // r′n−1
∼=

// r′
∼=

// r′n−1
∼=

// 0
0 // s′n−1 // s′ // s′n−1 // 0
0 0
We claim that (s, s′, s1 → r1 → r′n−1 → s′n−1) is a compatible pair.
Indeed, the square
Ext1(s′n−1, r1)
∼= //
δ

Ext1(r′n−1, r1)
δ

Ext2(s′n−1, r1) ∼=
// Ext2(r′n−1, r1)
commutes and the arrow at the top sends the class of
0→ r1 → s′ → s′n−1 → 0
to the class of
0→ r1 → r′ → r′n−1 → 0
from which it follows that (r, s′, r1 → r′n−1 → s′n−1) is a compatible
pair; the next step follows similarly from commutativity of the square
Ext1(s′n−1, s1)
∼= //

Ext1(s′n−1, r1)

Ext2(s′n−1, s1) ∼=
// Ext2(s′n−1, r1)
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Finally, s1 → r1 → r′n−1 → s′s−1 differs from χ by an automorphism of
s1 from which it follows that (s, s′, χ) is compatible, again by a similar
argument. 
11.12. We’ve shown that the inclusion
M cndn →֒Mndn ×Mndn−1 M
nd
n
is a closed immersion by checking fppf locally on the target. Finally,
the factorization follows from the universal mapping property of the
fppf sheaf associated to a stack.
Appendix A. A direct proof of separatedness
Let g be a finitely generated Lie algebra over a field k and let w
denote its width (5.1). It follows from Theorem 9.12 that Mndn , for n ≤
w+ 1, is separated. The assumption n ≤ w+ 1 also enables us to give
a direct proof of separatedness. Of interest here is the reappearance
of the width. The proof is in four paragraphs (A.1 – A.5) staring
with concrete calculations over a discrete valuation ring followed by
generalities concerning the reduction of separatedness of a rigidification
to a certain condition involving only isomorphism classes of objects of
the stack.
Lemma A.1. Let V be a valuation ring over k with fraction field K,
and let r, r′ : g → End(E),End(E ′) be two nondegenerate nilpotent
representations. If rK ∼= r′K then r ∼= r′.
Proof. Fix bases compatible with the flags. Then there are elements t ∈
Tn(K) and u ∈ Un(K) such that ut is an isomorphism rK → r′K . Our
goal is to show that after possibly modifying t and u by precomposing
with any automorphism of rK , we have t ∈ Tn(V ) and u ∈ Un(V ).
Denote by λi,j, λ
′
i,j the full matrix entries gV → V of r, r′, respec-
tively. Then we have, for i = 1, . . . , n− 1,
ti,iλi,i+1 = ti+1,i+1λ
′
i,i+1 .
Since λi,i+1 is surjective, there is a v ∈ gV such that λi,i+1v = 1.
Plugging in and taking valuations, we get
val(ti,i) = val(ti+1,i+1) + val(λ
′
i,i+1(v))
from which, val(ti,i) ≥ val(ti+1,i+1); by symmetry, val(ti,i) = val(ti+1,i+1).
Hence, after possibly multiplying by a suitable constant, we get t ∈
Tn(V ).
This completes the first half of our task, and provides us, moreover,
with an intermediate representation r′′ over V , the conjugate of r by
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t, such that t is an isomorphism r → r′′ and u is an isomorphism
r′′K → r′K .
We claim that u ∈ Un(V ), without requiring further modification.
Indeed, writing λ′′i,j for the component linear functionals of r
′′, equiv-
ariance of u reads
λi,j + ui,i+1λi+1,j + · · ·+ ui,j−1λj−1,j
= ui+1,jλ
′′
i,i+1 + · · ·+ uj−1,jλ′′i,j−1 + λ′′i,j .
Note, in particular, that for each i,
λi,i+1 = λ
′′
i,i+1 .
Assume for an induction on s that for each j − i < s − 1, ui,j ∈ V .
Applying the above equation with j− i = s to any v ∈ gV , we see that
(A.1.1) ui,j−1λj−1,j(v)− ui+1,jλi,i+1(v) ∈ V .
But since r is wide,
λj−1,j × λi,i+1 : gV → V × V
is surjective. We apply (A.1.1) to elements v1, v2 ∈ gV mapping to
(1, 0), (0, 1), respectively, to conclude the proof. 
A.2. Note that Mndn (g) is locally of finite type over Spec k. Indeed, by
[Knutson, I.4.11] this may be checked fppf locally on the source. The
map Xndn →Mndn is a Bn-torsor, hence fppf, and the mapMndn →Mndn
was noted to be fppf in 6.24. So in checking that Mndn (g) is locally
of finite type, we may first replace Mndn (g) by X
nd
n and we then note
that the latter is quasi-projective over k, hence, in particular, locally
of finite type over k.
A.3. Abstracting a bit, we have an algebraic stack X and a map f :
X → X to an algebraic space which is surjective in the fppf topology.
Moreover, X is locally of finite type over a locally Noetherian base S.
We’ve shown that if V is a valuation ring over S and K is its fraction
field, then given r, r′ : SpecV → X over S, rK ∼= r′K implies r ∼= r′.
By [LM, A3], the valuative criterion for separatedness for X may be
checked against complete discrete valuation rings. So suppose given
r, r′ : T → X , T = SpecV a complete discrete valuation ring with
generic point τ = SpecK and closed point t = Spec k. Then there
exists an fppf T -scheme Y and a lifting of r, r′ to s, s′ : Y → X .
In order to be able to apply A.1 to s, s′, we will need to replace Y
by an appropriate valuation ring.
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Claim A.4. If Y is a flat, finite type T -scheme, T = Spec V , V a
complete discrete valuation ring, then there exists a complete discrete
valuation ring V ′, flat and finite over V and a map
T ′ = SpecV ′ → Y
over V .
A proof based on global geometric techniques was outlined by Hassett
in oral communication. Below we follow an alternative approach.
Proof. Since the special fiber Yt is of finite type over t, it contains a
point y, finite over t. The stalk OY,y of OY at y is flat over V , hence
injects into K ⊗V OY,y (K the fraction field of V ). Hence in particular
K ⊗V OY,y is nonzero. An arbitrary point ζ of its spectrum gives rise
to a point of Yτ which specializes to y. By [Osserman, Corollary 2.4]
the specialization
ζ  y
admits a factorization
ζ  ξ  y
through a closed point ξ of Yτ . Since Yτ is of finite type over τ , ξ is
finite over τ . Let Z be the closed subscheme of Y defined by endowing
¯{ξ} with the reduced induce structure. Then OZ,y is a Noetherian
local domain with generic point ξ. Hence by [Hartshorne, II Exercise
4.11], K ′ := k(ξ) has a discrete valuation ring V ′ dominating OZ,y.
Its spectrum T ′ = Spec V ′ surjects onto T , hence is torsion free hence
flat. On the other hand, since K ′ is finite over K, it has a unique
discrete valuation ring dominating V which may be characterized as
the integral closure of V in the residue field of ξ; moreover this discrete
valuation ring is automatically complete ([Lang, XII 2.5]). Thus T ′ is
complete and fppf over T and has a map T ′ → Y as claimed. 
A.5. We thus have a complete discrete valuation ring V ′, and sections
u, u′ : T ′ := SpecV ′ → X
lifting r, r′. Denoting the function field of V ′ by K ′, these have the
property that uK ′, u
′
K ′ agree in X hence are fppf locally isomorphic in
X . Thus there is a finite extension K ′′ of K ′ such that uK ′′ ∼= u′K ′′.
There exists a discrete valuation ring V ′′ of K ′′ (complete and) fppf
over V ′. Let v = uV ′′, v′ = u′V ′′ (that is, v, v
′ are the composites
T ′′ = SpecV ′′ → T ′ ⇒ X ).
Then v, v′ are valuation valued points of X which are generically iso-
morphic, so, as we assumed in A.3, it follows that they are isomorphic.
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Hence they agree in X . Hence our original r, r′ agree fppf locally, hence
agree globally and we’re done.
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