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Abstract-This study first proposes a set of factors and an
initial behaviours-requirement relationship model as
domain knowledge. Through conducting a questionnaire
based survey customer data is collected as evidences for
inference of the relationships between these factors shown
in the model. After creating a graphical structure, this
study calculates conditional probability distribution
among these factors, and then conducts inference by using
the Junction-tree algorithm. A set of useful findings has
been obtained for customer online shopping behaviour and
requirements with motivations. These findings have
potential to help businesses adopting more suitable
development activities.
Index Terms- Inference, E-service, Customer preference,
Bayesian networks
I. INTRODUCTION
THE web-based e-service is providing more and
personalized web information and products to web customers.
With the rising dominance of e-commerce and e-government.
the quality of web-based e-service has grown in importance,
as its impact on individuals. households, companies, and
societies has become widespread. To have a high quality e-
service system begins understanding customer online
shopping behaviours. including what customers want, and
why the want it. In marketing and customer-relationship
management, customer clustering and segmentation are two
of most important methodologies used in mining customer
data. They use customer-purchase transaction data to track
buying behaviour and create strategic business initiatives.
Business can use this data to divide customers into segments.
However, it cannot reveal what customers want, and why the
want it regarding to online shopping.
Related research has also been conducted in evaluating the
quality of web-based e-service [19]. Typical approaches used
in this category of research are testing, inspection and inquiry
[4]. These approaches are often used together in conducting
and analysing a web search or a desk survey. For example,
Ng et al. [17] reported a desk survey of business websites and
has discussed the features and benefits of web-based
applications. Lu et al. [13] showed their assessment results
for e-cornmerce development in businesses of New Zealand.
Customer satisfactory evaluation has been conducted for
obtaining customers' feedback and measure the degree of
their satisfaction for current e-services provided.
Questionnaire-based survey and multi-criteria evaluation
systems are mainly used to conduct this kind of research. For
example, Lin [12] examined customer satisfaction for e-
commerce and proposed three main scales which play a
significant role in influencing customer satisfaction.
In general, the common research methods (e.g. surveys and
focus groups) used in these researches more often reveal what
customers think their motivations are. rather than what their
motivations truly are. When respondents do not comprehend
their true motivations, they tend to state how they think they
ought to be motivated. As a business, it would more like to
know if its customers want using e-service applications, their
motivation, their requirement to the features provided in their
e-service websites, and which features are more important
than others to attract new customers. These results will
directly or indirectly support making business strategies in e-
service application development.
After the introduction, Section 2 presents a factor-relation
model about customer online shopping behaviours and
customer requirement on the features of e-service, Data
collection process is also shown in this section. Section 3
analyses how Bayesian networks is applied in the inference
for the relationship among these factors. Section 4 reports
main findings through using Bayesian network analysing
these relationships. Conclusions are discussed in Section 5.
n. CUSTOMERPREFERENCEMODEL
A. A Relationship Model
A model to describe the relationships among customer
online shopping preference and their requirement on the
features of e-service is established as shown in Fig. 1. Totally
eight factors are identified in the model. AI, A2 and A3 are
regarding to customer online shopping behaviour. However,
there are some internal relationships among them. SI-S5 are
regarding to customer requirement on the features provided in
e-service websites, They are directly related to A3, also
indirectly related to Al and A2.
Al like to experiment with new information
technologies.
+
Az like to purchase goods/services online. I
+
A3 intend or have done purchasing goods/services
online.
~
Sl When I feel it is Attractive
S2 When I feel it is Dependable
S3 When I feel it is Reliable
S4 When I feel it is Trustworthy
S5 When it can meet my Demand
Fig. 1: A model of customer online shopping preference and their
requirement
B. Data Collection
Data used in this study was collected data from a sample
with two groups of people: an Australian customer group, a
Chinese customer group. As both countries' Internet usage
results show that people using e-services (1) live in capital
cities more than those living outside of capital cities; (2) be
under 50 years old; (3) university educated or university
students; and (4) work as professionals. We therefore mainly
selected people who can meet the four criteria in the survey.
Each person was asked to consider few websites they used or
intended for online shopping. These websites' e-service
quality is then measured.
A questionnaire is designed to have 27 questions. Out of
these questions, three categories are included. This paper only
concerns two of them: customer online shopping behaviours
with 3 questions on AI, A2, and A3, and customer
requirement with 5 questions, SI-S5, about the reasons to
have online shopping on a website. In the questionnaire, all
questions listed use a five-point Likert scales, that is, '1'-
strong disagree, '5' -strong agree. For example, if a
customer likes to experiment with new information
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technology very much, the customer will record the degree of
agreement on question I as '4' or '5'.
The survey results are firstly used to identify which one,
out of Sl. S2, S3, S4, and S5, is as the most important factor
for users to decide purchasing goods/service online, and how
customers assess the quality of e-service websites, However,
this paper focuses on the analysis of relationships among the
two sets of factors.
III. BAYESIANNETWORKAPPROACH
Bayesian network is a powerful knowledge representation
and reasoning tool under conditions of uncertainty. A
Bayesian network B =< N, A, e > is a directed acyclic graph
(DAG) < N, A> with a conditional probability distribution
(CPD) for each node, collectively represented bye, each
node Il E N represents a variable, and each arc a E A
between nodes represents a probabilistic dependency [2, 17].
In a practical application, the nodes of a Bayesian network
represent uncertain factors, and the arcs are the causal or
influential links between these factors. The association with
each node is a set of CPDs that model the uncertain
relationships between each node and its parent nodes.
Using Bayesian networks to model uncertain relationships
has been well discussed in the theory by researchers such as
Heckerman [5] and Jensen [10]. Many applications have also
proven that Bayesian network is an extremely powerful
technique for reasoning the relationships among a number of
variables under uncertainty. For example, Heckerman et al.
[6] applied Bayesian network approach successfully into
lymph-node pathology diagnosis. Breese and Blake [I]
applied Bayesian network technique in the development of
computer default diagnosis.
Comparing with other inference analysis approaches,
Bayesian network approach has four good features of
inference in its applications. Firstly, unlike neural network
approach, which usually appears to users as a "black box", all
the parameters in a Bayesian network have an understandable
semantic interpretation [15]. This feature makes users to
construct a Bayesian network directly by using domain
knowledge. Secondly, Bayesian network approach has an
ability to learn the relationships among its variables. This not
only lets users observe the relationships among its variables
easily, but also can handle some data missing issues [8].
Thirdly, Bayesian networks can conduct inference inversely.
Many intelligent systems (such as feed-forward neural
networks and fuzzy logic) are strictly one-way. That is, when
a model is given, the output can be predicted from a set of
inputs, but not vice versa, while Bayesian networks can
conduct bi-direction inference. The last advanced feature is
that Bayesian networks can combine prior information with
current knowledge to conduct inference as it has both causal
and probabilistic semantics. This is an ideal representation
for users to give prior knowledge which often comes in a
causal form [8]. These features will guaranty that using
Bayesian networks is a good way to verify those initially
identified relationships and inference some uncertain
relationships between cost factors and benefit factors in the
development of e-services.
IV. LEARNING AND INFERENCE PROCESS
A. A Graphical Structure
These notes and relationships shown in Fig. 2 are
considered as a result obtained from domain knowledge. In
order to improve the Bayesian network, structural learning is
needed by using real data to test the established relationships.
The data collected, described in Section 2, is used to complete
the structure learning of the Bayesian network.
A suitable structural learning algorithm is selected first for
conducting the structural learning of the Bayesian network.
Since the number of DAGs is super-exponential in these
nodes, a local search algorithm, Greedy Hill-Climbing [7], is
selected for the structural learning. The algorithm starts at a
specific point in a space, checks all nearest neighbours, and
then moves to the neighbour that has the highest score. If all
neighbours' scores are less than the current point, a local
maximum is thus reached. The algorithm will stop and/or
restart in another point of the space. By running the Greedy
Hill-climbing algorithm for structure learning from collected
data, an improved Bayesian network is obtained.
Fig. 2: Factors relation Bayesian network
B. Conditional Probability Distributions
Once the improved Bayesian network is defined, the next
step is to determine the conditional probabilities distribution
for each node. Let X = (X 0"'" Xm) be a note set, X j (i=O,
1,... m) is a discrete node (variable), in a Bayesian network
shown in Fig. 2. The CPD of the node X i is defined as
B:lPa, = P(X j = Xi I Pa , = pai) [7], where Pa, is the parent
set of node Xi' pa, is a configuration (a set of values) for the
parent set Pa of X., and X is a value that X. takes. Based
I I I J
on the data collected, the CPDs of all nodes shown in Fig. 2
are calculated.
Before using a Bayesian network to conduct inference,
learning and establishing the parameters elJ from the data
r,IPo;
collected should be completed. The easiest method to estimate
the parameters 8;'11,,, is to use frequency. However, as the size
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of data in the study is not very large enough. using frequency
methods in the study may be not very effective. This study
therefore selected Bayes method for establishing related
parameters. Based on Heckerman [7]' s suggestions, the
Dirichlet distribution is choose as the prior distribution e;l[r",
for using the Bayes method. The Dirichlet distribution is the
conjugate prior of the parameters of the multinomial
distribution. The probability density of the Dirichlet
distribution for variableB = (Bl,···, B,,) with parameter
a = (al''' ',a,,) is defined by
! f(a 1 TI" 8",-1n ,Dir( 8 I al = p f(ail i~1
n
8i' .. ·,8" 2 0,L 8i = I
;=1
others
where e, ''', e 2 0, ,a B = 1, and a, ... a > o· The
, " .L.Ji=:1 I ' , I'
parameter a
i
is interpreted as prior observation count for
events governed by Bj•
Let ao = l:;~,ai.The mean value and variance of the
distribution for B; can be calculated by [3]
When a; -;, 0, the distribution becomes non-informative.
The means of all Bj (i=O,I, ... m) stay the same if all a j
(i=O,1, ... m) are scaled with the same constant. If we don't
know the difference amongB
j
, we should leta, = ... = a,,'
The variances of the distributions will become smaller as the
parameters a i (i=O,l, ... m) grow. As a result, if no prior
information, a, should be assigned with a small value.
After the prior distributions are determined, the Bayes
method also requires to calculate the posterior distributions of
e:ll'a, and then complete the Bayes estimations of B; . To
conduct this calculation, this study assumes that the state of
each node can be one of the five values: 1 (very low), 2 (low),
3 (medium), 4 (high), and 5 (very high). Through running the
approach, the CPDs of all nodes shown in Fig. 3 are obtained.
Through observing these results, we can find that the
relationships among these factor nodes are hardly in a linear
form. Therefore it is not very effective to express and test
these relationships by traditional linear regression methods.
On the other hand it is more convenience to use conditional
probabilities to express these relationships.
C. Inference
The Bayesian network has been now created with both its
structure and all conditional probabilities defined. It can be
thus used to inference the relationships among these factors
identified in Fig. 2. The inference process can be handled by
fixing the states of observed variables, and then propagating
the beliefs around the network until all the beliefs (in the
form of conditional probabilities) are consistent. Finally, the
desired probability distributions can be read directly from the
network.
There are a number of algorithms for conducting inference
in Bayesian networks, which make different tradeoffs between
speed, complexity, generality, and accuracy. Junction-tree
algorithm, developed by Lauritzen and Spiegelhalter [11], is
one of the most popular algorithms. This algorithm is based
on a deep analysis of the connections between graph theory
and probability theory. It uses an auxiliary data structure,
called a junction tree, and is suitable for middle and small
size of samples.
The Junction-tree algorithm computes the joint distribution
for each maximal clique in a decomposable graph. It contains
three steps: construction, initialization, and message passing
or propagation. The construction step is to convert a Bayesian
network to a junction tree. The junction tree is then initialized
so that to provide a localized representation for the overall
distribution. After the initialization, the junction tree can
receive evidences, which consists of asserting some variables
to specific states.
Based on the evidences obtained for the factor nodes, we
can conduct inference by using the established Bayesian
network to analyse intensive and find valuable relationships
among these relationship identified. Table 1 shows the
marginal probabilities of all nodes in the Bayesian network.
Table I Marginal probability of the nodes
state
Pr 1 2 3 4 5
node
I Al 0.0138 I 00138 0.2322 05655 I 01747
A2 0.0483 I 0.1977 0.3586 0.3701 0.0253
A3 0.0828 I 02322 0.2322 0.3471 0.1057
51 00023 0.1632 ! 04046 0.3471 00828
I 52 0.0138 I 0.1172 , 04391 0.3701 I 0.0598
53 0.0138 I 0.0598 0.2667 0.4736 0.1862
54 0.0138 I 00598 0.2207 0.4391 0.2667
55 0.0023 I 00828 0.2782 0.5080 01287
V. RELATIONSHIP ANALYSIS
Over all inference results obtained through running the
Junction-tree algorithm, two main significant results are
particularly discussed in the paper. These results are under
the evidences that the factor node is 'high (4)'. For the other
situations, such as under the evidence that the node is 'low',
the similar results have been obtained.
A. Relationship on A2
Assuming A2=:4(high), we can get the probabilities of the
other nodes under the evidence. Fig. 3 shows the effect of
observing when the value of A2 is high. The probability of a
high A, has increased from 0.5655 to 0.6534, suggesting that
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A2 and A, are correlated to some extent, so that a high A2
tends to "cause" a high AI. The probability of a high A3 has
increased from 0.3471 to 0.4981, suggesting that A2 and A3
are correlated to some extent, so that a high A2 tends to
"cause" a high A3. The probability of a high 54 has increased
from 0.4391 to 0.4792, suggesting that A, and 54 are
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Fig. 3 Contrast between prior probability and posterior probability
when A2=:4(high)
B. Relationship on A3
Assuming A3=:4 (high), we can get the probabilities of the
other nodes under the evidence. Fig. 4 shows the effect of
observing when the value of A3 is high. The probability of a
high Al has increased from 0.5655 to 0.6381, suggesting that
A3 and A, are correlated to some extent, so that a high A3
tends to "cause" a high AI. The probability of a high A2 has
increased from 0.3701 to 0.5311, suggesting that A3 and A2
are correlated to some extent, so that a high A3 tends to
"cause" a high A2• The probability of a high 54 has increased
from 0.4391 to 0.6636, suggesting that A3 and 54 are
correlated to some extent, so that a high A3 tends to "cause" a
high 54. The probability of a high 55 has increased from
0.5080 to 0.6636, suggesting that A3 and 55 are correlated to
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Fig. 4 Contrast between prior probability and posterior probability
when A3=4 (high)
VI. CONCLUSION
This study analyses the relationships among customer
online shopping preference and their requirement for the
features of e-service in websites. An initial preference-
requirement model as domain knowledge, and the data
collected through a survey is as evidence to conduct the
inference-based verification. Through calculating conditional
probability distributions among these identified factors, this
paper shows that certain features of websites are more
important than others to attract customer online shopping. It
explores a way that using machine learning approach to
analysis customer preference in web-based e-services.
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