A random walk model is presented which exhibits a transition from standard to anomalous diffusion as a parameter is varied. The model is a variant on the elephant random walk and differs in respect of the treatment of the initial state, which in the present work consists of a given number N of fixed steps. This also links the elephant random walk to other types of history dependent random walk. As well as being amenable to direct analysis, the model is shown to be asymptotically equivalent to a non-linear urn process. This provides fresh insights into the limiting form of the distribution of the walker's position at large times. Although the distribution is intrinsically non-Gaussian in the anomalous diffusion regime, it gradually reverts to normal form when N is large under quite general conditions.
large times, corresponding to sub-diffusion or super-diffusion respectively. Many different underlying mechanisms have been studied which generate these characteristics, incorporating ideas from the theory of continuous time random walks, Lévy flights, fractional dynamics and so on. Attention in this regard has also been given to non-Markovian walks with long term memory, some recent examples of which may be found in [4] [5] [6] [7] [8] [9] [10] [11] .
The elephant random walk (ERW), introduced by Schütz and Trimper [12] , provides a non-trivial but theoretically tractable model which exhibits a transition from standard to super-diffusion as a parameter  is varied. The model is intrinsically non-Markovian in nature since the walker's next step is influenced by its entire preceding history. Since the original exposition, the model has been analysed and extended in various ways. One important line of enquiry has been to clarify the limiting nature of the distribution (probability density) of the walker's position at large times. Initially, the distribution was thought to be normal (i.e. Gaussian) irrespective of the value of  ; subsequently it was found that it is actually nonGaussian in the super-diffusion regime, although it is difficult to be specific and this is a topic of continuing research [13] [14] [15] [16] [17] [18] [19] . Minor modifications to the original formulation lead to sub-diffusion as well as super-diffusion [20, 21] , and various other models turn out to have a close connection to the ERW as well, see e.g. [22] [23] [24] [25] .
In this paper we study another variant of the ERW, which differs from the original in that the initial state now consists of a given number 0  N of fixed (i.e.
pre-defined) steps. We call this Model I. The primary motivation is to understand how, in the anomalous diffusion regime, the limiting distribution and overall statistics 4 are affected by the early step history. By considering the limit of a large number of free (i.e. random) steps beyond the N steps specified from the outset, and calculating the moments of the walker's position exactly, the nature of the transition from standard to super-diffusive behaviour is made clear, as is the transition of the distribution from being Gaussian to non-Gaussian. A key question of interest is what happens when N is large, i.e. 1  N ? It turns out that under such circumstances the anomalous diffusion regime persists, but the limiting distribution gradually reverts to
Gaussian form under quite general conditions. This broadens one's understanding and also strengthens the link to other models. We show that a natural way to frame both the discussion and the analysis is to take a continuum limit as  
N
, in the spirit of how a basic isotropic random walk reduces in the limit to the Wiener process or standard Brownian motion.
Recent studies of the original ERW have benefited from a mapping onto an urn process, which has greatly aided understanding of the limiting behaviour as the number of steps grows large [16] . In other fields, the nature of urn-based random walk models has been explored in parallel [26] [27] [28] [29] [30] [31] [32] . We exploit this here by demonstrating asymptotic equivalence of Model I to a non-linear generalization of the standard twocomponent Pólya urn process [31] , which we call Model II. This generalization has found application in many fields such as neuronal development [33] , the organization of growing networks exhibiting preferential attachment [34] [35] [36] , information cascade in voter models [37, 38] and the emergence of macrostructure in economics [39, 40] .
Through this connection, we are able to derive exact results for the distribution of the walker's position at large times using an embedding approach based on the properties of continuous-time birth processes. In turn, this demonstrates the various limiting behaviours when N is large and provides a wider context within which the behaviour of the original ERW may be reconciled.
A modified elephant random walk

Preamble
The main model we examine, our Model I, is a variant of the original ERW [12] . We denote the position of the walker by the integer variable . In this way the walker's next step is influenced by its entire history; an intrinsically non-Markovian characteristic.
Where our model deviates from the original ERW is that we assume the first 0  N steps are pre-defined. In other words, the initial state is the set of fixed step
. How these are generated is not important for now; what is important is that they are fixed and characterized by the two parameters figure 1) . We exclude the case 0  N which would correspond precisely to the original ERW. There, the initial step is undefined and requires a separate rule, namely with probability  choose 1 
The initial sate consists of a positive steps and b negative steps, with
. We can now write the probability that 1 
Anomalous diffusion
The signature of anomalous diffusion is that the variance
. One can calculate the first two moments of T  as governed by (4) exactly, from which an anomalous diffusion transition may be demonstrated as  varies. Adapting the analysis in [13] , as set out in Appendix A, the expected position of the walker obeys the recursion, 
and the solution for
It is apparent from the first term of (12) that the case with other parameters fixed we get using (9), (13) and (10) 
implies that the walker exhibits standard diffusive behaviour. On the other hand, when 
The summation in the first term of (15) ; a full proof will be given later.
The model as presented is closely related to that studied in [24, 25] The analysis presented in [24, 25] with slightly modified memory rules [4, 11] , bond percolation on random recursive trees [22] , two-component urn processes [27, 31, 32] and voting models with two types of voter behaviour [37] .
Skewness and kurtosis
The results so far say little about the form of the distribution of
Regarding the original ERW, it was initially thought that the distribution is normal (i.e. Gaussian) for all  ; later it became clear through a variety of theoretical approaches that this is true when These results, in conjunction with (10) and (13) (10), (13), (18) and (19) 
This strongly suggests that the distribution increasingly reverts to normal (i.e.
Gaussian) form as
This is already an important observation, however care is needed since the procedure leading to (21) is based on one particular way of taking the twin limits
. A more general approach should allow for the ratio N T / to be held constant during the limiting process. To do this, we can usefully consider a continuum limit of the discrete process governed by (1) and (4) . Our assertion is that the scaled random variable
exists and has a well-defined Gaussian distribution for all  . The variable  plays the role of a rescaled time parameter, whilst 0  is seen to be a rescaled initial position for the free (random) portion of the path, i.e. the steps of the path for which N T  .
Given this, based on (7) and (12) it follows that,
Moreover, given the results in Appendix A, we also have,
These results for the first four moments are precisely what one would expect on the basis of   having a normal distribution with density,
with mean   given by (23) and variance based on (23) and (24),
This holds true for all  . However, it is evident that the super-diffusion regime persists in this rescaled picture; thus as
. The key message here (not necessarily obvious) is that one can have anomalous diffusion governed by a Gaussian distribution. At the transition point itself, one can take the limit
In the next Section, these results are explored from a different perspective which provides a more fundamental justification of (27) . A discussion of the limitations of specifically choosing ) (
throughout the analysis will be deferred to Section 4.
Urn representations
Preamble
The form of (3) ). In this manner, the next step of the walk is chosen randomly according to (3) , and the analysis of the model is equivalent to the analysis of the corresponding urn process. The variables A and B taken as a pair are derived from a two-dimensional Markov chain.
This connection to urn processes was essentially pointed out in a different contextual setting in [27] and has been the basis of recent work which has shed considerable light on the original ERW [16] . Here we utilise the urn picture but stay close to the idea of studying random paths. Model I reduces to that of an isotropic random walk. In this case, each contributing path has the same probabilistic weight and it is trivial to write down,
From this one can calculate the mean and variance of, say, the variable A ,
The mean and variance of T A T    2 are then as given in (8) and (16) . The fact that
implies the walker exhibits standard diffusive behaviour.
One can further analyse (30) using Stirling's approximation to derive as
This is a familiar result and the limiting distribution (and hence for T  also) is naturally of Gaussian form.
On the other hand, with the choice 1 

Model I reduces to the standard Pólya urn process [42] . For this case there is also a reasonably elementary derivation of ) , ( B A P S based on the fact that the probabilistic weight of each contributing path, although more complicated, is again the same, see e.g. [28] ;
With more effort, one can calculate mean and variance of, say, the variable A [43] ,
Once again, the mean and variance of T  are then as given in (8) and (16 
where the approximated mean and variance of A according to (35) are now given by,
In this case the limiting distribution (and hence for 
where the approximated mean and variance of A according to (37) are now given by,
These can be deduced from the exact result (34) in the stated limit.
A non-linear extension
Unlike the two special cases discussed above, the calculation of the end-point Of key importance to the discussion is the fact that (3) and (39) are identical
, and also asymptotically equivalent in the appropriate limit for all  . To see this directly, using (2) we can rewrite (39) as follows;
and the equivalence to (4) for the values
, one has from (40) that,
 
).
The first term in (41) corresponds precisely to (4) 
The fact that this procedure correctly captures the precise probabilistic weight of each possible directed path relies on the memoryless nature and the independence of the birth processes ) (t X and ) (t Y , coupled with the observation that for a given step, say (43) and correspondingly
To make further progress, we note that for 0   (see [31] for a full discussion), , where Model I and Model II also coincide precisely, one has by rewriting (49),
In figure 3 we compare the exact result against the results of numerical simulations of the process (39), again with excellent agreement. For 0   the initial asymmetry with respect to the line B A  decreases with S and is therefore practically invisible.
The large N limit revisited
The limiting process previously discussed in Section 3.1 is based on letting 
28
The key idea is that the first passage time  for the birth process ) (t X is asymptotically normal. This means that in the limit of interest one can approximate the first passage time probability density (45) as follows,
are the mean and variance of  respectively;
The latter follow from the fact that the time j  spent in state j has probability
. The proof of (52) is essentially that of the central limit theorem for independent but non-identically distributed random variables [31] .
One can then use (52) in conjunction with (42) to approximate ) , (
, one can carry out the integrals in (42) analytically after extending the lower limits to   to derive,
One can also approximate (53) using the Euler-Maclaurin theorem;
The special nature of the cases 1   and
is reflected in (55). It follows after some straightforward algebra that (54) further simplifies to,
As a check, these agree with (32) and (37) 
As a further check, these also agree with (31) and (38) , although here the approximation is not quite as good in the tails reflecting the persistent influence of the initial state.
In conjunction with (2), the stochastic behaviour of the variable T  as   T may be determined from ) , ( B A P S through the normalised probability density;
One can therefore write down based on (56) and (58) an estimate for the normalised probability density;
where the approximated mean and variance according to (59) are given by,
The variance in (60) does not depend on 
Recurrence and transience
It is known in the context of Model II that if both populations B A, tend to infinity almost surely, but beyond a certain number of steps (which is realization specific) one is always larger than the other [35, 36] . This means that beyond a certain number of 
where,
The implication is that . This means the first passage time is no longer finite with probability one (the walk is transient), i.e. the first passage time for a given realization of the walker's path may be infinite.
Discussion
In this paper we have studied the statistics of a random walker within the elephant . Here it is known that one enters a monopolistic regime where, in terms of the two populations A and B , only one will eventually tend to infinity whilst the other will remain strictly finite [31, 35, 36] . This implies unusual statistical behaviour for T  which would be interesting to study further. There may also be a deeper link to the random walk model featuring extreme value memory discussed in [9] .
Appendix A: Evaluating moments for Model I
In relation to Model I described in Section 2, for N T  the first moment or expected value of the position obeys the recursion,
where we have used (5) and the fact that
. To solve (A1) one can simply iterate to derive,
Alternatively, one can write
is the gamma function which satisfies
For the second moment we have the recursion,
To solve this it is helpful to note that the linear difference equation,
has the solution for N T  (which can be proved by direct substitution),
With reference to (A4) and (A6), this gives,
To simplify further one can use the following identity (which can be proved by induction on the summation variable k , see also [19] ),
which then gives the final result, The evaluation of higher order moments becomes progressively more involved.
For the third moment we have as the logical extension of (A4), 
