data-driven optimal modeling and identification of widely-linear quaternion-valued synthetic systems is achieved by using a quaternion-valued gradient based algorithms. To account rigorously for the second-order statistics of the quaternion system, the quaternion least mean square (QLMS) and widely linear quaternion least mean square (WL-QLMS) were selected. The QLMS is shown to successfully model the quaternion-valued systems and the WL-QLMS is able to model both quaternion and widely-linear quaternion valued systems taking into account the full second-order statistics of the system. Analysis has proven that both algorithms are able to adapt to non-stationary nature of the systems. This approach is supported by simulations of various synthetic systems.
I. INTRODUCTION
Recent resurgence in quaternion-valued statistical signal processing has led to modeling of three and four dimensional real-world data. Quaternion-valued modeling has proven to be popular and is now applied to various fields such as molecular modeling [1] , wind modeling [2] and communication channel estimating [3] . However, the analysis on the algorithms on data driven system modeling is still lacking [4] . In order for the quaternion-valued system modeling to be widely adapted, this obstacle needs to be overcome.
Quaternion was invented by Hamilton in 1843 to serve as an extension to the complex number system into four dimensional spaces. The special properties of the quaternion domain algebra offer over the real valued vector are the reason behind the increasing popularity of quaternion. Quaternion algebra proves to be superior over the normal vector algebra. One of the examples can be noticed in vector algebra, the cross multiplication of two vectors can be zero even though none of the vectors are equal to zero. This is not true for the quaternion algebra [5] .
Due to the attractive nature of the quaternion-valued algorithms, two prominent gradient based algorithms, quaternion least mean square (QLMS) and widely linear quaternion least mean square (WL-QLMS) were selected. The QLMS operates in quaternion domain and has been proven to be robust and stable. The WL-QLMS operates on a similar basis to the QLMS but with enhanced performance due to the widely linear nature of the WL-QLMS which is able to capture the full second-order statistics in . The widely linear model is based on the concept of augmented statistics [6] .
The concept of augmented statistics has been introduced in complex domain to define the complete second order statistics for complex random normal and non-normal vectors. The two parameters covariance and pseudo covariance were used in order to define the improperness in the complex variables. For a proper complex variable the pseudocovariance vanishes. This concept has been extended to the quaternion domain and is defined by pseudocovariance and three other complementary covariances [7] . Similar to the complex case, proper quaternion variable would occur when the three complementary covariances vanishes.
Both of these algorithms have been established in signal processing but yet the analysis on the performance in system modeling setting is still suffering an evident shortage. This paper focuses on addressing this knowledge gap by analyzing their performances on quaternion-valued systems. Section 2 will provide the basics of quaternion algebra. This is followed by Section 3 which introduces the concept of quaternion augmented statistics. Section 4 will provide a brief introduction to the QLMS and WL-QLMS algorithms utilized in a system modeling approach, followed by the result and discussion in Section 5. Finally the paper will be concluded in Section 6. 
II. QUATERNION ALGEBRA
In the quaternion domain ∈ , the addition and subtraction are componentwise shown to be
However this is not the case for the multiplication operation. The multiplication operation in quaternion algebra is noncommutative due to the presence of the cross product and is given by
where the cross product and dot product represented by the symbols "x" and "." respectively.
Other operators of the equivalent importance are the three quaternion involutions given by
The norm square and the quaternion conjugate are two other operations used in this paper given by.
III. AUGMENTED QUATERNION STATISTICS
The notion of augmented statistics has been introduced to define the improperness for the complex random normal vectors, which was extended to non-normal vectors [8] . To characterize the properness of the complex random vector, the covariance C zz and pseudocovariance P zz is utilized and is given by
where z=x+y i . C zz and P zz denots respectively to covariance and pseudocovariance while (·) T and (·) H denote to the transpose and Hermitian vector operator respectively and x, y are real values.
Properness is a term given to the complex random vector when its probability distribution is rotation-invariant. In second order statistics the real and imaginary parts are not correlated and have equal variance: that is, the pseudocovariance P zz in (7) vanishes.
The availability of C zz and P zz make it suitable for the modeling of second order information.
In order to utilize the complex second order statistics, the complex widely linear is proposed and is given by
Similar to the complex case, describing the full second order data within the quaternion random vector cannot be described by the covariance alone. In order to make it suitable for dealing with improper signal, complementary covariance matrices is needed to be employed. This provides a general framework for the modeling of second order statistical of the quaternion vector [10] . The i,j,k-covariances are given by
Based on the covariance and the three complementary covariances the augmented covariance matrix a q C of an
which describes the quaternion random vector is given by
where the submatrix can be calculated by
The has a unique property where q is not correlated with its k j iand , involutions leading to
Replacing the properties in (12) In order to fully utilize the second order statistics similar to the complex case, the widely linear model has been proposed and described by
where x is the input signal of the system, i x j x , and k x represent the i,j and k involutions respectively while g, h, u, v are the weight vectors of the system, w
T is the augmented weight vector and
T is the augmented random input vector.
One advantage of the quaternion widely linear model is, its ability to measure the degree of properness of a quaternion random vector [7] [13] . The widely linear model gives superior results compare to the standard model due to its ability to fully capture the second order statistics
IV. DATA-DRIVEN SYSTEM MODELING ALGORITHMS
The proposed algorithms for the data-driven system modeling of the linear and widely-linear system are based on the gradient-based quaternion valued adaptive filtering algorithm for the FIR filter.
The architecture of adaptive filter model is illustrated in Fig. 1 , where x (n) is the driving noise. In this case, the independent identically distributed (iid) is chosen to be quaternion white Gaussian noise signal feeds to the system as an input of the system and the adaptive filter defined by
where a, b, c and d are Gaussian noise while i, j and k represent the imaginary units. d (n) is the desired signal that is the output of the system, y (n) is the output from the filter and e (n) is the error signal, the difference between y (n) and d (n) which uses to update the weight in order to minimize the cost function. The adaptive quaternion learning algorithms valued are based on minimizing the cost function given as
given e(n) = d(n) -y(n) where d(n) is the desired output and y(n) is the filter output depending on the chosen adaptive filtering algorithm. The (.)*, (.) H and (.) T symbols refer to quaternion conjugate operator, Hermition and transpose.
The quaternion-valued adaptive filtering algorithm minimizes the above cost function (16) defined by the weight update equation
where μ represent the real-valued learning rate and the
Two of the most prominent gradient based algorithms operates on the principle described in (17) and (18), these algorithms are QLMS and WL-QLMS. The WL-QLMS further enhances the QLMS by incorporating a widely linear model given in (14) to fully capture the second order statistics of the quaternion variable. The details of the QLMS and WL-QLMS are given in Table 1 . 
The simulations are conducted in system identification setting shown in Fig 1 with signal length L = 120000, tap length = 3 and learning rate μ = 3 
10
− by utilizing the QLMS and WL-QLMS learning algorithms for the modeling of various synthetic systems. The input to the system and filter is an iid quaternion white Gaussian noise given in equation (15) . The various synthetic systems to be modeled are 
where W1 is the MA (3) system, W2 is widely linear system WLMA (3) which is an extension of the MA (3) with widely linear coefficients, and W3 is a fully quaternion system QWLMA (3) which is an extension of W2 where all the coefficients are quaternion valued. The simulations are performed and evaluated under four cases: a. Modeling of MA (3) b. Modeling of WLMA (3) c. Modeling of QWLMA (3) d. Modeling of a non-stationary synthetic model. For the ease of referencing, the output y(n) of both QLMS and WL-QLMS are presented again below
In this simulation, we will adapt the notation q a which refers to the 8 th quaternion valued weight of q. Fig.3 shows the weights values for both QLMS and WLQLMS. Fig 3a illustrates the performance of the QLMS algorithm for the modeling of the WLMA (3) system shown in (20) . The values of the three tap lengths w 1 , w 2 and w 3 of the QLMS are 0.15, 0.88, 0.27 respectively thus it failed to capture the correct weight values of MA (3) due to the lack of the augmented weight present in the QLMS (3).
A. Performance of the QLMS and WL-QLMS for the modeling of MA(3) system

B. Performance of QLMS and WL-QLMS for the model of WLMA(3) system
On the contrary Fig. 3b shows the weight update values for the WL-QLMS algorithm for the modeling of WLMA (3) system. It is obvious that g 1 approaches 0.35, g 2 approaches 1 and g 3 approaches 0.35 which are the coefficients values of the WLMA (3) system given in equation (20). The h, u, v weights approaches the values 0.45, 0.9, 0.5 respectively this means that the WL-QLMS was able to capture the correct value of the WLMA (3) model. 
C. Performance of the QLMS and WL-QLMS for the model of the QWLMA(3) system
From equation (21) it can be noticed that the coefficients are all quaternion values and it is difficult to present it in graphical form. Therefore, the local imaginary unit has been utilized in order to improve the clarity of the figures. The conditions of the local imaginary unit was proposed in [16] Applying these transformations to the QWLMA (3) system in (21) will yield: On the other hand Fig. 5 illustrates the performance of the WL-QLMS for the modeling of the QWLMA (3) system. It can be seen that the scalar part of the first tap length g 1 approaches 0.35, the scalar part of the second tap length g 2 approaches 1 and the scalar part of the third tap length g 3 approaches 0.35. The scalar part of the three augmented weights h, u and v approaches the values 0.9, 0.5 and 0.45 respectively which is equal to the coefficients of the QWLMA (3). Fig. 5b shows the that the alpha g 1 ,g 2 and g 3 approaches 1.4739, 1.0410 and 0.4387 respectively and the alpha for the augmented weights h 1 , u 2 and v 3 approaches 1.3874, 0.6964 and 0.5244 respectively. All the mentioned values are the coefficients of the QWLMA (3) system given in equation (26). This proves that WL-QLMS algorithm provides superior performance for QWLMA (3) modeling due to the better utilization of the systems second order statistics.
D. Synthetic non stationary system
In this experiment the three systems MA (3), WLMA (3) and QWLMA (3) have been cascaded to exhibit a nonstationary system in order to compare the real time tracking ability of the QLMS and WL-QLMS. The details of the system as shown below 1-QWLMA (3) for 0 k 4000. 2-MA (3) for 4001 k 8000. 3-WLMA (3) for 8001 k 12000. This indicates the system is set to the QWLMA (3) for the intervals of 1<k<4000 followed by MA (3) for the intervals of 4001<k<8000, and WLMA (3) for the intervals of 8001<k<12000. Similar to the previous section, the local imaginary unit is utilized in displaying the results. Keep in mind that the values of the local imaginary units for the MA (3) and WLMA (3) systems are zero since the coefficients of these two systems are only scalar values quaternions. Fig . 7 shows the superior performance of the WL-QLMS system in modeling the non-stationary system efficiently where the scalar value of the three tap length g 1 , g 2 and g 3 approaches 0.35, 1 and 0.35 respectively while the scalar part of the augmented weights h, u and v approaches the correct values for the QWLMA (3) and WLMA (3) systems however, it failed to capture the correct values for the MA (3) system due to the lack of augmented weight in MA (3).
The alpha values of the g 1 , g 2 and g 3 approaches 1.474, 1.041 and 0.4387 respectively and the alpha for the augmented weights h 1 , u 2 and v 3 approaches 1.387, 0.6961 and 0.5244 respectively for the first 4000 interval and then start descending to reach zero valued due to the lack of these local imaginary units in MA (3) and WLMA (3) systems. Over all the WL-QLMS shows superior performance compared to the QLMS algorithm in the modeling of non-stationary system.
VI. CONCLUSION
The performance of a class of quaternion valued learning algorithms for the modeling of various quaternion-valued systems have been analyzed. The superior modeling performance of the WL-QLMS compared to the QLMS stems from the inherent widely linear model incorporated into WL-QLMS. This widely linear model was able to capture the full second order statistics of the quaternion domain described by its covariance matrix and three complementary covariances. Simulations over different types of quaternion-valued systems (linear, widely linear, full quaternion widely linear) illustrate the advantages of the WL-QLMS approach. The same framework can be extended to the modeling of real-world systems such as wind velocity.
