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Advancements in general-purpose computing on GPUs [1, 2, 3, 4, 5, 6, 7] has led to a resur-
gence of deep learning methods in computer vision. Deep learning techniques have since led to
tremendous successes in the field of computer vision. Some of the prominent ones are the progress
made on the problems of image classification [8, 9, 10], image segmentation [11, 12, 13, 14, 15],
object detection [16, 17, 12, 18] and vision language tasks, e.g. image captioning [19, 20, 21],
visual question answering [22, 23, 24, 25, 26] etc. Convolutional neural networks [27, 28] and/or
Recurrent Neural Networks [29] trained to regress to a single value or classify to a single class
label are the workhorse of most of these methods. However, many computer vision problems are
ambiguous i.e. they have more than one plausible solution. Therefore, we need methods – a) That
can estimate the multi-modal (i.e. with multiple peaks) probability distribution in the output space,
and b) Produce diverse and meaningful solutions from the estimated multi-modal probability dis-
tribution.
In this thesis, we tackle ambiguous problems (which have multiple solutions) such as image col-
orization, image captioning and scene-graph prediction. Our strategy to generate multiple solutions
is as follows – (i) We first generate multiple proposals given the input image. These proposals are
not to be confused with the object or region proposals of detection networks. Our proposal encodes
the properties/characteristics of the corresponding solution/output, before the output is generated.
(ii) Given the proposal, we then generate the solution/output which (approximately) adheres to the
constraints specified in the proposal. Multiple proposals allow us to generate multiple solutions.
More than one colorization is feasible for a grey-level image. For image colorization, we de-
velop a regression based method to generate a single colorization. Then, we use histograms as
proposals with this regression method. Our histogram proposals encode different color schemes
desired in the output colorizations. Thus, using different histograms allows our method to generate
realistic multiple colorizations. Histogram proposals are difficult to input for a user, therefore we
also develop a method that uses automatically generated (or learned) latent proposals. Our latent
proposal method uses a combination of variational auto-encoders [30] and mixture density net-
works [31] to perform multiple colorization. To the best of our knowledge, this is the first method
that demonstrates learned multiple colorizations.
For image captioning, the goal is to produce a sentence (i.e. caption) to describe the input im-
age. Any given image can be described in many ways, therefore multiple captions are correct. We
show that convolutional networks can be used to model the language (or output caption), which
previously was done using recurrent networks only. We find that convolutional networks produce
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more entropy in their posteriors for output words. Therefore, more unique words and n-grams get
sampled in the output captions. This demonstrates that posterior probability modelled by convolu-
tional neural networks encodes more diversity and is multi-modal. Then, we used part-of-speech
as our proposals with our convolutional captioning method to sample multiple captions. Part-of-
speech encodes different language/syntactic structure of the output caption. Therefore, our method
generates captions that have meaningfully different language or sentence structure. We show that
our sampling of captions is – fast, accurate and diverse. Finally, we propose a new method to build
scene graphs that uses object-object (or paired object) proposals. Our part-of-speech technique
helped add syntactic diversity to the multiple captions. In future work, scene graphs can be used
to add semantic diversity to the captioning methods and help obtain diverse captions.
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Neural networks are good at producing a single solution to a computer vision problem (e.g. a
single class label, a single segmentation mask etc.). However, there are ambiguous problems such
as colorization and image captioning where more than a single output or solution is feasible. The
machine learning model should then choose how many solutions to output and which solutions are
plausible (See Fig. 1.1).
Our strategy (illustrated in Fig. 1.2 and Fig. 1.3) is as follows – (i) First, we generate multiple
proposals that encode the properties of the corresponding solution. Our proposals are not to be
confused with the region or object proposals of detection networks. Then, (ii) we use these pro-
posals to generate corresponding solutions. Our proposals encode different properties, therefore
we generate multiple (and diverse) solutions with these different properties. Multiple proposals
allow us to generate multiple solutions.
Figure 1.1: For ambiguous problems, the machine learning model needs to decide how many solutions to output









Figure 1.2: In this work, to generate multiple solutions we first generate multiple proposals. Our proposals en-
code the properties of the solution/output, before the output is generated. Then, conditioned on these proposals
we generate corresponding solutions that approximately obey the constraints in the proposals. See Fig. 1.3 for
specific proposals used in image colorization and image captioning.
Our methods model the ambiguity and generate multiple solutions for computer vision prob-
lems. For image colorization, we develop the first learned colorization on large datasets using a
max-margin based regression framework of Ratliff et al. [32]. Our image regression trained with
a quadratic objective is unimodal. But, we demonstrate that augmenting our quadratic objective
with similarity cost to different histograms allows us to produce multiple colorizations [33]. Note,
to obtain these multiple colorizations, the user needs to possess or generate the histograms used
in the histogram similarity cost. In our subsequent work, we develop the first automatic diverse
colorization method to generate multiple colorizations [34]. For captioning, we demonstrate that
convolutional networks generate output posterior probabilities (over the word vocabulary) with
more entropy [35]. This establishes convolutional neural networks as better architectures to model
the ambiguity of image captioning. In further work, we use part-of-speech proposals to sample
multiple captions from these posteriors [36]. Sampling captions with our part-of-speech based
captioning is fast, accurate and diverse as compared to the de-facto beam search methods. In addi-
tion to diversity induced by sentence arrangement with part-of-speech tags, image captioning can
benefit from semantic diversity. A representation of these semantics is a scene graph, where the
detected objects and the relationships between the objects are summarized. In this thesis, we also
investigate techniques that will help scene graph prediction. Better scene graphs will lead to better
semantic diversity for image captioning methods.
1.2 CHALLENGES AND CONTRIBUTIONS
We now discuss the challenges and our contributions in detail. Sec. 1.2.1 discusses our contri-
butions to the problem of image colorization, Sec. 1.2.2 discusses image captioning and Sec. 1.2.3























Colorizationwithhistogram/latentproposals Captioning withPart-of-speech (POS) proposals
Figure 1.3: In chapter 2 and chapter 3, we use histogram and latent proposals to generate multiple coloriza-
tions. chapter 5 shows our use of part-of-speech as proposals to generate captions with different syntactic
structure (as encoded by corresponding part-of-speech proposal).
Figure 1.4: Colorization is ambiguous, more than one colorization is plausible for an input grey-level im-
age. In the figure above, two artists on a colorization sub-reddit (https://www.reddit.com/r/
colorizationrequests/) produced two different but realistic colorizations for the input grey-level im-
age.
1.2.1 Colorization
We demonstrate a colorization method that uses a max-margin based image regression frame-
work of Ratliff et al. [32]. The details of the method are in chapter 2, Sec. 2.2. Ours is one of the
first works that demonstrates learned image colorization on large datasets. We generated a single
colorization, but colorization is ambiguous and many colorizations are plausible (See Fig. 1.4).
We observe that when multiple colorizations are plausible for a grey image, a regressor gener-
ates an average (of the multiple solutions) colorization i.e. with washed out colors (See Fig. 1.5).
In chapter 3, we develop a colorization method that uses variational autoencoders and mixture
density networks to produce multiple plausible colorizations of grey images [34]. We learn a low
dimensional embedding of color fields using a variational autoencoder (VAE). We treat these low
dimensional embeddings as latent proposals that encode the characteristics of the output coloriza-
tion. Finally, with mixture density networks we build a conditional model for the multi-modal
distribution between grey-level image and the color field embeddings (See Fig. 3.1). Samples
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The coat can be colored blue or brown. 
However, regressor cannot obtain a coherent 
blue or brown colorization, it has artifacts.
Figure 1.5: A regression based method averages over multiple solutions (in this case colorizations), therefore
the output has averaging artifacts. In the colorization above, the coat could be brown or blue. The regression
cannot obtain coherent blue and brown colorizations for the coat and has artifacts. This demonstrates a need
for methods that can obtain diverse colorizations.
from this conditional model result in multiple colorizations (See Fig. 3.8). We demonstrate that
our method obtains better diverse colorizations than a standard conditional variational autoencoder
(CVAE) model, as well as a conditional generative adversarial network (cGAN or pix2pix).
1.2.2 Captioning
In chapter 4, we focus on the task of image captioning. Humans write different captions for
an image, we find this diversity lacking in the outputs of captioning networks (See Fig. 1.6). To
address this, in chapter 4 we show that convolutional networks can perform the task of image
captioning which previously was solved using recurrent networks. Additionally, we show that
convolutional networks have benefits of faster training and suffer less from vanishing gradients.
From the point-of-view of modelling diversity, more importantly convolutional networks also pro-
duced more entropy in the output posteriors. This demonstrates that convolutional networks are
a better architecture for modelling multiple outputs. Further to sample actual captions from esti-
mated posteriors, beam search is the de facto method. However, beam search is computationally
expensive and known to produce generic captions. Some, GAN and VAE-based methods are pro-
posed, however they produce less accurate captions (on captioning metrics). In chapter 5, we
show the use part-of-speech as language-grounded summaries (i.e. our proposals) of input image
that drive caption generation. For sampling multiple captions with our part-of-speech method, we
show – (1) High accuracy for the multiple captions as evaluated by standard captioning metrics
and user studies; (2) Faster computation of multiple captions; and (3) High diversity as evaluated
by counting novel sentences, distinct n-grams and mutual overlap (i.e., mBleu-4) scores.
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Figure 1.6: For the same image, 5 annotators wrote 5 different captions. This shows that many captions are
plausible. There is more than one good way to describe a single image. However; most captioning methods
focus on generating a single caption. In our work, we seek to generate many captions that are correct.
1.2.3 Scene graphs and Visual Relationships Detection
Identifying different objects and their interactions with each other is a crucial component for
high-level image understanding. We have developed accurate methods to localize objects given an
image. However, the problem of identifying object-object interactions is still in its infancy. For an
input image multiple interactions are common and the problem is ambiguous. The task of iden-
tifying object-object interactions is formulated as predicting a scene graph or Visual Relationship
Detection (VRD) in the computer vision literature. This visual relationship detection (VRD) task
entails predicting a relationship (also called a predicate) for two detected objects. It is common to
train a visual relationship detection method as an additional module on top of a pre-trained object
detector. For testing, we are given just the image. Therefore, typically top-k detections from a
detector are paired up to form object-object pairs and used to predict the relationship/predicate.
Note, this pairing does not take into account the compatibility of the given two objects to have
some relationship, which is a useful cue.
In chapter 6, to eliminate the arbitrary pairing of objects in VRD, we propose to learn a prior on
locations for second object given the first. We develop a novel method to learn this prior. Given
an image, our method is capable of sampling multiple object-pairs such that they have a high
probability of interaction. These paired object proposals can help reduce the variance in inputs to
the predicate prediction network and boost its performance.
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Chapter 2: Learning a Single Colorization
In this chapter, we describe a method that learns to colorize grey-level images. Here, our focus
is first to learn a single colorization. But, we also show that multiple colorizations can be obtained
using a histogram cost (See Sec. 2.3.5). Prior to our learned automatic colorization, colorization
was semi-automatic. Colorization methods needed color scribbles [37] on the input grey-level im-
age or a small curated reference set [38, 39, 40] that shared content with the input grey-level image.
Note, our automatic colorization method [33] pre-dates the methods that apply deep learning to
colorization [41, 42, 43].
Our method learns a cost function that evaluates local predictions of color, spatial consistency,
and consistency with an overall histogram. There are two reasons to be interested in colorization.
First, solutions have some practical applications (colorizing old movies or photographs; correcting
color in legacy images). Second, the problem is a good model for a wide range of problems. In
many cases, we wish to take an image and predict a set of values at each pixel in the input image,
using information from the input image. Our predictions should have significant long-scale spatial
structure. Problems like predicting albedo, shading, depth, denoised images, and so on have this
form. One advantage of colorization as a model is that immense colorization datasets are easily
available, and they are organized in interesting ways. We use the SUN dataset [44], which is
organized by scene.
It is natural to predict image maps by using image data and prior knowledge to set up an op-
timization problem, which is solved to recover the desired representation. An example of this
strategy is the graphical models used to solve the semantic segmentation task [45]. Rather than
using domain knowledge to set up prior or likelihood terms, we train an optimization problem by
requiring it to produce good colorizations of training data. Our approach was developed when
the use of deep networks to regress image maps such depth [46], semantic segmentation [11],
shading/albedo [47], colorization [41, 42, 43] was uncommon.
Contributions: Our colorization method is learned from data, using a novel variant of LEARCH
(i.e. LEARning to seaRCH by Ratliff et al. [32]) to balance pixel-wise accuracy and spatial error.
Comparable methods for training Gaussian Random Fields must impose positive definiteness con-
straints on the inverse covariance matrix, and encounter practical limits on the scale of spatial terms
in the inverse covariance matrix; our method avoids these difficulties. Our method significantly
outperforms the best baseline we are aware of, in the first quantitative colorization experiments
we are aware of. We show how to exploit a target histogram to apply global constraints. We
show that possessing a scene label at run-time always provides a target histogram that results in
improved quantitative performance performance; this scene label could come from an oracle, from
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application logic, or from a scene classifier applied to the grey-level image.
2.1 RELATED WORK
The problem most like ours is predicting an intrinsic image (one predicts albedo and shading
instead of the color layers). The traditional approach splits an image into shading and albedo
components [48]. Good strategies should have three properties. First we wish to correctly predict
individual pixels. Second we wish to avoid bad spatial patterns in the output, even over long
scales. Third we should be capable of predicting multiple channels, even when those channels
have complex interactions. The properties are usually in tension. For example the best independent
prediction of pixel values generally contains bad patterns. Traditionally, this tension is managed
by an optimization problem. A learned data term attempts to predict each pixel correctly based on
some local information while hand chosen priors enforce spatial and channel coherence. While the
data terms are often portable, priors are often specific to particular problems, and can be hard to
identify. For example, Barron and Malik provide a good review and an extremely strong method
for decomposing images into albedo, shading and shape fields [49]; however, their results depend
delicately on a good choice of prior, and their priors require considerable domain knowledge to
produce.
Data. We choose to study colorization because very large datasets are easily obtained by drop-
ping the color representation of any collection of color images. There are datasets for shading
and albedo decomposition, but these have disadvantages. The pioneering dataset of Grosse et al.
has been extensively studied, but is small and shows isolated objects of quite limited material
complexity [50]. Bell et al’s dataset does not annotate entire images [51].
Notation. We write vectors as b and matrices asW . I is the input grey-level image and c is the
set of color layers we wish to infer, rearranged into a vector.
Learning to Optimize. A Gaussian random field (GRF) models the log-likelihood of a col-





K is a constant of no interest; the first application to intrinsic images is by Tappen et al [52].
Maximum likelihood inference involves solving Σ−1c = b. Learning by maximizing likelihood
is impractical, because the term in det Σ is difficult to manage; instead, one learns by maximiz-
ing pseudolikelihood. An important difficulty of GRFs is obtaining models of Σ−1 that control
long-scale spatial effects (have many non-zero terms) without introducing unmanageably many
parameters and keeping Σ−1 positive definite. Jancsary et al. use a regression tree model of Σ−1
and b; the practicalities of computing pseudolikelihood limit the range of spatial support possible,
and they must adapt the learning algorithm to ensure the estimate is positive definite [53]. Like
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Jancsary et al. we learn a quadratic optimization problem in c, but we apply no probabilistic inter-
pretation. In contrast, we extend LEARCH [32], a framework for learning an objective function
from examples, in a manner that allows us to control long spatial scales and provides a positive
definite Hessian without difficulty.
Colorization. Producing a color image from a monochrome image is again a standard problem.
Most current solutions are intended to be part of an authoring pipeline, and have an interactive
component. We are not aware of a standard quantitative measure of performance or of quantita-
tive studies. A good review appears in [37]. Jancsary et al. show that GRF’s can be applied to
colorization [53]. Charpiat et al. predict multiple colors for each pixel by estimating conditional
probabilities over texture features and enforce smoothness using graph-cuts to find globally opti-
mal colors [54]. Similarly, Bugeau et al. perform energy minimization using variational methods to
find optimal color from multiple predictions [55]. Hertzmann et al. demonstrated that their image
analogies method could be used to colorize [56], and the approach was extended by Welsh [40]
by introducing different normalization and matching step. Morimoto et al. [39] showed how to
choose a good exemplar for [40] automatically; we use this method as our baseline.
2.2 LEARNING AN OBJECTIVE FUNCTION
We wish to learn an objective function Φ(c, I) such that argminc Φ is close to the correct col-
orization of I . We expect c to be very large, so it is natural to restrict our attention to problems
quadratic in c. It is also natural to require the Hessian be positive definite, yielding a single solu-
tion. Such a problem is equivalent to a GRF. The primary issues here are (a) obtaining a parametric
representation of the Hessian that allows long scale control with few parameters and (b) ensuring
the Hessian is positive definite. We drop the probabilistic interpretation, because it is not required
to attack these problems.
Write d for the dimension of c, b(I) for a vector that is a function of the image, and A(I) for a
matrix, with column rank at least d, that is a function of the image. Then the most general objective
function that meets our constraints is 1
2
‖b(I) − A(I)c‖2 It can be helpful to think of A(I)c as a
set of image-dependent linear features of c and b(I) as predictions of the features using I . There
are too many parameters for feasible learning.
To limit the number of parameters, one could assume that effects in images are contained within






‖b(I, u)−A(I, u)Πuc‖2 is a simplification that exposes a unity between existing
methods. Assume thatA(I, u) is the identity then b(I, u) makes a prediction of the patch about u;
we get a patch-matching approach like that of [56] and [40] (though these have a data-dependent
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prior on c). IfA(I, u) is the identity and b(I, u) returns a filtered version of the image I at u, then
we have a filter forest [53]. However, for unconstrained A(I, u) and for large patches there are
still too many parameters to learn.
Now define a set of f filters which are applied at each pixel. This allows us to limit the dimen-
sionality of the problem without blinding our method to long-scale effects. Specifics of the filters
chosen can be found in section 2.3.2, but we require one filter to be the identity. We write the linear
operator that implements the filters as
[
I,FT
]T , using this notation to keep track of the fact that
one filter is always the identity. Now interpret Πu to be the matrix that picks out all filter responses












whereW(I, u) is n × f , n < f , the first row ofW(I, u) is [1, 0, . . . 0] and so picks out the pixel
value at u, and the rows ofW(I, u) are orthonormal. HereW(I, u) can be thought of as projecting
the many filter responses at u to a lower dimensional summary, which must be predicted by b(I, u).
The column rank ofW(I, u) is clearly n.
This notation is clumsy, so we drop the device of projection onto patches, and build W(I) by










whereW(I) is now (nd)× (fd) and is obtained by padding the rows of eachW(I, u) with zeros
and stacking appropriately. We must have that the column rank of W(I) is (nd), because each
column is obtained by taking a column of an appropriateW(I, u), and padding with zeros above
and below. It follows that the Hessian of this objective function is positive definite (more detail
in Sec. 6.4). Qualitatively, F is a list of potentially significant patterns in c,W identifies combi-






We use LEARCH to learn appropriate W(I, u) and b(I, u) for pixels u independently [32].
Write Φ(c; θ, I, u) for an objective function with parameters θ; in our case θ = {W(I, u),b(I, u)}.
Write {(c∗i , Ii)} as a set of input ground truth color images and their corresponding grey-level
image, and H(·, ·) for a margin. Then LEARCH requires colorizations which are further away
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Φ(c∗i ; θ, Ii, u)−min
c
{Φ(c; θ, Ii, u)− λH(c∗i , c)}
]
(2.3)
In our case the parameters θ are functions of the image, W(I, u),b(I, u). The standard strategy
for learning under these conditions is functional gradient descent on the objective function.
An important nuisance of solving LEARCH-style problems with functional gradient descent is
that every step requires solving an inner optimization problem (minc{· · · } in eq (2.3)) for every
example. For an appropriate choice of margin this can be avoided. In particular, we chose.
H(c∗, c) = ‖A(I, u)(c− c∗)‖2 (2.4)
With this margin, we can complete the square to retrieve a closed form solution of eq (2.3)
(see Sec. 6.4).
Such a margin may not be appropriate for all learning problems becauseA(I, u) has a non-trivial
nullspace. Therefore, Φ(c; θ, I, u) can possibly grow only in some (rather than all) dimensions of
the image patch (Refer to Sec. 6.4). However, in our case 1) our patch filters form a sufficient
(even if incomplete) representation of the diversity in real image patches and 2) W(I, u) identi-
fies the important combination of those filters for the specific image patches we are considering.
Furthermore, we constrainW to be orthonormal which eliminates the trivial solution.
2.3 IMPLEMENTATION
2.3.1 Learning in practice
We represent W(I) and b(I) as a sum over regression trees, as in [57]. There are n rows of
each for each pixel location. Assume there are t regression trees, write orth for the operator that
orthonormalizes the rows of a matrix,W i(I, u) for the estimate of the n rows corresponding to the
u’th pixel location computed by the first i trees, and ∆W(i+1)(I, u) for the contents of the leafs of
the i + 1’th tree reached by passing the features at the u’th pixel location down the tree. Then we
have the update
W(i+1)(I, u) = orth(W(i)(I, u) + ∆W(i+1)(I, u)) (2.5)
Each leaf of each tree also contains an affine function predicting an update to the values of b(I)
from Ψr(I, u), the regression features evaluated at pixel location u (see section 2.3.3). Using the
notation of the previous paragraph with the exception that ∆B(i+1)(I, u) is now an affine function,
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we have the iteration
b(i+1)(I, u) = b(i)(I, u) + ∆B(i+1)(I, u)(Ψr(I, u)) (2.6)
We depart from tradition here in our computation of trees as we perform line search at each leaf
independently. This allows us to make maximal progress on each leaf, regardless of the state of the
tree. We believe this is an important feature for colorization as we expect the error to be dominated
by a small number of difficult to predict patches. We also differ from traditional regression trees
due to the orthonormalization which means that during inference we must traverse the trees and
accumulate their effects in the same order they were learned.
2.3.2 Constructing Filters
Figure 2.1: Qualitative effects of varying the filter size from small to large on the Beach dataset. From left
to right (in every column), the filter sizes are: (i) Small Filters: 3 × 3, (ii) Large Filters: 25 × 25, 31 × 31,
45 × 45, (iii) Small Filters: 3 × 3, (iv) Large Filters: 25 × 25, 31 × 31, 45 × 45. Large filter size forces the
output color image to have lower spatial gradients and fewer discontinuities over long-scales. For large filters,
the color variation is relatively less from the brown sand to blue water, as shown above. The per pixel error
metric is crude. Decisions based on quantitative measures with this error metric may not always be reasonable
in practice. Thus, we use filters of medium size – 3× 3, 7× 7, 11× 11 – which give good qualitative results.
In defining a set of filters F for our regression, there is no point in controlling effects that
do not occur in images. A natural vocabulary for an image representation is bars and spots at
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various scales and orientations. We also learn filters created from eigen-patches corresponding to
the largest eigenvalues. These eigen-patches attempt to encode specific dataset peculiarities. An
obvious question is which vocabulary is best, however, we do not currently have a satisfactory
answer. We experiment with different filter sizes in Fig. 2.1.
2.3.3 Features
We seek to define two sets of features: split features (Ψs), as the name suggests determine the
splits in our regression trees and regression features (Ψr) are used as predictors. Split features
should provide a good description for the classification of pixels with similar characteristics, and
thus similar color. We use grey-level value, blurred grey-level value, grey-level gradients, and
average color and variance for this. Average color and variance are computed for a query grey-level
image by retrieving the top-k most similar images from an image dataset. We use bag-of-features
retrieval using SIFT features computed on the grey-level image [58]. A standard vocabulary tree
is used to quantize SIFT features to visual words and we find the top 9 images with nearest tf-idf
vectors. We compute mean and variance at each pixel.
Regression features (Ψr) should embody properties of the neighborhood and exhibit a strong
correlation to the color. For this we use LM filter bank responses (scaled between 0 and 1), since
they are good at discriminatively identifying the material and texture of swatches [59].
See Fig. 2.2 for an ablation over different features used as regression and split features.
2.3.4 Inference
In general, minimizing a quadratic objective on a large non-sparse matrix is difficult because
minimization requires solving a large linear system. In our case, inference requires solving the
linear system
[A(I)TA(I)]c = A(I)Tb(I) (2.7)
but we cannot form or storeW = A(I)TA(I) because it is too large and non-sparse. However, we
can compute the product of W with a vector x: form x as an image, convolve it with the filters,
multiply by a sparse matrix and then filter again. This structure allows us to use pre-conditioned
conjugate gradient to solve this linear system.
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2.3.5 Histogram Correction
The color image c inferred above, henceforth called the source image, can be improved further
by enforcing global properties (e.g. beach scenes have many blue pixels for sky/water, indoor
scenes have white walls, effects of yellow lighting etc.). A known method to perform this in image
manipulation literature is histogram adjustment [60]. We develop a novel histogram correction
step.
We model the desired target histogram (t) as Gaussian mixture model (GMM) obtained using
the EM algorithm. The number of components (M ) in GMM are equal to the modes obtained by
performing mean-shift clustering on the target histogram. We then find the corresponding modes
in the histogram of the source image (s). This is done by initializing mean-shift to the modes of the
target histogram and allowing it to shift up to a threshold distance. The source image histogram is
then modeled by a GMM, now with a known correspondence of the M components of the target
histogram and the M components of the source histogram.
Write µi, σ2I, wi for the mean, covariance and weight of the ith Gaussian component in GMM.
We distinguish between source and target histogram using superscripts s, t respectively. A standard
measure for the divergence between two GMMs is the Bhattacharyya distance, which in the case












Notice that correspondence between the components must be known in the Bhattacharyya distance
above, as in our case. µsi and w
s
i are functions of the source image c as per equations of EM
algorithm. This allows us to perform a steepest gradient descent to find optimal c. Closed form
derivatives with respect to c can be obtained and we update the soft assignments to Gaussian
components after every descent step.
Algorithm. The detailed algorithm for histogram correction is as follows,
1. Perform mean shift clustering on t using a gaussian kernel of bandwidth 2σ, to obtain M
modes.
2. Model t with a GMM using the EM algorithm. Initialize Gaussian components as follows:
(1) µti = i
th mode from mean shift ; i = 1, 2, · · ·M
(2) Σti = σ




, each component has equal initial weight
3. Initialize modes of s using the modes found in t, perform mean shift and allow shift till a
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threshold distance 2σ. Remove modes from t, which do not have a correspondence (i.e. no
elements within the bandwidth of kernel) in s.
4. Initialize Gaussian components similar to 2. and fit a GMM to s using the EM algorithm.
Now, the two GMMs have a known correspondence of Gaussian components.
5. Minimize a standard divergence measure between source and target GMMs – the Bhat-
tacharyya Distance – while enforcing spatial coherence with the LEARCH objective. The
objective function is as follows:
Φ = ΦB(s||t) + λLΦL(c) (2.9)












































































Write c = [xj]T , j = 1, 2, · · · , N as the N pixels in c












, nij are the soft-weights given by the ith
Gaussian component.
From above, ΦB(s||t) = ΦB(c), for a fixed target histogram t.





ΦB(c) + λLΦL(c) (2.12)
Expand gradient∇cΦ = [∇xjΦ]T , j = 1, · · · , N , and update ck+1 = ck − tk∇ckΦ
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Finding gradients,

















Gradient of ΦL with respect to c, written in vector form







Obtain tk with line search and update µsi , nij and w
s
i using the updated xj’s in each iteration
of gradient descent.
Our final objective function is a weighted sum of the LEARCH objective ΦL and the Bhat-
tacharyya distance ΦB. This ensures spatial coherence while performing histogram correction.
The complete objective function is: Φ = ΦB + λLΦL. The weight λL is learned by search using a
validation set, as discussed in Section 2.4.2.
2.3.6 Scene Histograms
Histograms can be estimated automatically from training data by taking the normalized his-
togram of all training images. We refer to this as the mean histogram for a scene, and use it as the
target histogram in some of our experiments. The user can use different histograms (say gener-
ated from images the user wants the output to look like) and generate different colorizations. See
Fig. 2.6 for the multiple colorizations obtained with different histograms in the histogram cost.
2.3.7 Scene Classification
Scene labels can be provided automatically [61, 44] at high accuracy. We use a scene classifier
which uses GIST features [62] to provide scene labels. We verify that our classifier produces
results comparable to those reported in [44] for a GIST scene classifier on the 15 scene dataset.




We perform colorization on 6 scene categories of the SUN dataset, viz. beach, castle, outdoor,
kitchen, living room, bedroom. We chose 3 indoor and 3 outdoor categories with maximum number
of images. All images are rescaled to have height of 256, with aspect ratio maintained. For each
scene category, we randomly select 40 color/grey-level image pairs as training data, 20 image pairs
for validation and 40 grey-level images for testing. For scene independent training, we merge the
training images of all the 6 categories together. We perform a parameter search on validation and
use the optimal parameters in test (Section 2.4.2). The remaining images in each category are used
as a database to obtain the top-k matching images for generating average color image (Section
2.3.3).
2.4.2 Parameter Search
Learch. Our model has hyper-parameters which determine the tree structure, sampling of training
data, and LEARCH objective function parameters. The number of trees (tn) and the maximum
depth (td) define the forest parameters. The number of samples per tree (ts), the minimum number
of samples per leaf (ls), and the number of samples from each training image (is) determine how
to handle training data. The inner dimension of A, the LEARCH margin λ determine the function
we will learn. We perform a search over these parameters and use the optimal values.
We search values which affect the objective function first, since improvements should be in-
dependent of the tree parameters. We found large inner dimensions of W improve performance
but cost memory. We use an inner dimension of 12. A margin λ = .25 provides a good tradeoff
between enforcing the margin without allowing it to dominate.
We then search over the tree parameters. Rather than limiting our trees by depth, we find that
allowing very deep trees td = 60, and enforcing a large minimum samples per leaf ls = 100 works
well. We find that a relatively small number of trees tn = 8 works well due to their expressiveness.
We set ts = 7000 and is = 4000 for 40 images.
Histogram Correction. We vary the weight of the LEARCH objective (λL) with respect to Bhat-
tacharyya Distance between source and target GMMs. In Figure 2.4, we vary it from 0 to 1000 and





Without scene label Training: With scene label










Mean GT Mean GT
Averaged
over scenes 0.265 0.353 0.284 0.271 0.270 0.262 0.242 0.260 0.254 0.236
Beach 0.267 0.354 0.293 0.269 0.261 0.257 0.235 0.260 0.254 0.234
Bedroom 0.255 0.307 0.272 0.269 0.260 0.245 0.231 0.258 0.236 0.228
Castle 0.250 0.377 0.288 0.271 0.274 0.257 0.236 0.261 0.252 0.238
Kitchen 0.288 0.349 0.286 0.251 0.284 0.285 0.256 0.269 0.287 0.239
Living Room 0.262 0.331 0.264 0.283 0.268 0.261 0.259 0.248 0.240 0.246
Outdoor 0.274 0.405 0.302 0.283 0.275 0.272 0.236 0.262 0.255 0.232
Table 2.1: Comparison of average RMS error for different configurations of our method. Training a regressor
specific to each scene shows an improvement over scene independent regressor. This improvement is for both
using oracle scene label and scene classification for test images. Histogram correction step reduces errors sig-
nificantly for both ground truth and mean histograms. Completely automatic configuration – offline training
with scene labels, scene classification for test image and histogram correction with mean histogram – outper-
forms the baseline. Average color image gives good performance on our metric because it does not specifically
penalize spatially odd distributions such as isoluminant edges, which are clearly visible in column 2 of Figure
2.7. Scene-wise split of these results in also shown.
2.4.3 Error Metric
Since intensity information (I = R+G+B
3
) is already present in the grey-level image, we only es-
timate 2 out of the 3 channels. During training, we transformRGB−color space to a de-correlated
2-channel normalized opponent color-space. The 2 channels are Ia = BI −
(R+G)
2I
and Ib = R−GI .
In the 2-channel image, the intensity information is suppressed and values represent colors. We
measure the average root mean squared error of the 2-channel images compared to the ground
truth. In addition to average error, we display cumulative histograms of error values for pixels and
images (Figure 2.5). Cumulative histograms allow us to evaluate the distribution of errors that a
colorization makes.
Note that, our error metric is particularly harsh because believable colors different from the
ground truth are heavily penalized, while small spatial oddities are not. Still, on a set of images
our evaluation provides a comprehensive picture of the performance of colorization.
2.4.4 Algorithms used for Evaluation
Baseline. We use two colorization methods as baseline: (i) Welsh et al. [40] which transfers color
to a grey-level image from a carefully selected reference image. We use the most similar image
from the top-k retrieved images as reference image (Section 2.3.3). This is similar to the method
proposed by [39]. (ii) Average color image, where color is transferred by averaging color channels
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of top-k matching images.
Scene independent training. We train a single LEARCH image regressor from a scene indepen-
dent training set. We either report the LEARCH result directly, or apply the histogram correction
using the ground-truth histogram from oracle.
Scene specific training. We train a LEARCH image regressor for each scene category. We either
report the LEARCH result directly, or apply the histogram correction using the ground-truth his-
togram from oracle or using the scene specific mean histogram (i.e. the normalized histogram of
all train images). Here we assume that the scene label for test images is provided by the oracle.
Scene classification while testing. As above, we train LEARCH image regressors for each scene
category according to ground truth labels and compute a scene specific histogram. During testing,
the scene labels are not provided, instead we predict them and then reconstruct using the regres-
sor associated with the predicted label. Scene specific histograms are used to perform histogram
correction.
2.4.5 Results
2.4.5.1 Large-scale learned colorization possible
As shown in Figure 2.7, our method produces good color images as output, in fact use of ground-
truth histogram allows us to output strikingly similar looking images to the ground-truth. The
output color images with LEARCH followed by correction with mean histogram also show good
resemblance to ground-truth. They are free from spatial oddities, unlike Welsh et al. and aver-
age color image. Generally large regions are assigned close to ground-truth colors, but smaller
regions/objects are assigned spatially coherent but incorrect colors. This is likely because they are
not sampled frequently.
We achieve these results by leveraging large datasets of images for learning colorization. This
is in stark contrast to the practice of using a single or a few carefully selected reference images
for colorization. For large datasets an RMS error provides a valid error metric. Furthermore, at
test time we can provide the ground truth histogram, ensuring our prediction shares the same color
palette as ground truth. Reasonable quantitative comparisons (Table 2.1 and Figure 2.5) can be
performed as opposed to previous methodology of qualitatively comparing the output of a few test
images.
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2.4.5.2 Scene information makes a big difference
In Table 2.1 using scene specific training of LEARCH with an oracle scene label at test time
improves performance by 8.4% over scene independent training. An improvement of 4.9% is
observed if instead we predict this label by scene classification. The results show that training on
a particular scene category, helps the LEARCH objective exploit the underlying structure within
the data and learn the optimal function parameters. Scene information is thus vital for learning
methods for colorization.
2.4.5.3 Histogram correction helps
Table 2.1 compares the impact on LEARCH error when different kinds of histograms are used
in histogram correction. To test for best possible improvement with histogram correction, we use
the ground truth histogram of the test image. We also report results for mean histogram of all train
images, of the given scene. In all experiments, we observe a decrease in error with histogram cor-
rection. This demonstrates the importance of optimizing the regressed output to take into account
global properties of the scene.
Figure 2.6 shows use of histogram correction to generate different shades from the same re-
gressed output. Exemplar histograms are sampled from training images of the scene category.
Thus, the histogram correction step allows for an authoring pipeline, wherein an expert user mod-
ifies the target histogram as needed.
2.4.5.4 Practical Colorization Methods
There are two use cases in colorization: either a user wants to colorize one or a handful of
images; or a user wants to colorize a movie or a similarly large collection of images. In the first
case, it is reasonable to expect the user to provide a scene label. For this, we run scene specific
LEARCH using the oracle label and mean histogram. In the second case, it is necessary that the
colorization be fully automatic. There are two ways to perform automatic colorization, either we
use scene independent LEARCH or we generate scene labels using scene classification and pick
the appropriate scene specific regressor. Scene classification LEARCH with histogram correction
outperforms scene independent LEARCH (Refer Table 2.2 for comparison).
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Baseline













0.265 0.353 0.284 0.262 0.254
Table 2.2: Comparison of errors for practical colorization methods. Our method outperforms baseline, both
with and without the availability of scene label for test images.
2.5 CONCLUSIONS
We propose a method to predict colorization using an objective automatically learned by LEARCH.
We demonstrate that the method produces spatially coherent colorization, and when augmented
with histogram correction produces visually appealing and convincing colorizations. Our method
performs best when scene information is available from an oracle, but our fully automated ap-
proach, which uses scene classification, produces near optimal results.
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Figure 2.2: From left (every column): (a) Every feature as split and regression, (b) Avg. Color as regression
feature, (c) LM filter responses as regression feature. In (a), both average color and LM filter responses are
used as split (Ψs) and regression features (Ψr), (b) uses average color as regression and LM filter responses as
split features and (c) uses average color as split and LM filter responses as regression features. Best results are
obtained with (c).
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Colorization c Reference Histogram t
Figure 2.3: The above figure illustrates the histogram correction step. The dots are the colors in the 2-channel
color space. The colorization c (same as source histogram s in the notation) and target histogram t are first
modelled with GMMs. Then, the Bhattacharyya distance between the two GMMs is minimized by modifying
c. This makes c (or s in our notation) similar to t.
Log(Weight)


















RMS error vs. Weight of learch objective
Averaged over all scenes
Figure 2.4: From left – (a) Weight λL vs. 2-channel error, (b) λL = 0, (c) λL = 5, (d) λL = 1000. Large
weight (λL) for the LEARCH objective prevents modification of colors by histogram correction. Lowering λL,
makes colors vivid, e.g. sand becomes yellowish. Very low λL can cause artifacts as it downweighs the spatial
coherence.
RMS 2-channel Error

















Cumulative Histogram of Per Pixel Errors
Learch
Learch + Ground Truth Hist.
Learch + Mean Hist.
Welsh
Avg. Color of Matched Images
(a) Cumulative histogram of pixel errors
RMS 2-channel Error



















Cumulative Histogram of Per Image Errors
Learch
Learch + Ground Truth Hist.
Learch + Mean Hist.
Welsh et al.
Avg. Color of Matched Images
(b) Cumulative histogram of image errors (0.01 wide bins)
Figure 2.5: Our method gives the dual benefit of higher % of pixels and images with low errors. In contrast,
Welsh et al. gives lower % of pixels and images with low errors. Though, average image gives similar % of
low error pixels as our method, its per image errors are higher than our method. Higher per image errors lead
to bad spatial artifacts when using average color (see Figure 2.7), which our method avoids.
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Figure 2.6: From left (every column) – (a) Ground-truth, (b) Learch O/P, (c) GT Hist., (d) Mean Hist., (e)
Exemplar #1, (f) Exemplar # 2. We show different shading obtained with histogram correction.
Figure 2.7: From left (every column) – (a) Welsh et al., (b) Avg. Color, (c) Learch + Mean Hist, (d) Learch +
GT Hist, (e) Ground-Truth. Qualitative comparison of colorization output of different methods. (Best viewed
in color and high resolution)
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Figure 2.8: Figure 2.7 (cont.)
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Chapter 3: Learning Multiple Colorizations
As we saw earlier, in colorization we predict the 2-channel color field for an input grey-level
image. It is an inherently ill-posed and an ambiguous problem. Multiple different colorizations
are possible for a single grey-level image. For example, different shades of blue for sky, different
colors for a building, different skin tones for a person and other stark or subtle color changes are
all acceptable colorizations. In Chapter 1, we presented the first learned method for generating
a single colorization. In this Chapter, our goal is to generate multiple colorizations for a single
grey-level image that are diverse and at the same time, each realistic. This is a demanding task,
because color fields are not only cued to the local appearance but also have a long-scale spatial
structure. Sampling colors independently from per-pixel distributions makes the output spatially
incoherent and it does not generate a realistic color field (See Figure 3.2). Therefore, we need a
method that generates multiple colorizations while balancing per-pixel color estimates and long-
scale spatial co-ordination. This paradigm is common to many ambiguous vision tasks where
multiple predictions are desired viz. generating motion-fields from static image [63], synthesizing
future frames [64], time-lapse videos [65], interactive segmentation and pose-estimation [66] etc.
A natural approach to solve the problem is to learn a conditional model P (C|G) for a color field
C conditioned on the input grey-level image G. We can then draw samples from this conditional
model {Ck}Nk=1 ∼ P (C|G) to obtain diverse colorizations. To build this explicit conditional
model is difficult. The difficulty being C and G are high-dimensional spaces. The distribution of
natural color fields and grey-level features in these high-dimensional spaces is therefore scattered.
This does not expose the sharing required to learn a multi-modal conditional model. Therefore,
we seek feature representations of C and G that allow us to build a conditional model.
Our strategy is to represent C by its low-dimensional latent variable embedding z. This embed-
ding is learned by a generative model such as the Variational Autoencoder (VAE) [67] (See Step
1 of Figure 3.1). Next, we leverage a Mixture Density Network (MDN) to learn a multi-modal
conditional model P (z|G) (See Step 2 of Figure 3.1). Our feature representation for grey-level
image G comprises the features from conv-7 layer of a colorization CNN [41]. These features
encode spatial structure and per-pixel affinity to colors. Finally, at test time we sample multiple
{zk}Nk=1 ∼ P (z|G) and use the VAE decoder to obtain the corresponding colorizations Ck for
each zk (See Figure 3.1). Note that, our low-dimensional embedding encodes the spatial structure
of color fields and we obtain spatially coherent diverse colorizations by sampling the conditional
model.
The contributions of our work are as follows. First, we learn a smooth low-dimensional em-

























Figure 3.1: Step 1, we learn a low-dimensional embedding z for a color field C. Step 2, we train a multi-modal
conditional model P (z|G) that generates the low-dimensional embedding from grey-level features G. At test
time, we can sample the conditional model {zk}Nk=1 ∼ P (z|G) and use the VAE decoder to generate the
corresponding diverse color fields {Ck}Nk=1.
3.6.2). Second, we a learn multi-modal conditional model between the grey-level features and
the low-dimensional embedding capable of producing diverse colorizations (Section 3.3). Third,
we show that our method outperforms the strong baseline of conditional variational autoencoders
(CVAE) and conditional generative adversarial networks (cGAN) [68] for obtaining diverse col-
orizations (Section 3.6.3, Figure 3.9).
3.1 BACKGROUND AND RELATED WORK
Colorization. Early colorization methods were interactive, they used a reference color image [40]
or scribble-based color annotations [37]. Subsequently, [54, 69, 33, 70, 39] performed automatic
image colorization without any human annotation or interaction. Some of them [54, 39] however
needed a small curated reference set. Note, these colorization methods were trained on datasets of
limited sizes, ranging from a few tens to a few thousands of images. Recent CNN-based methods
have been able to scale to much larger datasets of a million images [43, 42, 41]. All these methods
are aimed at producing only a single color image as output. [54, 42, 41] predict a multi-modal
distribution of colors over each pixel. But, [54] performs a graph-cut inference to produce a single
color field prediction, [41] take expectation after making the per-pixel distribution peaky and [42]
sample the mode or take the expectation at each pixel to generate single colorization. To obtain
diverse colorizations from [42, 41], colors have to be sampled independently for each pixel. This
leads to speckle noise in the output color fields as shown in Figure 3.2. Furthermore, one obtains
little diversity with this noise. Isola et al. [68] use conditional GANs for the colorization task.
Their focus is to generate single colorization for a grey-level input. We produce diverse coloriza-
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Figure 3.2: Zhang et al. [41] predict a per-pixel probability distribution over colors. First three images are
diverse colorizations obtained by sampling the per-pixel distributions independently. The last image is the
ground-truth color image. These images demonstrate the speckled noise and lack of spatial co-ordination
resulting from independent sampling of pixel colors.
tions for a single input, which are all realistic.
Variational Autoencoder. As discussed in Section 3, we wish to learn a low-dimensional embed-
ding z of a color field C. Kingma and Welling [67] demonstrate that this can be achieved using
a variational autoencoder comprising of an encoder network and a decoder network. They derive
the following lower bound on log likelihood:
Ez∼Q[logP (C|z, θ)]−KL[Q(z|C, θ)‖P (z)] (3.1)
The lower bound is maximized by maximizing Equation 3.1 with respect to parameters θ. They
assume the posterior P (C|z, θ) is a Gaussian distribution N (C|f(z, θ), σ2). Therefore, the first
term of Equation 3.1 reduces to a decoder network f(z, θ) with an L2 loss ‖C−f(z, θ)‖2. Further,
they assume the distribution P (z) is a zero-mean unit-variance Gaussian distribution. Therefore,
the encoder network Q(z|C, θ) is trained with a KL-divergence loss to the distribution N (0, I).
Sampling, z ∼ Q, is performed with the re-parameterization trick to enable backpropagation and
the joint training of encoder and decoder. VAEs have been used to embed and decode Digits
[71, 72, 67], Faces [73, 74] and more recently CIFAR images [71, 75]. However, they are known
to produce blurry and over-smooth outputs. We carefully devise loss terms that discourage blurry,
greyish outputs and incorporate specificity and colorfulness (Section 3.2).
3.2 EMBEDDING AND DECODING A COLOR FIELD
We use a VAE to obtain a low-dimensional embedding for a color field. In addition to this, we
also require an efficient decoder that generates a realistic color field from a given embedding. Here,
we develop loss terms for VAE decoder that avoid the over-smooth and washed out (or greyish)
color fields obtained with the standard L2 loss.
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3.2.1 Decoder Loss
Specificity. Top-k principal components, Pk, are the directions of projections with maximum
variance in the high dimensional space of color fields. Therefore, producing color fields that vary
primarily along the top-k principal components provides reduction in L2 loss at the expense of
specificity in generated color fields. To disallow this, we project the generated color field f(z, θ)
and ground-truth color field C along top-k principal components. We use k = 20 in our implemen-
tation. Next, we divide the difference between these projections along each principal component
by the corresponding standard deviation σk estimated from training set. This encourages changes
along all principal components to be on an equal footing in our loss. The residue is divided by
standard deviation of the kth (for our case 20th) component. Write specificity loss Lmah using the


















The above loss is a combination of Mahalanobis distance [76] between vectors [CTP1,CTP2, · · · ,CTP20]
and [f(z, θ)TP1, f(z, θ)TP2, · · · , f(z, θ)TP20] with a diagonal covariance matrix Σ = diag(σk)k=1 to 20
and an additional residual term.
Colorfulness. The distribution of colors in images is highly imbalanced, with more greyish colors
than others. This biases the generative model to produce color fields that are washed out. Zhang et
al. [41] address this by performing a re-balancing in the loss that takes into account the different
populations of colors in the training data. The goal of re-balancing is to give higher weight to rarer
colors with respect to the common colors.
We adopt a similar strategy that operates in the continuous color field space instead of the dis-
crete color field space of Zhang et al. [41]. We use the empirical probability estimates (or normal-
ized histogram) H of colors in the quantized ‘ab’ color field computed by [41]. For pixel p, we




is used as a weight in the
squared difference between predicted color fp(z, θ) and ground-truth Cp at pixel p. Write this loss
Lhist in vector form,
28
Lhist = ‖(H−1)T [C− f(z, θ)]‖22 (3.5)
Gradient. In addition to the above, we also use a first order loss term that encourages generated
color fields to have the same gradients as ground truth. Write∇h and∇v for horizontal and vertical
gradient operators. The loss term is,
Lgrad = ‖∇hC−∇hf(z, θ)‖22 + ‖∇vC−∇vf(z, θ)‖22 (3.6)
Write overall loss Ldec on the decoder as
Ldec = Lhist + λmahLmah + λgradLgrad (3.7)
We set hyper-parameters λmah = .1 and λgrad = 10−3. The loss on the encoder is the KL-
divergence to N (0|I), same as [67]. We weight this loss by a factor 10−2 with respect to the
decoder loss. This relaxes the regularization of the low-dimensional embedding, but gives greater
importance to the fidelity of color field produced by the decoder. Our relaxed constraint on em-
bedding space does not have adverse effects. Because, our conditional model (Refer Section 3.3)
manages to produce low-dimensional embeddings which decode to natural colorizations (See Fig-
ure 3.7, 3.9).
3.3 CONDITIONAL MODEL (G TO Z)
We want to learn a multi-modal (one-to-many) conditional model P (z|G), between the grey-
level image G and the low dimensional embedding z. Mixture density networks (MDN) model
the conditional probability distribution of target vectors, conditioned on the input as a mixture of
gaussians [77]. This takes into account the one-to-many mapping and allows the target vectors to
take multiple values conditioned on the same input vector, providing diversity.
MDN Loss. Now, we formulate the loss function for a MDN that models the conditional distri-
bution P (z|G). Here, P (z|G) is Gaussian mixture model with M components. The loss function
minimizes the conditional negative log likelihood − logP (z|G) for this distribution. Write Lmdn
for the MDN loss, πi for the mixture coefficients, µi for the means and σ for the fixed spherical
co-variance of the GMM. πi and µi are produced by a neural network parameterized by φ with











2σ2 . The distance ‖z − µi(G, φ)‖2 is high when the training commences and
it leads to a numerical underflow in the exponent. To avoid this, we pick the gaussian component
m = arg min
i
‖z − µi(G, φ)‖2 with predicted mean closest to the ground truth code z and only
optimize that component per training step. This reduces the loss function to




Intuitively, this min-approximation resolves the identifiability (or symmetry) issue within MDN
as we tie a grey-level feature to a component (mth component as above). The other components are
free to be optimized by nearby grey-level features. Therefore, clustered grey-level features jointly
optimize the entire GMM, resulting in diverse colorizations. In Section 3.6.3, we show that this
MDN-based strategy produces better diverse colorizations than the baseline of CVAE and cGAN
(Section 3.4).
3.4 BASELINE
Conditional Variational Autoencoder (CVAE). CVAE conditions the generative process of VAE
on a specific input. Therefore, sampling from a CVAE produces diverse outputs for a single input.
Walker et al. [63] use a fully convolutional CVAE for diverse motion prediction from a static
image. Xue et al. [64] introduce cross-convolutional layers between image and motion encoder
in CVAE to obtain diverse future frame synthesis. Zhou and Berg [65] generate diverse timelapse
videos by incorporating conditional, two-stack and recurrent architecture modifications to standard
generative models.
Recall that, for our problem of image colorization the input to the CVAE is the grey-level image
G and output is the color field C. Sohn et al. [78] derive a lower bound on conditional log-
likelihood P (C|G) of CVAE. They show that CVAE consists of training an encoder Q(z|C,G, θ)
network with KL-divergence loss and a decoder network f(z,G, θ) with an L2 loss. The differ-
ence with respect to VAE being that generating the embedding and the decoder network both have
an additional input G.
Conditional Generative Adversarial Network (cGAN). Isola et al. [68] recently proposed a




























Figure 3.3: Illustration of the CVAE baseline (left) and cGAN baseline (right). For CVAE, the embedding
z is generated by using both C and G. The decoder network is conditioned on G, in addition to z. At test
time, we do not use the highlighted encoder and embedding z is sampled randomly. cGAN consists of an
encoder-decoder network with skip connections, and noise or embedding is due to dropout.
orizing grey-level images. They use an encoder-decoder architecture along with skip connections
that propagate low-level detail. The network is trained with a patch-based adversarial loss, in ad-
dition to L1 loss. The noise (or embedding z) is provided in the form of dropout [79]. At test-time,
we use dropout to generate diverse colorizations. We cluster 256 colorizations into 5 cluster cen-
ters (See cGAN in Figure 3.9).
An illustration of these baseline methods is in Figure 3.3. We compare CVAE and cGAN to our
strategy of using VAE and MDN (Figure 3.1) for the problem of diverse colorization (Figure 3.9).
3.5 ARCHITECTURE AND IMPLEMENTATION DETAILS
Notation. Before we begin describing the network architecture, note the following notation. Write
Ca(k, s, n) for convolutions with kernel size k, stride s, output channels n and activation a, B
for batch normalization, U(f) for bilinear up-sampling with scale factor f and F (n) for fully
connected layer with output channels n. Note, we perform convolutions with zero-padding and
our fully connected layers use dropout regularization [79].
3.5.1 VAE
Radford et al. propose a DCGAN architecture with generator (or decoder) network that can
model complex spatial structure of images [80]. We model the decoder network of our VAE to
be similar to the generator network of Radford et al. [80]. We follow their best practices of using
strided convolutions instead of pooling, batch normalization [81], ReLU activations for interme-
diate layers and tanh for output layer, avoiding fully connected layers except when decorrelation
is required to obtain the low-dimensional embedding. The encoder network is roughly the mirror
of decoder network, as per the standard practice for autoencoder networks. See Figure 3.4 for an
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64 x 64 x 2
ENCODER DECODER
Figure 3.4: An illustration of our VAE architecture. The dimensions of feature maps are at the bottom and the
operations applied to the feature map are indicated at the top. This figure shows the encoder. For the decoder
architecture, refer to the details in Section 3.5.1.
illustration of our VAE architecture.
Encoder Network. The encoder network accepts a color field of size 64 × 64 × 2 and out-
puts a d−dimensional embedding. Encoder network can be written as, Input: 64 × 64 × 2 →
CReLU(5, 2, 128)→ B → CReLU(5, 2, 256)→ B → CReLU(5, 2, 512)→ B → CReLU(4, 2, 1024)→
B → F (d).
Decoder Network. The decoder network accepts a d-dimensional embedding. It performs 5
operations of bilinear up-sampling and convolutions to finally output a 64 × 64 × 2 color field (a
and b of Lab color space comprise the two output channels). The decoder network can be written
as, Input: 1 × 1 × d → U(4) → CReLU(4, 1, 1024) → B → U(2) → CReLU(5, 1, 512) → B →
U(2)→ CReLU(5, 1, 256)→ B → U(2)→ CReLU(5, 1, 128)→ B → U(2)→ Ctanh(5, 1, 2).
We use d = 64 for all our three datasets (Section 3.6.1).
3.5.2 MDN
The input to MDN are the grey-level features G from [41] and have dimension 28×28×512. We
use 8 components in the output GMM of MDN. The output layer comprises 8 × d activations for
means and 8 softmax-ed activations for mixture weights of the 8 components. We use a fixed spher-
ical variance of .1. The MDN network uses 5 convolutional layers followed by two fully connected
layers and can be written as, Input: 28×28×512→ CReLU(5, 1, 384)→ B → CReLU(5, 1, 320)→
B → CReLU(5, 1, 288)→ B → CReLU(5, 2, 256)→ B → CReLU(5, 1, 128)→ B → FC(4096)→
FC(8 × d + 8). See Fig. 3.5 for an illustration of the mdn network. Equivalently, the MDN is a
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Figure 3.5: An illustration of our MDN architecture and the corresponding loss function (See (3.8)). The
pre-trained colorization network is the architecture of Zhang et al. [41].
network with 12 convolutional and 2 fully connected layers, with the first 7 convolutional layers
pre-trained on task of [41] and held fixed.
At test time, we can sample multiple embeddings from MDN and then generate diverse col-
orizations using VAE decoder. However, to study diverse colorizations in a principled manner
we adopt a different procedure. We order the predicted means µi in descending order of mixture
weights πi and use these top-k (k = 5) means as diverse colorizations shown in Figure 3.9 (See
ours, ours+skip).
3.5.3 CVAE
In CVAE, the encoder and the decoder both take an additional input G. We need an encoder for
grey-level images as shown in Figure 3.3. The color image encoder and the decoder are same as
the VAE (Section 3.5.1). The grey-level encoder of CVAE can be written as, Input: 64 × 64 →
CReLU(5, 2, 128) → B → CReLU(5, 2, 256) → B → CReLU(5, 2, 512) → B → CReLU(4, 2, d).
This produces an output feature map of 4× 4× d. The d-dimensional latent variable generated by
the VAE (or color) encoder is spatially replicated (4× 4) and multiplied to the output of grey-level
encoder, which forms the input to the decoder. Additionally, we add skip connections from the
grey-level encoder to the decoder similar to [68].
At test time, we feed multiple embeddings (randomly sampled) to the CVAE decoder along with
fixed grey-level input. We feed 256 embeddings and cluster outputs to 5 colorizations (See CVAE
in Figure 3.9).











LFW LSUN Church ImageNet-Val
Figure 3.6: Qualitative results with different loss terms for the VAE decoder network. Top or 1st Row uses
only the L2 loss, 2nd row uses Lmah, 3rd row uses all the loss terms: mahalanobis, colorfulness and gradient
(See Ldec of Equation 3.7) and last row is the ground-truth color field. These qualitative results show that using





All Grid All Grid All Grid
LFW .034 .035 .034 .032 .029 .029
Church .024 .025 .026 .026 .023 .023
ImageNet
-Val .031 .031 .039 .039 .039 .039
Table 3.1: For test set, our loss terms show better mean absolute error per pixel (wrt ground-truth color field)
when compared to the standard L2 loss on LFW and Church.
3.6 RESULTS
In Section 3.6.2, we evaluate the performance improvement by the loss terms we construct for
the VAE decoder. Section 3.6.3 shows the diverse colorizations obtained by our method and we
compare it to the CVAE and the cGAN. We also demonstrate the performance of another variant of
our method: “ours+skip”. In ours+skip, we use a VAE with an additional grey-level encoder and
skip connections to the decoder (similar to cGAN in Figure 3.3) and the MDN step is the same.






All Grid All Grid All Grid
LFW 7.20 11.29 6.69 7.33 2.65 2.83
Church 4.9 4.68 6.54 6.42 1.74 1.71
ImageNet
-Val 10.02 9.21 12.99 12.19 4.82 4.66
Table 3.2: For test set, our loss terms show better weighted absolute error per pixel (wrt ground-truth color
fields) when compared to L2 loss on all the datasets. Note, having lower weighted error implies, in addition
to common colors, the rarer colors are also predicted correctly. This implies a higher quality colorization, one
that is not washed out.
3.6.1 Datasets
We use three datasets with varying complexity of color fields. First, we use the Labelled Faces in
the Wild dataset (LFW) [82] which consists of 13, 233 face images aligned by deep funneling [83].
Since the face images are aligned, this dataset has some structure to it. Next, we use the LSUN-
Church [84] dataset with 126, 227 images. These images are not aligned and lack the structure
that was present in the LFW dataset. They are however images of the same scene category and
therefore, they are more structured than the images in the wild. Finally, we use the validation set of
ILSVRC-2015 [85] (called ImageNet-Val) with 50, 000 images as our third dataset. These images
are the most un-structured of the three datasets. For each dataset, we randomly choose a subset of
1000 images as test set and use the remaining images for training.
3.6.2 Effect of Loss terms on VAE Decoder
We train VAE decoders with: (i) the standard L2 loss, (ii) the specificity loss Lmah of Section
3.2.1, and (iii) all our loss terms of Equation 3.7. Figure 3.6 shows the colorizations obtained
for the test set with these different losses. To achieve this colorization we sample the embedding
from the encoder network. Therefore, this does not comprise a true colorization task. However, it
allows us to evaluate the performance of the decoder network when the best possible embedding is
available. Figure 3.6 shows that the colorizations obtained with the L2 loss are greyish. In contrast,
by using all our loss terms we obtain plausible and realistic colorizations with vivid colors. Note
the yellow shirt and the yellow equipment, brown desk and the green trees in third row of Figure
3.6. For all datasets, using all our loss terms provides better colorizations compared to the standard
L2 loss. Note, the face images in the second row have more contained skin colors as compared to
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Method LFW Church ImageNet-Val
Eob. Var. Eob. Var. Eob. Var.
CVAE .031 1.0 .029 2.2 .037 2.5
cGAN .047 .08 .048 .06 .048 .08
Ours .030 11 .036 3.1 .043 6.8
Ours+
skip .031 4.4 .036 2.9 .041 6.0
Table 3.3: For every dataset, we obtain high variance (proxy measure for diversity) and often low error-of-best
per pixel (Eob.) to the ground-truth using our method. This shows our methods generate color fields closer to
the ground-truth with more diversity compared to the baseline. Variance to scaled by 10−4 for this table.
the first row. This shows the subtle benefits obtained from the specificity loss.
In Table 3.1, we compare the mean absolute error per-pixel with respect to the ground-truth for
different loss terms. And, in Table 3.2, we compare the mean weighted absolute error per-pixel for
these loss terms. The weighted error uses the same weights as colorfulness loss of Section 3.2.1.
We compute the error over: 1) all pixels (All) and 2) over a 8 × 8 uniformly spaced grid in the
center of image (Grid). We compute error on a grid to avoid using too many correlated neighboring
pixels. On the absolute error metric of Table 3.1, for LFW and Church, we obtain lower errors with
all loss terms as compared to the standard L2 loss. Note unlike L2 loss, we do not specifically train
for this absolute error metric and yet achieve reasonable performance with our loss terms. On the
weighted error metric of Table 3.2, our loss terms outperform the standard L2 loss on all datasets.
3.6.3 Comparison to baseline
In Figure 3.9, we compare the diverse colorizations generated by our strategy (Sections 3.2,
3.3) and the baseline methods – CVAE and cGAN (Section 3.4). Qualitatively, we observe that
our strategy generates better quality diverse colorizations which are each, realistic. Note that for
each dataset, different methods use the same train/test split and we train them for 10 epochs. The
diverse colorizations have good quality for LFW and LSUN Church. We observe different skin
tones, hair, cloth and background colors for LFW, and we observe different brick, sky and grass
colors for LSUN Church. In Fig. 3.8, we trained our vae+mdn method on the imagenet train split
and tested it on test set images. In our diverse colorizations of imagenet, we observe pleasing color
effects such as e.g. elephant grazing in green and dry grass, different vivid colors for the container
etc.
In Table 3.3, we show the error-of-best (i.e. pick the colorization with minimum error to ground-
truth) and the variance of diverse colorizations. Lower error-of-best implies one of the diverse
predictions is close to ground-truth. Note that, our method reliably produces high variance with
comparable error-of-best to other methods. Our goal is to generate diverse colorizations. However,
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Figure 3.7: Diverse colorizations from our method. Left column shows 5 colorizations from our method and
right column is the ground-truth. Top two rows are LFW, next two LSUN Church and last two ImageNet-Val.
See Figure 3.9 for comparisons to baseline.
since diverse colorizations are not observed in the ground-truth for a single image, we cannot
reliably evaluate them. Therefore, we use the weaker proxy of variance to evaluate diversity. Large
variance is desirable for diverse colorization, which we obtain. We rely on qualitative evaluation
to verify the naturalness of the different colorizations in the predicted pool.
3.7 CONCLUSION
Our loss terms help us build a variational autoencoder for high fidelity color fields. The multi-
modal conditional model produces embeddings that decode to realistic diverse colorizations. The
colorizations obtained from our methods are more diverse than CVAE and cGAN. The proposed
method can be applied to other ambiguous problems. Our low dimensional embeddings allow us to
predict diversity with multi-modal conditional models, but they do not encode high spatial detail.
In future, our work will be focused on improving the spatial detail along with diversity.
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Figure 3.8: Diverse colorizations on imagenet test images, when our model is trained on the imagenet train
set. These diverse colorizations have pleasing color effects such as e.g. elephant grazing in dry and green grass,
vivid color changes for the car and container, different skin tones for the hands and the napkins getting different
colors within the same picture.
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Figure 3.9: Diverse colorizations from our methods are compared to the CVAE, cGAN and the ground-truth
(GT). We can generate diverse colorizations, which cGAN [68] do not. CVAE colorizations have low diversity
and artifacts.
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Chapter 4: Learning Image Captioning with CNNs
Image captioning, i.e., describing the content observed in an image, has received a significant
amount of attention in recent years. It is applicable in various scenarios, e.g., recommendation
in editing applications, usage in virtual assistants, for image indexing, and support of the dis-
abled. It is also a basic ingredient for more complex operations such as storytelling [86] and visual
summarization [87]. Early techniques to generate sentences from images were developed for spe-
cific scenarios such as sports [88], where a small number of sentences is sufficient to describe a
wide variety of scenarios. Subsequent techniques involved valuating the sentence-image similar-
ity [89]. With the availability of large datasets, deep neural network (DNN) based methods have
been shown to achieve impressive results on image captioning tasks [19, 20]. These techniques
are largely based on recurrent neural nets (RNNs), often powered by a Long-Short-Term-Memory
(LSTM) [90] component.
LSTM nets have been considered as the de-facto standard for vision-language tasks of im-
age captioning [91, 19, 20, 21, 92], visual question answering [22, 26, 93], question genera-
tion [94, 95], and visual dialog [96, 97], due to their compelling ability to memorize long-term
dependencies through a memory cell. However, the complex addressing and overwriting mecha-
nism combined with inherently sequential processing, and significant storage required due to back-
propagation through time (BPTT), poses challenges during training. Also, in contrast to CNNs,
that are non-sequential, LSTMs often require more careful engineering, when considering a novel
task. Previously, CNNs have not matched up to the LSTM performance on vision-language tasks.
Inspired by the recent successes of convolutional architectures on other sequence-to-sequence tasks
– conditional image generation [98], machine translation [99, 100] – we study convolutional ar-
chitectures for the vision-language task of image captioning. To the best of our knowledge, ours
is the first convolutional network for image captioning that compares favorably to LSTM-based
methods.
Our key contributions are: a) A convolutional (CNN-based) image captioning method that
shows comparable performance to an LSTM based method [19] (Sec. 4.5.2, Tab. 4.1 and Tab. 4.2);
b) Improved performance with a CNN model that uses attention mechanism to leverage spatial
image features. With attention, we outperform the attention baseline [21] and qualitatively demon-
strate that our method finds salient objects in the image. (Fig. 4.6, Tab. 4.2); c) We analyze
the characteristics of CNN and LSTM nets and provide useful insights such as – CNNs produce
more entropy (useful for diverse predictions), better classification accuracy, and do not suffer from
vanishing gradients (Sec. 4.5 and Fig. 4.7, 4.8 and 4.9). We evaluate our architecture on the chal-


























Figure 4.1: A sequential RNN powered by an LSTM cell. At each time step output is conditioned on the
previously generated word, the image is fed at the start only.
line [21]. The fact that CNN architecture produce more entropy in their output posteriors allows
us to sample diverse captions, one of the goals of this thesis.
The chapter is organized as follows: Sec. 4.1 gives our notation, Sec. 4.2 reviews the RNN
based approach, Sec. 4.3 describes our convolutional method, Sec. 4.4 gives the details of CNN
architecture, Sec. 4.5 contains results and Sec. 5.1 discusses related work.
4.1 PROBLEM SETUP AND NOTATION
For image captioning, we are given an input image I and we want to generate a sequence of
words y = (y1, . . . , yN). The possible words yi at time-step i are subsumed in a discrete set Y
of options. Its size, |Y|, easily reaches several thousands. Y contains special tokens that denote
a start token (<S>), an end of sentence token (<E>), and an unknown token (<UNK>) which
refers to all words not in Y .
Given a training set D = {(I, y∗)} which contains pairs (I, y∗) of input image I and corre-
sponding ground-truth caption y∗ = (y∗1, . . . , y
∗
N), consisting of words y
∗
i ∈ Y , i ∈ {1, . . . , N},
we maximize w.r.t. parameters w, a probabilistic model pw(y1, . . . , yN |I).
A variety of probabilistic models have been considered (Sec. 5.1), from hidden Markov mod-
els [102] to recurrent neural networks.
4.2 RNN APPROACH
An illustration of a RNN architecture, powered by an LSTM unit [90], for image captioning
is provided in Fig. 4.1. It consists of three major components: the input word embeddings, the
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Word Embeddingsy*1 = A y*2 = dog y*n-1 = car
Figure 4.2: RNN architectures are trained with teacher forcing. The ground-truth word is fed in the previ-
ous time steps, instead of sampling from the posteriors. However, the hidden state is updated sequentially.
Therefore, training an RNN is sequential with respect to the words in the generated caption.
RNNs/LSTMs sequentially predict one word at a time, from y1 up to yN . At every time-step i,
a conditional probability distribution pi,w(yi|y<i, I), which depends on parameters w, is predicted
(see top of Fig. 4.1). For modeling pi,w(yi|y<i, I), in the spirit of auto-regressive models, the
dependence of word yi on its ancestors y<i is implicitly captured by a hidden representation hi
(see arrows in Fig. 4.1).
To avoid more complicated gradient flows through the recurrent network, during training, it
is common to use y∗<(i−1) (i.e. ground-truth previous words) when generating the posterior for
pi,w(yi|y<i, I), this is termed as teacher forcing. See Fig. 4.2.
Following classical supervised learning, it is common to find the parameters w of the word








− ln pi,w(y∗i |y∗<i, I). (4.1)
During inference, we typically choose the word yi with the highest probability pi,w(yi|y<i, I).
The sentence terminates once the end of sentence token is chosen, or after a maximum of N steps.
Although highly successful, RNN-based techniques suffer from some drawbacks. First, the
training process is inherently sequential for a particular image-caption pair. This results from
dependency on sequentially updated hidden state as shown in Fig. 4.2. Hence, the output at time-
step i has a true dependency on the output at i − 1. Secondly, as we will show in our results
for image captioning, RNNs tend to produce lower classification accuracy (Fig. 4.7), and, despite
LSTM units, they still suffer to some degree from vanishing gradients (Fig. 4.9).
Next, we describe an alternative convolutional approach to image captioning which attempts to
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Figure 4.3: Our convolutional model for image captioning. We use a feed forward network with masked
convolutions. Unlike RNNs, our model operates over all words in parallel.
Figure 4.4: Our convolutional architecture for image captioning. It has four components: (i) Input embedding
layer, (ii) Image embedding, (iii) Convolutional module and (iv) Output embedding layer. Details of each
component are in Sec. 4.4.
4.3 CONVOLUTIONAL APPROACH
Our model is based on the convolutional machine translation model used in [99]. Fig. 4.3
provides an overview of our feed-forward convolutional (or CNN-based) approach for image cap-
tioning. As the figure illustrates, our technique contains three main components similar to the
RNN technique. The first and the last components are input embeddings and output posteriors re-
spectively, in both cases. However, while the middle component contains LSTM or GRU units in
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the RNN case, masked convolutions are employed in our CNN-based approach. This component,
unlike the RNN, is feed-forward without any recurrent function (i.e. it needs no hidden state from
previous words). We briefly review inference and learning of our model.
Inference. In contrast to the RNN formulation, where the probabilistic model is unrolled in time
via a hidden state shown in Fig. 4.2, we use a simple feed-forward deep net, fw, for modeling
pi,w(yi|y<i, I). Prediction of a word yi relies on past words y<i or their representations:
pi,w(yi|y<i, I) = fw(yi, y<i, I). (4.2)
To disallow convolution operations from using information of future word tokens, we use masked
convolutional layers that operate only on ‘past’ data [99, 98].
Inference can now be performed sequentially, one word at a time. Hence, inference begins
with the start token <S> and employs a feed-forward pass to generate p1,w(y1|∅, I). Afterwards,
y1 ∼ p1,w(y1|∅, I) is sampled. Note that it is possible to retrieve the maximizing argument or to
perform beam search. After sampling, y1 is fed back into the feed-forward network to generate
subsequent words y2, etc. Inference continues until the end token is predicted, or until we reach a
fixed upper bound of N steps.
Learning. Similar to RNN training, we use ground-truth y∗<i for past words, instead of using the
predicted word. For prediction of word probability pi,w(yi|y∗<i, I), the considered feed-forward
network is fw(yi, y∗<i, I) and we optimize for parameters w using a likelihood similar to Eq. (4.1).
Since there are no recurrent connections and all ground-truth words are available at any given
time-step i, our CNN based model can be trained in parallel for all words. In Section 4.4, we
describe our convolutional architecture in detail.
4.4 ARCHITECTURE
In Fig. 4.4, we show a training iteration of our convolutional architecture with input (ground-
truth) words {y∗1, . . . , y∗5} = { a, woman, is, playing, tennis }. Additionally, we add the start token
<S> at the beginning, and also the end of sentence token <E>.
These words are processed as follows: (1) they pass through an input embedding layer; (2)
they are combined with the image embedding; (3) they are processed by the CNN module; and
(4) the output embedding (or classification) layer produces output probability distributions (see
{p1, . . . , p6} at top of Fig. 4.4). Each of the four aforementioned steps is discussed below.
Input Embedding. For consistency with the RNN/LSTM baseline, we train (from scratch) an
embedding layer over one-hot encoded input words. We use |Y| = 9221 and we embed the input
words to 512-dimensional vectors, following the baseline. This embedding is concatenated to the
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Method MSCOCO Val Set MSCOCO Test Set
B1 B2 B3 B4 M R C S B1 B2 B3 B4 M R C S
Baselines:
LSTM [19] .710 .535 .389 .281 .244 .521 .899 .169 .713 .541 .404 .303 .247 .525 .912 .172
LSTM + Attn (Soft) [21] - - - - - - - - .707 .492 .344 .243 .239 - - -
LSTM + Attn (Hard) [21] - - - - - - - - .718 .504 .357 .250 .230 - - -
Our CNN:
CNN .693 .518 .374 .268 .238 .511 .855 .167 .695 .521 .380 .276 .241 .514 .881 .171
CNN + Weight Norm. .702 .528 .384 .279 .242 .517 .881 .169 .699 .525 .382 .276 .241 .516 .878 .170
CNN +WN +Dropout .707 .532 .386 .278 .242 .517 .883 .171 .704 .532 .389 .283 .243 .520 .904 .173
CNN +WN +Dropout
+Residual .706 .532 .389 .284 .244 .519 .899 .173 .704 .532 .389 .284 .244 .520 .906 .175
CNN +WN +Drop.
+Res. +Attn .710 .537 .391 .281 .241 .519 .890 .171 .711 .538 .394 .287 .244 .522 .912 .175
Table 4.1: Comparison of different methods on standard evaluation metrics: BLEU-1 (B1), BLEU-2 (B2),
BLEU-3 (B3), BLEU-4 (B4), METEOR (M), ROUGE (R), CIDEr (C) and SPICE (S). Our CNN with attention
(attn) achieves comparable performance (equal CIDEr scores on MSCOCO test set) to [19] and outperforms
LSTM+Attention baseline of [21]. We start with a CNN comprising masked convolutions and fully connected
layers only. Then, we add weight normalization, dropout, residual connections and attention incrementally and
show that performance improves with every addition. Here, for CNN and [19] we use the model that obtains
the best CIDEr scores on val-set (over 30 epochs) and report its scores for the test set. For [21], we report all
the available metrics for soft/hard attention from their paper (missing numbers are marked by -).
Method Beam Size=2 Beam Size=3 Beam Size=4
B1 B2 B3 B4 M R C S B1 B2 B3 B4 M R C S B1 B2 B3 B4 M R C S
LSTM [19] .715 .545 .407 .304 .248 .526 .940 .178 .715 .544 .409 .310 .249 .528 .946 .178 .714 .543 .410 .311 .250 .529 .951 .179
CNN .712 .541 .404 .303 .248 .527 .937 .178 .709 .538 .403 .303 .247 .525 .929 .176 .706 .533 .400 .302 .247 .522 .925 .175
CNN+Attn .718 .549 .411 .306 .248 .528 .942 .177 .722 .553 .418 .316 .250 .531 .952 .179 .718 .550 .415 .314 .249 .528 .951 .179
Table 4.2: Comparison of different methods (metrics same as Table 4.1) with beam search on the output word
probabilities. Our results show that with beam size= 3 our CNN outperforms LSTM [19] on all metrics. Note,
compared to Tab. 4.1, the performance improves with beam search. We use the MS COCO test split for this
experiment. For beam search, we pick one caption with maximum log probability (sum of log probability of
words) from the top-k beams and report the above metrics for it. Beam = 1 is same as the test set results
reported in Table 4.1.
image embedding (discussed next) and provided as input to the feed-forward CNN module.
Image Embedding. Image features for image I are obtained from the fc7 layer of the VGG16
network [10]. The VGG16 is pre-trained on the ImageNet dataset [85]. We apply dropout, ReLU
on the fc7 and use a linear layer to obtain a 512-dimensional embedding. This is consistent with
the image features used in the baseline LSTM method [19].
CNN Module. The CNN module operates on the combined input and image embedding vector. It
performs three layers of masked convolutions. Consistent with [99, 98], we use gated linear unit
(or GLU) activations for our conv layers. However, we did not observe a significant change in
performance when using the standard ReLU activation. The feature dimension after convolution
layer and GLU is 512. We add weight normalization, residual connections and dropout in these
layers as they help improve performance (Tab. 4.1). Our masked convolutions have a receptive
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field of 5 words in the past. We set N (steps or max-sentence length) to 15 for both CNN/RNN.
The output of the CNN module after three layers is a 512-dimensional vector for each word.
Classification Layer. We use a linear layer to encode the 512-dimensional vectors obtained from
the CNN module into a 256-dimensional representation per word. Then, we upsample this vector
to a |Y|-dimensional activation via a fully connected layer, and pass it through a softmax to obtain
the output word probabilities pi,w(yi|y<i, I).
Training. We use a cross-entropy loss on the probabilities pi,w(yi|y<i, I) to train the CNN module
and the embedding layers. Consistent with [19], we start to fine-tune VGG16 along with our
network after 8 training epochs. We optimize with RMSProp using an initial learning rate of 5e−5
and decay it by multiplying with a factor of .1 every 15 epochs. All methods were trained for 30
epochs and we evaluate the metrics (in Sec. 4.5.2) on the validation set, after every epoch, to pick
the best model for all methods.
4.4.1 Attention
In addition to the aforementioned CNN architecture, we also experiment with an attention mech-
anism, since attention benefited [99, 100]. We form an attended image vector of dimension 512 and
add it to the word embedding at every layer (shown with red, green and blue arrows in Fig. 4.4).
We compute separate attention parameters and a separate attended vector for every word. To obtain
this attended vector we predict 7 × 7 attention parameters, over the VGG16 max-pooled conv-5
features of dimensions 7× 7× 512 [10]. We use attention on all three masked convolution layers
in our CNN module. We continue to use the fc7 image embedding discussed above.
To discuss attention more formally, let dj denote the embedding of word j in the conv module
(i.e., its activations after GLU shown in Fig. 4.4), let W refer to a linear layer applied to dj , let ci
denote a 512-dimensional spatial conv-5 feature at location i (in 7× 7 feature map) and let aij in-










that [21] uses the LSTM hidden state to compute the attention parameters. Instead, we compute
attention parameters using the conv-layer activations. This form of attention mechanism was first
proposed in [103].
4.5 RESULTS AND ANALYSIS
In this section, we demonstrate the following results:
• Our convolutional (or CNN) approach performs on par with LSTM (or RNN) based ap-
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c5 (Beam = 1) c40 (Beam = 1)
B1 B2 B3 B4 M R C B1 B2 B3 B4 M R C
LSTM .704 .528 .384 .278 .241 .517 .876 .880 .778 .656 .537 .321 .655 .898
CNN+Attn .708 .534 .389 .280 .241 .517 .872 .883 .786 .667 .545 .321 .657 .893
c5 (Beam = 3) c40 (Beam = 3)
B1 B2 B3 B4 M R C B1 B2 B3 B4 M R C
LSTM .710 .537 .399 .299 .246 .523 .904 .889 .794 .681 .570 .334 .671 .912
CNN+Attn .715 .545 .408 .304 .246 .525 .910 .896 .805 .694 .582 .333 .673 .914
Table 4.3: Above, we show that CNN outperforms LSTM on BLEU metrics and gives comparable scores to
LSTM on other metrics for test split on MSCOCO evaluation server. Note, this hidden test split of 40, 775
images on the evaluation server is different from the 5000 images test split used in Tables 4.1 and 4.2. We
compare our CNN+Attn method to the LSTM baseline (metrics same as Table 4.1). The c5, c40 scores above
are computed with 5, 40 reference captions per test image respectively. We show comparison results for beam
size 1 and beam size 3 for both the methods.
LSTM: a man and a woman
in a suit and tie
CNN: a black and white photo
of a man and woman in a suit
GT: A man sitting next to a
woman while wearing a suit.
LSTM: a cat is laying
down on a bed
CNN: a polar bear is drinking
water from a white bowl
GT: A white polar bear laying
on top of a pool of water
LSTM: a bear is standing
on a rock in a zoo
CNN: two bears are walking
on a rock in the zoo
GT: two bears touching
noses standing on rocks
LSTM: a box of donuts with
a variety of toppings
CNN: a box of doughnuts with
sprinkles and a sign
GT:A bunch of doughnuts
with sprinkles on them
LSTM: a dog and a
dog in a field
CNN: two cows are
standing in a field of grass
GT: A dog and a horse
standing near each other
Figure 4.5: Captions generated by our CNN are compared to the LSTM and ground-truth caption. In the
examples above our CNN can describe things like black and white photo, polar bear/white bowl, number of
bears, sign in the donut image which LSTM fails to do. The last image (rightmost) shows a failure case for
CNN. Typically we observe that CNN and LSTM captions are of similar quality. We use our CNN+Attn
method (Sec. 6.3.2) and the MSCOCO test split for these results.
proaches on image captioning metrics (Tab. 4.1). Our performance improves with beam
search (Tab. 4.2).
• Adding attention to our CNN gives improvements on metrics and we outperform the LSTM+Attn
baseline [21] (Tab. 4.1). Fig. 4.6 shows that with attention we identify salient objects for the
given image.
• We analyze the CNN and RNN approaches and show that CNN produces (1) more entropy
in the output probability distribution, (2) gives better word prediction accuracy (Fig. 4.7),
and (3) does not suffer as much from vanishing gradients (Fig. 4.9).
• In Tab. 4.4, we show that a CNN with 1.5× more parameters can be trained in comparable
time. This is because we avoid the sequential processing of RNNs.
The details of our experimental setup and these results are discussed below. The PyTorch im-
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plementation of our convolutional image captioning is available on github.1
4.5.1 Dataset and Baselines
We conducted experiments on the MS COCO dataset [101]. Our train/val/test splits follow [19,
21]. We use 113287 training images, 5000 images for validation, and 5000 for testing. Hence-
forth, we will refer to our approach as CNN, and our approach with the attention (Sec. 6.3.2) as
CNN+Attn. We use the following naming convention for our baselines: [19] is denoted by LSTM
and [21] is referred to as LSTM+Attn.
4.5.2 Comparison on Image Captioning Metrics
We consider multiple conventional evaluation metrics, BLEU-1, BLEU-2, BLEU-3, BLEU-4
[104], METEOR [105], ROUGE [106], CIDEr [107] and SPICE [108]. See Tab. 4.1 for the per-
formance on all these metrics for our val/test splits. Note that we obtain comparable CIDEr scores
and better SPICE scores than LSTM on test set with our CNN+Attn method. Our BLEU, ME-
TEOR, ROUGE scores are less than the LSTM ones, but the margin is very small. Our CNN+Attn
method outperforms the LSTM+Attn baseline on the test set for all metrics reported in [21]. For
Tab. 4.1, we form the caption by choosing the word with maximum probability at each step. The
metrics are reported for this one caption formed by choosing the maximum probability word at
every step.
Instead of sampling the maximum probability words, we also perform beam search with dif-
ferent beam sizes. We perform beam search for both LSTM and our CNN methods. With beam
search, we pick the maximum probability caption (sum of log word probability in the beam). The
results reported in Tab. 4.2 demonstrate that with beam size of 3 we achieve better BLEU, ROUGE,
CIDEr scores than LSTM and equal METEOR and SPICE scores.
In Table 4.7, we show the results obtained on the MSCOCO evaluation server. These results are
computed over a test set of 40, 775 images for which ground-truth is not publicly available. We
demonstrate that our method does better on all BLEU metrics, especially with beam size 3, we
perform better than the LSTM based method.
Comparison to recent state-of-the-art. For better performance on the MSCOCO leader board
we use ResNet features instead of VGG-16. Table 4.5 shows ResNet boosts our performance on
the MSCOCO split (cf. Table 4.1) and we compare it to more recent methods [109] and [110].
We are almost as good as [110]. If we had access to their pre-trained attribute network, we may
1https://github.com/aditya12agd5/convcap
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CNN: a plate of food with
broccoli and rice
GT: A BBQ steak on a plate
next to mashed potatoes
and mixed vegetables.
a plate of food with broccoli ... rice
CNN: a man sitting on a
bench overlooking the ocean
GT: A man sitting on top
of a bench near the ocean
a man sitting on a bench ... ocean
Figure 4.6: Attention parameters are overlayed on the image. These results show that we focus on salient
regions as broccoli, bench when predicting these words and that the attention is uniform when predicting
words such as a, of and on.
Method # Parameters Train time per epoch
LSTM [19] 13M 1529s
Our CNN 19M 1585s
Our CNN+Attn 20M 1620s
Table 4.4: We train a CNN faster per parameter than the LSTM. This is because CNN is not sequential like the
LSTM. We use PyTorch implementation of [19] and our CNN-based method, and the timings are obtained on
Nvidia Titan X GPU.
Method B1 B2 B3 B4 M R C
Our Resnet-101 .72 .549 .403 .293 .248 .527 .945
Our Resnet-152 .725 .555 .41 .299 .251 .532 .972
LSTM Resnet-152 .724 .552 .405 .294 .251 .532 .961
[110] Resnet-152 .731 .564 .426 .321 .252 .537 .984
[109] Resnet-101 .772 - - .362 .27 .564 1.13
Table 4.5: Comparison to recent state-of-the-art with Resnet.
outperform it. [109] uses a sophisticated attention mechanism, which can be incorporated into our
architecture as part of future work.
Ablation of conv filters. Receptive field size 5 for our convolutional filter used in our method
outperforms other sizes (Tab. 4.6).
MSCOCO Evaluation Server. In Table 4.7, we show the results obtained on the MSCOCO
evaluation server. These results are computed over a test set of 40, 775 images for which ground-
truth is not publicly available.
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Kernel Size B1 B2 B3 B4 M R C
5 (optimal) .711 .538 .394 .287 .244 .522 .912
7 .708 .534 .391 .284 .242 .521 .903
15 .707 .535 .391 .284 .245 .521 .912
Table 4.6: Performance with respect to different filter sizes for our convolutional filters.
c5 (Beam = 1)
B1 B2 B3 B4 M R C
LSTM .704 .528 .384 .278 .241 .517 .876
CNN+Attn .708 .534 .389 .280 .241 .517 .872
c40 (Beam = 1)
B1 B2 B3 B4 M R C
LSTM .880 .778 .656 .537 .321 .655 .898
CNN+Attn .883 .786 .667 .545 .321 .657 .893
c5 (Beam = 3)
B1 B2 B3 B4 M R C
LSTM .710 .537 .399 .299 .246 .523 .904
CNN+Attn .715 .545 .408 .304 .246 .525 .910
c40 (Beam = 3)
B1 B2 B3 B4 M R C
LSTM .889 .794 .681 .570 .334 .671 .912
CNN+Attn .896 .805 .694 .582 .333 .673 .914
Table 4.7: Above, we show that CNN outperforms LSTM on BLEU metrics and gives comparable scores
to LSTM on other metrics for test split on MSCOCO evaluation server. Here, we submitted our results to
the MSCOCO evaluation server to evaluate on the hidden test split. Note, this test split of 40, 775 images
is different from the 5000 images test split used in other results. We compare our CNN+Attn method to the
LSTM baseline on standard evaluation metrics: BLEU-1 (B1), BLEU-2 (B2), BLEU-3 (B3), BLEU-4 (B4),
METEOR (M), ROUGE (R) and CIDEr (C). The c5 scores above are computed with 5 reference captions per
test image and c40 scores are computed with 40 reference captions. We show comparison results for beam size
1 and beam size 3 for both the methods.
4.5.3 Qualitative Comparison
See Fig. 5.6 for a qualitative comparison of captions generated by CNN and LSTM. In Fig. 4.6,
we overlay the attention parameters on the image for each word prediction. Note that our attention
parameters are 7 × 7 as described in Sec. 6.3.2 and therefore the image is divided in a 7 × 7
grid. These results show that our attention focuses on salient objects such as man, broccoli, ocean,
bench, etc., when predicting these respective words. Our results also show that the attention is
uniform when predicting words such as a, of, on, etc., which are unrelated to the image content.
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4.5.4 Analysis of CNN and RNN
In Tab. 4.4 we report the number of trainable parameters and the training time per epoch. CNNs
with ∼ 1.5× parameters can be trained in comparable time.
Tab. 4.1, 4.2 and 4.7 show that we obtain comparable performance from both CNN and RNN/LSTM-
based methods. Encouraged by this result, we analyze the characteristics of these two methods.
For fair comparison, we use our CNN without attention, since the RNN method does not use spatial
image features. First, we compare the negative log-likelihoods (or cross-entropy loss) on a subset
of train and the entire val set (see Fig. 4.7 (a)). We find that the loss is higher for CNN than RNN.
This is because CNNs are being penalized for producing less-peaky word probability distributions.
To evaluate this further, we plot the entropy of the output probability distribution (Fig. 4.7 (b)) and
the classification accuracy, i.e., the number of times the maximum probability word is the ground
truth (Fig. 4.7 (c)). These plots show that RNNs are good at producing low entropy and therefore
peaky word probability distributions at the output, while CNNs produce less peaky distributions
(and high entropy). Less peaky distributions are not necessarily bad, particularly for a problem like
image captioning, where multiple word predictions are possible. Despite, less peaky distributions,
Fig. 4.7 (c) shows that the maximum probability word is correct more often on the train set and it is
within approx. 1% accuracy on the val set. Note, cross-entropy loss is a proxy for the classification
accuracy and we show that CNNs have higher cross entropy loss, but their classification accuracy
is good. Less peaky posterior distributions provided by a CNN may be indicative of CNNs being
more capable of predicting diverse captions.
Diversity. In Figure 4.8, we plot the unique words and 2/4-grams predicted at every word position
or time-step. The plot is for word positions 1 to 13. This plot shows that for the CNN we have
higher unique words for more word positions and consistently higher 2/4-grams than LSTM. This
supports our analysis that CNNs have less peaky (or one-hot) posteriors and therefore can produce
more diversity. For these diversity experiments, we perform a beam search with beam size 10 and
use all the top 10 beams.
Vanishing Gradient. Since RNNs/LSTMs are known to suffer from vanishing gradient problems,
in Fig. 4.9, we plot the gradient norm at the output embedding/classification layer and the gra-
dient norm at the input embedding layer. The values are averaged over 1 training epoch. These
plots show that the gradients in RNN/LSTM diminishes more than the ones in CNNs. Hence
RNN/LSTM nets are more likely to suffer from vanishing gradients, which stalls learning. If
learning is stalled, for larger datasets than the ones we currently use for image captioning, the
performance of RNN and CNN may differ significantly.
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Figure 4.7: In the figures above we plot (a) Cross-entropy loss, (b) Entropy of the softmax layer, (c) Word ac-
curacy on train/val set. Blue line denotes our CNN and red denotes the LSTM based method [19]. Solid/dotted
lines denote train/val set of MSCOCO respectively. For train set, we randomly sample 10k images and use the
entire val set.













Unique words at every position
CNN
LSTM
1 2 3 4 5 6 7 8 9 10 11 12 13









Unique 2-grams at every position
CNN
LSTM
1 2 3 4 5 6 7 8 9 10 11
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Figure 4.8: From left – (a) Unique words, (b) Unique 2-grams and (c) Unique 4-grams. We perform beam
search of beam size 10 with our best performing LSTM and CNN models. We use the top 10 beams to plot
the unique words, 2/4-grams predicted for every word position. CNN (blue) produces higher unique words,
2/4-grams at more positions, and therefore more diversity, than LSTM (red).
4.6 RELATED WORK
Describing the content of an observed image is related to a large variety of tasks. Object detec-
tion [113, 16, 114] and semantic segmentation [13, 11, 115] can be used to obtain a list of objects.
Detection of co-occurrence patterns and relationships between objects can help to form sentences.
Generating sentences by taking advantage of surrogate tasks is then a multi-step approach which
is beneficial for interpretability but lacks a joint objective that can be trained end-to-end.
Early techniques formulate image captioning as a retrieval problem and find the best fitting
description from a pool of possible captions [116, 117, 118, 119]. Those techniques are built upon
the idea that the fitness between available textual descriptions and images can be learned. While
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 and Classification Layer
LSTM Embed. Layer
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Our CNN Embed. Layer
Our CNN Classif. Layer
Figure 4.9: Here, we plot the gradient norm at the input embedding (dotted line) and output embed-
ding/classification (solid line) layer. The gradient to the first layer of LSTM decays by a factor ∼ 100 in
contrast to our CNN, where it decays by a factor of ∼ 10. There is prior evidence in literature that unlike
CNNs, RNN/LSTMs suffer from vanishing gradients [111, 112].
this permits end-to-end training, matching image descriptors to a sufficiently large pool of captions
is computationally expensive. In addition, constructing a database of captions that is sufficient for
describing a reasonably large fraction of images seems prohibitive.
To address this issue, recurrent neural nets (RNNs) or probabilistic models like Markov chains,
which decompose the space of a caption into a product space of individual words are compelling.
The success of RNNs for image captioning is based on a key component, i.e., the Long-Short-
Term-Memory (LSTM) [90] or recent alternatives like the gated recurrent unit (GRU) [120]. These
components capture long-term dependencies by adding a memory cell, and they address the van-
ishing or exploding gradient issue of classical RNNs to some degree.
Based on this success, [121] train a vision (or image) CNN and a language RNN that shares a
joint embedding layer. [20] jointly train a vision (or image) CNN with a language RNN to generate
sentences, [21] extends [20] with additional attention parameters and learns to identify salient
objects for caption generation. [19] use a bi-directional RNN along with a structured loss function
in a shared vision-language space. [110] use an additional network trained on coco-attributes,
and [109, 93] develop an attention mechanism for captioning. These recurrent neural nets have
found widespread use for captioning because they have been shown to produce remarkably fitting
descriptions.
Despite the fact that the above RNNs based on LSTM/GRU deliver remarkable results, e.g., for
image captioning, their training procedure is all but trivial. For instance, while the forward pass
during training can be in parallel across samples, it is inherently sequential in time, limiting the
parallelism. To address this issue, [98] proposed a PixelCNN architecture for conditional image
generation that approximates an RNN. [99] and [100] demonstrate that convolutional architectures
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with attention achieve state-of-the-art performance on machine translation tasks. In spirit similar
is our approach for image captioning, which is convolutional but addresses a different task.
4.7 CONCLUSION
We discussed a convolutional approach for image captioning and showed that it performs on par
with existing LSTM techniques. We also analyzed the differences between RNN based learning
and our method, and found gradients of lower magnitude as well as overly confident predictions to
be existing LSTM network concerns.
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Chapter 5: Learning Diverse Image Captioning with Part-of-Speech
As discussed in the previous chapter, image captioning entails generating a realistic description
for a given image. It is applicable across domains from robotics and virtual assistants to tools
for the visually impaired. A large body of literature has focused on developing predictive image
captioning techniques, often using recurrent neural nets (RNN) [121, 20, 21, 19, 109]. More
recently [35, 122], demonstrate predictive captioning with accuracy’s similar to RNNs while using
convolutional networks. Our method [35] to perform convolutional image captioning is discussed
in detail in the previous chapter.
However, image captioning is also an ambiguous problem, i.e., there is more than one sentence
that can appropriately describe an image. Therefore, methods that can generate multiple and di-
verse image captions are important. But, machine generated diverse captions have not reached the
quality of human generated ones. Generally, the diversity and nuances present in captions written
by different humans are absent in diverse captions generated by current deep net models. In this
chapter, we address the task of diverse image captioning.
Beam search is the classical method to sample multiple solutions given sequence models for
neural machine translation and image captioning. However, beam search with wide beams is
very slow. This limits the number of captions that can be sampled with beam search. Moreover,
beam search is also known to generate generic captions that lack diversity [123, 124]. To address
this concern, variational auto-encoder (VAE) [92] and generative adversarial net (GAN) formu-
lations [125, 126, 127] have been proposed, which outperform beam search on diversity metrics.
VAE and GAN-based methods rely on sampling latent vectors from a learned or a simple, e.g.,
uniform distribution. Then, they generate multiple captions conditioned on these sampled latent
vectors. However, these latent vectors are not grounded in any semantic image or language priors.
This makes the captions less accurate compared to beam search. For example, in Tab. 1 of [126],
beam search shows higher accuracy on captioning metrics than GAN results.
In this chapter, we replace this abstract latent space with a semantic latent space conditioned on
a part-of-speech (POS) tag sequence (See Fig. 5.1). Hence, in this work, beyond conditioning of
generation on the image and all previous words in a generated sentence, we additionally condition
on a POS tag sequence. This offers the inference procedure an approximate global view of the
sentence being generated at each step. It can then generate a caption that adheres roughly to this
global view. Sampling different POS tag sequences permits to generate multiple captions. Our
procedure produces diverse sentences because sentences that adhere to different tag sequences
have meaningful diversity. Our main contributions are twofold:
Incorporate natural language prior. Our POS captioning network incorporates POS tag se-
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Method Fast Diverse Accurate
Beam search × × X
Diverse beam search [128] × × X
AG-CVAE [92] - X ×
Ours (POS) X X X
Table 5.1: We show that our part-of-speech (POS) based method achieves the trifecta of high accuracy, fast
computation and more diversity. Beam search and diverse beam search are slow. They also produce captions
with high mutual overlap and lower distinct n-grams than POS (see mBleu-4, div-1 and div-2 in Tab. 5.5). POS
outperforms AG-CVAE on captioning metrics in Fig. 5.5 and is therefore more accurate.
quences as a natural language prior (see Sec. 5.3). We demonstrate that this prior can be inferred
from the image (see Sec. 5.4.6).
Develop fast, accurate and diverse sampling method for captions. We show that image cap-
tioning with POS tag sequences is fast, diverse and accurate. Our POS methods sample cap-
tions faster and with more diversity than techniques based on beam search and its variant diverse
beam search [128]. Our diverse captions are more accurate than their counterparts produced by
GANs [126] (Tab. 5.4) and VAEs [92] (Tab. 5.3, Fig. 5.5). Tab. 5.1 summarizes our results dis-
cussed in detail in Sections 5.4.1 to 5.4.4 and compares different methods in terms of speed, diver-
sity and accuracy.
The chapter is organized as follows. Sec. 5.1 discusses relevant related work. Our notation and
the classical approach to image captioning is discussed in Sec. 5.2. We present our captioning
approach conditioned on part-of-speech in Sec. 5.3. Finally, Sec. 5.4 provides our experimental
results.
5.1 RELATED WORK
In the following, we first review works that generate a single (or best-1) caption before dis-
cussing diverse image captioning methods which produce k different (or a set of best-k) captions.
5.1.1 Image Captioning
Most image captioning approaches [19, 20, 21] use a convolutional neural net pre-trained on
classification [10] to represent image features. Image features are fed into a recurrent net (often
based on long-short-term-memory (LSTM) units) to model the language word-by-word. These












[Wang et al. NeurIPS’17]
(AG-CVAE)
Zi ~ Uniform
[Shetty et al. ICCV’17]
[Dai et al. ICCV’17]
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(DET NOUN VERB etc.)
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Prior Work Our Method
Figure 5.1: GANS and VAEs generate diverse captions by using an abstract switch (or a latent variable). As
shown in the figure, the abstract switch z1, z2 or z3 is fed to the captioning network along with the image. The
switch controls the caption which is generated and is often sampled from a Gaussian, Uniform or a mixture
distribution. It has no explicit semantics. In our work, we use this idea of a switch. But, our switch has explicit
semantic meaning, as it is an embedding of a part-of-speech (or POS) tag sequence.
captioning metrics, Yao et al. [110] use a network trained on COCO-attributes in addition to image
features. Anderson et al. [109] develop an attention-based network architecture. Aneja et al. [35]
change the language decoder from an LSTM-net to a convoluational network and show that they
obtain more diversity. Similarly, Wang et al. [122] also use a convolutional language decoder.
Since diversity is of interest to us, we use the convolutional language decoder similar to [35, 122].
We leave incorporation of techniques such as attribute vectors specific to the COCO dataset, and a
sophisticated attention mechanism from [110, 109] for further performance gains to future work.
Apart from exploring different network architectures, some prior works focus on using different
training losses. Reinforcement learning has been used in [129, 130, 131], to directly train for non-
differentiable evaluation metrics such as BLEU, CIDEr and SPICE. In this paper, we use maximum
likelihood training for our methods and baselines to ensure a fair comparison. Training our POS
captioning network in a reinforcement learning setup can be investigated as part of future work.
Notable advances have been made in conditioning image captioning on semantic priors of ob-
jects by using object detectors [132, 133]. This conditioning is only limited to the objects (or
nouns) in the caption and ignores the remainder, while our POS approach achieves coordination
for the entire sentence.
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5.1.2 Diverse Image Captioning
Four main techniques have been proposed to generate multiple captions and rank them to obtain
a set of best-k captions.
Beam search. Beam search is the classical method to sample multiple solutions given sequence
models for neural machine translation and image captioning. We compare to beam search on
the same base captioning network as POS, but without part-of-speech conditioning. We find that
though beam search is accurate, it is slow (Tab. 5.3) and lacks diversity (Tab. 5.5 and Fig. 5.2).
Our base captioning network uses a convolutional neural net (CNN) [35] and is equivalent to the
standard LSTM based captioning network of Karpathy et al. [19] in terms of accuracy.
Diverse beam search. Vijayakumar et al. [128] augment beam search with an additional diversity
function to generate diverse outputs. They propose a hamming diversity function that penalizes
expanding a beam with the same word used in an earlier beam. In our results, we compare to
this diverse beam search (Div-BS). Note, beam search and diverse beam search are local search
procedures which explore the output captioning space word-by-word. While, POS tag sequences
act as global probes that permit to sample captions in many different parts of the captioning space.
GAN. More recent work on diverse image captioning focuses on using GANs. Adversarial training
has been employed by [125, 127, 126] to generate diverse captions. [125, 127] train a conditional
GAN for diverse caption generation. [125] uses a trainable loss which differentiates human annota-
tions from generated captions. Ranking based techniques, which attempt to score human annotated
captions higher than generated ones, are demonstrated in [127]. Shetty et al. [126] use adversarial
training in combination with an approximate Gumbel sampler to match the generated captions to
the human annotations.
Generally, GAN based methods improve on diversity, but suffer on accuracy. For example, in
Tab. 1 of [126], METEOR and SPICE scores drop drastically compared to an LSTM baseline. In
Tab. 5.4, we compare GAN [126] and our POS-based method which is more accurate.
VAE. Wang et al. [92] propose to generate diverse captions using a conditional variational auto-
encoder with an additive Gaussian latent space (AG-CVAE) instead of a GAN. The diversity ob-
tained with their approach is due to sampling from the learned latent space. They demonstrate
improvements in accuracy over the conventional LSTM baseline. Due to the computational com-
plexity of beam search they used fewer beams for the LSTM baseline compared to the number
of captions sampled from the VAE, i.e., they ensured equal computational time. We compare to
AG-CVAE [92] and show that we obtain higher best-1 caption accuracy (Tab. 5.3) and our best-kth
caption accuracy (k = 1 to 10) outperforms AG-CVAE (Fig. 5.5). Note, best-k scores in Tab. 5.3
and Fig. 5.5 denote the score of the kth ranked caption given the same number of sampled cap-
tions (20 or 100) for all methods. For fairness, we use the same ranking procedure (i.e., consensus
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plate of  food
on a table.
sitting on a table.
Figure 5.2: Beam search is the textbook method to sample a diverse set of captions from a captioning network.
To generate many captions, Beam search samples different words at different word positions. However, when
using beam search identical words or n-grams get sampled often at the same word position. This leads to high
overlap and few local changes in the caption. In the illustrated example, the 8-gram A close up of a plate of












































Figure 5.3: Illustration of beam search and POS-sampling to expand the best-k captions (y1i , y
2
i , . . . y
k
i ) from
word position i to i+ 1. See Sec. 5.2 for notation and other details.
re-ranking proposed by [134] and used in [92]) to rank the sampled captions for all methods.
5.2 BACKGROUND
Problem Setup and Notation. The goal of diverse captioning is to generate k sequences y1, y2, . . . , yk,
given an image. For readability we drop the super-script and focus on a single sequence y. The
methods we discuss and develop will sample many such sequences y and rank them to obtain
the best-k – y1, y2, . . . , yk. A single caption y = (y1, . . . , yN) consists of a sequence of words
yi, i ∈ {1, . . . , N} which accurately describe the given image I . For each caption y, the words
yi, i ∈ {1, . . . , N} are obtained from a fixed vocabulary Y , i.e., yi ∈ Y . Additionally, we assume
availability of a part-of-speech (POS) tagger for the sentence y. More specifically, the POS tagger
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provides a tag sequence t = (t1, . . . , tN) for a given sentence, where ti ∈ T is the POS tag for
word yi. The set T encompasses 12 universal POS tags – verb (VERB), noun (NOUN), pronoun
(PRON), etc.1
To train our models we use a dataset D = {(I, y, t)} which contains tuples (I, y, t) composed
of an image I , a sentence y, and the corresponding POS tag sequence t. Since it is not feasible
to annotate the ∼ .5M captions of MSCOCO with POS tags, we use an automatic part-of-speech
tagger.1
Classical Image Captioning. Classical techniques factor the joint probabilistic model pθ(y|I)
over all words into a product of conditionals. They learn model parameters θ∗ by maximizing the









The factorization of the joint probability distribution enforces a temporal ordering of words. Hence,
word yi at the ith time-step (or word position) depends only on all previous words y<i. This
probability model is represented using a recurrent neural network or a feed-forward network with
temporal (or masked) convolutions. Particularly the latter, i.e., temporal convolutions, have been
used recently for different vision and language tasks in place of classical recurrent neural nets,
e.g., [35, 99, 135].
During training, we learn the optimal parameters θ∗. Then for test image I , conditional word-
wise posterior probabilities pθ∗(yi|y<i, I) are generated sequentially from i = 1 to N . Given these
posteriors, beam search is applicable and forms our baseline. Fig. 5.3 illustrates beam search with
a beam width of k from word position yi to yi+1. Here, beam search maintains best-k (incomplete)
captions ordered by likelihood. It expands the best-k captions at every word greedily from start to
end of the sentence.
More specifically, for beam search from word position i, we first generate posteriors pjθ∗(yi+1|y
j
<(i+1), I)
based on the current top-k list containing yj<(i+1), j ∈ {1, . . . , k}. We then obtain new top-
k captions by expanding each of the k entries yj<(i+1) in the list using the computed posterior
pjθ∗(yi+1|y
j
<(i+1), I). We call this ‘expand top-k.’ The time complexity for a single expand top-k
operation is identical to obtaining the sorted top-k values from an array of size |Y|.2 The time
complexity of all expand top-k operations is O(k2 + |Y|k log k).
We merge all the expanded top-k captions to the final top-k captions using the log sum of the
posterior probability at word position i + 1. We call this operation merge. The merge operation



































Figure 5.4: An illustration of our POS captioning method on a test image. For the image representation, fc7
features are extracted from VGG-16 and embedded into 512 dimensional vectors. For object vectors, we use
the 80 dimensional class vector from faster rcnn [16] (same as [92]). For part-of-speech classification, we
use VGG-16 with two linear layers and a 1024-way softmax. Then, we encode sampled POS via an LSTM-
net to a 512 dimensional vector. Our captioning network uses temporal convolutions and operates on image
representation, part-of-speech vector, object vector and previous words in the caption (y<i) to produce the next
word (yi). The network is trained for 20 epochs using the ADAM optimizer [136] (initial learning rate of
5e−5 and a decay factor of .1 after 15 epochs). The part of speech classification step can be trained separately




Best-1 Oracle Accuracy Speed
(s/img)
Speed Accuracy
B4 B3 B2 B1 C R M S
Beam search
20
0.489X 0.626X 0.752X 0.875X 1.595X 0.698X 0.402X 0.284X 3.74× × X
Div-BS [128] 0.383× 0.538× 0.687× 0.837 1.405 0.653 0.357 0.269 3.42 × ×
AG-CVAE [92] 0.471 0.573 0.698 0.834× 1.308× 0.638× 0.309× 0.244× - - ×
POS 0.449 0.593 0.737 0.874 1.468 0.678 0.365 0.277 0.21 X X
POS+Joint 0.431 0.581 0.721 0.865 1.448 0.670 0.357 0.271 0.20X X X
Beam Search
100
0.641X 0.742X 0.835X 0.931X 1.904X 0.772X 0.482X 0.332X 20.33 × X
Div-BS [128] 0.402× 0.555× 0.698× 0.846× 1.448× 0.666× 0.372 0.290 19.05 × ×
AG-CVAE [92] 0.557 0.654 0.767 0.883 1.517 0.690 0.345× 0.277× - - ×
POS 0.578 0.689 0.802 0.921 1.710 0.739 0.423 0.322 1.29 X X
POS+Joint 0.550 0.672 0.787 0.909 1.661 0.725 0.409 0.311 1.27X X X
Table 5.2: Best-1 accuracy by oracle re-ranking. Our POS methods are faster at sampling than beam search
and they also generate a higher scoring best-1 caption than AG-CVAE [92] and Div-BS [128]. Beam search
obtains the best scores, however it is slow. From all sampled captions (#samples = 20 or 100), we use oracle
to pick the best-1 caption for every metric. This gives an estimate of the upper bound on captioning accu-
racy for each method. We use standard captioning metrics, BLEU (B1-B4) [104], CIDEr (C) [107], ROUGE
(R) [106], METEOR (M) [105] and SPICE (S) [108]. Note, Xindicates good performance on the metric for
the corresponding column and × indicates bad performance.
has a complexity of O(k+ k log k), which is identical to merging k sorted arrays.3 In Sec. 5.3, we
show that our inference with POS has better time complexity.
3https://www.geeksforgeeks.org/merge-k-sorted-arrays/
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5.3 IMAGE CAPTIONING WITH PART-OF-SPEECH
In our approach for image captioning, we introduce a POS tag sequence t, to condition the




pθ(yi|t, y<i, I). (5.2)
Following classical techniques, we train our POS-conditioned approach by maximizing the likeli-





log pθ(y|t, I). (5.3)
Importantly, note that we use the entire POS tag sequence in the conditional above, because it
allows global control over the entire sentence structure.
Training involves learning the parameters θ∗ for our conditional captioning model (Eq. (5.3)).
During test time, conditioning on POS tags provides a mechanism for diverse image caption-
ing, i.e., given a test image I , we obtain k diverse captions by sampling k POS tag sequences
t1, t2, . . . , tk. Note that every sequence is a tuple of POS tags, i.e., ti = (ti1, t
i
2, . . .), i ∈ {1, . . . , k}.
Since a large number of possible POS tag sequences exists, in Sec. 5.4.6, we discuss how we ob-
tain quantized POS tag sequences q1, q2, . . . , qk given the input image. These quantized sequences
approximate the actual POS tag sequences t1, t2, . . . , tk.
Concretely, during inference we sample k quantized POS tag sequences given the image. This
is shown as the part-of-speech classification step in Fig. 5.4. Then, we encode each sampled POS
tag sequence q using an LSTM model. The encoded POS tag sequence, along with object vec-
tor, image features (fc7 of VGG-16) and previous words (y<i) forms the input to the temporal
convolutions-based captioning network. This captioning network implements our posterior proba-
bility pθ(yi|y<i, q, I), which is used to predict the next word y∗i = argmaxyi pθ(yi|y<i, q, I).
Fast inference with POS. For every sampled tag sequence qj, j ∈ {1, 2, · · · , k} (i.e. quantization
of tag sequence tj), we maximize the learned probabilistic model, i.e., yji = argmaxy pθ∗(yi|y<i, qj, I)
greedily. As just discussed, we simply use the maximum probability word at every word position.
Fig. 5.3 compares this computationally much more effective method, which has a time complexity
of O(k|Y|), to the breadth first approach employed by beam search.
Note that POS-based sampling requires only a single max-operation at every step during in-
ference (our effective beam size is 1), making it faster than beam search with wide beams. It is




Best-1 Consensus Re-ranking Accuracy Speed
(s/img)
Speed Accuracy




0.305 0.402× 0.538× 0.709× 0.947× 0.523 0.248 0.175 3.19 × ×
Beam search 0.319 0.423 0.564 0.733 1.018 0.537X 0.255 0.185 7.41 × X
Div-BS [128] 0.320X 0.424X 0.562 0.729 1.032X 0.536 0.255X 0.184 7.60× × X
AG-CVAE [92] 0.299× 0.402× 0.544 0.716 0.963 0.518× 0.237× 0.173× - - ×
POS 0.306 0.419 0.570X 0.744X 1.014 0.531 0.252 0.188X 1.13X X X




0.300× 0.397× 0.532× 0.703× 0.937× 0.519× 0.246 0.174× 18.24 × ×
Beam search 0.317 0.419 0.558 0.729 1.020 0.532 0.253 0.186 40.39× × X
Div-BS [128] 0.325X 0.430X 0.569X 0.734 1.034 0.538X 0.255X 0.187 39.71 × X
AG-CVAE [92] 0.311 0.417 0.559 0.732 1.001 0.528 0.245× 0.179 - - ×
POS 0.311 0.421 0.567 0.737 1.036 0.530 0.253 0.188X 7.54 X X
POS+Joint 0.316 0.425 0.569X 0.739X 1.045X 0.532 0.255X 0.188X 7.32 X X
Table 5.3: Best-1 accuracy by consensus re-ranking. Our POS methods obtain higher scores on captioning
metrics than AG-CVAE [92]. This demonstrates our POS natural language prior is more useful than the abstract
latent vector used by VAE-based methods. POS methods obtain comparable accuracy to Beam Search and Div-
BS [128], and they are more computationally efficient at sampling (i.e., high speed). Note, we also outperform
the standard beam search that uses likelihood based ranking. For these results, consensus re-ranking [134]
is used to pick the best-1 caption from all sampled captions (unless ‘w. Likelihood’ is specified). For fair
comparison, each method uses the same 80-dimensional object vector from faster rccn [16] and the same
image features/parameters for consensus re-ranking. The captioning metrics are the same as in Tab. 5.2. Note,
Xindicates good performance on the metric for the corresponding column and × indicates bad performance.
Method #samples Meteor Spice
Beam Search (with VGG-16) 5 .247 .175
GAN (with Resnet-152) 5 .236 .166
POS+Joint (with VGG-16) [126] 5 .247 .180
Table 5.4: Comparison to GAN-based method. To compare to GAN, we train our POS+Joint on another split
of MSCOCO by Karpathy et al. [19]. Our POS+Joint method samples more accurate best-1 captions than the
GAN method. POS+Joint also obtains better SPICE score on this split compared to beam search. Our accuracy
may improve with the use of Resnet-152 features. For fair comparison, we use the same 80-dimensional object
vectors from faster rcnn [16] and rank the generated captions with likelihood for all methods.
performs the k ‘expand top-k’ operations sequentially using an augmented diversity function.
5.4 RESULTS
In the following, we compare our developed approach for diverse captioning with POS tags to
competing baselines for diverse captioning. We first provide information about the dataset, the
baselines and the evaluation metrics before presenting our results.
Dataset. We use the MS COCO dataset [101] for our experiments. For the train/val/test splits
we follow: (1) M-RNN [121] using 118,287 images for training, 4,000 images for validation, and
1,000 images for testing; and (2) Karpathy et al. [19] using 113,287 images for training, 5,000
images for validation and 5,000 images for testing. The latter split is used to compare to GAN-
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Figure 5.5: Best-10 CIDEr and SPICE accuracy. From left: (i) Best-10 CIDEr from 20 samples, (ii) Best-10
SPICE from 20 samples, (iii) Best-10 CIDEr from 100 samples, (iv) Best-10 SPICE from 100 samples. Our
POS and POS+Joint achieve best-k accuracy comparable to Beam Search and Div-BS [128] with faster com-
putation time. We outperform the best-k scores of AG-CVAE [92], demonstrating part-of-speech conditioning
is better than abstract latent variables of a VAE. Note, this figure is best viewed in high-resolution.
based results in Tab. 5.4.
Methods. In the results, we denote our approach by POS, and our approach with joint training by
POS+Joint (see Sec. 5.4.7 for the differences). We compare to the additive Gaussian conditional
VAE-based diverse captioning method of Wang et al. [92], denoted by AG-CVAE. Our captioning
network is based on [35]. For a fair comparison to beam search we also compare to convolutional
captioning [35] with beam search. This is referred to as beam search. We compare to diverse
beam search denoted denoted by Div-BS. The abbreviation GAN is used to denote the GAN-based
method in [126].
Evaluation criteria. We compare all methods using four criteria – accuracy, diversity, speed,
human perception:
• Accuracy. In Sec. 5.4.1 (Best-1 Accuracy) we compare the accuracy using the standard
image captioning task of generating a single caption. Subsequently, in Sec. 5.4.2 (Best-kth
Accuracy), we assess the accuracy of k captions on different image captioning metrics.
• Diversity. We evaluate the performance of each method on different diversity metrics in
Sec. 5.4.3.
• Speed. In addition to accuracy, in Sec. 5.4.4, we also measure the computational efficiency
of each method for sampling multiple captions.
• Human perception. We do a user study in Sec. 5.4.5.
5.4.1 Best-1 Accuracy
We use two ranking methods – oracle and consensus re-ranking – on the set of generated cap-
tions and pick the best-1 caption. Our results for oracle re-ranking in Tab. 5.2 and for consensus
re-ranking in Tab. 5.3 show that, beam search and diverse beam search are accurate however slow.
POS is both fast and accurate. POS outperforms the accuracy of AG-CVAE.
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Method Beam size Distinct # Novel sentences mBleu-4 n-gram Diversity (Best-5) Overall Diversity
or #samples Captions (Best-5) (Best-5) Div-1 Div-2
Beam search
20
100% 2317 0.777 0.21 0.29 ×
Div-BS [128] 100% 3106 0.813 0.20 0.26 ×
AG-CVAE [92] 69.8% 3189 0.666 0.24 0.34 X
POS 96.3% 3394 0.639 0.24 0.35 X
POS+Joint 77.9% 3409 0.662 0.23 0.33 X
Beam search
100
100% 2299 0.781 0.21 0.28 ×
Div-BS [128] 100% 3421 0.824 0.20 0.25 ×
AG-CVAE [92] 47.4% 3069 0.706 0.23 0.32 X
POS 91.5% 3446 0.673 0.23 0.33 X
POS+Joint 58.1% 3427 0.703 0.22 0.31 X
Human 5 99.8% - 0.510 0.34 0.48
Table 5.5: Diversity statistics. For each method, we report the number of novel sentences (i.e., sentences
not seen in the training set) out of at most best-5 sentences after consensus re-ranking. Though Beam Search
showed high accuracy in Tab. 5.2, 5.3 and Fig. 5.5, here, we see that it produces less number of novel sentences
than our POS methods. Therefore, beam search is more prone to regurgitating training data. Low mBleu-4
indicates lower 4-gram overlap between generated captions and more diversity in generated captions. POS
has the lowest mBleu-4 and therefore high diversity in generated captions. For details on other metrics see
Sec. 5.4.3.
Oracle re-ranking. The reference captions of the test set are used and the generated caption with
the maximum score for each metric is chosen as best-1 (as also used in [92]). This metric permits
to assess the best caption for each metric and the score provides an upper bound on the achievable
best-1 accuracy. Higher oracle scores are also indicative of the method being a good search method
in the space of captions. Results in Tab. 5.2 show that beam search obtains the best oracle scores.
However, it is painfully slow (∼ 20s per image to sample 100 captions). POS, POS+Joint obtain
higher accuracy than AG-CVAE and comparable accuracy to beam search with faster runtime.
Consensus re-ranking scores. In a practical test setting, reference captions of the test set won’t
be available to rank the best k captions and obtain best-1. Therefore, in consensus re-ranking, the
reference captions of training images similar to the test image are retrieved. The generated captions
are ranked via the CIDEr score computed with respect to the retrieved reference set [134].
We use the same image features [137] and parameters for consensus re-ranking as [92]. Tab. 5.3
shows that our methods POS and POS+Joint outperform the AG-CVAE baseline on all metrics.
Moreover, our methods are faster than beam search and diverse beam search. They produce higher
CIDEr, Bleu-1,2, METEOR and SPICE scores. Other scores are comparable and differ in the 3rd
decimal. Note, our POS+Joint achieves better scores than POS, especially for 100 samples. This
demonstrates that joint training is useful.
We also train our POS+Joint method on the train/test split of Karpathy et al. [19] used by the
GAN method [126]. In Tab. 5.4, we show that we obtain higher METEOR and SPICE scores than
those reported in [126].
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Baseline Method POS Wins Baseline Method Wins
Beam search 57.7% 42.2%
Diverse beam search [128] 45.3% 54.6%
AG-CVAE [92] 64.8% 35.1%
Table 5.6: We show the user captions sampled from best-k (same kth ranked, k = 1 to 5) for baseline methods
and our POS. The user is allowed to pick the caption that best describes the image. Note, user is not aware of
the method that generated the caption. Here, we observe that our POS method outperforms Beam search and
AG-CVAE on our user study. Our user study has 123 participants with on average 23.3 caption pairs annotated
by each user.
POS:
- two people are standing on the back of an elephant.
- a man and a woman are on the back of an elephant.
- two people standing on top of an elephant.
- a group of people riding an elephant in a park.
- two people are riding an elephant on a dirt road.
Beam Search:
- a couple of people standing on top of an elephant.
- a couple of people are standing on top of an 
elephant.
- a man and a woman standing next to an elephant.
- a man and woman standing next to an elephant.
- a group of people standing next to an elephant.
Diverse Beam Search:
- two people are standing next to an elephant.
- a couple of people standing next to an elephant.
- a couple of people standing next to an elephant on
a dirt road.
- a couple of people that are standing next to an 
elephant.
- a couple of people standing next to an elephant on 
top of a.
AG-CVAE:
- a group of people riding on top of an elephant.
- a man and a man riding on top of an elephant.
- a large group of people riding on top of an 
elephant.
- a man riding on the back of a elephant.
- a group of people standing on top of an 
elephant.
POS:
- a rear view mirror on the side of a car window.
- a side view mirror of a car with a bird on the
window.
- a rear view mirror hanging on the side of a car.
- a side view of a car with birds in the side mirror.
- a view of a mirror of a car looking at a mirror.
Diverse Beam Search:
- a close up of a bird on a car mirror. 
- a bird is sticking its head out of a car window. 
- a close up of a bird on a car. 
- a close up of a bird on the back of a car. 
- a bird that is sitting in the back of a car.
Beam Search:
- a reflection of a bird on the back of a truck. 
- a close up of a bird on the back of a vehicle. 
- a bird is perched on the back of a car. 
- a bird is sitting in the seat of a car. 
- a bird that is sitting in the back seat of a car.
AG-CVAE:
- a dog is looking out the window of a car.
- a dog is sitting in the window of a car.
- a small bird sitting on the side of a car.
- a dog sitting on the side of a car.
- a bird sitting on the back of a car.
Figure 5.6: From left (every column): (a) Qualitative Comparison, (b) Diversity (or Overlap) Comparison. In
(a), notice POS captions contain things like rear/side view mirror, dirt road, the quantifier ‘two’ which is less
common in other methods. The inaccuracies are highlighted in red and the novel parts in green. In figure on
right, we compare the diversity (or overlap) of captions. The mBleu-4 score measures 4-gram overlap between
one generated caption and the rest. Lower is better, e.g., 0 means caption has no 4-gram overlap to other
sentences. POS is better than BS and Div-BS in the plots above (lower mBleu-4 scores). Note, ground-truth
5 captions all have 0 overlap to each other for this example. On our 1000 image test set with 10 captions
generated per image, POS generates 10.94% sentences with 0 overlap; in contrast Div-BS generates 1.02% and
Beam Search 2.4%. See Fig. 5.7 for more examples of caption overlap. Figure best viewed in high-resolution.
5.4.2 Best-kth Accuracy
Our captioning method can be conditioned on different part-of-speech tags to generate diverse
captions. For diverse image captioning, in addition to best-1 accuracy, best-kth accuracy should
also be measured. Best-kth accuracy is the score of the kth ranked caption, therefore it is lower than
the best-1 score. All k generated captions should be accurate and therefore it is desirable to have
high best-kth scores. This metric has not been reported previously [126, 92].
In Fig. 5.5, we compare best-kth (k = 1 to 10) scores for all methods. Note, the accuracy of
AG-CVAE drops drastically on both CIDEr and Spice, while our POS methods maintain accuracy
comparable to beam search. This proves that our POS image summaries are better at sampling
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POS mBleu-4 scores (lowest to highest overlap)
Div-BS mBleu-4 scores (lowest to highest overlap)
Beam Search mBleu-4 scores (lowest to highest overlap)
POS mBleu-4 scores (lowest to highest overlap)
Beam Search mBleu-4 scores (lowest to highest overlap)
Div-BS mBleu-4 scores (lowest to highest overlap)
POS mBleu-4 scores (lowest to highest overlap)
Beam Search mBleu-4 scores (lowest to highest overlap)
Div-BS mBleu-4 scores (lowest to highest overlap)
Figure 5.7: mBleu4 measures caption overlap. It is desirable to have less overlap and therefore lower mBleu4
(i.e. shorter blue bars). POS generates captions with the lowest mBleu4 compared to other methods. Figure is
best viewed in high resolution.
accurate captions than the abstract latent variables of a VAE.
5.4.3 Evaluation of Diversity
In Tab. 5.5 we compare methods on diversity metrics.
(1) Uniqueness. The number of unique sentences generated after sampling. Beam search and
diverse beam search always sample a unique sentence. Note, our POS also samples a high number
of unique sentences 19.26 (96.3%) out of 20, 91.55 out of 100. The uniqueness reduces for joint
training. This is because, generation of a caption while training POS+Joint is based on a noisy POS
tag sequence sampled from the Gumbel softmax. Therefore, the caption may not be compatible
with this noisy POS tag sequence which leads to an overly smooth latent representation for the
POS tag. Therefore, different POS tags may produce the same latent code and hence the same
caption.
(2) Novel sentences. We measure the number of novel sentences (not seen in train), and find
that our POS-based methods produce more novel sentences than all other methods. Beam search
produces the least number of novel sentences.
(3) Mutual overlap. We also measure the mutual overlap between generated captions. This is
done by taking one caption out of k generated captions and evaluating the average Bleu-4 with
respect to all other k−1 captions. Lower value indicates higher diversity. POS is the most diverse.
Note, the average score is computed by picking every caption vs. the remaining k − 1 captions.
(4) n-gram diversity (div-n). We measure the ratio of distinct n-grams per caption to the total
number of words generated per image. POS outperforms other methods.
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5.4.4 Speed
In Fig. 5.3 we showed that our POS based methods have better time complexity than beam
search and diverse beam search. The time complexity of our POS-based approach is the same as
sampling from a VAE or GAN, provided the max probability word is chosen at each word position
(as we do). The empirical results in Tab. 5.2 and Tab. 5.3 show that POS methods are 5× faster
than beam search methods.
5.4.5 User Study
Fig. 5.6 compares the captions generated by different methods and in Tab. 5.6, we provide the
results of a user study. A user is shown two captions sampled from two different methods. The
user is asked to pick the more appropriate image caption. Tab. 5.6 summarizes our results. We
observe POS outperforms AG-CVAE and Beam search.
5.4.6 Image to Part-of-Speech Classification
Because our model conditions sentence probabilities on a POS tag sequence, we need to com-
pute it before performing inference. Several ways exist to obtain the POS tag sequence. E.g.,
choosing a POS tag sequence by hand, sampling from a distribution of POS tag sequences seen in
the datasetD, or predicting POS tag sequences conditioned on the observed image I . The first one
is not scalable. The second approach of sampling from D without considering the provided image
is easy, but generates inaccurate captions. We found the third approach to yield most accurate
results. While this seems like an odd task at first, our experiments suggest very strongly that image
based prediction of POS tag sequences works rather well. Indeed, intuitively, inferring a POS tag
sequence from an image is similar to predicting a situation template [138] – one must predict a
rough template sketching what is worth to be said about an image.
To capture multi-modality, we use a classification model to compute our POS predictions for a
given image I . However, we find that there are > 210K POS tag sequences in our training dataset
D of |D| > 500K captions. To maintain efficiency, we therefore quantize the space of POS tag
sequences to 1024 exemplars as discussed subsequently.
Quantizing POS tag sequences. We perform a hamming distance based k-medoids clustering to
obtain 1024-cluster centers. We use concatenated 1-hot encodings (of POS tags) to encode the
POS tag sequence. We observe our clusters to be tight, i.e., more than 75% of the clusters have
an average hamming distance less than 3. We use the cluster medoids as the quantized POS tag
sequences for our classifier. Given an input tag sequence twe represent it using its nearest neighbor
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#samples Ranking Method B4 C M S
5
Oracle
Pred. .225 1.040 .286 .226
GT .421 1.407 .371 .254
Consensus
Pred. .212 .829 .232 .172
GT .348 1.095 .272 .193
20 Consensus Pred. .306 1.014 .252 .188
Table 5.7: Using ground-truth POS (GT) tags helps achieve better accuracy than predicted (Pred.) POS tags.
in quantized space, which we denote by q = Q(t). Note, in our notation the quantization function
Q(t), reduces t to its quantized tag sequence q.
Our image to part-of-speech classifier (shown in Fig. 5.4) learns to predict over quantized POS







where log pφ(q|I) =
1024∑
i=1
δ[qi = Q(t)] log pφ(qi|I).
5.4.7 Separate vs. Joint Training
Training involves learning the parameters θ of the captioning network (Eq. (5.3)) and the pa-
rameters φ of the POS classification network (Eq. (5.4)). We can trivially train these two networks
separately and we call this method POS.
We also experiment with joint training by sampling from the predicted POS posterior pφ(t|I)
using a Gumbel soft-max [139] before subsequently using its output in the captioning network.
Inconsistencies between sampled POS sequence and corresponding caption y will introduce noise
since the ground-truth caption y may be incompatible with the sampled sequence q. Therefore,
during every training iteration, we sample 50 POS tag sequences from the Gumbel soft-max and
only pick the one q with the best alignment to POS tagging of caption y. We refer to this form of
joint training via POS+Joint. In Sec. 5.4.1 and Sec. 5.4.2, we show that POS+Joint (i.e., jointly
learning θ and φ) is useful and produces more accurate captions.
5.4.8 Feeding Ground-truth POS
Feeding ground-truth POS helps improve the accuracy as expected. See Tab. 5.7. This also




The developed diverse image captioning approach conditions on part-of-speech. It obtains
higher accuracy (best-1 and best-10) than GAN and VAE-based methods and is computationally
more efficient than the classical beam search. It performs better on different diversity metrics
compared to other methods.
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Chapter 6: Learned Subject-Object Pairs for Scene Graphs
Identifying different objects and their interactions with each other is a crucial component for
high-level image understanding. To this end, significant progress has been made as far as object
detectors are concerned [16, 17, 140, 141]. We have developed accurate methods to localize ob-
jects given an image. However, the problem of identifying object-object interactions is still in its
infancy.
The task of identifying object-object interactions is formulated as predicting a scene-graph or as
Visual Relationship Detection (VRD) in the computer vision literature. The scene-graph or visual
relationship detection (VRD) task entails predicting a relationship for two detected objects. As per
standard terminology in the VRD literature – of the two detected objects, the one that performs
the action (or causes the interaction) is termed as the subject (s), while the one being acted upon
is called the object (o). The interaction that links subject s and object o is called the predicate
(p). Given an input image, a VRD method generates a list of 3-tuples of the form: 〈s, p, o〉. Note,
both the subject s and object o are also localized in the image (i.e., their bounding boxes bs and bo
respectively are known). See Fig. 6.1 for an illustration of a visual relationship.











Network = Predicate: p
<s, p, o> = <man, plays, violin>
Figure 6.1: The figure illustrates our VRD method with learned priors for objects. Given the input image (I),
we first detect the subject s with its bounding box bs. Then, we produce prior over object locations conditioned
on the subject. We use the prior to pair the subject with compatible object o and its bounding box bo. Our VRD
network uses information from {I, s, o, bs, bo} to predict the predicate p. Note, there are multiple relationships
per image, and a VRD method generates a list of 3-tuples of the form 〈s, p, o〉. The subject and the object are
localized for every 3-tuple, i.e. their bounding boxes (bs and bo) are known.
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Figure 6.2: The green box indicates the subject. In the top row (a), (b) – we plot our attention-based prior over
the image as a heatmap (blue and cool colors denote low probability for finding objects, while red and warm
colors are high probability regions for finding objects). Note, that the attention for object locations changes with
different subjects. Our attention given the different subjects, e.g., man, woman, chair etc. can identify regions
where there may exist compatible objects. In the bottom row (c), (d), we plot the ranking-based prior. Instead
of scoring the entire image with an attention map, our ranking prior scores the individual (candidate) object
bounding boxes. In our visualization, the score for bounding boxes is plotted as a small Gaussian at the center
of the box (red or warm colors indicate high score, blue or cool colors indicate low score). We also plot top-5
scoring objects with blue bounding boxes. Note, the different subjects (left-most man vs. right-most man in
(d)) get paired appropriately with compatible top-5 objects (shown with blue bounding boxes).
Images [145] to study visual relationship detection. In this work, we focus on the more recent
open images dataset [145]. In addition to a large number of relationship annotations (> 300K), the
Open Images dataset consists of only 10 predicate classes. Therefore, there are more annotations
per predicate. These predicate classes are chosen so that they generalize to interactions between a
large number of subject/object classes, e.g., on top of, inside, at, holds, plays, interacts with etc.
Due to the generic nature of the relationships, simple object co-occurence is not a strong predictor
of the predicate. This makes the VRD task on Open Images more challenging. Additionally, the
VRD task is made difficult because it includes many objects (including small objects such as knife,
spoon, football) per image under different orientations, illumination conditions and occlusions.
It is common to train a visual relationship detection method as an additional module on top of
a pre-trained object detector. For training, positive 〈s, p, o〉 tuples are available as ground-truth
along with the bounding box annotations and negatives are formed by making 3-tuples 〈s′, p′, o′〉
that are missing in the ground-truth. For testing, we are given just the image without any tuples
and bounding boxes. Therefore, typically top-k detections from a detector are paired up as sub-
ject/object and used to predict the predicate. In Sec. 6.2 we use this approach to build a baseline
for VRD task on open images dataset.
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Note, the pairing above does not take into account the compatibility of a given subject and an
object to have some relationship, which is a useful cue. For example, given subjects such as – (1)
a man and woman in a certain orientation or pose in Fig. 6.2 (a), (c) or (2) a man in a particular
location in Fig. 6.2 (b), (d) – there is a strong prior for finding the candidate objects – chair, table
or musical instruments – that constitute the visual relationship. In Sec. 6.3, we develop techniques
to learn such priors.
6.1 RELATED WORK
In recent years, the problem of visual relationship detection has received a lot of attention in
the vision literature [146, 147, 148, 143, 144, 149, 150, 151, 152, 153, 154], and is commonly
referred to as ‘Human-Object Interaction’ (HOI) or ‘visual relationship detection’ (VRD). We
briefly review both in the following.
If one of the objects participating in the visual relationship is restricted to be a human, we char-
acterize such a relationship as a ‘Human-Object Interaction’ (HOI). Chao et al. [155] introduced a
HOI detection benchmark and proposed a Human-Object Region-based conv net to represent inter-
action patterns. [156] presented a human-centric approach to discover target object locations based
on the appearance of detected persons. In contrast, our ranking and attention-based priors gener-
alize to different subject categories (and not just human). In a more recent work on HOI [157],
relationship was inferred in a compositional manner using graph convolutional nets which enable
predictions of unseen combinations.
Visual relationship detection (VRD) is a more generic formulation of HOI wherein subjects are
not constrained to be human but can be arbitrary object classes [143, 149]. In [143], language
priors are leveraged to improve relationship prediction in addition to visual appearance features
of pairs of objects. If the VRD task is based on predictions for both object labels and predicate
labels, the possible combinations are likely very large. To address the challenge, Liang et al. [152]
introduced a ranking mechanism leveraging co-occurrence information to promote more possi-
ble combinations. While in [153], a new Deep Relation Network was designed to directly infer
the relationship triplet by exploiting statistical dependencies of object labels and predicates. Yin
et al. [158] introduced a Spatiality-Context-Appearance Module that encourages feature level in-
teraction and message propagation to recognize complex relationships without linguistic priors.
Relevant to our work, instead of using individual subject and object detections, [154] proposed
a Relationship Proposal Network to generate class-agnostic subject and object candidates. How-
ever, their encoding of a relationship proposal is a union bounding box of subject and object. In
predicted union boxes, there may still be a large number of candidate subjects and objects with
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high overlap. In contrast, given a subject we directly identify compatible objects with no pairing
needed.
Datasets for Visual Relationship Detection. Sadeghi et al. [142] introduced the first dataset
to study relationships between objects. The dataset contained 2769 images, with 8 classes for
subject/object and 17 classes for predicates. There are on average 120 annotations per visual re-
lationship. Some example relationships are – 〈person, next to, car〉; 〈dog, lying on, sofa〉 etc.
Subsequently, Lu et al. [143] introduced the VRD dataset for visual relationship detection with
5000 images and 37,993 relationships. This dataset contains 100 classes for the subject/object part
and 70 classes of predicates. With visual genome [144] consisting of 2.3M relationship annotations
and the Open Images dataset [145] containing 374,768 visual relationship annotations, it is possi-
ble to study visual relationship detection at scale. Due to use of predicates that generalize to many
subject/object categories, sufficient annotations per predicate and the multiplicity of relationships
per image, we use the Open Images dataset [145] for our experiments.
6.2 BASELINE FOR VRD ON OPEN IMAGES DATASET
Dataset. The VRD data for Open Images [145] is structured as follows
• Subject/Object. There are 62 class labels for subject and object. Some examples are man,
woman, girl, chair, desk, table, guitar, drum etc
• Predicate. There are 10 predicates – wears, holds, plays, on top of, under, at, inside, hits,
interacts with and is
• Attributes. For the is predicate, attributes are introduced in place of object class labels.
The VRD 3-tuple then becomes <subject, is, attribute>. There are 5 attributes – plastic,
transparent, wooden, textile and leather. An example 3-tuple is: <chair, is, wooden>.
The VRD task on Open Images is a combination of: (i) Relationship prediction (Sec. 6.2.1) for
all the 9 predicates except is and (ii) Attribute Prediction (Sec. 6.2.2) for the predicate is.
6.2.1 Relationship Prediction
Let S denote the set of subject classes, O denote the object classes, P the set of all 9 predicates
(except is). Write I for input image, bs and bo for subject/object bounding boxes respectively and
s ∈ S, o ∈ O and p ∈ P are the VRD annotations for corresponding bounding boxes. The training
data consists n 5-tuples of the form {I, bs, bo, s, p, o}1:n. See Fig. 6.3 for illustration of notation.






logPθ( pi | {I, bs, bo, s, o}i ) (6.1)
The probability model Pθ( pi | {I, bs, bo, s, o}i ) is factored into 3 different models as follows
Visual Model. Pθvis( pi | {φ(bs), φ(bo)}i ). Predicate is predicted conditioned on features ex-
tracted from pre-trained CNN φ (in our case VGG-16 [10]). This visual model is similar to [159].
Context Model. Pθctx( pi | {φ(bs ∪ bu)}i). Same φ features, but they are computed on the union
bounding box of subject and predicate. In addition to subject and object, this includes context.
Spatial Model. Pθsp( pi | {τ(bs, bo)}i). Here, τ computes spatial features given bounding box lo-
cations bs and bo. We experiment with fc-layers on hand-coded spatial features (height, width,
aspect ratio, center position etc) and convolutions on bounding box masks (similar to [160]).
The hand-coded features are denoted by spatial-fixed and masks are denoted by spatial-learn in
Tab. 6.1.
Note, we experimented with a language model using word2vec features of {s, o}, but found that
it leads to over-fitting and poor generalization on this dataset.
6.2.1.1 Loss
Final probability is product of all 3 models above Pθ = PθvisPθctxPθsp . ∆p = 1 for ground-truth
p, and we model Pθ(p| · · · ) as Bernoulli distribution and train with binary cross-entropy loss,
min
θ
−∆p logPθ(p| · · · )− (1−∆p) log(1− Pθ(p| · · · )) (6.2)
All models are implemented as feed-forward networks as shown in Fig. 6.3. We train for 5
epochs with learning rate 5e−5 and use Adam optimizer. After two epochs, we add a ranking loss
to binary cross-entropy (Eq (6.3))and it leads to better performance on VRD metrics (See Tab. 6.1).
min
θ
[1− Pθ(p| · · · ) + max
p′
Pθ(p
′ | · · · )]+ , p
′
are negative samples (6.3)
The ranking loss is added with .1 weight to balance it with classification loss. p′ are sampled
from all valid subject, object tuples that do not have predicate annotations in ground-truth.
6.2.2 Attribute Prediction
The training data for attribute prediction consists of tuples: {I, bs, s, a}1:n. a ∈ A denotes
attributes and other notation is same as Sec. 6.2.1. This is a standard classification task – given a
image crop bs, predict attribute label a. We start with a Resnet-50 network pre-trained on Imagenet.
75
Figure 6.3: We implement visual, spatial, context models with feed-forward networks. Mxnet code will be
released soon as open-source.
We fine-tune it on a materials dataset [161] and then fine-tune this further on Open Images dataset
(attributes only) [145].
6.2.3 Results
Our results are computed on the recommended train/validation split for VRD1. We use faster-
rcnn trained on Open Image classes for test-time detection. For each test image, we use top-25
detections and sample all valid subject/object tuples for relationship/attribute prediction.
Metrics. Relationship prediction is correct if the bounding box IoUs for subject and object are> .5
each and the subject, object and predicate labels are correct. A phrase prediction is correct if union
bounding box is > .5 IoU and all labels are correct. Metrics computed for phrase/relationship are











Ranking Loss x X X X
mAPrel
x
.082 .111 .152 .129
Recall@50rel .110 .126 .132 .133
mAPphrase .119 .157 .198 .191
Challenge Score .102 .132 .166 .154
mAPrel
X
.103 .133 .174 .150
Recall@50rel .364 .380 .387 .387
mAPphrase .141 .179 .219 .213
Challenge Score .170 .200 .234 .226
Table 6.1: Performance on metrics for validation set – Without attribute recognition (top), with attribute recog-
nition (bottom). Adding ranking loss results in improved performance. In spatial-fixed we use hand-coded
spatial features, while in spatial-learn we use interaction network of Chao et al. Context model degrades per-




We submitted the above baseline to Open Images VRD Challenge hosted on Kaggle. We sam-
pled more candidate pairs for inference, reduced confidence thresholds from .5 above on validation
to .01 on test set. This improves mAP and recall as a result of more predictions. We also sampled
negatives from the detected bounding boxes instead of generating negatives from ground-truth
bounding boxes for train.
With these improvements our final challenge score on test set stands at .20643. See V RD NN
at https://www.kaggle.com/c/google-ai-open-images-visual-relationship-track/
leaderboard
6.3 SUBJECT-OBJECT PAIRS IN VRD
Previously, we use VGG features in our network similar to the baseline VRD method of Lu et
al. [143]. Now, we use a detector trained on Open Images detection dataset.
6.3.1 Pre-trained Object Detector
We start with a faster rcnn object detector [16] that is pre-trained on the MSCOCO dataset [101].
We further fine-tune this detector for 5 epochs on the Open Images dataset, by only using the
classes that are part of the visual relationship annotations. We use this same pre-trained detector
for all our methods. Note, the detector is held fixed (and not fine-tuned) when training for VRD
task.
Our goal is to learn a compatibility score Φcompatibleθ (bo|bs) for object bounding box bo given the
subject bounding box bs. We study 3 different methods to compute this score as follows.
6.3.2 Attention-based Prior
The attention map is computed based on two components: (1) Given a subject bounding box,
we extract a 2048-dimensional feature for the subject from our detector (Sec. 6.3.1). (2) We also
train a global feature extractor on the input image using the same network structure as VGG-19 up
to the 28× 28× 512 sized feature map.
The 2048-dimensional subject feature is projected to 512 dimensions using an fc-layer. Subse-
quently it is element-wise multiplied with every location of the 28× 28× 512 sized global feature
map. This provides a subject-conditioned feature map. To this 28 × 28 × 512 feature map, we
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append two more channels that encode x and y co-ordinates, relative with respect to the subject
bounding box. 1×1 convolutions are then performed to obtain an attention map of size 28×28×1.
This attention map uses subject features, combines them with visual features on a regular grid
and encodes the probability of finding objects in different parts of the grid. During training, for
a given subject, all the objects interacting with it are available. This allows us to supervise the
attention with ground-truth. We use a Gaussian with half-width 5 on the 28 × 28 grid centered at
the object location. The attention map is trained via cross entropy with respect to the ground-truth
attention for a given subject.
Scoring object boxes with attention map. Note that the attention map scores a regular grid on
the image for the presence of objects. We need to further obtain scores for object bounding boxes,
which span different areas on this grid. We perform ROI pooling of the attention map using the
object bounding box area within the 28× 28-dimensional grid as our region-of-interest. The ROI
pooling is converted to a fixed size of 6 × 6. This ROI-pooled attention map is concatenated
to a 512-dimensional embedding of the object feature vector obtained from the faster rcnn. The
concatenated vector is then passed through a fully connected layer to obtain a single score for the
bounding boxes. It is expected that bounding box that covers some high scoring region of the
attention map will get scored higher than one covering a low scoring region only.
6.3.3 Ranking-based Prior
Our goal is to score the candidate object bounding boxes. Therefore we also investigate directly
learning a ranking over candidate object bounding boxes (without the proxy of an attention map).
Scoring object boxes without the attention map. Note, we start by extracting the same subject-
conditioned 28×28×512 feature map as discussed in Sec. 6.3.2 above. Now, instead of convolving
this to a 28 × 28 × 1 attention map, we ROI pool this feature map over different candidate object
box regions. For each positive (or valid) bounding box for the given subject, we sample 10 negative
object bounding boxes, i.e., those bounding boxes that do not have a relationship to the subject.
All the positive and negative object bounding boxes are our candidate boxes. ROI pooling is done
to a size of 6× 6, followed by a global average pooling. This results in a 512-dimensional feature
each for different candidate boxes. We append the feature vectors for the object bounding box
obtained from faster rcnn to the 512-dimensional global average pooled vector. This is followed
by 3 fc-layers to produce a single scalar value per box. This value is our desired score. We train
this scalar value with binary cross-entropy. The positive object boxes should achieve a high score,
i.e., 1 and the negative boxes should score low, i.e., near 0.
Some examples of ranking and attention based priors are shown in Fig. 6.2.
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Figure 6.4: In the successful strategy, we 1) Detect the subject; then 2) Predict ”compatible object” scores over
anchor box grid. Ranking subject-object pairs with our scores gets higher average precision than ranking them
by detector scores for subject and object.
6.3.4 Object Anchor box-based
Again, we start with 2048-dimensional subject features which are projected to a 512-dimensional
feature vector with a fc layer. Instead of using additional feature extractor, we use the shared fea-
ture map of the object detector. We add 2 convolutional layers to this feature map and then append
the 512 dimensional subject feature vector to every location. Now every location in this feature
map is a proxy for various object anchor boxes at that location. We use 15 anchor boxes per lo-
cation in the feature map. We predict 15 scores at every location, these are our desired scores for
the object anchor box. If the object anchor box overlaps with > .7 mean IoU to the ground-truth
object annotation, it should ideally get a score of 1. If it overlaps < .3 to the true object (for the
given subject), it should get a score of 0. We use this labelling to also train our anchor box scoring
layers with cross entropy loss.
This strategy of scoring over the entire set of anchor boxes works the best. Our scores show
a higher AP when compared to the default strategy of pairing subjects and objects using detector
(i.e. det) scores (See Fig. 6.4).
79
6.4 CONCLUSIONS
We evaluated a baseline VRD method on Open Images dataset. We investigate strategies to learn
subject-object pairings. These may, in future, help build better scene-graphs and add semantic
diversity to captioning methods.
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Appendix
CLOSED-FORM SOLUTION OF LEARCH OBJECTIVE
We will reproduce the relevant portions of Chapter 2 here, and include a detailed derivation of
the closed form objective.








c‖2, an objective function with parameters θ; in our case θ = {W(I, u),b(I, u)}
evaluated at the pixel u. Write {(c∗i , Ii)} as a set of input ground truth color images and their corre-
sponding grey-level image, andHu(·, ·) for a margin. Then LEARCH requires colorizations which
are further away from the ground truth (i.e. Hu(c∗, c) is large) should be given larger scores. This
yields the objective in θ:∑
i,u
[
Φ(c∗i ; θ, Ii, u)−min
c
{Φ(c; θ, Ii, u)− λHu(c∗i , c)}
]
(4)
In our case the parameters θ are functions of the image, W(I, u),b(I, u). The standard strategy
for learning under these conditions is functional gradient descent on the objective function.
An important nuisance of solving LEARCH-style problems with functional gradient descent is
that every step requires solving an inner optimization problem (minc{· · · } in eq (4)) for every
example. For an appropriate choice of margin this can be avoided. In particular, we chose.
Hu(c






Since this is a summation over images and pixels, consider a single image I and colorization c∗,






similarly b for b(I, u). We begin by writing the full objective from eq (4) without the summation.
Φ(c∗i ; θ, Ii, u)−min
c
{Φ(c; θ, Ii, u)− λHu(c∗i , c)} (6)
We expand the terms in minc{·},













i , c) = (c− c∗)TATA(c− c∗) (8)















Let γ = b−λAc
∗
√
1−λ , B =
√





























Notice, the term vTBTBv is constant in c. The minimum value for the quadratic term must be
0 since ATA is necessarily positive semidefinite, and has a nontrivial nullspace since W (I, u) is









Combine with the terms from Φ(c∗; θ) from eq (6)
‖b−Ac∗‖2
2
− b
Tb
2
+
γTγ
2
+ λ
c∗ATAc∗
2
(13)
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