Applications of fractional dynamics have received a steadily increasing amount of attention during the past decade. Its foundations have found less interest. This chapter briefly reviews the physical foundations of fractional dynamics.
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Introduction
[207. 1.1] A fractional dynamical system has been defined [1] as a dynamical system involving fractional (i.e. noninteger order) time derivatives instead of integer order time derivatives. [207. 1.2] Despite the long history of fractional calculus in mathematics (see [2] [3] [4] [5] [6] for reviews), despite numerous publications on fractional powers of infinitesimal generators [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , and despite a rapidly growing literature on possible applications of fractional dynamical systems to physical phenomena (see [17] [18] [19] [20] and the present volume for reviews), there seem to exist only few publications discussing the physical foundations of fractional dynamics. a [207.2.1] My objective in this chapter is to call attention to the foundations of fractional dynamics and fractional time evolution by reformulating the problem stated originally in [1, 21] and briefly summarizing some known results. Most publications on fractional dynamics proceed directly to applied problems, but do not justify, discuss or even mention, that they remove the fundamental concept of time evolution (=time translation) from the foundations of physics.
[208.1.1] Difficulties with fractional dynamics arise also, because fractional derivative operators can be defined in numerous ways [4] [5] [6] . [208. 1.2] Embedding a conventional dynamical system into a family of fractional dynamical systems is not unique. [208. 1.3] In fact, an infinite number of choices are possible and many publications fail to justify or discuss their particular choice.
[208. 2.1] Given the need for a fundamental justification of fractional dynamics, the article is structured as follows. [ Let a be an observable quantity (e.g. the position of the sun, the moon or some hand on a watch), and let A be the set of observables of such a physical system. [209. 2.6] A dynamical system is a triple (A, R, T ) where A is the set of observables of a physical system, R represents time, and the mapping
is its dynamical rule [25] . [209.2.7] It describes the change of observable quantities with time. [209.2.8] For the dynamical rule T the following properties are postulated:
(1) [209. 2.9] For all time instantsṡ,ṫ ∈ R the dynamical rule obeys
for all a ∈ A. (2) [209. 2.10] There exists a time instantṫ * ∈ R, called beginning, such that
holds for all a ∈ A. 
forṫ ∈ R. [210.0.3] The time evolution obeys the group law
for allṫ,ṡ ∈ R, and the identity law 
holds for all a ∈ A. [210.0.6] Equations (5), (6) and (7) define a strongly continuous one parameter group of operators { A Tṫ}ṫ ∈R on A, called a flow [26, 27] . [210.0.7] For bounded linear operators strong and weak continuity are equivalent [28] .
[210.1.1] Identifying a = a(0) and writing T (a,ṫ) = a(ṫ) the time evolution becomes time translation to the left, i.e.
A Tṫa(ṡ) = a(ṡ +ṫ) (8) for allṫ,ṡ ∈ R. [210. 1.2] If the arrow of time is taken into account, then the flow of time is directed, and only the time instantsṫ ≥ 0 after the beginning can occur. [210. 1.3] In that case, inverse elements do not exist, and the family { A Tṫ}ṫ ≥0 of operators forms only a semigroup [28, 29] instead of a group.
Time Evolution of States
[210.2.1] In general, the set of observables A of a physical system is not only a Banach space, but forms an algebra, more specifically, a C * -algebra [30] . Because the observable algebra A is a subset of its bidual, A ⊂ A * * , its elements can be considered as functions on the set X(A) of its characters d , i.e. a(χ) = χ, a for a ∈ A, χ ∈ X(A). [211.0.2] By virtue of this correspondence, known as the Gelfand isomorphism [30, 31] , a commutative C * -algebra is isomorphic to the algebra C 0 (X(A)) of continuous functions on the set X(A) of its characters equipped with the weak * topology. [211.1.1] The time evolution of states is obtained from the time evolution of observables by passing to adjoints [28, 32] . (8) implies
whereṫ 2 =ṫ 1 +ṫ ∈ R is arbitrary. [211. 1.4] For left translations the adjoint group
is the group of right translations withṡ,ṫ ∈ R.
[211. 1.5] The adjoint semigroup is weak * continuous, but in general not strongly continuous, unless the Banach space A is reflexive [32] . * gives rise to a probability measure space (Γ, G, µ) where G is the σ-algebra of measurable subsets of phase space Γ.
Conservative Systems
[211.3.1] Let S : Γ → Γ be an invertible map such that S and S −1 are both measurable, i.e. such that
The map S is called a measure preserving transformation and the measure µ on Γ is called e This means that for each a ∈ C 0 (Γ) and ε > 0 there is a compact subset K ⊆ Γ such that |a(x)| < ε for all x ∈ Γ \ K. This gives rise to the problem of finding the time evolution G Tṫ : G → G on subsets G ⊂ Γ of phase space.
Statement of the Problem
[212.3.1] It is not possible to define G Tṫ = Γ Tṫ| G as the restriction of Γ Tṫ to G, because for fixed initial state x(0) ∈ G ⊂ Γ the time evolution Γ Tṫ produces states Γ Tṫx(0) = x(ṫ) / ∈ G.
[212. 3.2] Equivalently, for fixed timeṫ the map Γ Tṫ maps states x ∈ G to states not in G.
[212. [213.1.1] The measure preserving continuous time evolution Γ Tṫ is discretized by settinġ
Induced Measure Preserving Transformations
with k ∈ Z and τ > 0 the discretization time step. 
is positive and finite for almost every x ∈ G. [213. 1.6] For every k ≥ 1 let
denote the set of characters with recurrence time kτ . [213. 1.7] Then the number
is the probability to find a recurrence time kτ . [213. 1.8] The numbers p(k) define a discrete probability density p(k)δ(ṡ − kτ ) on the arithmetic progressionṡ − kτ, k ∈ N,ṡ ∈ R.
[213.1.9] Every probability measure (ṡ) on (G, S) at time instantṡ is then defined on the same arithmetic progression through
for all B ∈ S andṡ ∈ R. [213. 1.10] The induced time evolution G T on the subset G is defined for every B ∈ S as the average [1, 21] 
whereṡ ∈ R. [213. 1.11] For characters = x ∈ G, one recovers the first step in the discretized microscopic time evolution G T x(ṡ) = x(ṡ − t G (x)) as expected. 
where is a mixed state on (G, S). [214.0.3] Iterating N times gives
where
is the probability density of the sum
of N independent and identically with p(k) distributed random recurrence times τ i .
[214.0.4] Then the long time limit N → ∞ for induced measure preserving transformations on subsets of small measure is generally governed by well known local limit theorems for convolutions [42] [43] [44] [45] . 
where α = 1, if ∞ k=1 kp(k) < ∞, and α = γ otherwise. [214.0.9] The function h α (x) vanishes for x ≤ 0, and is
for x > 0. 
where Λ(N ) is a slowly varying function [46] , i.e.
for all b > 0.
[215.1.1] The theorem shows that
holds for sufficiently large N . 
the summation in eq. (18) can be approximated for sufficently large N → ∞ by an integral.
is the induced continuous time evolution.[215. 
where Tṫ denotes right translations on the interpolated measure. [215. 1.11] Because D N ≥ 0 and D ≥ 0, eq. (26) implies t ≥ 0. [215. 1.12] As remarked in the introduction, the induced time evolution is in general not a translation (group or semigroup), but a convolution semigroup. [215. 1.13] The fundamental classification parameter
[page 216, §0] depends not only on the dynamical rule T (·,ṫ) and the subset G, but also on the discretization time step τ , i.e. on the time scale of interest.
Irreversibility
[216. 
and therefore
is a right translation. [217.1.1] These observations suggest a reformulation of the controversial irreversibility problem [6, 49] . [217. 1.2] The problem of irreversibility is normally formulated as:
Definition 9.1 (The normal irreversibility problem). [217. 1.3] Assume that time is reversible. Explain how and why time irreversible equations arise in physics.
[217. 1.4] The assumption that time is reversible, i.e.ṫ ∈ R, is made in all fundamental theories of modern physics. [217. 1.5] The explanation of macroscopically irreversible behaviour for macroscopic nonequilibrium states of subsystems is due to Boltzmann.
[217. 1.6] It is based on the applicability of statistical mechanics and thermodynamics, the large separation of scales, the importance of low entropy initial conditions, and probabilistic reasoning [34] .
[217.2.1] The problem with assumingṫ ∈ R is not the second law of thermodynamics, because the foundations of thermodynamics and statistical mechanics do not cover all dynamical systems in nature. [217. 2.2] The problem with the arrow of time is that an experiment (i.e. the preparation of certain intial conditions for a dynamical system) cannot be repeated yesterday, but only tomorrow [49] . [217.2.3] While it is possible to translate the spatial position of a physical system, it is not possible to translate the temporal position of a physical system backwards in time g . [217. 2.4] This was emphasized in [6, 49] . [217.2.5] These simple observations combined with eqs. (30) and (31) with (30) and (31) explains why time translations, i.e. the case α = 1, arise in physics, and why it arises more frequently than the case α < 1.
Infinitesimal Generators
[217.3.1] The operators G T t α form a family of strongly continuous semigroups on C 0 (G) * provided that the translations T t inside the integral in eq. (28) are strongly continuous [33, 48] and
In this case the infinitesimal generators for 0 < α ≤ 1 are defined by
for all ∈ C 0 (G) * for which the strong limit s-lim exists. (28), then
are fractional time derivatives [16, 50] . [217. 3.5] The action of A α on mixed states can be represented in different ways. [217. 3.6] Frequently an integral representation
of Marchaud type [8, 51] is used. [217. 3.7] The integral representation
in terms of the resolvent of A [12] defines the same fractional derivative operator [52] . [218.0.1] Representations of Grünwald-Letnikov type are also well known [16] .
[218.1.1] In summary, fractional dynamical systems must be expected to appear generally in mathematical models of macroscopic phenomena. [218.1.2] They arise as coarse grained macroscopic time evolutions from inducing a microscopic time evolution on the subsets G ⊂ Γ of small measure in phase space, that are typically incurred in statistical mechanics [1, 21, 50] .
Experimental Evidence
[218.2.1] If fractional time evolutions from eq. (27) with α < 1 must be expected on general grounds, then they should be observable in experiment. [218.2.2] Numerous experimental examples of anomalous dynamics or strange kinetics have been identified (see [17] [18] [19] [20] and the present volume for reviews). [218.2.3] Here the example of dielectric α-relaxation in glasses is briefly discussed [53, 54] , because it provides experimental data over up to 19 decades in time [55] , and because the explanation of its excess wing has been a matter of debate. Havriliak-Negami [59, 60] and the fractional dynamics (FD) relaxation from (40) The range over which the data were fitted is indicated by dashed vertical lines in the figure. For clarity the data were displaced vertically by half a decade each. The original location of the data corresponds to the curve labelled FD.
[218.3.1] For every induced time evolution on G with time scale τ > 0 and fractional order
holds generally with τ = τ 1 + τ 2 . [218.3.2] A physical system typically shows different physical phenomena on different time scales τ i . [218.3.3] In [53, 54] it was assumed that the second factor in eq. (36) becomes approximately fractional in the sense that
holds in the weak* or strong topology with [218. 3.4] The resulting composite time evolution G T τ1t β(τ )G T τ2t α(τ2) was studied in [53, 54] for the case β(τ ) = 1. [218. 3.5] Rescaling this composite operator as in the case of Debye relaxation and computing the infinitesimal generator yields the fractional differential equation [53, 54] 
with a 1 , a 2 > 0 and b, z 1 , z 2 ∈ C is the binomial Mittag-Leffler function [61] .
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[220.1.1] The complex frequency dependent susceptibility is obtained from the the normalized relaxation function as χ(u) = 1 − u f (u) where f (u) is the Laplace transform of f (t) and u = iω is the imaginary circular frequency [54, p. 402, eq.(18) ].
[220. 1.2] The real part of the complex dielectric susceptibility for propylene carbonate at temperature T = 193K is plotted in Figure 1 , its imaginary part in Figure 2. [220. 1.3] These figures are taken from [53] . [ Figure 3 from [54] shows the real and imaginary part of the dielectric susceptibility for glycerol as its temperature varies over the glass transition range from T = 323K to T = 184K. [221. 1.2] The fits are based on a trinomial fractional relaxation function as detailed in [54, 61] . For conservative dynamical systems a mathematically rigorous derivation of fractional dynamics from an underlying nonfractional dynamical system has remained elusive, although some authors have tried to relate α to invariant tori, strange attractors or other phase space structures [63, 64] . [221.2.3] For dissipative systems the rigorous derivation has been possible for Bochner-Levy diffusion [7, 44, 47, 65] and Montroll-Weiss diffusion [66] [67] [68] [69] [70] .
Dissipative Systems
[221. 2.4] Due to restrictions on page number and preparation time only the latter case will be considered very briefly.
[221. 3.1] For diffusive dynamical systems a mathematically rigorous relation of fractional dynamics with microscopic Montroll-Weiss continuous time random walks was discovered in [71, 72] . [221. 3.2] It was shown that a diffusion (or master) equation with fractional time derivatives (i.e. a dissipative fractional dynamical system) can be related rigorously to the microscopic model of Montroll-Weiss continuous time random walks (CTRW's) [66, 70] in the same way as ordinary diffusion is related to random walks [44] . [221.3.3] This discovery became decoupled from its source in the widely cited review [19] , and was later incorrectly attributed in [73] h .
[221.4.1] The fractional order α can be identified and has a physical meaning related to the statistics of waiting times in the Montroll-Weiss theory. [54] ). The experimental data are taken from Ref. [56] , the fit uses a generalized composite fractional relaxation model. For details see [54] . equivalent to a fractional master equation. [221. 4.4] Then, in [72] this underlying random walk model was connected to the fractional time diffusion equation in the usual asymptotic sense [75] [50, [76] [77] [78] .
[222.0.2] The relation between fractional diffusion and continuous time random walks, established in [71, 72] and elaborated in [50, [76] [77] [78] , has initiated many subsequent investigations of fractional dissipative systems, particularly into fractional Fokker-Planck equations with drift [17-19, 73, 79-86] .
