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CYCLIC POSETS AND TRIANGULATION CLUSTERS
KIYOSHI IGUSA AND GORDANA TODOROV
Abstract. Triangulated categories coming from cyclic posets were originally introduced
in [IT15b] as a generalization of the constructions of various triangulated categories with
cluster structures. We give an overview, then analyze “triangulation clusters” which are
those corresponding to topological triangulations of the 2-disk. Locally finite nontrian-
gulation clusters give topological triangulations of the “cactus space” associated to the
“cactus cyclic poset”.
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1. Introduction
We first point out that in our papers cyclic posets are not posets. However, to each
cyclic poset X there is an associated “covering” poset X˜. When (X, c) is nondegenerate,
the covering poset X˜ is also a Z-poset in the sense of [ZZK] and [Sh]. Then the elements of
X are in bijection with the cyclic Z-subposets of X˜. For the precise statements, see Section
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2.3 and Theorems 2.12, 2.13. When we introduced the notion of cyclic poset in [IT15b]
we were not aware of the existing notion of cyclic S-poset. These are different notions, as
stated above. There is another related notion called a “partial cyclical order” [M] which
appears as a special case of a cyclic poset. See Section 2.2. We thank the referee for making
us aware of these other notions.
This paper has one section giving an overview about cyclic posets which is an expanded
version of the lectures given at Tsinghua University and Chern Institute at Nankai Univer-
sity. The rest of the paper is material which was not published before.
Using representations of cyclic posets we give a general approach to the construction of
several cluster categories such as the continuous cluster categories [IT15a], cluster categories
of types An ([CCS], [BMRRT]), A∞ [HJ12], m-cluster categories of type A∞ [HJ15] and
many more, for example [LP], [GHJ]. These categories were also applied in the recent study
of infinite Borel subalgebras of sl(∞) [JY].
The main results of this paper are about the cluster structures on the triangulated
categories arising from the subsets of circle S1 together with several types of automorphisms.
When the automorphism is identity and the subset is the entire S1, we obtain continuous
cluster category, which was already describe in several papers [IT15a] and[IT15b]. In this
case we only make a quick summary and some remarks about differences with classical
cluster categories. With the same identity automorphsim, one obtains ‘spaced-out’ cluster
categories, whose clusters are in bijection with the triangulations of the n-gon, however
they are different from the classical cluster categories of type An−3 whose clusters are also
in bijections with the triangulations of the n-gon. For example, in the space-out cluster
category every object is isomorphic to its shift, i.e. X ∼= X[1], whereas the cluster category
of type An−3 is 2-Calabi-Yau. The spaced-out cluster category of the n-gon embeds as a
full subcategory of the standard cluster category of A2n−3 and the embedding takes clusters
to clusters.
We consider discrete subsets of S1 and the canonical automorphism. Many new triangu-
lated categories with cluster structrues are obtained this way. We are particularly interested
in the clusters corresponding to topological triangulations of subsets of the disk D2. We
show (Lemma 4.17) that these correspond to the locally finite clusters. Special attention is
paid to a particularly nice collection of locally finite clusters which define geometric trian-
gulations of the disc D2 after the limit points of the subset Z are removed. We call these
‘triangulation clusters’. We give a complete characterization of triangulation clusters and
we also consider the more difficult question of the topology of locally finite clusters which are
not triangulation clusters. To handle these cases, we construct a new cluster category called
the ‘cactus category’ using a new kind of cyclic posets called the ‘cactus cyclic posets’. We
show that the nontriangulation clusters are in bijection with triangulation clusters for the
components of the ‘cactus category’ which is isomorphic to a product of cluster categories
corresponding to ‘smaller disks’. Thus the nontriangulation clusters also are in bijection
with geometric triangulations of a ‘cactus space’.
In the case when ϕ is canonical and the cyclic poset has only finitely many limit points,
we also characterize the shape of any locally finite cluster in the Auslander-Reiten quiver.
In the case when there are two limit points the cluster starts with any zig-zag in the A∞∞
component and pushes down portions to the two A∞ components.
Finally we consider triangulated categories given by arbitrary subsets X of the circle
which are invariant under rotation by an angle θ. We determine exactly when the resulting
triangulated category Cϕθ(X) has a cluster structure and, also, what all possible cluster
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structures are on these sets. When X is infinite, the exchange graph of Cϕθ(X) is infinite
but each component is finite. So, only finitely many clusters are reachable from any seed.
Also, clusters are almost never maximal compatible sets. So, the clusters are not defined in
this way.
The original motivation for this paper was to present a few unpublished examples of
cluster categories coming from cyclic posets. However, the paper now has several new
results as outlined above. We also show the existence of triangulation clusters in cases
where there are infinitely many limit points to the cyclic poset (and even infinitely many
limits of limit points) showing that there are nontrivial examples in these extreme cases. It
would be interesting to examine quantized versions of these infinite cluster structures.
The authors would like to thank Professors Bin Zhu, Fang Li, Zhongzhu Lin for their
hospitality at Tsinghua University and at the Chern Institute of Mathematics during the
Workshop on Cluster Algebras and Related Topics, July 10-13, 2017. A series of lectures
on this topic was given by the authors, which motivated the beginning of this paper and
subsequent work for the rest of the paper.
2. Representations of Cyclic Posets
In this section we recall the definition and basic properties of cyclic posets from the
paper [IT15b]. As stated at the beginning, the notion of cyclic poset that is used in our
papers, is different from the notion of cyclic S-poset of [ZZK] or [Sh] (see Section 2.3). The
notion of cyclic poset is also different, but related to the notion of partial cyclic order [M].
(See Section 2.2 for precise statements.)
2.1. Cyclic Posets (X, c). We first recall the definitions which will be used in the paper.
Definition 2.1. A 3-cocycle on a set X is defined to be a mapping c : X3 → N with
coboundary δc : X4 → Z equal to zero where
δc(w, x, y, z) := c(x, y, z)− c(w, y, z) + c(w, x, z)− c(w, x, y).
The cocycle is called reduced if c(x, x, y) = 0 and c(x, y, y) = 0 for all x, y ∈ X. The cocycle
c is degenerate if c(x, y, x) = 0 for some x 6= y ∈ X. If no such pair exists, we say c is
nondegenerate.
Definition 2.2. A cyclic poset is a pair (X, c) where c is a reduced 3-cocycle on X. The
cyclic poset is degenerate or nondegenerate if c is degenerate or nondegenerate, respectively.
Remark 2.3. Let (X, c) be a cyclic poset. Let X ′ ⊂ X be a subset and c′ = c|X′ . Then
(X ′, c′) is a cyclic poset. This will be used in Sections 3, 4 where cluster structures on cyclic
posets (X, c) with admissible subsets X ⊂ S1 will be described.
The main property of cyclic posets, which is used extensively in the original paper [IT15b]
and here as well, is the fact that, although cyclic posets are not posets, they correspond
to actual posets which we call “covering posets”, which we now describe. Here and in the
original paper [IT15b] a poset is defined to be a set with a reflexive, transitive relation x ≤ y
and a poset morphism is one which preserves this relation. The notation x < y means x ≤ y
and y 6≤ x.
Definition 2.4. (Definition 1.1.1.[IT15b]) A covering poset of a set X is defined to be a
poset X˜ and a set map pi : X˜ → X which satisfy the following conditions:
(1) ∀x ∈ X there is a poset isomorphism pi−1(x) ∼= Z.
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(2) The map σ :X˜ → X˜ given by σ(x˜) :=(smallest element in pi−1pi(x˜) so that σ(x˜)>x˜)
is a poset isomorphism of X˜ which we call the defining automorphism.
(3) ∀x˜, y˜ ∈ X˜ there exists m,n ∈ N such that x˜ ≤ σmy˜ ≤ σm+nx˜.
Define Pcover(X) to be the set of all covering posets pi : X˜ → X.
Remark 2.5. On each fiber pi−1(x) of pi : X˜ → X, the defining automorphism σ corre-
sponds to addition of 1 in Z ∼= pi−1(x), i.e., σ(x˜) = λ−1(1 + λ(x˜)) for any choice of poset
isomorphisms λ : pi−1(x) ∼= Z.
Proposition 2.6 (Corollary 1.1.11, [IT15a]). Let X be a set. Then there exists a bijection
between the following sets Pcycl(X) ∼= Pcover(X) where:
Pcycl(X) = {cyclic posets (X, c)},
Pcover(X) = {pi : X˜ → X | covering posets satisfying (1), (2), (3) from Definition 2.4}.
Furthermore, a cyclic poset (X, c) is nondegenerate if and only if the corresponding covering
poset X˜ has antisymmetric partial ordering.
Proof. The bijection Pcover(X) → Pcycl(X) is given as follows: let pi : X˜ → X be a cov-
ering poset. Let λ : X → X˜ be a section. For each pair x, y ∈ X, define b(x, y) :=
(the smallest n ∈ Z | λ(x) ≤ σnλ(y)). Then it is shown in Lemma 1.1.8 in [IT15b] that
c : X3 → Z defined as c(x, y, z) := b(x, y) + b(y, z) − b(x, z) is a reduced cocycle and The-
orem 1.1.10 in [IT15b] shows that the correspondence given by (pi : X˜ → X) 7→ (X, c) is a
bijection.
To prove the last statement, suppose that (X, c) is degenerate. Then there exist x 6= y
in X with c(x, y, x) = b(x, y) + b(y, x) = 0. Let n = b(x, y). Then −n = b(y, x). Then
λ(x) ≤ σnλ(y) ≤ λ(x) but λ(x) 6= σnλ(y). So, these two elements of X˜ show that the
relation in X˜ is not antisymmetric. The converse holds by a similar calculation. 
Example 2.7. Let X = S1, X˜ = R. Let c : X3 → N be given by:
c(x, y, z) = 1 if ∠(x, y) + ∠(y, z) ≥ 2pi, i.e. going counterclockwise around the circle the
ordered elements x, y, z complete the circle,
c(x, y, z) = 0 if ∠(x, y) + ∠(y, z) < 2pi, i.e. going counterclockwise around the circle the
ordered elements x, y, z do not completes the circle.
2.2. Partial cyclic order. We consider the relation between cyclic posets (Definition 2.2)
and partial cyclic orders (Definition 2.8). We show that certain cyclic posets on a set X
define partial cyclic orders on the set X, however not all partial cyclic orders on X can be
obtained in this way as we show in Remark 2.10. Hence, the two notions are different in
general, but agree in some cases.
Definition 2.8. A partial cyclic order on a set X is defined to be a set ∆ of ordered triples
of distinct elements of X having the following properties.
(a) If (x, y, z) ∈ ∆ then (y, z, x), (z, x, y) ∈ ∆.
(b) If (x, y, z) ∈ ∆ then (x, z, y) /∈ ∆.
(c) If (x, y, z), (x, z, w) ∈ ∆ then (x, y, w) ∈ ∆.
A partial cyclic order is complete if it satisfies the additional property that, for any three
distinct elements x, y, z ∈ X, either (x, y, z) ∈ ∆ or (x, z, y) ∈ ∆.
Proposition 2.9. Let (X, c) be a cyclic poset satisfying the following for some r ≥ 2.
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(1) c(x, y, z) ≤ r for all x, y, z ∈ X.
(2) c(x, y, x) = r when x 6= y.
Then we have the following for all x, y, z distinct elements of X.
(i) c(x, y, z) + c(x, z, y) = r.
(ii) c(x, y, z), c(x, z, y) < r imply c(x, y, z), c(x, z, y)  0.
Let ∆ be the set of all triples (x, y, z) of distinct element of X so that c(x, y, z) = r. Then
∆ is a partial cyclic order on X.
Proof. We first verify (i) and (ii). Then we will verify the properties in Definition 2.8.
(i) For distinct elements x, y, z ∈ X we have δc(x, z, y, z) = c(z, y, z) − c(x, y, z) +
c(x, z, z) − c(x, z, y) = 0. Since c(z, y, z) = r and c(x, z, z) = 0 we conclude that
c(x, y, z) + c(x, z, y) = r are claimed.
(ii) This follows immediately from (i).
(a) c(x, y, z) = c(y, z, x) for all x, y, z distinct since δc(x, y, z, x) = c(y, z, x)−c(x, z, x)+
c(x, y, x) − c(x, y, z) = 0 and c(x, z, x) = c(x, y, x) = r. Thus (x, y, z) ∈ ∆ if and
only if (y, z, x) ∈ ∆.
(b) If (x, y, z) ∈ ∆ then c(x, z, y) = 0 by (i). Therefore (x, z, y) is not in ∆.
(c) If (x, y, z), (x, z, w) ∈ ∆ then c(x, y, w) + c(y, z, w) = c(x, y, z) + c(x, z, w) = 2r. So,
we must have c(x, y, w) = c(y, z, w) = r. So, (x, y, w) ∈ ∆.
Thus, ∆ = {(x, y, z) | c(x, y, z) = r} is a partial cyclic order on X. 
Remark 2.10. We observe that there are partial cyclic orders which cannot be defined
as triples with constant cocycle value r for a bounded cocycles as in Proposition 2.9. For
example, let X = N = {0, 1, 2, · · · } with ∆ given by:
∆ := {(x, y, z) ∈ N3 | (x− y)(y − z)(z − x) > 0}
Suppose there is a reduced cocycle c on X = N satisfying the conditions of Proposition 2.9 so
that c(x, y, z) = r if and only if (x, y, z) ∈ ∆. Then we will obtain a contradiction. For any
n ≥ 2, (1, n, n+ 1) ∈ ∆. So c(1, n, n+ 1) = r. Using the fact that c(x, y, z) + c(x, z, y) = r
for all x, y, z distinct we conclude that c(1, n+1, n) = 0. Since c(1, n+1, n) is the first term
in the expansion of δc(0, 1, n+ 1, n), we get
δc(0, 1, n+ 1, n) = −c(0, n+ 1, n) + c(0, 1, n)− c(0, 1, n+ 1) = 0.
But c(0, n+ 1, n) > 0 by 2.9(ii) since neither (0, n+ 1, n) nor (0, n, n+ 1) lies in ∆. So,
c(0, 1, n) > c(0, 1, n+ 1)
for all n ≥ 2. So, c(0, 1, n) is a monotonically decreasing function of n. Since c(0, 1, 2) <
r, after r steps we obtain c(0, 1, r + 2) ≤ c(0, 1, 2) − r < 0, contradicting the fact that
c(x, y, z) ≥ 0 for all x, y, z.
2.3. Cyclic Z-posets. We discuss the relation between cyclic posets and cyclic Z-posets
which are a special case of cyclic S-posets, in the sense of [ZZK], [Sh] as we recall now.
Definition 2.11. A partially ordered monoid, also called a pomonoid, is a monoid S with
a reflexive, antisymmetric and transitive relation x ≤ y, so that a ≤ b and x ≤ y implies
ax ≤ by. An S-poset is defined to be a set with reflexive, antisymmetric and transitive
relation with an action of S which is compatible with the partial ordering relations on both
sets. Such an S-poset is called a cyclic S-poset if it is generated by one element, i.e., if it
is equal to Sa for some a.
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When the pomonoid S is the ordered additive group Z, then, in many cases, the covering
poset X˜ from Definition 2.4 is an example of a Z-poset and the elements of the set X are
in bijection with the cyclic Z-subposets of X˜. The precise statement is given below.
Theorem 2.12. Let (X, c) be a nondegenerate cyclic poset with covering poset pi : X˜ → X.
(a) Then X˜ is a Z-poset with the action of Z given by n · x˜ := σnx˜ for n ∈ Z.
(b) The mapping which sends x ∈ X to pi−1(x) ⊆ X˜ is a bijection between X and the
set of cyclic Z-subposets of X˜.
Proof. (a) Since σ is a poset automorphism of X˜ and x˜ < σx˜ for all x˜ ∈ X˜, we get
σnx˜ < σmx˜ whenever n < m. So, the action of Z on X˜ given by n · x˜ := σnx˜ is order
preserving in both variables n ∈ Z and x˜ ∈ X˜. By Theorem 2.6, the relation on X˜ is
antisymmetric. Therefore, X˜ is a Z-poset.
(b) By Definition 2.4(1), each inverse image pi−1(x) is a single Z-orbit in X˜ which is the
same as a cyclic Z-subposet of X˜. Conversely, every cyclic Z-subposet of X˜ is, by definition,
of the form Z · x˜ = σZx˜ = pi−1pi(x˜) which is one fiber of the map pi : X˜ → X. Therefore,
pi maps each cyclic Z-subposet to an element of X and pi−1 is the inverse of that map. So,
we have a bijection as claimed. 
We now describe which Z-posets occur as covering posets of nondegenerate cyclic posets.
Proposition 2.13. Let P be a Z-poset. Then P is isomorphic as Z-poset to the covering
poset X˜ of some nondegenerate cyclic poset (X, c) if any only if it has the following property:
(∗) For any a, b ∈ P there is an n ∈ Z so that a < n · b and a 6< (n− 1) · b.
Proof. Suppose that P is a Z-poset with property (∗). Let X = P/Z be the set of orbits
of the action of Z on P and let pi : P → X be the projection map. We shall verify that P
satisfies the three conditions in Definition 2.4 to show it is a covering poset of X.
(1) Putting a = b in (∗) we see that the action of Z on P is a free action. Since the
action is order preserving, each Z-orbit must be poset isomorphic to Z as required.
(2) Given p ∈ P , pi−1pi(p) is equal to the Z-orbit of p. Thus the smallest element of
pi−1pi(p) greater than p is 1 · p. Therefore, the action of σ on P is the action of
1 ∈ Z. Since 1 has inverse −1 ∈ Z, this action is invertible and, therefore, σ is a
poset automorphism of P as required.
(3) Condition (3) states: ∀a, b ∈ P there exist n,m ∈ N so that a ≤ σnb ≤ σn+ma.
Since σna < σma for all n < m, it suffices to find integers n,m satisfying the
inequalities above. This follows from (∗) for a, b and for b, a. Then there are n,m ∈ Z
so that a < n · b = σn(b) and b < m · a = σm(a). This proves condition (3).
Therefore, P is a covering poset of the set X = P/Z. The corresponding cyclic poset (X, c)
is nondegenerate by Theorem 2.6.
Conversely, let (X, c) be a nondegenerate cyclic poset. Then the covering poset X˜ is a
Z-poset by Theorem 2.12 and it satisfies (∗) by Definition 2.4(3). 
Example 2.14. For any integer n ≥ 2, let 1nZ be the set of all rational numbers z so that
nz is an integer. This is an S-poset with S = Z with the action of m ∈ Z on 1nZ given
by adding m. Then the cyclic Z-subposets of 1nZ are the n cosets [z] := z + Z of Z in
1
nZ.
These correspond to the n elements of the following cyclic poset (Zn, c) with cocycle c given
in Example 2.7 and
Zn := {e2piiz ∈ S1 | z ∈ 1nZ}.
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2.4. Frobenius Categories FX associated to (X, c). The Frobenius categories of cer-
tain representations associated to cyclic posets that we will consider, will be tN-categories
as defined by [D] and [vR], which we now recall.
Definition 2.15. Let k be a field and let R = k[[t]]. Then a tN-category over a set X,
denoted by RX, is defined as a category which has:
• Indecomposable objects: to each x ∈ X correspond an object denoted by Px.
• Morphisms: HomRX(Px, Py) = Rfxy ∼= R.
• Compositions: (sfyz)(rfxy) = (sr)tnfxz for some n ∈ N.
Proposition 2.16 (Proposition 1.2.5 in [IT15a]). Let (X, c) be a cyclic poset. Then there
exists a tN-category over X with composition given by (sfyz)(rfxy) = (sr)t
c(x,y,z)fxz for all
s, r ∈ R.
Given a cyclic poset (X, c) and associated tN-category RX, we define the following cat-
egory FX, factorization category, which is shown to be Frobenius and consequently, its
stable category will be triangulated.
Definition 2.17. Let (X, c) be a cyclic poset and RX the associated tN-category. Define
the factorization category FX as the additive category with:
• Indecomposable objects: E(x, y) :=
(
Px ⊕ Py, ϕ =
[
0 β
α 0
]
, ϕ2 = t
[
1 0
0 1
])
.
• Morhisms: f : E(x, y)→ E(x′, y′) so that fϕ = ϕ′f .
Remark 2.18. When the set X is a subset of the circle S1, any two elements x, y ∈ X
are points on the circle S1 and, when x 6= y, the object E(x, y) corresponds to the geodesic
connecting x, y.
Remark 2.19. We will be using term ‘geodesic’ in two different situations. In Section 3.2
the objects of the continuous cluster category Ccont will correspond to actual geodesics in
the hyperbolic plane h2. In other situations, when the set X is a subset of the circle S1,
any two elements x, y ∈ X are points on the circle S1. In that case we will associate to the
object E(x, y) the ‘closed geodesic’ connecting x, y, i.e. geodesic of the hyperbolic plane
together with the points x, y. We use this correspondence to draw collections of objects in
various examples.
Remark 2.20. Two geodesics are said to be noncrossing if they do not intersects. Two
closed geodesics are called noncrossing if they do not intersect on their interiors.
Remark 2.21. When the indecomposable objects of a triangulated category correspond to
geodesics, there is often a notion of “compatibility” of such objects when the corresponding
geodesics do not cross. In Section 2 an algebraic definition of compatibility is given for
objects E(x, y) and E(x′, y′) and this happens precisely when the corresponding geodesics
are noncrossing: For the continuous cluster category Ccont and categories with spaced-out
clusters, this is proved in Proposition 4.1.3 in [IT15b]. In Section 4, the same statement
holds for triangulated categories Ccan(Z) associated to admissible subsets Z of S1 (Lemma
2.4.4 in [IT15a]).
In order to construct triangulated categories, we will first construct Frobenius categories;
recall that a category is Frobenius if: 1) it is an exact category, 2) projective and injective
objects coincide and 3) it has enough projectives and it has enough injectives ([H], p.11).
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Theorem 2.22 (Theorem 1.4.7, [IT15b]). Let FX be the factorization category associated
to the cyclic poset (X, c). Then the category FX is Frobenius where:
(1) The indecomposable projective-injective objects in FX are (up to isomorphism) given
by E(x, x) =
(
Px ⊕ Px, ϕ =
[
0 t
1 0
])
, and
(2) For every indecomposable object E(x, y), there exists a short exact sequence:
0→ E(x, y) i−→ E(x, x)∐E(y, y) p−→ ΣE(x, y)→ 0.
Here i is injective envelope, p is projective cover and ΣE(x, y) is the cokernel of i.
The notation Σ is used since the image of ΣE(x, y) in the stable (triangulated) category
is the shift of the image of E(x, y) as stated below in the Corollary 2.23. Since FX is a
Frobenius category, the stable category FX will be triangulated by the theorem of Happel
[H]. So, we have the following corollary.
Corollary 2.23. Let FX be the stable category of the Frobenius category FX associated
to the cyclic poset (X, c). Then FX is a triangulated category and distinguished trian-
gles E(x, y)
f−→ E(x′, y′) i′−→ E → ΣE(x, y) can be obtained from the pushout diagrams of
the exact sequences 0 → E(x, y) i−→ E(x, x)∐E(y, y) p−→ ΣE(x, y) → 0 along the maps
E(x, y)
f−→ E(x′, y′).
Example 2.24. Let (X, c) be the cyclic poset from Example 2.7, i.e. X = S1 and the
cocycle c(x, y, z) = 1 if ordered triple x, y, z ∈ S1 completes the circle and c(x, y, z) = 0
if ordered triple x, y, z ∈ S1 does not complete the circle. Indecomposable objects E(x, y)
correspond to the arcs between the points x, y ∈ S1. The objects E(x, x) are projective-
injective. The stable category FX is the continuous cluster category Ccont of [IT15b]. More
details will be given in Section 3.2.
2.5. Cyclic posets with automorphisms - general twisted version: (X, c)ϕ, Fϕ(X).
We recall definitions and basic properties of admissible automorphisms from [IT15a]. With
admissible automorphisms of cyclic posets we construct new families of Frobenius categories.
This construction creates triangulated categories again, and produces some new classes of
categories with cluster structures.
Definition 2.25. Let (X, c) be a cyclic poset with σ : X˜ → X˜ as in Definition 2.4. An
automorphism ϕ of (X, c) is called admissible if there is a σ-equivariant poset automorphism
ϕ˜ of X˜ which covers ϕ in the sense that piϕ˜ = ϕpi : X˜ → X and satisfies x˜ ≤ ϕ˜(x˜) ≤ ϕ˜2(x˜) <
σx˜ for all x˜ ∈ X˜. We denote by (X, c)ϕ a cyclic poset with admissible automorphism ϕ.
Example 2.26. A basic example is X = Zn from Example 2.14 for n ≥ 3 with X˜ = 1nZ
and pi−1pi(z˜) = z˜ + Z. The standard admissible automorphism ϕ˜ is given by ϕ˜(z˜) = z˜ + 1n
(the smallest element of 1nZ larger than z˜). Then ϕ˜
2(z˜) = z˜ + 2n < σ(z˜) = z˜ + 1 for all
z˜ ∈ 1nZ since n ≥ 3.
The cyclic poset automorphism ϕ induces an automorphism of the associated tN-category
RX giving the natural morphisms Px
ηx−→ ϕPx = Pϕx ψx−→ Px. Here ηx = fxϕ(x), and the
map ψx = rfϕ(x)x is chosen so that (rfϕ(x)x)(fxϕ(x)) = tfxx. One can also show that
(fxϕ(x))(rfϕ(x)x) = tfϕ(x)ϕ(x). We use this to construct new Frobenius and triangulated
categories in the following way.
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Definition 2.27. Let ϕ be and admissible automorphism of the cyclic poset (X, c)ϕ. Define
the category Fϕ(X) to be the full subcategory of the Frobenius category F(X) consisting
of all (P, d) where d : P → P factors through ηP : P → ϕP .
Theorem 2.28 (Theorem 1.4.7. [IT15a]). Let ϕ be an admissible automorphism of the
cyclic poset (X, c)ϕ. Then the category Fϕ(X) is Frobenius category with the indecomposable
projective-injective objects being E(x, ϕ(x)) =
(
Px ⊕ Pϕ(x), ϕ =
[
0 ψx
ηx 0
])
.
There are some known and some new categories with cluster structures, which can be
obtained as stable categories of such twisted Frobenius categories: cluster categories of type
An, infinity-gon, m-cluster category of type A∞, etc. (many of these can be found in 2.6
Chart of Examples [IT15a]). We will give precise descriptions in Sections 3, 4 and 5.
Definition 2.29. Let ϕ be an admissible automorphism of the cyclic poset (X, c). Let
Fϕ(X) be the Frobenius category. Define the twisted stable category Cϕ(X) := Fϕ(X)
In order to describe compatible sets and cluster structures in Cϕ(X), we will use the
following proposition which relates ExtCϕ(X) and HomCϕ(X).
Proposition 2.30. Let Cϕ(X) be the twisted stable category associated to the poset (X, c)ϕ.
Then Σ(E(x, y)) = E(ϕ−1y, ϕ−1x) and this correspondence is functorial.
Example 2.31. In the basic case of Example 2.26, the indecomposable objects are given,
up to isomorphism, by the chords of a regular n-gon. The vertices correspond to elements of
Zn and so the chord xy corresponds to the object E(x, y) ∼= E(y, x). Then ϕ−1 is clockwise
rotation by 2pi/n. The chord ϕ−1xϕ−1y corresponding to ΣE(x, y) = E(ϕ−1x, ϕ−1y) is
given by rotating the chord xy clockwise by pi/n. The n sides of the regular n-gon correspond
to E(x, ϕ(x)) and E(x, ϕ−1(x)) which are projective-injective in Fϕ(Zn) and thus equal to
zero in Cϕ(Zn). Only the remaining
(
n
2
)− n chords are nonzero. So, we need n ≥ 4.
x
ϕx
ϕ−1x
y
ϕy
ϕ−1y
E(x, y)
ΣE(x, y)
= E(ϕ−1x, ϕ−1y)
It is well-known that the indecomposable objects of the cluster category of type An
correspond to the chords of a regular (n + 3)-gon [CCS]. Thus Cϕ(Zn+3) is equivalent to
the cluster category of type An for n ≥ 4.
2.6. Cluster structures. We now recall the notion of cluster structures as introduced in
[BIRSc] and [BIRSm], and describe several known and some new classes of the cyclic posets
for which the stable categories FX have cluster structures. First, we recall the definition
of the quiver QT of a Krull-Schmidt category T : the vertices of the quiver correspond to
the indecomposable objects in T and the number of arrows Ti → Tj between two inde-
composable objects Ti and Tj is given by the dimension of the space of irreducible maps
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rad(Ti, Tj)/rad
2(Ti, Tj). Here rad( , ) denotes the radical in addT , where the objects are
finite direct sums of objects in T .
Definition 2.32. A cluster structure on a Krull-Schmidt triangulated category C is a col-
lection of sets T , called clusters, of mutually non-isomorphic indecomposable objects called
variables satisfying the following conditions:
(1) For any cluster variable T in any cluster T there is, up to isomorphism, a unique
object T ∗ not isomorphic to T so that T ∗ := T \T ∪ T ∗ is a cluster;
(2) There are distinguished triangles T ∗ → B → T and T → B′ → T ∗ so that B is a
minimal right add(T \T )-approximation of T and B′ is a minimal left add(T \T )-
approximation of T .
(3) There are no loops or 2-cycles in the quiver QT of any cluster T .
(4) The quiver QT ∗ of T ∗ is obtained from the quiver QT of T by a Derksen-Weyman-
Zelevinsky mutation;
(5) If T ′ is obtained from T by replacing each variable with an isomorphic object, then
T ′ is a cluster.
The continuous cluster category is an example of a triangulated Krull Schmidt category
with cluster structure as in the Definition 2.32: actually this category was the original
motivation for introducing cyclic posets.
Example 2.33. Let (X, c) be the cyclic poset from Example 2.7, i.e. X = S1 and the
cocycle c(x, y, z) = 1 if ordered x, y, z ∈ S1 complete the circle and c(x, y, z) = 0 if ordered
x, y, z ∈ S1 do not complete the circle.
• Indecomposable objects E(x, y) in the Frobenius category FX correspond to the
geodesics between the points x, y ∈ S1.
• The objects E(x, x) are projective-injective and correspond to the points on S1.
• The stable category FX is the continuous cluster category Ccont of [IT15b].
3. Cluster structures on cyclic subposets of S1 with automorphism ϕ = id
In this section we describe two cluster structures on the cyclic posets (X, c) with X ⊂ S1
which are obtained by using the admissible automorphism ϕ = id. When X = S1 we obtain
the continuous cluster category Ccont = Cid(S1) (see Section 3.2, this category was studied
and described in two different ways in [IT15a] and [IT15b]). Another family Cn = Cid(Zn)
(see Section 3.3), are the ‘spaced out’ cluster categories which are obtained by taking X =
Zn = n-gon, however these categories are different from the classical cluster categories given
by triangulations of n-gon, associated to the Dynkin quiver An−3. A relation among these
is given in Proposition 3.11.
In the first case we summarize results from [IT15a] and in the second we give description
of compatibility, theorem about cluster structure, geometric interpretation and two figures
describing the clusters.
3.1. Compatibility and Clusters. We point out that the notion of compatibility used to
define cluster structures on a triangulated categories can vary. Here we give the definition
for the categories with automorphism ϕ = id which is different from the condition in the
classical cluster categories.
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Definition 3.1. Let Cid(X) be the triangulated category associated to a cyclic poset
(X, c)id. Two indecomposable objects E(x, y) and E(x
′, y′) in Cid(X) are said to be com-
patible if
dimk Ext
1
Cid(X)(E(x, y), E(x
′, y′)) + dimk Ext1Cid(X)(E(x
′, y′), E(x, y)) ≤ 1.
Lemma 3.2. Let Cid(X) be the triangulated category associated to a cyclic poset (X, c)id.
Then E(x, y) and E(x′, y′) are compatible if
dimk HomCid(X)(E(x, y), E(x
′, y′)) + dimk HomCid(X)(E(x
′, y′), E(x, y)) ≤ 1.
Proof. This follows immediately from Definition 3.1 since Hom=Ext1 when ϕ is the identity
automorphism, i.e. in the category Cid(X). 
3.2. Continuous Cluster Categories. The category Ccont is of the form Cid(S1). It is a
triangulated category with the cluster structure where each cluster T is a maximal collection
of mutually compatible objects, which satisfy Hom condition of Lemma 3.2.
Remark 3.3. While the continuous cluster category has a cluster structure, this category
is quite different from the classical cluster categories of [BMRRT], [CCS] or [Am]. Here are
some of its interesting properties:
(1) All clusters T are isomorphic to each other (Theorem 5.2.1 in [IT15b]). Thus, there
is essentially only one cluster in Ccont. Again, in most known cluster categories,
clusters are not isomorphic to each other.
(2) All clusters, i.e. subcategories T are infinite since one of them is infinite (Proposition
4.2.7 in [IT15b]). This is quite different from the situations when clusters correspond
to modules or objects in the cluster categories.
(3) The clusters T are not functorially finite subcategories. In other situations, when
clusters are objects, they are always functorially finite.
In order to see that the clusters in Ccont are not functorially finite (contravariantly
finite and covariantly finite), it is enough to find one cluster T (since all of them are
isomorphic) and show that it is not contravariantly finite. Hence, for a fixed cluster
T it is enough to find at least one object M in Ccont such that there is no contravari-
ant add T -approximation of M . Recall that contravariant T -approximation of M
is a morphism fM : TM → M , with TM in addT , such that any map α : T ′ → M ,
with T ′ in addT factors though fM .
For this, it is convenient to use the original description of Ccont from [IT15b] as
the orbit category of the triangulated category D: the indecomposable objects in
D are {M(x, y) ∈ R2 | |x − y| < 1} ⊂ R2 and HomD(M(x, y),M(x′, y′)) = k if the
slope (y′ − y)/(x′ − x) ≥ 0 and otherwise is 0. The functor F : D → D defined
as F (M(x, y)) := M(y + 1, x + 1) is used to define orbit category C := D/F and
it is proved in [IT15b] that this category has cluster structure and C was called
continuous cluster category and denoted by Ccont. It was shown in [IT15a] that this
category is isomorphic to the cluster category Cid(S1) as defined in the Def.2.29.
A collection of objects (orbits of points M(x, y) in D) given by:
M
(n)
j = ((1− j)/2n, (2n− j)/2n)), for integers n ≥ 0 and 0 ≤ j < 2n forms a cluster
in Ccont (Proposition 4.2.7. in [IT15b], with small notational adjustment). With
that, one can see that M(1/3, 1/3) does not have addT -approximation (actually
this is true for any M(x, y) where either x 6= m/2k or y 6= n/2k for any k ∈ Z≥0).
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(4) Objects in T are not mutually Ext1-orthogonal. Compatibility is given instead by
the Ext-condition of Definition 3.1 or, equivalently, by the Hom-condition of Lemma
3.2.
(5) Unlike the other known cases of cluster categories, the category Ccont is not m-
Calabi-Yao for any m since X[m] ∼= X for every object X. The definition of m-CY
is that DHom(X,Y ) ∼= Hom(Y,X[m]). However, there are compatible X,Y where
Hom(X,Y ) = 0 but Hom(Y,X[m]) = Hom(Y,X) 6= 0. So, Ccont is not m-CY.
Remark 3.4. Correspondence with hyperbolic plane. Indecomposable objects E(x, y) of
the continuous cluster category Ccont correspond to geodesics in the hyperbolic plane. Clus-
ters in Ccont correspond to ideal triangulations in the hyperbolic plane.
More precisely: The hyperbolic plane h2 is embedded conformally onto the open unit
disk in R2 which means that angles are preserved or, equivalently, the metric is dilated in
the same proportion in every direction. The hyperbolic metric is given by
dλ =
dr
1− r2
where r is the Euclidean distance to the origin. This is equivalent to saying that the
geodesics are the straight lines through the origin and circles (the portion inside h2) which
meet the unit circle centered at the origin at two right angles. These circles are always
centered outside the unit disk.
The unit circle is sometimes called the ideal boundary of h2 since the points on the unit
circle are, in hyperbolic metric, infinitely far away from the origin and thus not actually
elements of h2. In fact, the hyperbolic distance from a point to the origin is
λ =
∫ r
0
dt
1− t2 =
1
2
ln
∣∣∣∣1 + r1− r
∣∣∣∣
which goes to ∞ as r → 1. The indecomposable object E(x, y) corresponds to the unique
geodesic in h2 with boundary (limit points) x, y. The geodesics corresponding to E(x, y)
and E(x′, y′) will cross (meet in the interior h2 of the unit disk) if and only if they are
‘crossing’, or equivalently, are not compatible, by Remark 2.21 For example, in Figure 1,
E(x, z) is compatible with E(x, y) since morphisms are given by counter clockwise rotation
and any rotation of x̂z to x̂y factors though x̂x which corresponds to E(x, x) = 0 and we
get Hom(E(x, z), E(x, y)) = 0 in Cid(S1).
3.3. Spaced-out clusters. We will construct the ‘spaced-out cluster category’ Cid(Zn) as
the cluster category of a finite subset Zn of S
1 and explain its relation to the standard
cluster categories of type Am proved Proposition 3.11) and illustrated in Figure 2.
Definition 3.5. For n ≥ 3 we define the spaced-out cluster category Cid(Zn) to be the cluster
category of the finite cyclically ordered set Zn with the trivial automorphism ϕ = id. As
in Example 2.14, we take the elements of Zn ⊂ S1 to be xk = [2kpi/n] for k = 1, 2, · · · , n.
(xk+1 = x
+
k is the successor of xk and x1 = x
+
n is the successor of xn.)
Remark 3.6. Let Cid(Zn) be the spaced-out cluster category.
(1) The category Cid(Zn) is a full subcategory of the continuous cluster category Ccont =
Cid(S1). To see this, consider the Frobenius categories Fid(Zn) ⊂ Fid(S1). Then
the injective envelope in Fid(S1) of each object of Fid(Zn) lies in Fid(Zn) and a
morphism in Fid(Zn) factors through a projective-injective in Fid(S1) if and only
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Figure 1. This is the ‘Poincare´ disk’ model of the hyperbolic plane h2
where geodesics are either straight lines through the origin or semi-circles
perpendicular to the boundary circle S1 (which is strictly speaking disjoint
from h2). They are ‘noncossing’ if they do not meet in their interiors. For
example, the geodesics âb and x̂y cross but neither crosses x̂z
if it factors through an projective-injective object of Fid(Zn). Thus the inclusion
functor of Cid(Zn) into Cid(S1) is full and faithful.
(2) The indecomposable objects of Cid(Zn) are E(x, y) where x 6= y ∈ Zn.
(3) Cid(Zn) has
(
n
2
)
= n(n−1)2 indecomposable objects E(x, y) (up to isomorphism).
Definition 3.7. Compatibility condition is given by the Ext-condition of Definition 3.1
or, equivalently, by the Hom-condition of Lemma 3.2, (the same as for Ccont = Cid(S1)
since, in both cases, Hom=Ext). A cluster is defined to be a maximal collection of pairwise
compatible objects in Ccan(Zn).
Remark 3.8. Let Cid(Zn) be the spaced-out cluster category.
(1) A pair of objects E(x, y), E(x′, y′) are compatible if and only if they are noncrossing
(See [IT15b, Prop 4.1.3].) In particular, the n objects E(x, x+) are compatible with
every other object in Ccan(Zn).
(2) E(x, y)[1] = E(ϕ−1(y), ϕ−1(x)) = E(y, x) ∼= E(x, y) for all x 6= y in Zn since ϕ = id
(3) E(x, y) = 0 if and only if x = y.
Proposition 3.9. The clusters of Cid(Zn) are in bijection with triangulations of the regular
n-gon with vertices being the elements of Zn, and where an edge xy is in the triangulation
if and only if E(x, y) is a member of the cluster.
Proof. The edges xy corresponding to the objects E(x, y) of a cluster form a maximal set
of noncrossing edges in the regular polygon. These give the triangulations of the n-gon. 
Corollary 3.10. The clusters of Cid(Zn) form a cluster structure where the objects E(x, x+)
are frozen variables which belong to every cluster and every object E(x, y) ∈ Cid(Zn) belongs
to at least one cluster.
Proof. Since Zn is finite, every object E(x, y) in Cid(Zn) can be completed to a maximal
compatible set which is a cluster by definition.
Given any nonfrozen object E(x, y) in a cluster T , the corresponding edge xy belongs to
exactly two triangles whose union is a quadrilateral. The quadrilateral has two diagonals:
one is xy and the other ab corresponds to the unique object E(a, b) which can replace
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E(x, y) in the cluster T . After possibly switching a, b the points x, a, y, b will be in cyclic
order around the circle S1 and we have an exact sequence in the Frobenius category:
0→ E(x, y)→ E(x, b)⊕ E(a, y)→ E(a, b)→ 0
which gives a distinguished triangle in Cid(Zn) making the middle term E(x, b)⊕E(a, y) a
left add(T \E(x, y))-approximation of E(x, y) as required for the condition (2) for cluster
structures in Definition 2.32. 
The name ‘spaced-out cluster category’ comes from the fact that Cid(Zn) is embedded in
the standard cluster category of A2n−3 as a maximal collection of objects in the Auslander-
Reiten quiver which are not connected by irreducible maps. (Figure 2 and Proposition
3.11.)
X14
!!
·
!!
X12
!!
·
!!·
==
!!
·
==
!!
·
==
!!
·
==
!!
·
!!
X13
==
!!
·
==
!!
X24
==
!!
·
==
!!
X13
==
!!
==
!!
·
!!·
==
!!
·
==
!!
·
==
!!
·
==
!!
·
==
!!
·
==
!!
·

X12
==
·
==
X23
==
·
==
X34
==
·
==
X14
==
·
Figure 2. The embedding J : Cid(Z4) ↪→ Cϕ(Z8) of the spaced-out cluster
category of Z4 into the cluster category of type A5. Here E(x2i, x2j) =
JE(xi, xj) is denoted Xij . J does not commute with shift [1] since JCid(Z4)∩
JCid(Z4)[1] = 0
Proposition 3.11. There is an embedding J : Cid(Zn)→ Cϕ(Z2n) given on objects by
JE(xi, xj) = E(x2i, x2j).
On morphism, J is linear and takes basic morphisms to basic morphisms. Furthermore, J
sends clusters to clusters.
Proof. We first construct an embedding on the level of the Frobenius categories Fn :=
Fϕ(Zn) and F2n := Fϕ(Z2n). The first category Fn is a full subcategory of the Frobenius
category F(Zn) whose stable category is Cid(Zn). The only objects in F(Zn) which are
not in Fn are the projective-injective objects E(x, x). Therefore, the composition Fn ↪→
F(Zn)  Cid(Zn) is surjective. Consider the following diagram where J˜ : Fn ↪→ F2n is
the inclusion functor of the full subcategory Fϕ(Zn) of Fϕ(Z2n) consisting of the objects
E(x2i, x2j) where i 6= j.
Fn = Fϕ(Zn)
J˜

// F(Zn) // Cid(Zn)
J

F2n = Fϕ(Z2n) // Cϕ(Z2n)
To prove the Proposition is suffices to prove two things:
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(1) The diagram commutes.
(2) A morphism f in Fn goes to zero in Cid(Zn) (f = 0) if and only if the corresponding
morphism J˜f in F2n goes to zero in Cϕ(Z2n), i.e., f = 0⇔ J˜f = 0.
In fact, it suffices to prove (2) since, in that case, there is a unique induced functor J :
Cid(Zn) → Cϕ(Z2n) making the diagram commute. This statement follows from the fact
that the functor Fn → Cid(Zn) is a bijection on objects.
We prove (2) directly from the definition of the stable category. A morphism f :
E(x, y) → E(x′, y′) in Fn goes to zero in Cid(Zn) if and only if the image of f in F(Zn)
factors through the injective envelope E(x, x) ⊕ E(y, y) of E(x, y) in F(Zn). But this is
equivalent to f˜ factoring through E(x, x−) ⊕ E(y−, y) (this is equivalent to the fact that,
for even integers x, y, x < y iff x < y − 1) which is equivalent to J˜f mapping to zero in
Cϕ(Z2n).
Finally, any basic morphism in Cid(Zn) comes from a basic morphism in Fn which maps
to a basic morphism in F2n which maps to a basic morphism in Cϕ(Z2n). So, J takes basic
morphisms to basic morphisms. 
Figure 3. A cluster T in Cid(Z5) has 7 objects whose corresponding
geodesics give an ideal triangulation of an ideal pentagon. Adding 5 points
on the boundary we get a triangulation of the 10-gon representing a cluster
JT in Cϕ(Z10).
4. Cluster structure on the cyclic subposets of S1 with canonical
automorphism ϕ
In this section we consider admissible discrete subsets Z of S1 and canonical automor-
phisms ϕ which are used to define triangulated categories Cϕ(Z) with cluster structure (see
Theorem 4.4). We address the question of which clusters in these cluster categories give a
topological triangulation of the 2-disk or part of the 2-disk. The first main result (Lemma
4.17) is that a cluster gives a topological triangulation of an open subset of D2 if an only
if it is locally finite. In section 4.1 we construct several categories with cluster structures
depending on the subsets Z ⊂ S1 and we give a complete description of the locally finite
clusters in these examples. In Section 4.2 we describe ‘triangulation clusters’, i.e. clusters
which define triangulation of the unit disk D2 = {(x, y) ∈ R2 : x2 + y2 ≤ 1} after the limit
points L(Z) of Z are removed (Theorem 4.19). In Section 4.3 we consider the locally finite
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clusters which are not triangulation clusters, i.e., do not define triangulation on D2\L(Z)
and we associate new kinds of cyclic posets and spaces, called ‘cactus cyclic posets’ and
‘cactus spaces’ in order for cluster to become triangulation cluster (Figure 9).
4.1. Admissible discrete subsets of the circle S1 and canonical automorphism.
Let Z be a subset of S1, let pi : R→ S1 be the covering and let Z˜ := pi−1Z. Let p : Z˜ → Z
be the restricted projection map.
Definition 4.1. A subset Z of S1 will be called admissible discrete subset if it satisfies:
(1) Z is discrete in the sense that every element of Z has an open neighborhood U ⊆ S1
which contains no other element of Z.
(2) Z satisfies the following two-sided limit condition. Every point x in S1 which is a
limit point of Z is a limit from both sides, i.e., any lifting x˜ ∈ R of x is both an
ascending and descending limit of Z˜.
(3) Z has at least four elements.
In order to define canonical admissible automorphism, we need to define successors and
predecessors of elements in a cyclic poset. Let x ∈ Z ⊂ S1. Choose a lifting x˜ of x to R
and let x˜+ be the infimum of all elements of Z˜ which are greater than x˜. Since x˜+ is not
an ascending limit of elements of Z˜, it cannot be a descending limit by the two-sided limit
condition. Therefore, x˜+ ∈ Z˜. Similarly let x˜− ∈ Z˜ be the supremum of all elements of Z˜
less than x˜. If x ∈ Z then x˜ is the only element of Z˜ which lies between x˜+ and x˜−.
Definition 4.2. Let z be an element of an admissible subset Z of S1. We define the
successor z+ and predecessor z− of z ∈ Z to be the images in S1 of z˜+, z˜− for any lifting z˜
of z in R. The successor and predecessor are well defined, independent of the lifting.
Definition 4.3. Given an admissible subset Z of the circle S1, the canonical admissible
automorphism of Z is given by ϕ(z) = z+ and ϕ˜(z˜) = z˜+.
The following theorem, which was proved in [IT15b], supplies collections of many cate-
gories which have cluster structures:
Theorem 4.4 (Lemma 2.4.4, [IT15a]). Let Ccan(X) be the stable category associated to a
cyclic poset (X, c)ϕ, where X is an admissible discrete subset of S
1 and ϕ is the canonical
admissible automorphism. Then the triangulated category Ccan(X) has a cluster structure.
We now give an example of a discrete subset of S1 which is not admissible.
Example 4.5. The following is an example of a discrete subset of S1 which is not admissible
since it does not satisfy the limit condition:
Z =
{pi
n
: n is a positive integer
}
⊂ S1
The limit point 0 is a descending limit but not an ascending limit of Z˜. Every element pin
has a predecessor pin+1 and every element
pi
n for n ≥ 2 has a successor pin−1 except for the
point pi ∈ Z which has no successor since the infimum of the set of all x > pi ∈ Z˜ is 2pi
which is not contained in Z˜. Condition (2) is violated because 2pi is a descending limit of
Z˜ but not an ascending limit.
We now recall a general construction of a new cyclic poset P ∗O which is created out of
a pair of a cyclic poset P and ordered set O (Definition 1.1.14 [IT15b]).
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Definition 4.6. Let P be a cyclic poset and let O be an ordered set. We give the cyclic poset
structure on P ∗ O by defining its covering poset to be the Cartesian product P˜ × O with
lexicographic order. Let σ(x, a) := (σ(x), a) where σ : P˜ → P˜ is the defining automorphism
of P˜ Def.2.4(2). This is a poset automorphism and, for any pair of elements (x, a), (y, b) in
P˜ × O there is an integer n so that x < σ(y) which makes (x, a) < σ(y, b). So, we get a
cyclic poset.
Of particular interest for this paper will be the case when P is a cyclic poset obtained
from a discrete admissible subset Z of S1 and O is ordered set Z∞ which is isomorphic to
Z. The following example is a convenient description of such a cyclic poset together with
an embedding into S1.
Example 4.7. Let Z ⊂ S1 be any discrete admissible set satisfying the conditions of the
Definition 4.1. Then we can form another set
Z(Z∞) :=
⋃
z∈Z
{
z+ + z
2
+
z+ − z
pi
arctann : n ∈ Z
}
which is given by inserting a copy of Z∞ between any two consecutive elements of Z, then
deleting the original set Z. Then Z∞(Z) also satisfying the definition, and the closure of Z
in S1 is the set of limit points of the set Z∞(Z).
Remark 4.8. Let Z ⊂ S1 be a discrete admissible subset.
(1) We use the notation Z(Z∞) for Z ∗Z∞ since this construction in this case inserts a
copy of Z∞ between any two adjacent points in Z, i.e. between z and z+, in such a
way that the points of Z all become limit points.
(2) Let Z ⊂ S1 be a discrete admissible subset. Suppose that L, the set of limit points
of Z is finite. Then Z = L(Z∞).
Example 4.9. As a special case of Example 4.7, let Z2 = {0, pi}. Then
Z2(Z∞) =
{
arctann+
pi
2
: n ∈ Z
}
∪
{
arctann− pi
2
: n ∈ Z
}
which has two limit points {0, pi}. Let Ccan(Z2(Z∞)) be the associated category with cluster
structure as in Theorem 4.4. This example is very similar to the one in [LP].
We will label the points on S1 in Figure 4 by:
a+i  (arctan i+ pi2 ) and a
−
i  (arctan i− pi2 ).
We will label the objects in Ccan(Z2(Z∞)) as follows:
Eij = E(a
+
i , a
+
j ) (these objects correspond to the arcs in the upper half of D
2),
Fij = E(a
−
i , a
−
j ) (these correspond to the arcs in the lower half of D
2),
Gij = E(a
+
i , a
−
j ) (correspond to the arcs between the upper half and lower half of D
2).
With this notation, we will label in Figure 4 certain objects and their corresponding arcs
all of which are compatible to each other and hence form a subset of a cluster:
E−20, E02, E03, E35, F−20, F02, F04, F24, G3,−2, G30, G00, G04, G24.
The Auslander-Reiten quiver of Ccan(Z2(Z∞) is shown in Figure 5. The quiver has three
components, two of type ZA∞: one containing all {Eij} objects, one containing all {Fij}
objects and one of type ZA∞∞ which contains all {Gij} objects. Of special importance will
be collections of objects which appear on ‘complete zig-zag’s which we now define.
17
∗∗
a+0
a−0
a+−1
a+−2
a+−3
a−3a
−
−3
a+3
a−1
a−2
a−−1
a−−2
a+1
a+2
E0,2 = E(a
+
0 , a
+
2 )
E0,3 = E(a
+
0 , a
+
3 )
G0,−2 = E(a+0 , a
−
−2)
G3,0 = E(a
+
3 , a
−
0 )
F0,2 = E(a
−
0 , a
−
2 )
F2,4 = E(a
−
2 , a
−
4 )
Figure 4. Some compatible objects in Ccan(Z2(Z∞))
Definition 4.10. A sequence of indecomposable objects {. . . , X−1, X0, X1, . . . , Xi, . . . }
forms a zig-zag sequence if each pair Xi, Xi+1 is connected by an irreducible map in ei-
ther direction. A complete zig-zag sequence is a maximal such sequence.
Remark 4.11. Let Z = Z2(Z∞) and let Ccan(Z) be the triangulated category of the
Theorem 4.4. Here we describe some special clusters which will be exactly the clusters that
define topological triangulations of the D2\L(Z), where L(Z) is the set of limit points of Z
(in this example we have L(Z) = {0, pi}) (’triangulation clusters’ in Section 4.2).
(1) Particularly nice clusters are ‘complete zig-zag’s in the component of {Gij}.
(2) If T is a ‘complete zig-zag’ cluster in the component {Gij} and if T is mutated at a
corner object of the ‘zig-zag’, then the new cluster is still a complete ‘zig-zag’ cluster
in the component {Gij}.
(3) If T is a ‘complete zig-zag’ cluster in the component {Gij} and if T is mutated
at an object on the positive slope in the AR-quiver, then the new object is in the
component {Eij}.
(4) If T is a ‘complete zig-zag’ cluster in the component {Gij} and if T is mutated
at an object on the negative slope in the AR-quiver, then the new object is in the
component {Fij}.
4.2. Geometric triangulations. As pointed out in the Remark 4.11 some clusters will
correspond to triangulations of the unit disk D2 after the limit points L(Z) of the set Z are
removed. However, not all clusters are such. In this subsection we address this question.
First we define simplicial complex K(S) associated to a cluster S and investigate when there
is a homeomorphism ψS : |K(S)| → D2\L(Z), i.e. when (K(S), ψS) defines a triangulation
of D2\L(Z). First, we recall the definition and some basic properties of triangulations of
topological spaces.
Definition 4.12. A triangulation of a topological space B is a simplicial complex K to-
gether with a homeomorphism ψ : |K| ∼= B from the geometric realization
|K| =
∐
σ∈Kn
∆n/ ∼
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↗ E−20 - -↘ ↗E−11- - -↘ ↗ E02 - - -↘ ↗E13 - - -↘ ↗E24 - - -↘ ↗ E35↘
↗ • ↘ ↗ • ↘ ↗ E03↘ ↗ • ↘ ↗ • ↘
↗ • ↘ ↗ • ↘ ↗ • ↘ ↗ • ↘
↗ • ↘ ↗ • ↘ ↗ • ↘
↗ • ↘ ↗ • ↘
↗ • ↘
↘ • ↗
↘ • ↗ ↘ • ↗ ↘G00
↗ ↘ • ↗ ↘ • ↗ ↘ • ↗
↘ • ↗ ↘ • ↗ ↘E∗02
↗ ↘ • ↗ ↘ • ↗
↘ • ↗ ↘ • ↗ ↘E∗03
↗ ↘ • ↗
↘ • ↗ ↘ • ↗ ↘G30
↗
↘ • ↗ ↘F ∗−20
↗
↘
G3,−2
↗
↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
↘↗ • ↘ ↗ • ↘ ↗F
∗
02↘ ↗ • ↘ ↗ • ↘ ↗
↗ • ↘ ↗ • ↘ ↗F
∗
04↘ ↗ • ↘ ↗ • ↘
↗ • ↘ ↗ • ↘ ↗F
∗
24↘ ↗ • ↘
↗ • ↘ ↗ • ↘ ↗G04↘
↗ • ↘ ↗E
∗−20↘
↗G24↘↘
F−20 - -
↗ ↘
F−11 - - -
↗ ↘
F02 - - -
↗ ↘
F13 - - -
↗ ↘
F24
↗
↘ • ↗ ↘ • ↗ ↘ • ↗ ↘ • ↗
↘ • ↗ ↘ • ↗ ↘ F04
↗
↘ • ↗ ↘ • ↗
↘ • ↗
Figure 5. Auslander-Reiten quiver for Ccan(Z2(Z∞)), Example 4.9.
of K to B. We recall that a simplicial complex is a collection K of finite nonempty subsets
having the property that any nonempty subset of an element of K is also an element of K.
Kn denotes the collection of n+ 1 element sets in K. Thus K =
∐
n≥0Kn and all elements
of K are subsets of K0. The maximum n for which Kn is nonempty is the dimension of K.
Definition 4.13. Given any cluster S in Ccan(Z), the corresponding simplicial complex
K(S) is the 2-dimensional complex defined as follows.
(0) The vertex set is K0 = Z.
(1) Two points x, y form an element {x, y} ∈ K1 if either
(a) E(x, y) lies in S, or
(b) x, y are consecutive elements of Z, i.e., either y = x+ or y = x−.
(2) Three points x, y, z ∈ Z form an element of K2 if and only if {x, y}, {x, z}, {y, z}
are elements of K1.
Definition 4.14. Let S be a cluster in the category Ccan(Z) where Z is an admissible
subset of S1. Define the map
ψS : |K(S)| → D2
by sending each vertex to itself, each 1-simplex of the form {z, z+} to the arc on the circle
from z to z+ and any other 1-simplex {x, y} to the closed geodesic connecting x and y
(the circle or straight line which meets S1 orthogonally at those two points) and, finally,
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the 2-simplices should be mapped by an arbitrary homeomorphism (which agrees with the
already given map on the boundary) onto the closed region in D2 enclosed by the boundary.
Definition 4.15. A cluster S is called a triangulation cluster in the category Ccan(Z) if
the pair (K(S), ψS) defines a triangulation of D2\L(Z).
It will be shown in Lemma 4.17 that a necessary condition for a cluster to be a triangu-
lation cluster, is that the cluster is locally finite. However, this is not a sufficient condition
as will be shown in the example of Figure 6.
Definition 4.16. We say that the cluster S is locally finite if every element of Z occurs
only finitely many times as an endpoint of an element of S.
Lemma 4.17. Let S be a cluster in the triangulated category Ccan(Z) for an admissible
subset Z in S1. Then:
(1) The mapping ψS is continuous and 1-1.
(2) ψS is a homeomorphism onto an open subset of D2 if and only if S is locally finite.
Proof. (1) The map ψS is continuous since it is continuous on each simplex. To see that
the map ψS is 1-1, notice that since the elements of S are compatible, the corresponding
geodesics do not cross except possibly at endpoints by Remark 2.21. Therefore ψS is 1-1
on the 1-skeleton of |K(S)|. The interior of each 2-simplex goes to the region enclosed by
the three geodesics which are the images of the three sides of the 2-simplex. These regions
cannot meet other geodesics since the geodesics do not cross. So, they are also disjoint
making the entire mapping 1-1.
(2) Now assume that S is locally finite and take any point x in the image of ψS . If x
is a vertex then there are finitely many geodesics at x plus the two arcs connecting x to
x+ and x−. Given any two consecutive edges, the other endpoints of these edges are two
points y, z ∈ Z with the property that the object E(y, z) is compatible with every object
in S. So S must contain an object isomorphic to E(y, z). Take the closed region bounded
by the geodesics or arcs connecting x, y, z and delete the closed geodesic from y to z. Let
U(x) be the union of these. (U(x) is called the ‘open star’ of x.) Then U(x) is an open
subset of D2 containing x. Since U(x) contains the interior of every simplex with x as a
vertex, the union of all U(x) is equal the image of ψS . Therefore, the image of ψS is open.
Since any open subset of a locally compact space is locally compact, this implies that the
image of ψS is locally compact. Since S is locally finite, |K(S)| is also locally compact.
So, we have a continuous bijection between two locally compact spaces. To see that it is
a homeomorphism it suffices to show that this mapping is proper, i.e., that the inverse
image of any compact subset is compact. But any compact subset is covered by a finite
number of the open stars U(x). The inverse image is therefore contained in a finite number
of simplices. The closure of such a set is compact. Therefore the map is proper.
Conversely, suppose that ψS is a homeomorphism onto an open subset of D2. Then
|K(S)| is locally compact and this is only possible if S is locally finite. So, this condition is
necessary and sufficient. 
While the condition on a cluster of being locally finite does not guarantee that the cluster
is a triangulation cluster, it is an easy test to show that a cluster is not a triangulation
cluster. This will follow from the following lemma and Theorem 4.19.
Lemma 4.18. Let S be a cluster in Ccan(Z) for admissible Z ⊂ S1. Suppose that for every
sequence of objects Ei(xi, yi) the points xi converge to a point w ∈ L(Z) if and only if the
points yi converge to the same point w ∈ L(Z). Then S is locally finite.
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Proof. Suppose that S is not locally finite. Then there is a point z ∈ Z and an infinite
sequence of objects Ei(z, yi) in S. Since S1 is compact, there is an infinite subsequence {y′j}
of {yi} which converges to some point w ∈ L(Z). By the assumption of the lemma we have
z = w. This gives a contradiction since Z is discrete and hence Z ∩ L(Z) = ∅. 
Theorem 4.19. Let S be a cluster in Ccan(Z) for admissible Z ⊂ S1. Then the following
statements are equivalent:
(1) The cluster S is a triangulation cluster.
(2) For every sequence of objects Ei(xi, yi) in S the points xi converge to a point w ∈
L(Z) if and only if the points yi converge to the same point w ∈ L(Z).
Proof. (1) =⇒ (2) Suppose S is a triangulation cluster, i.e. it gives a triangulation of
the topological space D2\L(Z). Suppose (2) fails. The there exists a sequence of objects
Ei(xi, yi) such that xi converge to w ∈ L(Z) ⊂ S1 and yi converge to a different point
w′ ∈ L(Z) ⊂ S1. The points w,w′ cut S1 into two components. Pick two elements a, b,
one from each component so that a, b are not in the set Z. Pick a path P from a to b.
Then P is a compact subset of D2\L(Z) and therefore meets only finitely many simplices
of the triangulation of D2\L(Z). This is a contradiction since there is an infinite sequence
of edges in the triangulation which goes from points close to w to points close to w′ and
will therefore cross the path P . So, Condition (2) must hold.
(2) =⇒ (1) Suppose that S is a cluster in Ccan(Z) satisfying Condition (2). Then Lemma
4.18 implies that S is locally finite. By the Lemma 4.17(2)we know that ψS : |K(S)| → D2
is a homeomorphism onto its image. So, it suffices to show that the image is the complement
of the limit set L(Z).
Let x be an element of D2\L(Z). If x ∈ S1 then either x ∈ Z or x lies between
two consecutive elements of Z. So, x is in the image of ψS . Suppose that x lies in the
interior of D2. If x lies on a 1-simplex, then x lies in the image of ψS . So suppose x does
not lie in the image of any 1-simplex. Choose a geodesic γ from x to any point z ∈ Z.
Then γ meets at most finitely many 1-simplices in the triangulation since, otherwise, there
would be accumulation points on two sides of γ which are supposed to be equal, giving a
contradiction. If γ does not meet any of the 1-simplices of the triangulation then γ lies
between two consecutive 1-simplices α, β incident to the vertex z. Therefore, x lies in the
unique 2-simplex having α and β on its boundary. If γ meets a 1-simplex α then x lies
in one of the two 2-simplexes containing α in its boundary. So, again x lies in the image
of ψS . Therefore, ψS has image D2\L(Z). Therefore, Condition (2) implies that S is a
triangulation cluster. 
Remark 4.20. Note that triangulation clusters are closed under mutations. Also locally
finite clusters are closed under mutations. Therefore there are three cluster structures on
the triangulated category Ccan(Z) given by either the triangulation clusters or the locally
finite clusters or all clusters.
Proposition 4.21. Any triangulation of D2\L(Z) with vertices on the set Z is given by
the map ψS : |K(S)| → D2\L(Z) for some triangulation cluster S in Ccan(Z). 
Proof. Let S consist of the objects E(x, y) for all 1-simplices {x, y} which are not subsets
of the boundary S1 of D2. 
It is not clear whether triangulation clusters exist in Ccan(Z), especially when the set Z
is discrete with infinitely many limit points. We will show that triangulation clusters exist
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Figure 6. Two locally finite clusters on Z = Z2(Z∞): the one on the left
satisfies Condition (2) and thus gives a geometric triangulation of D2\L(Z),
the one on the right does not satisfy Condition (2) and has geodesics accu-
mulating to the horizontal line which is disjoint from all the simplices, hence
simplices do not give a geometric triangulation of D2\L(Z).
if the set of limit points is not too pathological. Let Ln(Z), n ≥ 1, be defined recursively
as follows: L1(Z) is the set of limit points of Z and Ln+1(Z) is the set of limit points of
Ln(Z). Note that Ln(Z) ⊆ Lm(Z) for all 1 ≤ m ≤ n.
Theorem 4.22. Suppose that Z ⊂ S1 is an admissible subset (Definition 4.1). Suppose
also that Ln(Z) is empty for sufficiently large n. Then Ccan(Z) contains a triangulation
cluster.
Proof. For each limit point w of Z we will find a sequence of objects E(xi(w), yi(w)) of
Ccan(Z) so that xi(w) converges to w from one side and yi(w) converges to w from the other
side and so that all geodesics determined by (xi(w), yi(w)) are pairwise noncrossing. By
Zorn’s Lemma, this set is contained in a maximal noncrossing set S of objects of Ccan(Z).
We claim that any such set satisfies Condition (2) of the above theorem and therefore forms
a triangulation cluster in Ccan(Z) and this cluster gives a triangulation of D2\L(Z). The
reason is simple. If S contains a sequence of objects E(ai, bi) with one end converging to a
point w ∈ L(Z) then the corresponding geodesics will cross infinitely many of the geodesics
through (xj(w), yj(w)) unless the other end also converges to the same point w. Thus it
suffices to find a sequence of noncrossing pairs (xi(w), yi(w)) converging to each w ∈ L(Z).
Let n be minimal so that Ln(Z) is nonempty. Then Ln(Z), being closed and discrete, is
a finite set. So, we can find disjoint sequences (xi(w), yi(w)) converging to each w ∈ Ln(Z).
Let m < n and suppose by downward induction that we have the desired collection of
noncrossing pairs converging to every point in Lm+1(Z).
Next, we look at Lm(Z) as a closed discrete subset of the locally compact space Bm =
S1\Lm+1(Z). Choose a metric on Bm so that Bm is complete (send Lm+1(Z) to ‘infinity’)
and the distance between any two elements of Lm(Z) is at least 1. There are only finitely
many of the already chosen pairs (xi(w), yi(w)) in a neighborhood of each point in Lm(Z).
So, we can choose a sequence of disjoint pairs (xi(w), yi(w)) converging to each w ∈ Lm(Z).
When we reach m = 0 then we have the desired collection of noncrossing pairs converging
to every limit point of Z and we can complete this to a cluster which gives a triangulation
of D2\L(Z) as claimed. 
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We extract the key point of the proof:
Corollary 4.23. A maximal set S of noncrossing objects of Ccan(Z) is a triangulation clus-
ter if and only if, for each limit point w of Z there is a sequence of objects E(xi(w), yi(w)) ∈
S so that xi(w) converges to w from one side and yi(w) converges to w from the other side.
Proof. The proof of the theorem implies that this condition is sufficient for S to be a
triangulation cluster. Let S be a triangulation cluster. Let w be a limit point of Z.
Conversely, for any triangulation cluster S and for every limit point w of Z, consider a
sequence of objects E(xi, yi) satisfying the description above. Each object will cross only a
finite number of edges of the triangulations since compact subsets of any locally compact
cell complex will meet only finitely many cells. Let (a1, b1), · · · , (an, bn) be the edges which
meet (xi, yi) ordered so that xi < a1 ≤ a2 ≤ · · · ≤ an < yi. We extend the notation by
letting a0 = xi and ak+1 = yi. Then, for each 0 ≤ k ≤ n, (ak, ak+1) must be an object of S
since the curve that goes up from ak to the geodesic from xi to yi, moves along the geodesic
then back down to ak+1 does not meet any object of S. One of these objects (ak, ak+1)
must contain w in its interior and the set of all these forms the desired configuration. 
Proposition 4.24. In the cluster category Cid(Z∞(Z)) the Auslander-Reiten quiver is a
union of components Cxy where x, y are nonlimit points of Z. The components Cxx are
of type ZA∞ and the other components are of type ZA∞∞. A triangulation cluster S has
infinitely many objects in Cxy if x, y are consecutive elements of Z. But S ∩ Cxy is finite
for y 6= x, x−, x+. S ∩ Cxx can be finite or infinite.
Proof. Cxy is the collection of all objects (a, b) where x < a < x
+ and y < b < y+. It is
clear that each Cxx has type ZA∞ and each Cxy for x 6= y has type ZA∞∞.
Take a triangulation cluster S. If Cxy contains an infinite number of objects of S then
there would be an infinite subset containing a sequence with one end converging to x or x+
and the other end converging to y or y+. By the theorem the two limits must be equal and
this is possible only if y = x, x+, or x−. Thus Cxy must be finite in all other cases.
For y = x−, the corollary above implies that any triangulation cluster S contains an
infinite sequence of objects converging to x from both sides. This is an infinite set in Cxx−
for every x ∈ Z. Finally, for Cxx, the example in [IT15a, Fig 1] shows that S ∩ Cxx can be
empty for all x and Figure 6 (right side) gives an example showing that S ∩Cxx (consisting
of the Sis and Tjs) can be infinite for all x. 
4.3. Non-triangulation clusters and ‘cactus’ cyclic posets. It follows from Theorem
4.19 that if a cluster S is not a triangulation cluster then there exist a sequence of objects
E(xi, yi) in S such that xi converge to a point w ∈ S1 and yi converge to a point w′ ∈ S1
where w 6= w′. In this section we use certain equivalence relations in order to define new
cyclic posets such that locally finite clusters correspond to triangulation clusters.
Notice that if the admissible subset is finite, there are no limit points and therefore all
clusters are triangulation clusters. So, for this subsection, we will only consider infinite
subsets of S1. Due to the fact that non-triangulation clusters are difficult to deal with, we
consider only the case when the number of limit points of the admissible set is finite. Recall
from the Remark 4.8(2) that in the case of infinite discrete admissible subset of S1 with
finitely many limit points, the set is of the form Z(Z∞) where Z is the finite set of all limit
points of Z(Z∞).
Remark 4.25. Let Z(Z∞) ⊂ S1 be an admissible subset, where Z is finite. Consider Z as
a cyclic poset. For each z ∈ Z let z+ ∈ Z be the successor element in Z. Then:
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(1) The sets Z and Z(Z∞) are disjoint subsets of S1.
(2) We define Z∞-interval to be the set of points in Z(Z∞) between z and z+. Note
that Z(Z∞) is the disjoint union of these Z∞-intervals, one for each z ∈ Z. Also, z
is the descending limit of the points in the Z∞-interval corresponding to z.
Remark 4.26. We will sometimes (e.g. in the proof of Lemma 4.32) need to modify
the admissible set Z(Z∞) ∼= Z ∗ Z by deleting one or more Z∞-intervals. In that case,
the resulting cyclic poset, call it V , will still be isomorphic to an admissible set, namely
V ∼= ZV ∗ Z where ZV is the set of all z ∈ Z which are descending limits of elements of
V . However, as a subset of S1, such sets V will not be admissible. For example, if V is
obtained by deleting from Z(Z∞) the Z∞-interval between z and z+, as shown in Figure 7,
V ∼= ZV ∗Z where ZV = Z\{z} but the points z and z+ will both be one-sided limit points
of V . We remedy this with a topological trick: We collapse to a point the set I(z, z+) of
all points in S1 from z to z+ (shown in blue in Figure 7). This means identify all of these
point to one point and take the quotient topology on the result. This quotient space is still
homeomorphic to a circle and the image of V will be an admissible subset since z and z+
will be identified to one point.
If we take the closed 2-disk D2 with boundary the circle S1 and identify I(z, z+) to one
point we will get a space homeomorphic to D2. We can do this to each Z∞-interval being
deleted from the set Z(Z∞) by iterating this process.
z1z3
z4
z2 = z
+
1
V ∼= ZV ∗ Z where ZV = {z2, z3, z4}
p
p(V ) is admissible.
z3
z4
Figure 7. When Z∞ intervals are deleted, we ‘pinch’ the disk by collapsing
to a separate point each portion of its boundary (shown in blue) where the
Z∞-intervals have been removed.
When a locally finite cluster is not a triangulation cluster, it gives a triangulation of an
appropriate space: the “cactus space” Dρ (Definition 4.38) minus a finite set. To construct
the cactus space we introduce a noncrossing relation ρ on Z and the induced ρ-noncrossing
relation on the cyclic poset Z(Z∞) (Definition 4.28). With that, we define the cactus cyclic
poset Z(Z∞)/ρ (Definition 4.31), the cactus cluster category Cρcan(Z(Z∞)) (Definition 4.33)
and the cactus space Dρ (Definition 4.38).
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Definition 4.27. Let Z be a subset of S1. An equivalence relation ρ on Z is called
noncrossing if, whenever a, b, c, d ∈ Z are in cyclic order and a∼ρ c, b∼ρ d, then
a∼ρ b∼ρ c∼ρ d.
Definition 4.28. Let ρ be a noncrossing equivalence relation on an admissible subset Z
of S1. We say that two points x, y ∈ Z(Z∞) are ρ-noncrossing if the geodesic x̂y does not
cross any geodesic ŵw′ where w∼ρw′.
Example 4.29. In the figure below, Z = {a, b, c, d, e, f} ⊂ S1 has noncrossing equivalence
relation ρ given by a ∼ d, d ∼ e ∼ f with b in its own equivalence class. This equivalence
relation is noncrossing since the four (dashed) geodesics âc, d̂e, êf , d̂f connecting equivalent
points do not cross. An example of a “crossing” equivalence relation on Z would be given
by a ∼ c and b ∼ f .
z2
y3x1
x2
x3
y1
y2
z1
a
b
c
d
e
f
ρ
ρ
ρ
ρ
The points x1, x2, x3 ∈ Z(Z∞) are pairwise ρ-noncrossing since the geodesics x̂ixj do not
cross the geodesics connecting ρ-equivalent points of Z. Similarly, the points y1, y2, y3 are
pairwise ρ-noncrossing. However, z1, z2 are ρ-crossing since ẑ1z2 crosses the geodesic d̂e.
We also note that elements of the same Z∞-interval, such as x1, x2 and y1, y2 in Example
4.29 above, are ρ-noncrossing since there are no elements of Z between them.
Lemma 4.30. Let ρ be a noncrossing equivalence relation on a finite subset Z ⊂ S1. Then
ρ-noncrossing is an equivalence relation on Z(Z∞) with finitely many equivalence classes.
Proof. The (finitely many) geodesics connecting distinct equivalent points in Z divide the
disk D2 into finitely many connected components. These components are in bijection with
the ρ-noncrossing equivalence classes in Z(Z∞) since x, y ∈ Z(Z∞) are ρ-noncrossing if and
only if they lie in the same component of D2. (Example 4.29 has 4 components.) 
Definition 4.31. Let Z ⊂ S1 be a finite subset of the circle. Let ρ be a noncrossing
equivalence relation on Z. Then we define the cactus cyclic poset Z(Z∞)/ρ to be the cyclic
poset with the same underlying set Z(Z∞) but with the new cyclic cocycle cρ given as: define
the function B : Z(Z∞)2 → N by B(x, y) = 0 if x, y are ρ-noncrossing and B(x, y) = 1
otherwise. Then the cyclic poset cocycle cρ on Z(Z∞) is given by
cρ(x, y, z) = c(x, y, z) +B(x, y) +B(y, z)−B(x, z).
It is easy to see that this is a reduced cocycle on Z(Z∞).
Lemma 4.32. Let ρ be a noncrossing equivalence relation on a finite subset Z of S1.
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(1) Let Vk be a ρ-noncrossing equivalence class in Z(Z∞)/ρ. Then the cluster category
of Vk embeds as a full subcategory of both Ccan(Z(Z∞)) and Ccan(Z(Z∞)/ρ).
(2) If X ∈ Ccan(Vj) and Y ∈ Ccan(Vk) where Vj , Vk are distinct ρ-noncrossing equivalence
classes then HomC(X,Y ) = 0 = HomC(Y,X) where C = Ccan(Z(Z∞)).
Proof. (1) The subset Vk ⊂ S1 can be modified to an admissible subset of S1 by ”pinching”
Z∞ intervals of Z(Z∞) which are in the other ρ-noncrossing equivalence classes, as done in
the Remark 4.26. The cyclic poset Vk is isomorphic to an admissible subset of S
1. So, the
cluster category Ccan(Vk) is defined. If x, y, z ∈ Vk then B(x, y), B(y, z), B(x, z) are all zero
by definition. So, cρ(x, y, z) = c(x, y, z) and the cyclic poset structure on Vk ⊆ Z(Z∞)/ρ is
the same as the one induced by the inclusion Vk ⊆ Z(Z∞). Also, z, z+ are ρ-noncrossing
since there is no element of Z between them. Therefore, each ρ-noncrossing equivalence
class Vk is invariant under the canonical automorphism of Z(Z∞). This makes Ccan(Vk) a
full subcategory of both Ccan(Z(Z∞)) and Ccan(Z(Z∞)/ρ).
(2) To see the hom-orthogonality, let x, y ∈ Vj and a, b ∈ Vk where Vj 6= Vk. Then x̂y and
âb do not meet even at their boundary points. So, E(x, y) and E(a, b) are hom-orthogonal
in C = Ccan(Z(Z∞)) (Lemma 5.1, [IT13]). 
This immediately implies the following.
Definition 4.33. We define cactus cluster category to be Cρcan(Z(Z∞)), the additive full sub-
category of Ccan(Z(Z∞)) with indecomposable objects E(x, y) where x, y are ρ-noncrossing.
Proposition 4.34. Let Cρcan(Z(Z∞)) be the additive full subcategory of Ccan(Z(Z∞)) with
indecomposable objects E(x, y) where x, y are ρ-noncrossing. Let {Vk} be the ρ-noncrossing
equivalence classes in Z(Z∞)/ρ. Then
Cρcan(Z(Z∞)) ∼=
∏
k Ccan(Vk).
Lemma 4.35. If x, y are in different ρ-noncrossing equivalence classes then the object
E(x, y) is not an object in the cluster category of the cactus cyclic poset Z(Z∞)/ρ. Thus,
the only indecomposable objects of Ccan(Z(Z∞)/ρ) are E(x, y) where x, y are in the same
ρ-noncrossing equivalence class and y 6= x, x+, x−.
Proof. For any two distinct points in S1 we have c(x, y, x) = 1 since going from x to y back
to x always makes a full circle. On the other hand, B(x, y) = B(y, x) = 1 by definition. So,
cρ(x, y, x) = c(x, y, x) +B(x, y) +B(y, x)−B(x, x) = 1 + 1 + 1− 0 = 3
which means that, for any two morphisms α : Px → Py and β : Py → Px the composition
β ◦α : Px → Px is divisible by t3. In particular there is no matrix factorization of t (a choice
of α, β so that β ◦ α = t). So, E(x, y) does not exist as an element of the cluster category
of the cactus cyclic poset Z(Z∞)/ρ.
If x, y ∈ Z(Z∞)/ρ are in the same ρ-noncrossing equivalence class and y 6= x, x+, x−
then cρ(x, y, x) = c(x, y, x) = 1 and E(x, y) is a nonzero object of Ccan(Z(Z∞)/ρ). Since we
have already excluded the other possible objects, these are the only indecomposable objects
of the cactus cluster category Ccan(Z(Z∞)/ρ). 
For the next theorem we recall that a finite product of cluster categories is a cluster
category and that a cluster in a product is given by a cluster in each factor.
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Theorem 4.36. The cluster category Ccan(Z(Z∞)/ρ) is isomorphic to the full subcategory
Cρcan(Z(Z∞)) from Proposition 4.34 and, therefore, also isomorphic to the product of cluster
categories Ccan(Vk) where Vk are the ρ-noncrossing equivalence classes in Z(Z∞)/ρ:
Ccan(Z(Z∞)/ρ) ∼= Cρcan(Z(Z∞)) ∼=
∏
kCcan(Vk).
Proof. By Lemma 4.35 every object of Ccan(Z(Z∞)/ρ) is a direct sum
⊕
Xk where Xk ∈
Ccan(Vk). By Lemma 4.32 Ccan(Vk) is embedded as a full subcategory of Ccan(Z(Z∞)/ρ).
So, Ccan(Z(Z∞)/ρ) and Cρcan(Z(Z∞)) have the same set of objects. It only remains to show
that Hom(X,Y ) = 0 in Ccan(Z(Z∞)/ρ) if X ∈ Ccan(Vj) and Y ∈ Ccan(Vk) where j 6= k.
Let E(x, y) ∈ Ccan(Vj) and E(a, b) ∈ Ccan(Vj) where j 6= k. Then x̂y, âb are noncrossing
and, by symmetry, we may assume that x, y, a, b are in cyclic order in S1. This implies that
cρ(x, y, a) = c(x, y, a) +B(x, y) +B(y, a)−B(x, a) = 0 + 0 + 1− 1 = 0.
Similarly cρ(x, y, b) = 0. So, every morphism Px → Pa⊕Pb factors through Py. So, any map
E(x, y)→ E(a, b) = Pa⊕Pb factors through E(y, y) = 0 showing that Hom(E(x, y), E(a, b)) =
0 in Ccan(Z(Z∞)/ρ) just as it is in Ccan(Z(Z∞)). So, Ccan(Z(Z∞)/ρ) embeds as a full sub-
category of Ccan(Z(Z∞)) as claimed. 
The purpose of the above equivalence considerations, was to deal with locally finite
clusters which are not triangulation clusters in Ccan(Z(Z∞)), i.e. do not define triangulation
of D2\Z (in this subsection we only deal with the case of discrete admissible sets which
have only finitely many limit points, hence are of the form Z(Z∞) with a finite Z ⊂ S1.
Definition 4.37. Let S be a locally finite cluster in the category Ccan(Z(Z∞)). Define an
equivalence relation ρS on the set Z to be generated by w ∼ w′ if there is a sequence of
objects E(xi, yi) in S with xi converging to w and yi converging to w′.
Let Z(Z∞)/ρS be the associated cactus cyclic poset and let Ccan(Z(Z∞)/ρS) be the
associated triangulated category (see Figure 8).
Definition 4.38. We also construct cactus space Dρ associated to a noncrossing relation ρ
on a finite subset Z ⊂ S1. For each equivalence class Zk = {w1, · · · , wn} in Z we contract
to a separate point pk the subset Wk of the closed disk D
2 given as follows. When n = 1,
Wk is one point Wk = Zk. When n = 2, Wk is the closed geodesic Wk = ŵ1w2. When
n ≥ 3, we take Wk to be the closed region in D2 bounded by the closed geodesics ŵiwi+1,
i = 1, · · · , n where w0 = wn. An example with n = 3 is shown in gray in Figure 8.
For each k, the process of identifying the set Wk to one point pk creates n disks (n− 1
additional disks) joined together at one shared point pk. For the example in Figure 8,
three of the equivalence classes Zk have size 2 and create one additional 2-disk each and on
equivalence class has size 3 creating two additional 2-disks. The total is 5 additional 2-disks
for a total of 6. See Figure 9.
This process gives a topological space DS which is homeomorphic to a finite union of
2-disks {Di} attached together at a finite set of points on their boundaries so that the union
is simply connected. (Notice that any pair of 2-discs will be attached at, at most one point.)
The image of Z(Z∞) in each 2-disk Di is equal to Zi(Z∞), where Zi is the image of Z in Di.
The attaching points are in the image of Z. We call this the ‘cactus space’ corresponding
to the cluster S, or ‘cactus space’ corresponding to the equivalence relation ρ.
Notice that in Figure 8 limits of arcs, shown as dotted geodesics ŵ0w for w0∼ρ w will
be collapsed in the cactus space DS = Dρ in Figure 9. The gray region X is also identified
to one point in Figure 9.
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D1
D3
D4
D5
D6
w1
w3
w2
w4
w5
w6
w7
w8
w9
w10X
D2
Figure 8. A locally finite cluster S on Z10(Z∞). Dark spots are the points
of Z10 which are the two-sided limit points of the set Z10(Z∞). There are
5 equivalence classes of ρS ; their sizes are 1,2,2,2,3. Limits of arcs, shown
as dotted curves, will be collapsed in the cactus space DS . The gray region
will also be identified to one point in DS (Figure 9).
Remark 4.39. Let Z(Z∞) be the admissible cyclic poset with finite limit set Z ⊂ S1.
(1) To each locally finite cluster S we associate the cactus space DS .
(2) The locally finite cluster S is a triangulation cluster if and only if the associated
cactus space is equal to D2.
(3) To each noncrossing equivalence relation on Z we associate cactus space Dρ.
(4) There are many locally finite clusters which define the same noncrossing equivalence
relation ρ and therefore the same cactus space Dρ which will be described precisely
in Proposition 4.40.
Proposition 4.40. Let Z(Z∞) be an admissible cyclic poset, with finite limit set Z ⊂ S1.
Let ρ be a noncrossing relation on Z. Then there is a 1-1 correspondence:{
S| S locally finite cluster inCcan(Z(Z∞)) with ρS = ρ
}
↔
T | T = {T1, . . . , Tk}Ti triangulation cluster for disk Di
of the cactus space Dρ
 .
Proof. This follows from Theorem 4.36. Any cluster S with associated noncrossing equiva-
lence relation ρ has objects in the ρ-noncrossing components Vk of Z(Z∞). Therefore S is a
cluster in the full subcategory Cρcan(Z(Z∞)) of Ccan(Z(Z∞)). By Theorem 4.36, the objects
in each Vk form a cluster Sk in Ccan(Vk) which is still locally finite. We claim that Sk is a
triangulation cluster. Indeed, consider a sequence of objects E(xi, yi) in Sk with xi → w
and yi → w′. We claim that w ∼ w′. Considered as objects in Ccan(Z(Z∞)), these same
objects E(xi, yi) are in S and the limit points of z, z′ of {xi} and {yi} are ρ-equivalent by
definition of ρ. Therefore, these points, z, z′ map to the same point w = w′ in the cactus
space by construction of that space. This shows that Sk is a triangulation cluster.
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D1
w1
w2 ∼ w3
D2
D3
D4 X
D5
D6
Figure 9. Cactus space DS for the locally finite cluster S in the category
Ccan(Z10(Z∞)) from Figure 8. The 5 equivalence classes of size 1,2,2,2,3 of
Figure 8 appear here as spots and the elements of Z10(Z∞) are the dashes.
Conversely, suppose that {Sk} is a set of triangulation clusters, one for each ρ-noncrossing
equivalence class Vk. Take the union S =
⋃Sk. We claim that S is a locally finite cluster
in Ccan(Z(Z∞)) with corresponding equivalence relation ρ.
To determine the noncrossing equivalence relation, suppose that E(xi, yi) is an infinite
sequence of objects in S where xi → z and yi → z′. Since there are only finitely many Sk,
one of them contains infinitely many of these objects and, passing to this subsequence, we
may assume that all E(xi, yi) lie in the same Sk. Since Sk is a triangulation cluster, {xi}
and {yi} converge to the same point w in the cluster space. So, z, z′ both map to w which
implies that z ∼ρ z′. Conversely, suppose that z ∼ρ z′ where z, z′ are consecutive points in
an equivalence class Wj ⊆ Z ⊂ S1. Then z, z′ are one-sided limit points of some Vk which
map to the same point w in the cactus space. By Corollary 4.23, there must exist objects
E(xi, yi) in Sk where {xi} and {yi} converge to w from opposite sides. Then in the full
circle xi, yi converge to z and z
′. So z ∼ z′ in the equivalence relation corresponding to S.
The rest is very easy. We already know that S is locally finite and objects are pairwise
compatible. Also, S is a maximal compatible set. Otherwise, there is an object E(x, y)
compatible with all objects of S where x, y are not ρ-noncrossing. This means the geodesic
x̂y crosses a geodesic ẑz′ where we may take z, z′ to be consecutive points in an equivalence
class Wj ⊆ Z. As in the last paragraph, there is a sequence of objects E(xi, yi) in some
Sk so that x̂iyi converge to ẑz′. This implies that x̂iyi will cross x̂y for sufficiently large
i which contradicts that assumption that E(x, y) is compatible with S. So, S is a locally
finite cluster having all the desired properties. This proves the theorem. 
The conclusion is that, when Z has a finite number of limit points, the locally finite clus-
ters come from triangulation clusters of smaller cluster categories. It would be interesting
if there were examples where locally finite clusters do not exist or if there were locally finite
clusters which do not come from triangulation clusters of smaller categories.
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5. Cluster structures of the cyclic posets of S1 with automorphism ϕθ
In this section we consider cyclic posets of S1 with automorphisms, i.e. (X, c)ϕ from
Section 2.5. Here the automorphism ϕ = ϕθ is different from the identity and from the
canonical automorphism: these two cases were done in Sections 3 and 4.
5.1. Automorphism ϕθ. LetX be a subset of S
1 which is invariant under rotation in either
direction by a positive angle θ. Then counterclockwise rotation by θ gives an automorphism
ϕθ of the cyclic poset X. This automorphism will be admissible (Definition 2.25) if and
only if θ < pi since that is the condition under which applying the automorphism twice will
not make a complete circle. Let Cϕθ(X) be the stable category of the twisted Frobenius
category Fϕθ(X) as in Definition 2.29.
The question that we will consider in this section is: under what conditions does the
triangulated category Cϕθ(X) have a cluster structure? We need a collection of clusters S
closed under mutation where mutations are given by approximations. We will show below
that a necessary and sufficient condition for Cϕθ(X) to have a cluster structure is that
θ = 2pi/N for some positive integer N ≥ 4. This statement has already been proven in the
case X = S1 in [IT15b], however here we analyze other subsets of S1, finite and infinite.
Suppose that θ = 2pi/N with N ≥ 4. The cyclic subgroup 〈ϕθ〉 ⊂ Aut(X) generated by
ϕθ acts freely on X. The orbit O(x) of each point x ∈ X has exactly N points which are
equally spaced around the circle S1.
Lemma 5.1. Let ZN be the standard set of N points in the circle S
1 labeled by {1, 2, . . . , n}
and let ϕ be the canonical automorphism of ZN given by ϕ(i) = i + 1 and ϕ(n) = 1. Let
X be a subset of S1 which is invariant under rotation in either direction by the angle θ and
let ϕθ ∈ Aut(X) be the counterclockwise rotation by θ. Let
Jx : (ZN , ϕ)→ (X,ϕθ) be defined as Jx(i) = ϕiθ(x).
(1) Then Jx is a monomorphism of cyclic posets with automorphisms.
(2) Then Jx induces full, faithful embedding of Frobenius categories Jx : Fϕ(ZN ) →
Fϕθ(X) which takes projective-injective objects to projective-injective objects.
(3) The induced functor on the stable categories J x : Cϕ(ZN )→ Cϕθ(X) is a triangulated
full embedding of triangulated categories.
Remark 5.2. The triangulated category Cϕ(ZN ) is the standard cluster category of type
AN−3 which has a cluster structure whose clusters T are maximal compatible sets of ob-
jects. Since ϕ is standard, compatibility is equivalent to the corresponding geodesics being
noncrossing. Therefore, the maximal compatible sets in Cϕ(ZN ) are in bijection with trian-
gulations of the regular N -gon.
The claim is that these J x(T ) (for all x ∈ X) give all of the clusters in Cθ(X).
Proposition 5.3. Let θ = 2pi/N for N ∈ N. Let X be a subset of S1 which is invariant
under rotation in either direction by the angle θ. Then the triangulated category Cϕθ(X)
has a cluster structure, where clusters are given by the set of all J x(T ) where x ∈ X andT is a cluster in Cϕ(ZN ).
Proof. Since J x : Cϕ(ZN )→ Cϕθ(X) is a triangulated full embedding of triangulated cate-
gories and Cϕ(ZN ) has a cluster structure, the images under J x of the clusters in Cϕ(ZN )
give a cluster structure for Cϕθ(X). This is a very general statement. Let S = J x(T ) whereT is a cluster in Cϕ(ZN ). Let S = J x(T )(T ) be an object in S. Then mutation of T is
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T \T ∪ T ′ where T ′ is given by a distinguished triangle T → B → T ′ → T [1] in Cϕ(ZN )
where B is a left add(T \T )-approximation of T . This maps to a distinguished triangle
S = J x(T )→ J x(B)→ S′ = J x(T ′)→ S[1]
in Cϕθ(X) where J x(B) is the left add(S\S)-approximation of S. So, the mutation T \T ∪T ′
of T maps to the mutation S\S ∪ S′ of S. So, J x takes clusters to clusters and commutes
with mutation. Taking the union over all x ∈ X gives a larger set of clusters which is closed
under mutation and gives a cluster structure on Cϕθ(X) 
The converse of Proposition 5.3 is also true:
Theorem 5.4. The triangulated category Cϕθ(X) has a cluster structure if and only if
θ = 2pi/N for some positive integer N ≥ 4. When this is the case, all clusters in Cϕθ(X)
are given by J x(T ) where x ∈ X and T is a cluster in Cϕ(ZN ).
Proof. If θ = 2pi/N then by Proposition 5.3 the category Cϕθ(X) has a cluster structure.
Conversely, suppose that Cϕθ(X) has a cluster structure. Take the triangulated full
embedding Cϕθ(X) ↪→ Cϕθ(S1). The cluster structure on Cϕθ(X) maps to a cluster structure
in Cϕθ(S1) by the general argument explained in the proof of Proposition 5.3. By [IT15b]
this is possible only if θ = 2pi/N for some positive integer N ≥ 4 and the clusters in Cϕθ(S1)
come from the clusters in Cϕ(ZN ). This proves all the statements in the Theorem. 
Remark 5.5. Let θ = 2pi/N . Let X be a subset of S1 which is invariant under ϕθ.
(1) If X has kN elements then Cϕθ(X) has kN−1
(
2N−4
N−2
)
clusters. Since Cϕ(ZN ) has
1
N−1
(
2N−4
N−2
)
clusters.
(2) In the example, in Figure 10, N = 8 and k = 3 so Cϕpi/4(Z24) has 37
(
12
6
)
= 396
clusters.
(3) Clusters are not maximal Ext1-compatible sets as in the example in Figure 10.
Remark 5.6. If X is infinite, clusters are in general not reachable one from another. In
fact, mutation classes are finite and there are an infinite number of clusters.
Figure 10. In the category Cθ(Z24) with θ = pi/4, J0(Cϕ(Z8)) consists of
the 20 objects E(x, y) where x, y are multiples of pi/4 with |y − x| ≥ pi/2.
This full subcategory contains 132 clusters, one of which is shown on the
left. However, these clusters are not maximal Ext1-compatible sets. For
example, 12 objects from Cθ(Z24) can be added to this set to form a maximal
compatible set with 17 objects as shown on the right.
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