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1ABSTRACT
This study is to aid marketing researchers Who
have problems of missing values in their survey profile
data. Profile data is assumed because it is the type
which missing data are most likely found in a marketing
research.
The data in this study are generated randomly
and then are deleted randomly again to represent incom-
plete responses obtained in a real survey. Four methods
are suggested for filling in the missing values. They
are medians of variables, means of variables, regression
method and no replacement. The results after substitu-
tion are then compared using nonmetric multidimensional
scaling technique. It is found that the means of vari-
ables is the best method for filling in the missing data.
2FORWARD
The objective of this study-is to aid the resear-
cher who has the problem of partially filled question-
naires. First, two sets of matrices of random integers are
generated to represent data in-a real situation. Each row
of.the matrices is to represent the scores for a particular
stimulus and the elements of each row are the.scores on
various variables (that is attributes). Then the data ma-
trices are deleted. randomly to represent the incomplete res-
ponses and these deleted matrices are filled in by four me-
thods namely, the means of variables, the medians of vari-
ables, regression method and the no replacement. The re-
suits obtained are compared by a specific technique, the
multidimensional scaling, with the original data matrices.
The best method is the one by which the results filled in
the missing values best-resemble the original data.
Chapter 1 is an introduction to the topic under in-
vestigation. It lays down the objective and the background
of the study. In Chapter 2, the special terminology used
in this thesis will be elaborated. Chapter 3 discusses
the procedure of analysis. The experiemental design, which
consisted of six factors, is presented in Section 1. Chap-
ter 4 discusses the results of the study and the effect of
3
various factors in the experimental aesign on tine re6ui ub
Chapter 5 summarizes the findings and gives recommendations
in selecting the best method for filling in the missing va-
lues.
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1100 INTRODUCTION
1.1 Background of the Stuff
The extent of knowledge about a situation is
essential for selecting from alternative courses of ac-
tion in solving a specific marketing problem. This is
especially so in making advertising budget and media alo-
cation decisions--for example, when decisions concerning
the products and their attributes are strongly affected
by the levels of awareness and the extent of knowledge
about the potential audience.
Consumers, who in surveys are called respondents,
are major source of marketing information. The term
respondent refers to a person who actively or passively
provides information, both through verbal or non-verbal
responses. Social research, of which marketing research
is. a part, is concerned with information which is obtained
by asking people questions and also that which is provided
by observing behavior or the results,of past behavior.
Interpersonal communication and observation are
activities in which each of us is highly experienced.
Much of our time each day is spent in communicating and
observing. Casual reflection on our experience in asking
and replying to everyday-type questions and in making
informal observations suggest that, in many cases, we
2
often receive ess information tnan we neea, ana Znaz
the information we get is not always entirely accurate
or clear. When viewed against this background, it seems
that even the asking of seemingly straightforward ques-
tions and receiving straightforward answere, or the ob-
serving of people's behavior, in a formalized information
seeking context is accompanied by serious problems. In-
deed the subtleties and complexities of obtaining infor-
mation from respondents have each been, for a long time,
the subject'of extensive investigation and experimenta-
tion.
Any effort to obtain information from respondents
is subject to sources of error. Often the questions are
partially answered. There have.been many reasons for
this situation. This situation may arise from stage of
formulation for example, the questionnaires may be too
long and the respondents may be too busy and wish to
complete the interview as quickly as possible. They may
purposely or accidentally omit certain questions. Or
else, they may be too tired to answer all of the ques-
tions. The situation of having partially filled answers
may also arise from the stage of transmission. The ques-
tions may not be interpreted by the respondents as ex-
pected. Or threspondents may have difficulties in un-
derstanding what the questions actually mean. As a re-
sult, the respondents may not be patient ehouh to answer
3
these difficult questions they simply neglect them. Or
else, the interviewers who ask the questions, in one way
or the other, fail to ask some questions or fail to re-
cord the answers. The information missed under the above
situations would create certain problems.
There are alternatives by which these question-
naires can be handled. The ideal case is that the res-
pondents can be traced and contacted for follow-up inter-
view or another questionnaire can be sent to them for
completion. The second method is that the partially
filled questionnaires are analyzed together with the com-
leted ones by neglecting the unanswered questions. The
last resort is that they are thrown away. The first
method, of course, is the best method among the three.
However, many times the respondents cannot be traced or
it is too costly to do so and this renders this method
inapplicable. The last method implies a loss of infor-
mation along with the energy and money spent in conduc-
ting the survey. The second method is a compromise of
the two. However, if the unfilled answers are neglected,
an analysis which requires complete answers is handicapped
by the way the answers are treated. This method is also
not helpful. We will investigate ways of filling in
missing data for further specialized analysis.
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1.2 Scope of the Study
In the following discussion, points and stimuli
variables, attributes and characteristics are treated
as equivalent terms. This is because in this study each
stimulus is represented by a-point in a psychological
space. The co-ordinates of this point in psychological
space are actually the scores on characteristics or at-
tributes which are used to describe the stimulus. These
characteristics are the variables which are recorded in
some types of marketing research.
When a pair of stimuli is compared, the (dis)simi-
larity between them is reflected by the distance between
them in the psychological space. The more they are dis-
similar, the further they are apart from each other and
the larger the distance is between them. Therefore,
when a number of stimuli are compared, the dissimilarities
among them can be shown by the interpoint distances be-
tween pairs of stimuli. When s set of pairs of stimuli
are compared and the interpoint distances are ranked,
the ranked interpoint distances form a set of order re-
lations of dissimilarities.
There have been many attempts to study how data
are collected to conserve energy and reconcile the loss
of information. These approaches, however, are quite
different from what is done in this study,
5One of the studies by Young and Cliff (19) sug-
Bested a way to minimize the data to be collected in
pair-comparisons of stimuli when the data obtained are
analyzed by using nonmetric multidimensional scaling tech-
niques. The term nonme±ric multidimensional scaling re-
fers to models which, given order relations among the
pairs of stimuli,'are used to construct a metric spacel
which contains all the stimuli. This space is a repre-
sentation of psychological space. These stimuli are re-
presented by points in the space and the order relations
among this set of pairs of newly located points in this
derived space are preserved. The most important-advan-
tage of using nonmetric multidimensional scaling is that
the space containing the. points is now metric (which is
not so for the original one) and the triangular inequa-
lities of the distances are obeyed. Many analyses which
require metric information can now be employed.
The reason for the Young and Cliff study was that
investigators are usually deterred from exploring modera-
tely large number of stimuli with multidimensional sca-
ling techniques because of the excessive time and cost
1By metric space, it is meant that a space which
has a distance function d defined on it and for all points
i, j, k of the space, this distance function satisfies
the following conditions: (i) d(i,i)=0, (ii) d(i,j)=d(j,i)
and (iii) d(l,k)e- d(i,j)+ d(j,k). The third condition is
called triangular inequality.
6of obtaining n(n-l)/2 judgments of dissimilarity or pairs
from a respondent, where n is the number of stimuli.
Even if it were possible, in many cases it may be quite
undesirable. Subject fatigue and disinterest may com-
bine to produce data of dubious reliability. Futher-
more, not all n(n-1)/2 pair-comparisons are necessary
many of these are essentially redundent information.
The rationale behind their study is that if n stimuli
lie in a r-dimensional Euclidean space, it is sufficient
to know the distance of each point from a subset of r+l
points, provided that the latter cannot be embedded in
a space of smaller dimensionality. The r-dimensional
set of points is called a basis. Thus only n(r+1)-
(r+1)(r+2)/2 distances derived from pair-comparisons are
necessary for the location of these points. In this way,
considerable effort is reduced because in most cases, r
is smaller than n.
Most, if not all, nonmetric multidimensional sca-
ling algorithms have the capacity to deal with incomplete
data matrices. The accuracy of these algorithms is quite
limited because they simply construct artificial numbers
for missing data, for example, setting incomplete answers
equal to the mean squares without testing the reliabi-
lity. However, attempts have been made to investigate
the accuracy of reconstruction of known configurations
(18, 10), to compare alternative algorithms (11, 5), and
7to develop methods for the determination or unaerlying
dimensionality (20, 12).
The objective of this study is to aid the resear-
cher who has the problem of partially filled question-
naires. The way this study is conducted is quite dif-
ferent from the previous oi_i.es. First, two sets of ma-
trices of random integers are generated to represent
data in a real. situation. Each row of the matrices
is to represent the.scores for a particular stimulus and
the elements of each row are the scores on various var-
iables (that is attributes). The reason that random in-
tegers are used instead of a known configuration of.-
stimuli is that we assume that the variables represent
entirely different characteristics of the stimuli and
hence these variables are, in statistical sense, inde-
pendent of each other. if we start with a known con-
figuration, treat is to say, real survey data, it might
occur that two or more variables do represent similar
characteristics and this may favor certain met.riod of
filling in the missing values. The results obtained
would be biased in some e1 -ter'. This would limit the
applicability of the results in the future.
Actually, a particular type of data, profile data,
has already assumed in. the process of generating these
observation matrices. The models and constraints of the
various types of data are explained in Chapter 2. Briefly
speaking, profile data can be arranged in an observation
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matrix in which a row represents the attribute scores
for a particular stimulus with respect to different
characteristics (attributes) or variables. Suppose the
data are arranged in a lU x 2U observation matrix. Then
from the dimensions of this matrix, it can be seen that
there are 10 stimuli because tnere are 10 rows and each
stimulus is described by 20 different variables because
there are 20 columns. An example of profile data is
given in Appendix III. This type of data is one in which
(1) a set of objects or people is ordered from "most"
toleast with respect to an attribute. As shown in
Appendix III, the respondents are asked the extent they
agree or disagree with the statements. Following each
statement are six numbers from 1 to 6. The higher the
number, the more the pespondents tend to disagree with
the statement. The lower the numbers the more they tend
to agree with the statement. (2) there is no indication
of how much in absolute sense any of the objects/peo-
ple possess of the attribute.
Two sets of matrices of random integers are next
generated, each consisted of different ranges of scores.
Some of the elements of each observation matrix are to
be deleted randomly according to the predetermined per-
centages of the experimental design (to be discussed in
Chapter 3). These two sets of matrices are to represent
the responses obtained by conducting a survey involving
9
missing values. The missing values are then replaced
by four methods seperately. These methods are mean score
of each variable, median score of each variable, regres-
sion method and no replacement.
One point still remains is that these deleted.
elements are taken out from the whole, observation. ma-
trix, rather than a specific question. In actual prac-
tice, it plight occur that that there is a high percen-
tage of missing values in a single question. There are
many reasons regarding this. Some of these reasons in--
elude perceived losses of prestige, some degree or in-
vasion of privacy and the social cost of fn--Mulating in-
formation that is perceived to be, in conflict with inter-
viewer opinions. These are particular serious in Hong
Kong when attitude type of questions is asked, and atti-
tude type of questions is one type of profile data. The
people nere are not used to This type of questions which
concerns with their personalities and op/Lons, or acti-
vities which may be perceived as social class evaluation.
When this situation arises, it is better to emit the wnule
question completely because the filled in answers might
be highly biased. 2:he threshold percentage exceeds which
the question is thrown away is, however, completely sub-
jective. Normally only up to 20 to 30 per cent of missing
alues is tolerable
10
Tne interpoint distances of the newly formed
matrices together with the original matrices, are cal-
culated. These interpoint distances are essentially the
results obtained by comparing each pair of stimuli with
respect to various cnaracteristics/attributes in a real
survey-,
These sets of interpoint distances are used as
input data for the multidimensional scaling algorithm
and sets of points are obtained in the derived metric
spaces as output. Then the results obtained from the
four rrietnods are compared with the resul is obtained from
the original (no missing data) matrices. it is to see
which method has the highest correlation with the ori-
ginal data matrices. This method is then the best me-
thod of the ones tested because the missing values filled
in by this method has the highest resemblance to the ori-
ginal data. This method is the best one to substitute
the missing values if the situation. occurs later on.
There are two major limitations for this.study.
The first one is that the above four methods are not, in
any way supposed to exhaust all the possible alternauives
in filling in the missing values. It is raulier a llmi-
tation.of resources. The second one is that these me-
thods are compared by multidimensional scaling technique
only. The implication to which metnod is the best one
only appies when the data are analyzed by multidimensional
11
scaling technique. If another technique is usea, say
regression analysis, the methods for filling in the mis-
sing values should be retested using this technique.
In the next chapter, the special terminology used
in this thesis will be elaborated. Section 1 of Chapter
2 discusses the theory of data and imposes a restriction
on the meaning of data. The four kinds of data, pro-
ximity data, dominance data, profile data and conjoin u
measu-L ement daua are explained in Section 2. Profile
data is tree type of data used in this study.
Chapter 3 discusses the procedure of analysis.
The experimental design, which consists of six fac burs,
is presented in Section 1. Section 2 discusses how the
incomplete data matrices are formed while Section 4 dis-
cusses the four replacement methods. An account of +,...b -e
theory of multidimensional scaling and the algorithm of
analysis, the TORSCA-9 program, is given in Section 5
and 60
Chapter 4 discusses the results of the study and
the effect of various factors in the experimental design
on the results Chapter 5 summarizes the findings and
gives recommendations in selecting the best method for
filling in the missing values.
We now come to the basic concepts of the theory
of data.
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2.0 TYPES OF DATA
2.1 Basic Concepts of the Theory of Data
In order to elaborate more for the subsequent
malysis, a brief introduction to the basic concepts of
the theory of data is given here. The theory of data is
Doncerned with the foundation for psychological measure-
rnent and scaling (1, p. 3). There are a great variety
of methods under the general rubric of collecting and
analyzing data. The distinction is between the results
that are observed and those that are analyzed. This dis-
tinction is frequently dubious. They do not necessarily
mean the same thing. The results that are observed
refers to all basic phenomena that are exposed to the
observer and are the totality of all the possible raw
data that can be collected. Actually, infinitely large
amount of data can be collected and the observer must
make selections which are relevant to his objectives of
study. These selections are the data that are analyzed,
In order to formulate a universal language for
the process by which behavioral data are made, of which
they are made, and how they become measurements, the
term data will have a restrict meaning. The term data
used here refers only to that which is analyzed and not
13
which is observed. In order to clarify the above sen-
tence, it is better to turn to the figure below:
SCIEN TI ST
UNIVERSE OF INFERENTIALRECORDED
CLASSIFICATIONPOTENTIAL
DATA OF STIMULIOBSERVATION OBSERVATION
ANDINDIVIDVALS
PHASE 1 PHASE 2 PHASE 3
FIG. 1.1 FLOW DIAGRAM FROM THE REAL
WORLD TO INFERENCES
(Adopted from Coombs, 1964, p. 4)
In the starting phase, the researcher is exposed
to the universe of potential observations. There are
plenty of things that he can measure but he can record
a few, The variables that are selected depend on tho
purpose of the researcher, or the objectiv of his study.
Among all the possible characteristics, few things are
recorded, and this step is called Phase 1 in the diagram
The observations that have been taken down are
yet the data in the sense of the data mentioned above
an interpretive step must be played by the researcher.
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This is called Phase 2 in the diagram. He converts the
recorded observations into the data that are to be ana-
lyzed. Phase 2 involves classification of observations
in the sense that individuals and stimuli are identifi-
fied and labelod, and the observations are nlacci fled in
terms of relationships between individuals and stimuli.
Phase 3 involves the detection of relations, or-
der, and structure which follows as a logiual consequence
of the data and the model used for analysis.
The relations between the individuals and stimuli,
among stimuli, stimuli and attributes can be represented
geometrically by psychological spaces with individuals
and stimuli mapped into points in these spaces. A space
in which there are points corresponding to individuals
and stimuli is called a joint space. A space in which
there are points corresponding to stimuli and the various
dimensions which represent the charo..cter.is tics of the
stimuli is called an attribute space.
After the introduction of the basic concepts of
the theory, comes the classification of data. The data
are assumed to be arranged into observation matrices.
The meanings of the rows and the co Lumns of these matri-
ces are explained together with the models.
2.2 The Four Kinds of Data, TY eir Under l resin
Model and Constraints
The way in which a particular matrix of data is
classified may depend as much upon the underlying model
that one wants to assume in analyzing those data as upon
any identifiable property of the data themselves. Indeed
different aspects of the structure hidden in a matrix of
data can sometimes be brought out differently On the
other hand, there are certain minimal, identifiable pro-
perties that the data in a matrix should- exhibit before
the array na.n usefully be treated ,as what category it
belongs. Moreover, data collected by some of the stan-
dard methods typically Pxhibit are or another of these
sets of minimum identifiable properties. There are basi-
cally four types of data, namely proximity data"," domin-
ance data, profile data and conjoint measurement data
(9, P. 21). Other classifications are also given by dif-
ferent authors, for example, Coombs (1), Dawes and. Tver-
sky (2), and by Shepard (8).
Proximity data
A. Square matrix, rows and columns correspond
to the same n objects.
Each cell of then x n matrix contains some mea-
sure of the similarity, substitutability, affinity, con-
fusion, association, correlation, or interaction between
the two objects corresponding to that row and column of
15
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the matrix. The measure can be dire at in the sense that
it is arises from pair of stimuli immediately, rather
than having been calculated on the basis of other data.
The term proximity data is taken, quite generally, to
subsume the measure of dissimilarity or distance as well
as the similarity or closeness. In either case, the pro-
ximity measures may be given on a numerical or on a mere-
ly ordinal scale. Some cells of the proximity matrix
may be empty 'and, in. particular, the diagonal or even
the upper triangular half of the matrix is sometimes en-
tirely missing. The cells in the diagonal are missing
because these elements correspond to the.razings that
stimuli are compared with themselves and hence do not
contribute any information. The upper triangular half
of the matrix is missing because this upper half matrix
is assumed to give exactly the same information as the
lower half matrix. Repetition is therefore not required.
Proximity data may also take the form of a set of square
matrices, each of which gives the proximity measure
among the same n objectives but obtained under a differ-
ent condition or from a different person.
The proximity data are monotonically related to
distances among n points in some underlying co-ordinate
space. By monotonic, we mean that for the set of dis-
tances d.(i,j) between objects i and j in the co-ordinate
space and the corresponding set of dissimilarities s(i,j)
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between objects i and j, d(i,j) a k,l) wnenever
s(k,l).
The constraints are that the function s for this
type of data is assumed to be monotonically decreasing
as the standard metric axioms for distances, viz.,
(a) d.(i,j)=O if and only if i=j
(b) d(i,j)=d(j,i)
(c) d(i,k)< d(i,j)+d(j,k)
imply a somewhat related set of constraints for the pre-
Ximity data. viz.
(a') s(i, j)> s(i-k) if i=j
(b') s(i,j)=s(j,i)
(c') if s(i,j) and s(j,k) are both
very.large, then s(i,k) should
be at least moderately large
too0
B. Rectangular matrix, rows and columns corres-
pond to different objects.
Each cell of an n x m matrix contains some mea-
sure of proximity between one object in a set of n on-
jects and another object in a different set of m objects
The two sets of (n and m) points are embedded in
the same space in such a way that, for any object in one
set. the given affinities between that object and all
18
objects in the other set are mondtonically related to
the corresponding distances from that point to all points
in the other set. This model is essentially the ideal
points or unfolding model of Coombs.
The fact that so much data are missing from the
implied complete matrix, constraints are more difficult
to formulate. In particular, the condition having to\do
with the diagonal (a') and symmetry (b') are no longer
available. However, it is'still possible to formulate
some weaker condition relating to the analog of the tri-
angular inequality (c').
Dominance data
A. Single are matrix, rows and columns corres-
pond to the same n objects.
Each cell of the n x n matrix contains a measure
of extent to which the row object is preferred to, is
chosen over, defeats, or otherwise dominates the column
object.
Each object is represented by a point positioned
on a uni-dimensional scale in such a way that, for every
ordered pair of objects (i and j), point i is higher on
the scale than point j if object i dominates object j
or evdn if object i, to a great extent than object j,
dominates any object k.
The constraints can be expressed in the following
way: for any three n h j ects i, j, k, if i dominates k
19
to a greater extent than j dominates k, than i should
dominate jo The transtivity condition resembles the tri-
angle condition (c') for proximity data. Nevertheless,
a dominance matrix looks very different because the other
two conditions (a' and b') are directly violated: the
diagonal entries instead of being the largest, have appro-
ximately the median value. And the matrix as a whole,
instead of being symmetric, tends towards a kind of skew-
symmetry in which, if one entry is smaller than the dia-
gonal entries, its symmetrically situated counterpart
tends to be larger than the diagonal entries.
B. Set of m square matrices, rows and columns
of each correspond to the same n objects.
Each matrix is of the same kind as wart just des-
cribed above, buT each is obtained under a different con-
dition, for example, from a different person.
Each object is represented by a point in a space
of two or more dimensions. Each is represented by a
direction in this space. This direction is obtained by
joining the co-ordinates of this point and the origin.
If object i dominates object j in a particular matrix,
then point i falls beyond point j in the direction cor-
responding to that matrix.
Again, the data must be suitably transitive within
each matrix. Moreover, to the extent that the underlying
space is of low dimensionality, only a few of the possible
20
rank orders of the points can be generated merely by va-
rying direction and so there must be some constraints
between as well.
Profile data
A. Rectangular matrix, rows correspond to n ob-
jects and columns correspond to m variables.
Each entry gives tn.e measured value of one object
with. respect to one of the variables. The row (or cl-
umn) of m measured values for any object is considered
to be a profile characterizing that object.
The object arc ropresented as n points in a space
in such a way that the arofile associated with each ob-
ject varies according to some simple or orderly rule
with the position of that point in the space. The pre-
cise nature of the assumed xule depend upon the parti-
cular model.
The constraints take a suntle form tnat is dif-
ficult to recognize by mere inspection.of.the data,
However, to the extent that the underlying space is of
low dimension, there will be strong limitations on the
variety of different profiles that exist.
Conjoint meauuremeni data
Conjoint measurement data is a rectangular matrix
with rows, corresponding to the n levels of one variable
and cclumns corresponding to the m levels of another
variable.
21
Each entry is the magnitude of an effect that
arises jointly when the two contributing variables take
on the levels corresponding to the row and column of that
entry.
The level (of one variable) corresponding to
each row is represented by a, poknt on one uni-dimensional
scale, and the level (of the other variable) correspon-
ding to each column is represented by a point on ano-
ther uni-dimensional scale, in such a way that each en-
try becomes a simple, that is linear, combination of the
scaled values associated with its rows and columns,
Under the usual case in which the rule of com-
bination has at least the natural monotonicity properties,
the entries in any row should all differ (if at all) in
the same direction from tne. corresponding entries in
any one other row. The same should hold for the columns.
That is, the entries s (i,j) should approximately satiafy
the constraints that, for any two rows, i and j, and for
any two columns, k and h,
s(i,k)>s(i,h) implies s(j,k)>s(j,h)
and
s(i,k)>s(j,k) implies s(i,h)>s(j,h)
If linearity is assumed, still stronger constraints. of
proportionality of course apply.
22
In this-chapter we have discussed the types of
data. Section 1 was an introduction to the basic con-
cept of the theory of data. A restriction has also been
imposed on the meaning of the term data. This section
also sho-ws the various phases that the researcher has to
go through before the information he collected is called
"data". Section 2 discusses the four kinds of data:
Proximity data, dominance data, profile data and oonjoint
measurement data with rdspect to their underlying models
and their constraints. Profile data is actually assumed
in the construction of our observation matrices.
After the i_itroduction of the basic concept of
the theory of data and the classification of data, we
now come to the Methodology. We will see in the next
chapter how the data matrices are constructed, how they
are deleted, how they are filled in by various methods
and the technique for analyzing the results.
23
3.0 METHODOLOGY
3.1 The Design of Experiment
This study started with observation matrices of
random integers which were to represent data ina real
survey. Each row of the matrices was to represent the
scores of a particular stimulus and the elements of which
were the soores with respect to various variables (that
is attributes). There were many factors which can af-
fect the results of this study. However, owing to limited
resources such as computer time and duration of this study
a six factor design was employed. These factors included
the number of points (that is stimuli), the number of
variables, percentages of data elements to be deleted,
methods of replacing the missing values, the range of
entries of the observation matrices and the dimensiona-
lities of the derived configurations of the multidimen-
sional scaling results. There was no replication in the
data. Two sets of observation matrices consisted of ran-
dom integers running from one to five. The second set,
however, were matrices with dimensions, that is levels
on each of the factors stated above, aorrespond exactly
to the first set but consisted of random integers running
from one to seven.
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The data can be interpreted as observation matri-
ces of profile data in which each row represented the
scores on a particular stimulus. In this way the inte-
gers of that row represented the scores of this parti-
cular point in-different attribute spaces. The referring
of the original matrices to this particular type of data
was that this was the-type-which is often collected in
marketing research for,example brand image studies.
Metric configuration was recovered on the basis of this
model because in the subsequent stages, the nonmetric
multidimensional scaling algorithm TORSCA-9 will be used
and this requfile profile data as input. If-the original
matrices were of some other type, a different-model would
be used and different procedures used to analyze them.
The six factor design.use is
1. Number of points: 10, 15, 20.
2. Number of variables: 10, 15, 20, 25.
3. Percentage of data elements were to be
deleted: 10, 20, 40.
4. Methods of replacing the missing values:
No replacement, medians of columns, means
of columns, regression method.
5. Range of entries in the original matrices:
1-5, 1-7.
6. Dimensionalities of the derived configur-
ations: 3. 4.
The flow of analysis is depicted in Figure 3.1.
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3.2 The Generation of Matrices of
Random Integers
The random integers were generated using the
IRANDOM function available from the subroutine library
of the ICL 1900 computer system. This function was writ-
ten by Bill Brack of the International Computer Limited.
The function made use of the relation:
R(N+l)= R(N)*1953123mod(2GJ)
where
R(N) is the last random integer
R(N+l) is the new random integer
In this way, it generated pseudo-random integers
in the range 1,2...... limit (less than 223). Pseudo-
random integers means that the random integers generated
by this function will be the same if the starting random
integer remained. constant.
Twenty-four matrices of random integers were gen-
erated altogether in accordance with the experimental
PRi 'cr-n_ that is to sv:
1. Number of points: 10, 15, 20.
2. Number of variables: 10, 15, 20, 25.
3. Range of entries: 1-5, 1-7.
These twenty-four matrices represented complete
responses and were used as the basis of deletion and
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comparing different methods of Riling in the missing
elements later on.
After the generation of the integers, the first
question to be answered was: How random were these in-
tegers, that is to say, what was the statistical distri-
bution of these integers? Presumably these integers were
obtained as an outcome of a random experiment. Random
experiment means that the outcome cannot be predicted
with certainty, but the experiment was of such a nature
that the collection of every possible outcome could be
described prior to its performance (3, p. 1). Therefore
two criteria were used to justify whether the integers
thus generated were really random: One, if no recurrence
pattern occurred, and two, if the numbers were evenly
distributed.
To justify the first criterion, the integers gen-
erated were scrutinized visually and the result was that
no recurrence pattern occurred. In order to justify the
second criterion, the statistical distribution was cal-
culated. The results obtained are shown below:
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TABLE 3.2
DISTRIBUTION OF INTEGERS OF
THE FIRST SET OF MATRICES
1 2 53 4OUTCOME
604626 633626661NUMBER OF TIMES OCCURRED
0.2098 0.1987 0.1987 0.2010 0.1917PROBABILITY
0.2 0.20.2 0.2 0.2EXPECTED PROB.
Total Number of Integers= 3150
TABLE 3.3
DISTRIBUTION OF INTEGERS OF
THE SECOND SET OF MATRICES
OUTCOME 21 43
459NUMBER OF TIMES OCCURRED 438 456 433
PROBABILITY 0.1457 0.1390 0.1448 0.1375
EXPECTED PROB 0,143 0.143 0.143 0.143
OUTCOME 65 7
NUMBER OF TIMES OCCURRED 460 455 459
0.1460 0.1413 0.1457PROBABILITY
EXPECTED PROB. 0.143 0.1430.143
A chi square analysis showed that the hypothesis
of equal probability of occurrence of each integer can
be accepted on a five per cent confidence level.
Hence the two criteria for the ranaom aisiri bu
Lion of the integers can be justified on the findings
shown above.
3.3 The Generation of Co-ordinates of Matrices
of Which the Elements Are Deleted
In order to delete the elements of the 24 obser-
vation matrices generated, two parameters were needed.
The row subscript was to identify which stimulus was
deleted while the column subscript was to identify the
attribute of that stimulus that was deleted. This pair
of of integers was the co-ordinate of the missing ele-.
ment.
The co-ordinates of the missing elements were
again generated randomly. The process of generating
random integers was repeated using the function IRANDOM
discussed in Section 3.2. The process this time was
slightly different from the previous section. The row
and column subscripts were generated seperately.and then
merged to form the co-ordinates of the matrices. How-
ever, owing to the limitation of the ICL Statistical
Package (see Section 3.4), additional constraints were
imposed. In the missing data option of the I01 Statis-
tical Package, at least one row of the observation matrix
as required to have complete responses. If additional
constraints were not imposed, it was difficult, in the
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course of generating random co-ordinates, to nave complete
responses in at least one row of the matrix. Therefore,
it was set arbitrarily that there would be complete res-
ponses in the first row of each observation matrix.
That'is to say, the elements of the first row of each
matrix were not deleted in any of the matrices. However,
this limitation does not matter much in the suhsequent
analysis.
The number of co-ordinates generated were in ac-
cordance with the experimental design, that is, 10 per
cent, 20 per cent and 40 per cent. For each of the ori-
ginal matrices the corresponding sets of co-ordinates
were deleted, making the total of-incomplete matrices
seventy-two.
3.4 The Replacement Methods
There were three methods that were used to fill
in the missing data, namely, means of columns, medians
of columns and regression method. The above three methods
plus no replacement, made a total of four.
Inherent in the no replacement option are inter-
point distances which are smaller than those in the other
cases. This is best illustrated by an example. Suppose
the co-ordinates tf the two points A and B are repre-
sented below:
A: (l, 2, 3, 4, 5)
B: (2, 3, 4, 5, 6)
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Then the interpoint distance between A and B is
D= /(1-2)2+(2-3)2+(3-4)2+(4-5)2+(5-6)2
x/5
Now, in the course. of deletion, some of the co-ordinates
are taken away. For the no replacement option, the cavi
ties are left as they were and the interpoint distance
with-respect to this co-ofdinate was not calculated.
Suppose the co-ordinates of A and B now become:
A: (l, 2,, 4, 5)
B: (2 , 3 , 4,, 6)
Then the interpoint distance between A and B becomes:
D= /(1-2)'+(2-3)'+(5-6)L
.r
This makes the interpoint distances smaller than the ori-
ginal ones and therefore makes this method biased to a
certain extent.
To illustrate how the missing values are filled
in by various methods, it is better to turn to the incom-
plete observation matrix:
12 3
21 3
2 1
21 5
The element in the third row and the third column is
missing. That is to say, the third attribute of the third
stimulus is missing.
The means of columns
The scores of elements in the third column are
3, 2 and 5 respectively. Therefore the mean of these
numbers is 3.3. When the nearest integer is taken, 3
is the value of the integer which is used to fill in the
empty cell. The complete matrix now becomes
2 1 3
21 3
2 1 3
21 5
The medians of columns
Since there are three elements altogether in the
third column, the median of column is 3. Therefore 3
is used to fill in the missing value in this case. In
general, the median of a group of numbers is the number
which has 50 per cent of the numbers having values smal-
ler than it and has 50 per cent of the numbers greater
*
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than it. The complete matrix now becomes
12 3
21 3
2 1 3
21 5
The regression method
The filling of missing values by regression me-
thod was done using the ICL Statistical Package, Mark 2.
There were two options for filling in missing values avai-
lable in the Statistical Package. They are the first or-
der and second order regression procedures. First order
means that there is at most one missing value in a row
of an observation matrix while there was more than one
missing value in a row for the second order procedure.
Since the incomplete observation matrices of this study
had more than one missing value in the rows, the second
order was chosen naturally.
In this missing data option of the ICL Statis-
tical Package, at least one row of the observation ma-
trix was required to have complete responses. The rea-
son was that prior to the calculation of the regression
coefficients and the filling in of tt}e missing values,
a cross-product matrix between the rows had to be cal-
culated. This would not function if there were no row
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of complete responses in an observation matrix.
The variable for which there was a missing value
was treated as a dependent variable in a linear regres-
sion model. The matrix equation for the j-th variable
was:
xj= X*b
where X'Iwas the m x n observation matrix excluding the
j-th variable. All the missing values x. in X* were re-
placed by the corresponding value of the estimated x.
The regression coefficients were b. Regression equations
were produced which enabled an estimate for missing value
to be replaced only in terms of these variables which
were actually-present in the observation.
To estimate the missing values by regression
method, the cross product matrix is first calculated by
neglecting the rows which has the missing values. For
the incomplete matrix shown above, the sub-matrix is:
2 1 3
1 23
21 5
The cross-product matrix X'X is calculated. It should
be noticed that there is a row of constant terms of l's
in the transpose matrix X' and a column of l's in the
matrix X. This is because the Y intercept of the regres-
sion equation is treated as one of. the regression coef-
12 31111
211 3112X' X=
21 5121 3
2 53
10643
136 74X'X
196 7
3810 13 19
The above matrix represent the complete cross
product matrix. This cross-product matrix has already
included the variables which have missing values. The
way that this matrix is calculated enables any variable
that has missing values to be estimated and will not
limit the capabilities to the fixed dependent-indep'en-
dent relationship in a general linear regression model.
In this case, the third variable is to be estimated and
therefore the sub-matrix corresponding to the third varia-
ble is used. This matrix is obtained by neglecting all
the cross-product elements involving the third variable.
It is shown below
ficients.
14
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643
6 74
6 147
The inverse of this matrix is found. The inverse
matrix is then multiplied by the transpose of the obser-
vation matrix (neglecting the third variable) and the
column which has the third variable as its elements. The
resulting values are the regression coefficients as ex-
plained above. The values obtained from the above cross-
product matrix are:
8.5
-2.0b=
-1.3
To estimate ,the missing value, the regression
coefficients are multiplied by the variables that are
present. Therefore the estimated number is:
x3 = 8.5x1- 2.0x2.0- 1.3x1.0
3.3
Therefore the incomplete matrix is
2 1 3
21 3
2 1 3
21 5
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3.5 Nonmetric Multidimensional Scaling
The term nonmetric multidimensional scaling re-
fers to models which, given order relations on the inter-
point distances between pairs of points, may be used to
construct a space the axes of which are only recovered
at the level of rank order (1, p. 444). More specifi-
cally, the goal of this analytic method was to derive a
metric structure of an unknown dimensionality on the
basis of nonmetric information about proximity/dissimi-
larity of points, the rank orders of the interpoint dis-
tances in the derived space are equal to the original
proximities/dissimilarities of the points.
There are, of course, other methods for accom-
plishing the same purpose factor analysis is one. But
the characteristic which distinguishes nonmetric multi-
dimensional scaling from other methods is summerized by
the word nonmetric. The goal of nonmetric multidimen-
sional scaling is to obtain a geometric representation
whose distances best reproduce the order of the entries
in the data matrix. The goal of traditional methods, pn
the other hand, is to obtain the value of the entries
in the data matrix (13, p. 251). Since the traditional
methods attempt to reproduce-the value of each entry,
these methods require stronger assumptions of the ori-
ginal data; that is. the entries in the data matrix have
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been measured on a ratio or interval scale. Nonmetric
multidimensional scaling methods, in attempting to re-
produce the order, make weaker assumptions of the data
that is, the entries in the data matrix have been mea-
sured on an ordinal scale.
Basically, nonmetric multidimensional scaling
involves finding a co-ordinate system of points X, whose
associated matrix of interpoint distances, B, closely
matches (in ordinal value of elements) a matrix of (dis)
similarities data, S. The distances, B, are related to
the configuration, X, by some distance function g(X).
Usually the Euclidean distance function is choseno Re-
cent methods of scaling in use today make use of a matrix
of disparities, , which are monotonically related (sym-
bolized by m) to the similarities and a least square
fit (symbolized by) of the distances. The above can
be summarized:
Sm sD = g(X)
The advancement of computer technology and the
development of numerical analysis has reduced the labor
of solving the equations drastically. An iterative pro-
cess is employed in deriving a configuration of points.
The matrix of disparities, is used to find the system
of points. X, which satisfies the above constraints, in
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a series of steps. At the end of each step, ine sysyem
of points estimated in this step is better than the
estimation in the previous steps. The.operation is re-
peated untila-satisfactory result is obtained,
The-above equation describes the end state of the
iterative scaling process. and nat the. method per se.
The recent method of .nonmetric. multidimensional scaling
was introduced by Shepard in a series of pioneering
work (6, 7). This has been carried on by many researcher
for vigorous development since then,
The configuration, X, which is the co-ordinates
of the points in the space currently under analysis, and
the parameters of the distance function, g, constitute
the model of the data. The various representation of
X (tables, graphs, projections onto vector or planes)
may help the researcher discover meanin,ful relation-
ships between the stimuli, their attributes, and the cog-
nitive and perceptual systems of the subjects. The mo-
del may be symbolically represented by the pair (g, X).
The distance function is an important component
of the model. If the data were scaled according to the
above formula and the interpoint distances in the con-
figuration X fit the data very closely, it implies that
the data were measured according to the same function g.
In model construction in psychology, the researcher typi-
cally does not know what measurement function is being
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used when he records responses, for example, when the
researcher requests a subject to report a number in a
specifified range that corresponds to the subjective simi-
larity of blue and black chips. Owing to this uncertainty
he may wish to scale the data according to several dif-
ferent distance functions, g1, g2, and g3, and select
the model (gi, Xi) from among the resulting models (gi.Xi),
(g2, X2) and (g3, X3)o He selects the model which best
fits his data and promises meaningful interpretation,
The function g 1, g2 and g3 may differ from one another
with regard. to dimensionality or in more basic ways dis-
cussed by Young (15, 16, 17). Whichever Xi. is selected
the configuration X is an approximation of an hypothe-
sized true configuration X* The function g is an es-
timate of a ture measurement function . To clarify this
let us enlarge the above expression to
implies there is an error in thewhere the symbol
measurement.
Involved in the multidimensional scaling algori-
thm is model evaluation. To evaluate the adequacy of one
or several modelsa measure of goodness of fit of the
data to the model as needed. Two such measures are called
stress and metric determinacy.
(X*) ≈ S m △ ∽ D =g(X)
( ≈ )
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Goodness of fit is commonly esiimazea Dy nrub-Fu
stress which is a function of the discrepancy between all
corresponding elements of the iterated disparities matrix.
Stress=
and the derived distance matrix D.and d are elements
and D respectively.of
The other measurement of goodness of fit, metric
doterminacy, deocribes the degree of the corresponding
between X and X*. It is not known, of course, to the
researcher but it can be observed in Monte Carlo inves-
tigation where X* is known. Metric determinacy M, is
defined by Young (18)o If f is the Euclidean distance
fucnction of appropiate dimensionality, then f(X*)=Et
and f(X)=Ed where Et and Ed are.the vectors of Euclidean
distances in the true and derived configuration, respec-
tively. M is the square of the product moment correlate
Lion between Et and Ed.
Metric determinacy reflects the degree of success in ob-
taining a ratio scaled derivdd configuration, X, from
the ordinal information in the (dis)similarities matrix S.
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3.6 The Algorithm for Analysis
After the incomplete matrices were filled in by
various methods, the interpoint distances between the
stimuli were computed. These interpoint distances are
essentially. the proximity/dissimilarity between the points
obtained in judged dissimilarities in marketing research
studies. The sets of interpoint distances were used as
input data to the nonmetric multidimensional scaling
algorithm. The sets of configurations were obtained by
applying the Young-Torgerson nonmetric scaling algorithm,
TORSCA-9 (14).
Briefly, the algorithm is a two-phase algorithm.
The first phase attempts to construct (by quasi-nonmetric
means) the best possible initial configuration and the
second phase attempts to find (by nonmetric means) the
best possible set of distances.
More specifically, the first phase is a quasi-
nonmetric modification of the metric scaling algorithm
first proposed by Torgerson (13). The metric scaling
algorithm assumes that the distance between the stimuli
exists, and that the investigator desires to determine
the Euclidean co-ordinates of the axes. In this deri-
vation, Torgerson proves that the eigenvectors of the
matrix whose elements are
43
where
dij=distance between stimuli i and j
are the desired co-ordinnate vectors of the Euciidean
space. The quasi-nonmetric algorithm replaces the dis-
tances involved in the above equation directly with the
dissimilarities. Through the use of the metric qualities
implied by the dissimilarities, they dre converted to
scalar products and the eigenroots and vectors are obtained
Euclidean distances are computed from the resulting con-
figuration and the best monotonic transformation of the
dissimilarities is computed. The monotonically transformed
dissimilarities then replace the distance involved in the
above equation, and the process is iterated until an in-
de.x of nonmetric fit similar to Kruskal's stress is maxi-
mized. The configuration whose distances best fit the
monotonically transformed dissimilarities is then taken
to be the initial configuration for the second configura-
tion. The second algorithm is equivalent to one propesed
by Kruskal (4).
The first algorithm is referred to as "quasi-non-
metric because both the metric and the nonmetric quali-
ties of the dissimilarities are used by applying the above
equation, and the nonmetric qualities are used by computing
a monotonic transformation on each iteration,
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To summarize-this-chapter,we begin with the de-
sign of an experiment. The factors of the design are
number of points, number of variables, percentages of
elements are deleted, methods of replacing the missing
values, range of entries in the original matrices and
dimensionalities of the derived configurations. Sec-
tion 2 concerns the generation of matrices of random in-
tegers. A chi square test is employed to see whether
the outcomes of the random number generator are really
random. The answer is affirmative at a five per cent
confidence level. The integers are also checked for any
recurrence pattern and the result is negative. Thus the
integers are really random. Section 3 discusses how the
elements are deleted and Section 4 illustrates the repla-
cement methods. In Section 5, the theory on nonmetric
multidimensional scaling is briefly discussed. Following
Section 5 is a description of the algorithm of analysis--
the TORSCA-9 program. The various stages of computing
are mentioned.
We now come to the Results and Analysis.
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4.0 RESULTS AND ANALYSIS
4.1 ResuiTs
When the incomplete matrices were filled in by
the medians of columns, the means of columns and by re-
gression procedure, they were ready for analysis. The
interpoint distances of the original matrices, the incom-
plete matrices and the above three sets of matrices were
pcalculated. The outcomes of this process were the dis-
tance matrices, the elements of which were the difference
of one stimulus from the other. All the distance ma-
trices were used as input data fro the nonmetric multi-
dimensional scaling algorithm, the TORSCA-9. As it was
explained in Section 6 of Chapter 3, the algorithm was
a two-phase algorithm--the first phase attempted to cons-
truct the best initial configuration and the second phase
attempted to to find-the best.possible set of, distances.
Two integers were needed to specify the numbers of itera-
tions in these two phases. ewas actually chosen for
the first phase while 100 was chosen for the second part.
These numbers were chosen on the basis of limitations in
computer time.
The sets of derived configurations of points,
which were now in Euclidean space, were obtained. Three
and four dimensional spaces were chosen for analysis.
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The derived configurations themselves cannot be used as
the basis of direct comparison because the orientation
is arbitrary. Only when the configurations are properly
rotated can the orientation of points be used for com-
paring different results obtained from these sets of dis-
tance matrices.
However, the interpoint distances of the sets of
points in the derived spaces are strictly invariant un-
der rigid rotation of the entire configuration of Points.
Therefore, the interpoint distances of the derived con-
figurations were used as values of comparison. The word
value was underlined because the points were now in
Euclidean spaces and the distances now obeyed the tri-
angular inequality.
The interpoint distances of the derived configura-
tions were then calculated. The interpoint distances
obtained from the multidimensional scaling results of
the various methods were compared with the results of
the original matrices. For this purpose, the correlation
coefficients between the interpoint distances from the
resulting configurations of the original matrices and
the corresponding matrices of the four replacement me-
thods were claculated. The final results are depicted
in Appendix I.
The correlation coefficients of the results of
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various methods are comparea. It can oe seun that the
correlations of the 10 per cent error are around 0.7, of
20 per cent error are around 0.6 and 0.4 for 40 per cent
error. At first sight, the number of points, number of
variables and dimensionality do not seem to affect the
results very much.
To compare the different methods, scores one are
assigned to the methods having the highest correlation,
two to the second highest and so on. The results are
compared in terms of number of points, number of varia-
bles, percentages of error, range of entries in the ori-
ginal matrices and dimensionalities of the derived con-
figurations.
4-2 The Effect of Number of Points
TABLE 4..1
EFFECT OF POINTS ON SCORES
OF VARIOUS METHODS
POINTS NO REPL MEDIAN MEAN REGRESSION
10 151 103 93 133
15 144 108 79 149
20 149 104 68 154
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As shown in the above table, the results obtained
by filling in the means of columns are the lowest among
all the other methods, that is, it is the best method
in replacing the missing values. This is independent
of the number of points. The second best method is the
medians of columns. This is also independent of the
number of points. The results obtained by the regression
procedure,and the no replacement option are more or less
the same and are the worst of all.
4.3 The Effect of Number of Variables
TABLE 4.2
EFFECT OF VARIABLES ON SCORES
OF VARIOUS METHODS
REGRESSIONMEANMEDIANNO REPLVARIABLES
13283 5310 92
104668110915
105628410920
12358108 7125
As shown in the above table, the scores obtained
by filling in the means of columns are the lowest among
all when the correlation coefficients are compared for
different number of variables. However, the number of
49
variables does not seem to affect the scores very much
because the corresponding scores for the 10 variables
of the means of columns option were 53, 66 for 15 varia-
bles, 62 for 20 variables and 58 for 25 variables. The
seconf best method is still the medians of columns op-
tion. This is also independent on the number of varia-
bles. The regression procedure shows slightly worse
results than the no replacement option this time.
4.4 The Effect of Percentages Error
TABLE 4.3
EFFECT OF PERCENTAGES ERROR ON SCORES
OF VARIOUS METHODS
REGRESSIONMEANMEDIANNO REPLERROR
1447910914810 p,pco
148103 7415520 p.c.
1458810514240 p.c.
From Appendix I, it can be seen that the corre-
lation coefficients of the various methods are around
0.7 for 10 per cent error, 0.6 for 20 per cent error and
0.4 for 40 per cent error, irrespective of the number of
points, number of variables, range of entries in the ori-
ginal matrices and dimensionalities of the derived con-
figurations.
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The above table shows that the scores of the
means of columns is still the lowest among the other
methods, irrespective of the number of percentage errors.
The seconf best method is still the medians of columns
option and the results are also independent on the per-
centage.:errors. The scores of the regression procedure
and no replacement option are quite close to each other.
4.5 The Effect of Range of Entries
TABLE 4.4
EFFECT OF RANGE OF ENTRIES ON SCORES
OF VARIOUS METHODS
REGRESSIONIVIEANMEDIANNO REPIRANGE
219155 1102361-5
2181311622091-7
The above table shows that the results obtained
by filling in the means of columns is the best among all
and this is independent of the range of the elements of
the matrices. The results obtained by filling in the
medians of the columns is still the second best method.
The worst methods are the regression procedure and the
no replacement option.
4.6 The Effect of Dimensions
TABLE 4.5
EFFECT OF DIMENSIONS ON SCORES
OF. VARIOUS METHODS
DIM NO REPZ MEDIAN MEAN REGRESSION
224 2171161634
220 152 124 2243
It can be seen from Table 4.5 that the scores
are lowest for the results obtained by filling in the
means of columns for both three and four dimensions ca-
ses. This was followed by the filling in the medians of
columns. The regression procedure and the no replace-
ment option show similar results and have the highest
scores in the two dimensions.
Hence, from the above tables, it can be inferred
that the means of columns is the best method,for filling
in the missing values. This is followed by the medians
of cloumns. The method is applicable for any number of
points, number of variables, percentages of error, range
of entries in the original observation matrices and the
dimensionalities of the derived configurations.
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4.7 Frequency of Ranks
TABLE 4.6
FREQUENCY OF RANKS
1 2 3 4
2113NO REPI, 5951
1160MEP IAN 3934
21 2MEAN 4873
33REGRESSION 24 15-
Table 4.1- 4.5 have some drqwbacks because the
scores are added and inferences are based on the sum of
scores. Serious distortion of results may occur if the
allocation of scores were made differently. Table 4.6
tries to bridge this gap. The frequency of ranks are
counted instead.
This table shows similar results with the means
of columns option having the highest number of scores
one and it is followed by the medians of columns option.
These results confirm that the means option does not
accumulate its lowest scores by having not too many one
but scores two.
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4.8 Comparison of Stress Values
As a test of the significance of the multidimen-
sional results, the stress values are analysed. These
stress values are shown in Appendix II. As it was men-
tioned in Section 1 of this chapter, the algorithm
TORSCA-9 is a two-phase algorithm and the number of itera-
tions chosen for the first and second phases were 5 and
100, in view of limitaion in computer time.
In general, it is thought, the lower the stress
value the better the data fit the model (see Section 5
and 6 of Chapter 3). For a given set of fallible data,
however, and models of increasing dimensionality, the
stress value necessarily becomes smaller. This is be-
cause a greater of parameters (co-ordinates of points
in the derived space) are estimated from the same set
of input data and there is a•-considerable increase in
the degree of freedom. Kruskal suggests a model with
the stress less than 0.025 be considered of excellent
fit, 0.050 good and 0.100 fair. A critical stress value
that is acceptably small is not precisely determinable
but is subject of several current Monte Carlo investi-
gations (10).
Table 4.7 shows that the stress values of the
original observation matrices as functions of number of
points, number of variables, dimensionality of the deri-
ved space and range of scores in the original matrices.
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Table 4.8 to. 4.l2 compare the stress values of the com-
pleted matrices filled in by the four methods with res-
pect,to number of points, number of variables, percentage
of error, dimensionality of the derived space and range
of scores in the original matrices.
For each set of matrices, the stress values are
consistent with the results obtained by Young (18).
1. The stress values increase with number
of points, number of variables and percentage of error.
2. The stress values decrease with dimen-
sionality of the derived space.-
3. The stress values are independent of the
range of entries in the original matrices.
The frequencies of range of stress values with
the original matrices are shown below:
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TABLE 4.7
FREQUENCY OF RANGE OF STRESS VALUES
WITH ORIGINAL MATRICES
0.051-0.100BELOW 0.051 ABOVE 0,100POINTS
8 110 7
88015
13020 3
VARIABLES
6210 4
6115 5
2 620 4
h225 4
DIMENSION
144 7 3
0 173 7
RANGE
10 111-5 3
111-7 4 9
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Comparison of stress Values of the Methods
by Number of Points
TABLE 4.8
FREQUENCY OF RANGE OF STRESS VALUES
BY NUMBER OF POINTS AND
METHOD OF REPLACEMENT
BELOW 0.051POINTS METHOD 0.051-0.100 ABOVE 0.100
22 2610 NO REPL 0
MEDIAN 11631
28MEAN 20 0
REGRESSION 2127 0
25NO RE PL 2315 0
MEDIAN 6 23 19
0MEAN 29 19
REGRESSION 0 29 19
NO RE PL 020 7 41
MED IAN 19 290
MEAN 0 18 30
REGRESSION 0 16 32
This table shows that the stress values are more
or less the same for the three options excluding the no
replacement. The stress values of.the no replacement op-
tion are a little bit higher than the rest when the me-
thods are compared. There is a general trend of increa-
sing stress values with the number of points, irrespec-
tive of the method of replacing the missing values.
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Comparisonn of Stress Values of the Methods
bar Number of Variables
TABLE 4.9
FREQUENCY OF RANGE OF STRESS VALUES
BY NUMBER OF VARIABIES AND
METHOD OF REPLACEMENT
0.051-0.100 ABOVE 0.100BELOW 0.051VARIABLES METHOD
7NO REPI 13 1610
14 8MEDIAN 1.4
19MEAN 99
216REGRESSION 9
14 17NO REPI,15 5
12 1212MED IAN
15MEAN 7
13 158REGRESSION
16NO REPL 1520 5
15MED IAN 147
15 13MEAN 7
15REGRESSION 167
NO REPL 136 1725
15MEDIAN 174
6 12MEAN 18
1415REGRESSION 5
14
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Table 4.9 shows that the stress values of the
threee methods, medians of columns, means of columns and
regression procedure fall in approximately equal ranges.
The stress values of the no replacement option still
are a little bit higher than the other three methods but
the differences are not so distinct as in the comparison
by number of points.
The stress values also increase with the number
of variables but the rate is considerably less than those
of the previous table.
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Comparison of Stress Values of the Methods
by Percentage of Error
TABLE 4.10
FREQUENCY OF RANGE OF STRESS VALUES
BY PERCENTAGE OF ERROR AND
METHOD OF REPLACEMENT
ABOVE 0.100BELOW 0.051PERCENTAGE METHOD 0.051-0.100
NO REPI 22 18810
162511MEDIAN
25 158MEAN
1526REGRESSION 7
2416NO RE PI 82'0
1916MEDIAN 11
10 20 18MEAN
2119REGRESSION 9
248 16NO REPL40
,5 17 14MEDIAN
1522MEAN 11
142310REGRESSION
The above table shows that the stress values in-
crease with the percentage of error for the no replace-
ment option. This is consistent with the Young study (18).
The stress values of the remaining three methods
are more or less the same. There is no general teend of
stress values with respect to the percentage of erroro
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Comparison of Stress Values df the Methods
by Dimension of the Derived Lace
TABLE 4.11
FREQUENCY OF RANGE OF STRESS VALUES
BY DIMENSION AND METHOD
OF REPLACEMENT
BELOW 0.051 0.051-0.100 ABOVE 0.100DIMENSION METHOD
1821 33NO REPL4
1126MEDIAN 35
24MEAN 41 7
621REGRESSION 45
240NO REPL 483
MED IAN 1611 45
24MEAN 435
23REGRESSION 5 44
The above table shows that the stress values for
each individual method decrease with the dimensionality
of the derived space. This is because a greater number
of parameters (co-ordinates of points in the derived space)
are estimated from the same set of input data and there
is a considerable increase in the degree of freedom.
The stress values of the no replacement option
still heads the remaining options but the difference is
not very great. While the stress values for the remaining
three methods are more or less the same.
Comparison of Stress Values of the Methods
by Range of Entries in the Ordinal Matrices
TABLE 4.12
FREQUENCY OF RANGE OF STRESS VALUES
BY RANGE OF ENTRIES AND
METHOD OF REPLACEMENT
RANGE METHOD BELOW 0.051 0.051-0.100 ABOVE 0.100
1-5 NO REPL 11 28 33
MEDIAN l9 21 32
MEAN 14 30 28
REGRESSION 14 30 28
91-7 NO REPL 9 29 33
MEDIAN 18 2430
MEAN 15 35 22
REGRESSION 12 38 22
The above table shows that the stress values are
independent of the range of entries in the original ma-
trices. The st ess values of the no replacement option
still exceed those of the other options but the differ-
ence is not very significant. No interpretable differ-
ence is onserved among the stress values of the three
methods, medians of columns, means of columns and regres-
sion procedure
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4.9 Discussion.
The interpoIint distances calculated for the no
replacement option are deflated to a certain extent.
The cavities are left as they were and the corresponding
interpoint distances along this attribute was not cal-
culated. This may be the reason why the correlation
coefficients obtained from this option are so low.
The results obtained by the reg-ession procedure
are not gE.ite satisfactory. Even though the original
data are random integers, the co-:relation between the
columns are still not zero. This regression procedure
is to extract the correlation between the variables and
use them to fill in the missing values. Therefore, it
was expected that-better-results could be obtained by
the procedure. It may Y--,due to the fact that some of
the values that have been calculated to replace the mis-
sing values are out of the predetermined range.
One of the drawbacks of the present study is that
the inferences are based on the specific technique of
analysis used, the multidimensional scaling. It should
be noticed that the results a::e applicable if this tech-
nique is used. If other techniques are used, the methods
of filling in the missing values should be tested by those
techniques instead.
There are many methods which can be employed in
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filling in the missing values. But owing to the limi-
tations in the resources, only four methods are selected.
This does not mean that other methods are not applicable
in any way. If it is possible in the future, the experi-
mental design should be enlarged so that a more complete
analysis can be done. Other techniques can also be used
for comparison, together with multidimensional scaling.
We now come to the final chapter, Chapter 5.
Here we will summarize the findings of this study.
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5.0 CONCLUSION
This study is to aid the marketing researchers
who have the problem of missing values in their survey
data. Without using the results of this study, these
missing values can still be handled, even though the
methods are not very helpful. These methods are not
quite economical too because either additional'costs
are incurred, such as conducting a follow-up interview
when the respondents can be traced backward or a loss
of information, if the incomplete questionnaires or ques-
tions are not used. Or else, these missing values are
simply.neglected in the-..analysis. In this way, the
techniques which require complete responses will not be
applicable. Therefore, it is better to fill in the mis-
sing data by artificial numbers so that these question-
naires are complete.
In this study, several methods are suggested for
filling in the missing values. The results after the
substitution are then compared. It is to see which set
of complete data best resembles the original data. This
method of replacing the missing values can then be recom-
mended for subsequent situations.
This study first started with two sets of obser-
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vation matrices of integers that were generated randomly.
These sets of matrices were to represent data that are
obtained from actual marketing research. Each row of
these matrices represented the scores of a particular
stimulus and the elements of each row were the scores on
various' attributes of that stimulus. The reason that
random-integers were used instead of a known configura-
tion of stimuli wag that we assumed that these variables
represented entirely different characteristics of the
stimuli and hence these variables were, in statistical
sense, independent on each other. If we started with a
known configuration, that is to say, real survey data,
it might occur that two or more variables do represent
similar characteristics and this would favor certain me-
thod of filling in the missing values, for example, re-
gression' procedure, The results obtained would be biased
and this would limit the applicability of the results.
The data, were assumed to be a rather particular
type, calle profile data. Profile data was chosen in
the data construction because it is the kind of data
which is often collected in marketing research. There
are four types of data, according to the Shepard classi-
fication. They are called proximity data, dominance
data, profile data and conjoint measurement data. Each
of them represents a different model, has different cons-
66
traints and different identifiable proper ties. Usually,
profile data is arranged in the form of a rectangular
matrix, the rows of which corresponds to the stimuli
and the columns correspond to the variables. These vari-
ables are considered to be profiles characterizing the
stimuli. Graphically, these stimuli are represented by
points in a psychologival space and the scores of vari-
ables of each stimulus are the co-ordinates'of the point
in this psychological space.
In conducting this study, a six-factor experi-
mental design was employed. The configuration of this
design was:
1. Number of points:. 10, 15, 20.
2. Number of variables: 10, 15, 20, 25.
3. How many data elements were to be deleted:
10 per cent, 20 per cent and 40 per cent.
4. Method of replacing the missing values:
No replacement, means of columns, medians
of columns, regression methods.
5. Range of entries in the original matrices:
1-5, 1-7.
6. Dimensionality of the derived configura-
tion: 3, 4.
The first step in the study was the data construc-
tion. The data were in the form of observation matrices
which were consisted of random integers. Twenty four
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observation matrices were generates in accoraance wizn
the experimental design. These matrices were the error
free matrices and were used as the basis of deletion and
comparing different methods of replacing the missing va-
lues. Before going one step further, a chi square test
was employed to see whether these ran-
dom integers were evenly distributed. The result for
this test was positive. Also no recurrence pattern was
notired from the outcome of the IRANDOM function. These
two tests showed that the random integers thus generated
were really random.
Then the two sets of random integers were gener-
ated.again using the IRANDOM function. These two sets
of integers were used to denote the row subscripts and
the column subscripts of the elements in the observation
matrices which were to be deleted. These integers were
generated separately and then merged together to form
the co-ordinates of the missing elements. The percen-
tage errors in the experimental design determined the
total number of such pair of integers. Owing to the
limitation of the ICL Statistical Package, of which the
regression procedure was used to fill in the missing va-
lues, additional constraints were iMposed. The first
row of each observation matrix was not deleted. There-
fore, the set of row subscripts did not contain any one's.
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After these pairs of integers were formed, the observa-
tion matrices were deleted. There were totally seventy
two incomplete matrices altogether.
The set of incomplete matrices were filled in
by means of cd.lumns, the medians of columns and by re-
gression procedure. These completed matrices were ready
for analysis. The interpoint distances of the original
matrices, the incomplete matrices and the above completed
matrices were first calculated. The interpoint distances
obtained from the no replacement option was deflated to
a certain extent because the empty cells in each row
were left as they were and the interpoint distances cor-
responding to these cells were not calculated. It can
be predicted that this method is not a very good one.
These interpoint distances were arranged in the
form of triangular matrices, the elements of which were
the differences, and in psychological term, dissimilari-
ties, between one stimulus from the other. These distan-
ces were used as input data for the nonmetric multidimen-
sional scaling algorithm, the TORSCA-9 program. The sets
of derived configurations of points, which were in Eu-
clidean space, were obtained. The dimensions of the con-
figuration spaces were three and four, according to the
experimental design.
Since the derived configurations of points were
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were generate by iterative processes, the orientation
of axes was arbitrary. The resulting configurations of
points themselves therefore cannot be used as the basis
of comparison. But by a well known theorem in geometry,
the interpoint distances in the derived space were inva-
riant under rigid rotation of the configurations of points.
The interpoint distances in the derived space were there-
fire used as values of comparison. For this purpose,
the correlation coefficients between the interpoint dis-
tances from the resulting configurations of the original
matrices and the corresponding matrices of the four re-
placement methods were calculated.
The correlation coefficients of the resulting
interpoint distances were compared. To summarize the
results:
1. The correlation coefficients of the 10
per cent error were around 0.7, of 20 per cent error were
around 0.6 and 0.4 for 40 per cent error. This was inde-
pendent of the number of points, number of variables,
range of entries in the original matrices and the dimen-
sionality of the derived configurations.
2., To compare the various methods, scores
one were assigned to the method which had the highest
correlation coefficients, two for the second best, and
then three and four respectively. It was found that the
means of columns option was the best method. It was also
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independent of the number of points, number of variables,
percentages of elements that were missing, range of en-
tries in the original matrices and the dimensionality of
the derived configurations.
There are many drawbacks to this study. First
of all, profile data is used in the data construction.
Some other types of data could have been assumed instead.
however, profile•data is the type of data which missing
data are most frequently found during the course of data
collection in marketing research.
The study is further constrained by the experi-
mental design. In particular, there are many other me-
thods which can be employed in filling in the missing
values. The four methods selected are not suppose to
exhaust all the possible alternatives, it is rather a
limitation of resources. If it is possible in the future,
the experimental design should be enlarged so that a more
complete analysis can be done.
The last point is that the inferences drawn from
this study are based on the specific technique, the multi-
dimensional scaling, used for comparing the different me-
thods. It should be noticed that the results are appli-
cable if this technique is used. If other techniques
are used, the methods of filling in the missing values
should be tested by those techniques instead.
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However, even this study is constrained by the
above limitations, it is hoped that the results of this
study can serve the marketing researchers when they have
problems of missing data in the future.
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APPENDIX
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APPENDIX I
CORRELATION COFFFTCIEFTS OF
VARIOUS METHODS
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ange of Integers: 1-5
DINTS VAR PERCENT DIM NO REPL MEDIAN MEAN REGRESSION RANKS
10 10 10 4 0.749415 0.922954 0.877295 0.797459
10 10 10 3 0.751072 0.748783 0.766483 0.789151
OINTS VAR PERCENT DIM NO PFPL MEDIAN MEAN REGRESSION
10 10 20 4 0.659871 0.778663 0.759440 0.761198
10 10 20 3 0.690926 0.756399 0.786717 0.813619
OINTS VAR PERCENT DIM NO PFPL MEDIAN MEAN REGRESSION
10 10 40 4 0.363429 0.447728 0.479567 0.236452
10 10 40 3 0.396187 0.420247 0.490888 0.264762
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RANKSMEAN REGRESSIONNO RFPL MEnIANCNTS VAR PERCENT DIM
3 1 2 40.717333 0.727187 0.727187 0.70795210 15 10 4
4 1 2 30.502366 0.599282 0.59222410 15 10 3
RANKSNO RFDL MEDIAN MEAN REGRESSIONROTNTS VAR PERENT DTM
4 2 3 10.48904 0.604833 0.602909 0.63488810 15 20 4
4 3 2 10.487706 0.506961 O,538110 0.60974110 15 20 3
RANKSNO RFPI. MEDIAN MEAN REGRESSIONINTS VAR PFRCENT DIM
4 2 3 10.301229 0.384283 0.378361 0.44331310 15 40 4
4 3 1 20.413770 0.422337 0.438642 0.43010610 15 40 3
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RANKSNO RFPL MEDIAN MEAN REGRESSIONDENTS VAR PFRCENT DIM
I
2 3 1 40,837799 0.833183 0.839502 0.77044910 20 10 4
3 1 2 40.609311 0.874322 0.710312 0.55100810 20 10 3
RANKSNO RFPL MEDIAN MEAN REGRESSIONUINTS VAR PFRENT DIM
4 3 1 20.565037 0.593774 0 651496 0.60716110 20 20 4
4 1 2 30.484908 0. 563048 0.551029 0.53742410 20 20 3
RANKSNO RFPL MEDIAN MEAN REGRESSIONPiTNTS VAR PERCENT DIM
4 3 1 20.270801 0.356756 0.464365 0.36230740 410 20
4 1 2 30.154125 0.258455 0.252317 0.22623810 20 40 3
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RANKSNO RFPL MFDIAN MEAN REGRESSIONDNTS VAR PFRCENT DIM
2 3 1 40.830548 0.820114 0.908809 0.7358580 25 10 4
3 2 1 40.712804 0.731153 0.827543 0.63025810 25 10 3
NO RFPL MEDIAN MEAN REGRESSION RANKSIUNTS VAR PERCENT DIM
3 2 1 40.540980 0.607603 0.627494 0.43945510 25 20 4
3 1 2 40.484993 0.504457 0 488932 0.29704910 25 20 3
NO RFPL MEDIAN MEAN REGRESSION RANKSNTNTS VAR PFRCENT DIM
3 1 2 40.314552 0.410016 0.355679 0. 13804910 25 40 4
3 1 2 40.410934 0.496819 0.452222 0.16522610 25 40 3
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RANKSNO RFPL MEI)IAN MEAN REGRESSIONDNTS VAR PFRCENT DIM
3 2 1 40.817152 0.870602 0.908848 0.67100315 10 10 4
3 1 2 40.753571 0.829144 0.813088 0.57544515 10 10 3
NO RFPL MFDIAN MEAN REGRESSION RANKSDNTS VAR PFRCENT DIM
4 2 1 30.610456 0.706221 0.733739 0.65354015 10 20 4
4 2 1 30.609753 0.682079 0,705868 0.65060815 10 20 3
NO RFPL MEDIAN MEAN REGRESSION RANKSINTS VAR PERCENT DIM
3 1 2 40.397230 0.438431 0.423699 0.37026615 10 40 4
4 2 1 30.337430 0.391135 0.431521 0.36291715 10 60 3
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RANKSNO RFPL MEDIAN MEAN REGRESSION)NTS VAR PFRCENT DIM
3 4 2 10.771976 0.748695 0.809296 0.8330225 15 10 4
4 3 2 10.642489 0.772349 0.777592 0.83427515 15 10 3
NO RFPL MEDIAN MEAN REGRESSION RANKSDNTS VAR PERCENT DIM
15
1 3 2 40.780983 0.665439 0.732678 0.51094815 15 20 4
3 4 1 20.473114 0.452408 0.52.0664 0.47449015 15 20 3
RANKSJINTS VAR PERCENT DIM NO RFPL MErIAN MEAN REGRESSION
1 3 2 40.466234 0.250616 0.397001 0.19510715 15 40 4
1 3 2 40.402812 0.200512 0.293712 0.10331815 15 40 3
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ONTS VAR PERCENT DIM NO PFPL MEDIAN MEAN REGRESSION RANKS
5 20 10 4 0.805097 0.803040 0.879543 0.917333 3 4 2 1
5 20 10 3 0.655886 0.712035 0.874158 0.873623 4 3 1 2
NTS VAR PERCENT DIM NO PFPL MEDIAN MEAN REGRESSION
15 20 20 4 0.664428 0.725735 0.760416 0.703799
15 20 20 3 0.643913 0.716118 0.728973 0.697588
INTS VAR PERCENT DIM NO PFPL MEDIAN MEAN REGRESSION
15 20 40 4 0.215113 0.415146 0.394117 0.380762
15 20 40 3 0.223247 0.351848 0.333141 0.415905
81
RANKSNO RFPL MFnIAN MEAN REGRESSIONNTS VAR PFRCENT DIM
4 3 1 20.784667 0.807615 0.844827 0.8229445 25 10 4
3 1 2 40.843716 0.886386 0.848004 0.8298625 25 10 3
RANKSNO RFPL MFDIAN MEAN REGRESSIONANTS VAR PERCENT DIM
3 1 2 40.545888 0.584900 0.570425 0.46724815 25 20 4
3 1 2 40.526046 0.619683 0.551612 0.43265915 25 20 3
NO RFDL MFOIAN MEAN REGRESSION RANKSDINTS VAR PFRrENT DIM
4 2 1 30.406532 0.54040 0,563648 0.52034315 25 40 4
4 2 1 30.321740 0.555400 0.555745 0.542949115 25 40 3
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RANKSNO RFPL MEDIAN MEAN REGRESSIONCNTS VAR PFRCENT DIM
4 1 2 30.781311 0.839894 0.830229 0.81813120 10 10 4
4 2 1 30.754877 0.829705 0.833804 0.79529420 10 10 3
NO RFDL MEDIAN MEAN REGRFSSION RANKSINTS VAR PFRCFNT DIM
4 2 1 30.639637 0.708297 0.723759 0.654042420 10 20
0.633701 0.588213 0.652408 0.499260 231420 10 20 3
RANKSNo RFPL MEDIAN MEAN REGRESSIONINTS VAR PFRCLNT DIM
3 2 1 40.419692 0.424374 0433788 0.28615020 10 40 4
1 2 3 40,410103 0.404497 0.369459 0.22572420 10 40 3
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RANKSNO RFPL MEDIAN MEAN REGRFSSION)NTS VAR PERCFNT DIM
4 2 1 30.842493 0.884330 0.912224 0.8447020 15 10 4
3 2 1 40.752007 0.8R1032 0.912820 0.74785420 15 10 3
NO RFDL MFDIAN MEAN REGRESSION RANKSqNTS VAR PFRCENT DIM
2 4 1 30.696051 0.645206 0 702633 0.066595420 15 20 4
2 3 1 40.613523 0.554511 0.629172 0.53446120 15 20 3
RANKSNO RFPL MEDIAN MEAN REGRESSIONINTS VAR PERCENT DIM
3 1 2 40.439870 0.565286 0.529199 0.41008920 15 40 4
3 2 1 40,455330 0,554744 0.555283 0.39583620 15 40 3
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) RANKSNO RFPL MEnIAN MEAN REGRESSION)NTS VAR PERCENT DIM
)
10 3 2 1 40.854623 0.864938 0.878839 0.69172310 20 10 4
3 2 1 40.711863 0.725844 0.749266 0.66049320 20 10 3
RANKSNO RFPL MEDIAN MEAN REGRESSIONONTS VAR PERCENT DIM
4 2 1 3554869 0.63493 0.695124 0.59720220 20 2O 4
4 2 1 30.604807 0.712809 0.146104 0.62443720 20 20 3
No RFPL MEDIAN MEAN REGRESSION RANKSINTS VAR PFRrENT DIM
4 2 1 30.384165 0.443145 0.470855 4.43323520 20 40 4
4 3 1 20.322066 0,385305 0.447465 0.39871520 20 40 3
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RANKSNO RFPL MEDIAN MEAN REGRESSIONONTS VAR PERCENT DIM
4 2 1 30.767573 0.795811 0.800869 0.7956030 25 10 4
4 2 1 30.777296 0.846533 0.867200 0.8010710 25 10 3
NO RFVL MEDIAN MEAN REGRESSION RANKSONTS VAR PFRCFNT DIM
4 1 2 30 538779 0.744920 0.720344 0.57883720 25 20 4
4 1 2 30.493743 0.685535 0.634989 0.53966120 25 2O 3
RANKSNO RFDL MEDIAN MEAN REGRESSIONITNTS VIAR PERCENT DIM
2 3 1 40.677796 0.666785 0.706114 0.44501520 25 40 4
2 3 1 40.620570 0.600534 0 640260 0.39653520 25 40 3
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ge of Integers: 1-7
RANKSNO RFPL MEDIAN MEAN REGRFSSION)NTS VAR PERCENT DIM
3 2 1 40.778119 0.806391 0.825468 0.7676130 10 10 4
4 2 1 30.731866 0.818021 0.875600 0.76520310 10 10 3
RANKSNO RFPL MESIAN MEAN REGRESSIONONTS VAR PERCENT DIM
4 2 1 30.784170 0.811656 0 840157 0.80208210 10 20 4
2 1 3 40.777951 0.784943 0.666839 0.64524810 10 20 3
NO RFPL MFDIAN MEAN REGRESSION RANKSINTS VAR PERCENT DIM
1 4 3 20.477839 0.313267 0.322406 0.34611910 10 40 4
1 2 4 30.403804 0.402586 0.343929 0.34533610 10 40 3
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ONTS VAR PERCENT DIM NO REPL MEDIAN MEAN REGRESSION
RANKS
0 15 10 4 0.918703 0.927968 0.931500 0.901731
3 2 1 4
0 15 10 3 0.842375 0.895742
0.809437
0.810742 2 1 4 3
ONTS VAR PERCENT DIM NOREPL MEDIAN MEAN REGRESSION
RANKS
10 15 20 4 0.662547 0.648199 0.661381 0.669674
2 4 3 1
10 15 20 3 0.627434 0.634994 0.676483 0.560230 3 2 1 4
INTS VAR PERCENT DIM NO REPL MEDIAN MEAN REGRESSION RANKS
10 15 40 4 0.252067 0.527104 0.571141
0.602579 4 3 2 1
10 15 40 3 0.325529 0.465394 0.448598 .543743 4 2 3 1
RANKSNO RFPL MEDIAN MEAN REGRESSIONOINTS VAR PFRCENT DTM
4 2 3 10.847263 0.881023 0.868820 0.8971590 20 10 4
4 3 2 10.677100 0.848037 0.919784 0.9205350 20 10 3
RANKSNO RFPL MEDIAN MEAN REGKESSIONDNTS VAR PFRCNNT DIM
3 4 2 10.725107 0.668504 0.733543 0.75429420 410 20
4 1 3 20.62412 0.7273 0.684739 0.72425310 20 20 3
NO RFPL MEDIAN MEAN REGRESSION RANKSDINTS VAR PERCENT DIM
4 2 3 10.428723 0.640403 0.620640 0.69279510 2O 40 4
4 2 3 10.36123 0.592164 0.553338 0.66926210 20 40 3
88
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NTS VAR PERCENT DIM NO REDL MENIAN MEAN REGRESSION
0 25 10 4 0.837791 0.786975 0.804115 0.712551 1 3 2 4
0 25 10 3 0.826875 0.711206 0.849079 0.699827 2 3 1 4
CNTS VAR PERCENT DTM NO REDL MEOIAN MEAN REGRESSION
10 25 20 4 0.646745 0.601368 0.679018 0.456992 2 3 1 4
10 25 24 3 0.600675 0.568722 0.632488 0.468808 2 3 1 4
ONTS VAR PERCENT DIM NO REDL MEDIAN MEAN REGRESSION
10 25 40 4 0.501183 0.538448 0.513744- 0.085658 3 1 2 4
10 25 40 3 0.469031 0.525861 0.550401 -0.137366 3 2 1 4
90
NTS VAR PERCENT DIM NO RFPL MEDIAN MEAN REGRESSION RANKS
5 10 10 4 0.866542 0.907132 0.910042 0.856808 3 2 1 4
5 10 10 3 0.859632 0.842185 0.864944 0.760915 2 3 1 4
INTS VAR PERCENT DIM NO RFPL MEDIAN MEAN REGRESSION PANKS
15 10 20 4 0.643275 0.645842 0.684323 0.669349 4 3 1 2
15 10 20 3 0.683332 0.617899 0.708091 0.587454 2 3 1 4
INTS VAR PRRCENT DIM NO RFPL MEDIAN MEAN REGRESSION RANKS
15 10 40 4 0.567064 0.688826 0.725692 0.494867 3 2 1 4
15 10 40 3 0.576217 0.722474 0.792726 0.499358 3 2 1 4
9
RANKSMEAN REGRESSIONNO RFPL MEDIANNTS VAR PERCENT DIM
3 2 1 40.766015 0.821279 0.824001 0.5684395 15 10 4
2 1 3 40.693901 0.826067 0.669822 0.5091055 15 10 3
RANKSMEAN REGRESSIONNO RFPL MEDIAN)NTS VAR PERCENT DIM
4 1 2 30.597540 0.661618 0.640836 0.63720815 15 20 4
3 1 2 40.577747 0.656?37 0.627841 0.5713065 15 20 3
REGRESSION RANKSMEDIAN MEANNO RFPL(INTS VAR PERCENT DIM
0.482715 0.491705 0.497021 0.374191 3 2 1 415 15 40 4
1 3 2 40.370166 0.339313 0.361318 0.29636715 15 40 3
RANKSMEAN REGRESSIONNO RFPL MEnIANDNTS VAR PERCENT DIM
4 2 3 10.631241 0.705803 0.695009 0.71595145 20 10
1 3 2 40. 765172 0.729670 0.759736 0.7018865 20 10 3
RANKSREGRESSIONh1EANMEDIANNO RFPLDNTS VAR PERCENT DIM
2 3 1 40.613443 0.590659 0.672007 0.57568445 20 20
4 1 2 30.573296 0.646353 0 645581 0.5863335 20 20 3
RANKSMEAN REGRESSIONNo RFPL MEDIANDNTS VAR PFRCENT AIM
3 4 1 20.319554 0.303891 0.371152 0.33771615 20 40 4
4 3 1 20.247354 0.273868 0.333128 0.30698015 20 40 3
92
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RANKSMEAN REGRESSIONNO REPL MEDIANNTS VAR PFRCENT DIM
4 3 2 10. 712962 0.717638 0.780735 0.7881775 25 10 4
3 4 2 10.520414 0.480452 0.587149 0. 76703515 25 10 3
RANKSMEAN REGRESSIONNO RFPL MEDIANTINTS VAR PERCENT DTM
3 1 2 40.662702 0.701940 0.670637 0.5641335 25 20 4
3 1 2 40 497045 O. 567760 0 506306 0.43508415 25 20 3
RANKSMEAN REGRESSIONNO RFDL MEDIANLINTS VAR PERCtNT DIM
1 2 3 40525105 0.506997 0.495579 0.27236915 25 40 4
1 2 3 40.503451 0.453232 0.408031 0. 12542915 25 40 3
94
RANKSNO RFPL MEDIAN MEAN REGRFSSIONNTS VAR PFRCINT DIM
2 3 1 40.914543 0.910680 0.936052 0.6808970 10 10 4
2 3 1 40.902916 0.839176 0.932961 0.6724410 1 10 3
RANKSMEA REGRESSIONNO RFPL MEDIANONTS VAR PFRr,FNT DIM
3 2 1 40.582737 0.633584 0,642014 0.4246410 10 20 4
2 3 1 40.626813 0.611733 0.648685 0.368358?0 1 0 20 3
MEAN REGRESSION RANKSNO REAL MEDIANOTNTS VAR PERCENT DIM
1 3 2 40.446585 0.389716 0 415116 0.27635820 10 40 4
1 3 2 40.395722 0.350446 0.386148 0.27141320 10 40 3
9
RANKSNO RFPL MEDIAN MEAN REGRESSIONANTS VAR PERCENT DIM
3 1 2 40.718087. 0.819853 0.799313 0.62834710 15 10 4
3 1 2 40.709181 0.737301 0.721480 0.61552220 15 10 3
RANKSNO RFPL MFfIAN MEAN REGRESSIONONTS VAR PERCENT DTM
4 3 1 20.646079 0.723324 0.751843 0.74605420 15 20 4
4 1 3 20.619592 0.758176 0.693633 0.711750320 15 20
RANKSNO RFPL MFD1AN MEAN REGRESSIONPINTS VAR PERCENT DIM
2 3 1 40.449162 0.426714 0.471136 0.35839120 15 40 4
4 2 1 30.292712 0.363603 0.407310 0.29827420 15 40 3
RANKSNO RFPL MEDIAN MEAN REGRESSIONJNTS VAR PFRCENT DIM
3 4 2 10.849006 0.844748 0.874182 0.89703420 20 10 4
4 2 3 10.795A41 0.838652 0.825694 0.89494220 20 10 3
RANKSNO REDL MEDIAN MEAN REGRESSIONDTNTS VAR PERCENT DIM
3 2 1 40.632563 0.696374 0.714796 0.48195220 20 20 4
3 2 1 40.617139 0.783631 0.786872 0.615622170 20 20 3
RANKSNO RFPL MEnIQN MEAN REGRESSIONDITNTS VAR PERCENT DIM
3 1 2 40.440140 0.584923 0.522518 0.41934820 20 40 4
3 2 1 46.477867 0.597300 0.602051 0.38618720 20 40 3
96
91
RANKSNO RFPL MEDIAN MEAN REGRESSION)NTS VAR PFRCENT DIM
3 2 1 40.785472 0.800982 0.807762 0.74691320 25 10 4
3 2 1 40.753061 0.761013 0.774533 0.68562820 25 10 3
RANKSNO RFDL MEDIAN MEAN REGRESSIONONTS VAR PERCENT DIM
4 2 1 30 676091 0.723649 0.774300 0.70242320 25 20 4
4 2 1 30 618083 0.674474 0.718329 0.63565820 25 20 3
RANKSNo RFDL MEfIAN MEAN REGRESSIONINTS VAR PFRCENT DIM
4 2 3 10.345031 0.443696 0.399026 0.501475420 25 40
4 2 3 10,324457 0.397325 0.346375 0.53303920 25 40 3
APPENDIX II
SWRSSR VAIUES OF THE CONEIGURATJONS OF
VARICHE OPTICBS
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TABTE 1
STRESS VALUES OF THE CONFIGURATIONS
OF THE ORIGINAL MATRTCFS
Range of Integers: 1-5
DIM 3DIM 4POINTS VARIABLES DIM 4 DIM3
0.0710.0261010
0.1050.0621510
0.0640.0192010
0.0860.0272510
0.1250.0801015
0.1220.0651515
0.1220.0682015
0.1180.0862515
0.1500.0991020
0.1470.1001520
0.1610.1042020
0.1570.1112520
100
TABLE 1--Continued
Range of Integers: 1-7
DIM 3DIM 4POINTS VARIABLES
0.0560.0331010
0.0690.0151510
10 0.0710.04920
0.0690.0342510
0.1060.0631015
0.1280.0831515
0.1270.0772015
0.1610.0952515
0.1310.0791020
0.1500.0951520
0.1500.1002020
0.1590.1172520
TABIE 2
STRESS VATUE OF THE CONFIDURATIONS OF
NO REPIACETEHT OPTION
Range Of Integers: 1-5
DIM 3DIM 4TCJNTS VAR THE CEMC
0.0620.0251010 10
0.0730.015201010
0.0710.02610 4010
0.0760.036101510
0.0600.024201510
0.0650.025401510
0.0870.0331020l
0.0790.029202010
0.0700.04620 4010
0.0600.029102510
0.0820.031202510
0.0660.03525 4010
101
102
TABLE 2--Continued
DIMDIM 4POJNTS VAR PER CEHT
0.1310.081101015
0.1170.079201015
0.1240.08110 4015
0.1180.064101515
0.1500.087201515
0.1300.09015 4015
0.1350.08220 1015
0.1210.077202015
0.1280.09520 4015
0.1160.08025 1015
0.1550.100202515
0.1430.09225 4015
3
103
TABIE 2-- Continued
DIM 3POINTS VAR PER CENT DIM 4
0.1510.0981020 10
0.1560.101201020
0.1540.11420 10 40
0.1590.1021020 15
0.1650.1162020 15
0.1610.1151520 40
0.1490.091102020
0.1740.121202C20
0.1660.1192020 40
0.1450.091102520
0.1570.1082020
0.1100.074
25
4020 25
TABLE 2--Continued
Range of Integers: 1-7
POINT VAR PER CENT DIM 3DIM 4
0.0670.015101010
0.0580.033201010
0.0490.02010 4010
0.0570.018101510
0.0780.051201510
0.0980.0541510 40
0.0790.04920 1010
0.0990.048202010
0.0880.06820 4010
0.0860.04825 1010
0.0570.019202510
0.0700.04525 4010
104
105
TABIE 2--Continued
POINTS VAR PER CENT DIM4 DIM3
15 10 10
15 10 20
15 10 40
15 15 10
15 15 20
15 15 40
15 20 10
15 20 20
15 20 40
15 25 10
15 25 20
15 25 40
0.060 0.111
0.083 0.116
0.097 0.133
0.064 0.119
0.086 0.131
0.078 0.132
0.092 0.131
0.084 0.134
0.087 0.132
0.093 0.154
0.096 0.152
0.102 0.147
106
TABIE 2--Continued
DIM 3POINTS VAR PER CENT DIM 4
0.1240.0841020 10
0.15020 0.10320 10
0.1470.11220 10 40
0.1340.0961020 15
0.15320 0.1091520
0.1740.12420 15 40
0.1360.09320 1020
0.1460.101202020
0.1710.1252020 40
0.1560.10625 1020
0.15720 0.1142520
0.119 0.1612520 40
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TABIE 3
STRESS VALUES OF THE CONFIGURATIONS OF
MEDIANS OF COLUMNS OPTION
Range of Integers: 1-5
POINTS VAR PER CENT DIN 4 DIM 3
10 10 10 0.018 0.053
10 10 20 0.016 0.043
10 10 40 0.019 0.036
10 15 10 0.039 0.068
10 15 10 0.016 0.045
10 15 40 0.015 0.024
10 20 10 0.017 0.088
10 20 20 0.015 0.058
10 20 40 0.036 0.058
10 25 10 0.072 0.131
10 25 20 0.071 0.100
10 25 40 0.053 0.075
108
TABLE 3--Continued
POINTS VAR PER CENT DIM 4 DIM 3
15 10 10 0.029 0.047
15 10 20 0.019 0.056
15 10 40 0.048 0.110
15 15 10 0.017 0.033
15 15 20 0.082 0.138
15 15 40 0.079 0.119
15 20 10 0.089 0.142
15 20 20 0.074 0.108
15 20 40 0.073 0.101
15 25 10 0.069 0.108
15 25 20 0.087 0.142
15 25 40 0.81 0.128
109
TABIE 3--Continued
DIM 3DIM 4POINTS VAB PER CENT
0.1570.098101020
0.1580.091201020
0.1210.071401020
0.1540.097101520
0.1440.105201520
0.1410.096401520
0.1430.087102020
0.1020.102202020
0.1370.09520 4020
0.1440.091102520
0.1580.108202520
0.1180.07L125 4020
TABIE 3--Continued
Range of Integers: 1-7
DIm 3DIm 4POINTS VAR EAR CEHT
0.0670.033101010
0.0580.027201010
0.0490.01510 4010
0.0600.015101510
0.033201510 0.04
0.02015 4010
0.0730.039102010
0.0710.032202010
0.0202010 40 0.04 0.048
0.032102510
0.0660.029202510
0.0440.0262510 40
0.047
0.072
110
TABIE 3--Continued
DIM 3ITV 4POTINTE VAR PEP CEST
0.1040.064101015
0.1030.069201015
0.0640.03510 4015
0.1090.062101515
0.1200.080201515
0.0940.06015 4015
0.1390.093102015
0.1120.085202015
0.1010.06520 4015
0.1360.080102515
0.1320.090202515
0.1220.06925 4015
111
112
TABLE 3--Continued
POINTS VAR PER CENT DIM 4 DIM 3
20 10 10
20 10 20
20 10 40
20 15 10
20 15 20
20 15 40
20 20 10
20 20 20
25 20 40
20 25 10
20 25 20
20 25 40
0.075 0.120
0.080 0.128
0.063 0.095
0.089 0.125
0.099 0.142
0.100 0.143
0.087 0.128
0.105 0.145
0.104 0.150
0.092 0.138
0.084 0.132
0.090 0.142
113
TABLE 4
STRESS VAIUES FO THE CONFIGURATIONS OF
NEANS OF COIUMNS OPTION
Range of Integers: 1-5
POINTS VAR PER CENT DIM 3DIM 4
0.0520.017101010
0.0400.014201010
0.0350.017401010
0.0760.035101510
0.0600.023201510
0.0650.0241510 40
0.05510 0.0292010
0.0800.0302020
0.06440 0.0352010
0.0850.03325 1010
0.0740.029202510
0.0730.0462510 40
10
114
TABLE 4--Continued
DIM 3DIM 4POINTS VAR PER CENT
0. 1100.063101015
0.1050.067201015
0.0850.054401015
0.1150.063101515
0.1450.087201515
0.1300.09015 4015
0.1200.081102015
0.124075202015
0.1170.07120 4015
0.081102515
0.1550.099202515
0.1400.09225 4015
0.113
TARTE 74 4--Continued
IM 3DTM 4POJNTS VAR PER CENT
0.1500.098101020
0.1530.100201020
0.1520.11310 4020
0.1350.102101520
0.1510.116201520
0.1460.11515 4020
0.1400.087102020
0.1570.100202020
0.13840 0.0902020
0.1410.087102520
0.1600.100202520
0.1350.0882520 40
115
116
TARLE 4--Continued
Range of Integers: 1-7
DIM 3DIM 4POINTS VAR PER CENT
0.0650.033101010
0.0600.027201010
0.0500.01610 4010
0.0640.015101510
0.0500.016201510
0.0550.02315 4010
0.0700.039102010
0.07320 2010 0.03
0.04820 4010
0.0830.04725 1010
0.0570.020202510
0.0650.04025 4010
0.025
117
TABLE 4--Continued
DIM 3DIM 4POINTS VAR PER CENT
0.0850.053101015
0.09920 0.0741011
0.1000.06310 4015
0.1140.064101515
0.1300.086201515
0.1150.07815 4015
0.1350.08720 1015
0.1380.084202015
0.0970.0532015 40
0.1000.081102515
0.1270.085202515
0.1220.07025 4015
118
TABLE 4--Continued
DIM 3DIM 4POINTS VAR PER CENT
0.1160.0731020 10
0.1290.0812020 10
0.0960.0621020 40
0.1380.092101520
0.1320.084201520
0.1420.090401520
0.1290.08720 1020
0.1440.104202020
0.1490.10320 4020
0.1510.099102520
0.1450.102202520
0.1380.0962520 40
119
TABLE 5
STRESS VAIUES OF THE CONFIGURATIONS OF
REGRESSION PROCEDURE OPTION
Range of Integers: 1-5
DIM 3DTM 4POINTS VAR PER CENT
0.0690.035101010
0.0400.015201010
0.0410.01510 4010
0.0560.015101510
0.0530.037201510
0.0400.01515 4010
0.0930.03220 1010
0.0550.020202010
0.0760.03920 4010
0.0940.05525 1010
0.0550.039202510
0.0850.03725 4010
TAEIE 5--CONTINUED
DIM 3DI M. 4POINMS VAR PER CENT
0.1110.063101015
0.1070.067201015
0.0910.05910 4015
0.1220.056101515
0.1480.085201515
0.1320.08215 4-015
0.1200.07120 1015
0.1210.071202015
0.1190,07020 4015
0.1160.07410251.5
0.1130.068202515
0.1010.0632515 40
120
121
TABLE 5--Continued
DIM 3DIM 4POINTS VAR PER CENT
0.1440.092101020
1430.0872020 10
0.1070.0741020 40
0.1350.085l01520
0.1510.103201520
0.1460.09920 15 40
0.1450.09120 1020
0.1640.120202020
0.1650.1182020 40
0.1430.09225 1020
0.1620.111202520
0.1320.0882510 40
122
TABLE 5--Continued
Range of Integers: 1-7
DIM 3POINTS VAR PER CENT DIM 4
0.0570.016101010
0.0780.051201010
0.0980.0531010 40
0.0630.015101510
0.0480.0152010 15
0.0610.0231510 40
0.0670.0322D 1010
0.0710.040202010
0.017 n. 04.32010 40
0.0610.02625 1010
0.07320 0.0312510
0.0540.0172510 40
123
TAPLE 5--Continued
DIM 3POINTS VAR PER CENT DIM 4
0.0850.053101015
0.1030.075201015
0.0980.0621015 40
0.1340.068101515
0.082 0.121201515
0.055 0.0781515 40
0.1390.08920 1015
0.1260.084202015
0.0820.0522015 40
0.1450.09425 1015
20 0.083 0.1452515
0.067 0.1192515 40
124
TABLE 5--Continued
DIM 4 DIM 3POINTS VAR PER CENT
0.1210.067101020
0.1240.0772020 10
0.1020.05820 10 40
0.1440.0911020 15
0.1330.0812020 15
0.1440.0951520 40
0.1210.08420 1020
0.1490.110202020
0.1380.0952020 40
0.1590.09925 1020
0.1390.096202520
0.1680.1172520 40
125
APPENDIX III
AN EXAMPLE OF PROFILE DATA
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SECTION V: LIFE-STYLE
In this section there are a number of statements a out some activities
and attitudes. For each statement listed, we would like to know to
what extent you agree or disagree with this statement.
Following each statement are six numbers from 1 to b. t'ne nigner one
number, the more you tend to disagree with the statement. The lower
the number the more you tend to agree with the statement. The numbers
I to 6 may be described as follows:
1. I definitely agree with the statement.
2. I generally agree with the statement.
3. I moderately agree with the statement.
4. I moderately disagree with the statement.
5. I generally disagree with the statement.
6. 1 definitely disagree with the statement.
For each statement, please circle the number which you feel best
describe your feeling about the statement.
DefinitelyDefinitely
disagreeagree
(15) 1 2 3 4 5 61. I would rather spend an evening
at home than go out.
(16) 1 2 3 4 5 62. Western pop music appeals to me
117) 1 2 3 4 5 63. There is too much emphasis on
sex to-day.
(18) 1 2 3 4 5 64. People can save a lot of money
by comparing prices in different
shops,
(19) 1 2 3 4 5 65. I do not have enough time for
breakfast.
(20) 1 2 3 4 5 66. It is not healthy to take cold
drinks in winter.
(21) 1 2 3 4 5 67. I often watch advertisements for
announcements of sales.
P.I.
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1幾 種 填 補 不 完 整 資 料 方 法 的 比 較 ， 及 其 對 多 維
空 間 量 度 後 結 果 之 影 響 — 一 個 電 腦 模 擬 的 研 究
要 解 決 市 場 問 題 ， 首 先 得 對 市 況 有 充 份 了 解 ， 尤 其 是
預 算 廣 告 開 支 及 決 定 使 用 何 種 傳 播 媒 介 特 ， 更 需 要 詳 細 的
資 料 ， 這 些 資 料 包 括 消 費 對 象 及 消 費 者 對 貨 物 特 性 的 認 識
等 等 。
搜 集 市 場 資 料 可 由 消 費 者 着 手 ， 最 常 見 的 是 要 求 他 們
回 答 有 關 的 問 題 。 但 在 取 得 消 費 者 資 料 過 程 中 ， 往 往 有 些
問 題 未 被 消 費 者 填 答 ， 若 能 把 那 些 人 找 回 再 填 補 答 案 ， 事
情 自 然 易 辦 ； 遇 到 不 能 追 溯 查 詢 時 ， 祇 得 放 棄 整 份 問 卷 ，
2這 樣 浪 費 時 間 、 金 錢 和 人 力 ， 實 在 可 惜 。 假 如 勉 強 把 完 整
與 不 全 的 資 料 放 在 一 起 分 析 ， 某 些 需 要 完 整 資 料 的 分 析 方
法 ， 就 不 能 夠 應 用 。 較 可 行 的 方 法 是 填 補 漏 空 的 問 卷 ， 俾
能 適 合 該 市 場 研 究 的 方 法 分 析 。
進 行 這 項 研 究 ， 首 先 是 找 到 一 些 隨 意 抽 出 的 整 數 ， 來
代 表 實 際 調 查 所 得 的 資 料 。 實 際 調 查 的 資 料 不 被 採 用 的 原
因 、 是 因 為 我 們 首 先 假 定 每 一 問 題 與 另 一 問 題 互 不 相 干 。
就 統 計 學 而 言 ， 每 一 問 題 都 互 不 相 涉 ， 如 果 用 真 正 得 到 的
資 料 的 話 ， 很 有 可 能 有 些 問 題 是 彼 些 關 連 的 ， 於 是 某 些 補
充 資 料 的 方 法 — 如 回 歸 分 析 — 便 特 別 適 用 。 但 所 得 的 結 果
3將 不 會 絕 對 客 觀 。
找 到 這 些 整 數 後 ， 一 部 份 資 料 便 隨 意 地 被 排 除 刪 掉 。
作 為 漏 填 的 答 案 。 以 後 ， 上 述 不 完 整 的 資 料 便 會 被 四 種 方
法 所 填 補 。
所 找 到 的 資 料 實 際 上 已 被 假 定 屬 於 某 模 型 — 即 多 種 物
品 所 具 特 性 的 評 估 。 每 一 種 物 品 或 人 物 都 與 其 他 東 西 不 同
， 所 以 每 一 種 物 品 與 其 他 的 物 品 有 所 距 離 ， 這 距 離 可 用 物
品 各 種 特 性 珠 點 數 計 算 出 來 ， 供 多 維 空 間 量 度 之 用 。 未 經
多 維 空 間 量 度 的 物 品 ， 是 處 於 所 謂 非 歐 德 里 空 間 ， 不 能 作
為 比 較 價 值 。 譬 如 說 ； 假 定 甲 物 某 特 性 的 點 數 是 一 ， 乙 是
4二 、 丙 是 三 、 甲 與 乙 的 距 離 不 必 等 於 乙 與 丙 的 距 離 。 多 維
空 間 量 度 是 將 這 些 物 品 距 離 重 新 安 排 在 歐 德 里 空 間 內 。 經
多 維 空 間 量 度 後 ， 物 與 物 的 距 離 ， 便 可 作 為 比 較 價 值 ， 數
種 填 補 的 方 法 ， 亦 可 資 比 較 。
這 項 研 究 採 用 六 種 因 素 的 實 驗 設 計 。
一 、 物 品 的 數 目 ； 十 、 十 五 、 二 十 。
二 、 物 品 特 性 的 數 目 ： 十 、 十 五 、 二 十 、 二 十 五 。
三 、 刪 去 資 料 的 百 份 率 ： 十 、 二 十 、 四 十 。
四 、 填 補 的 方 法 ； 每 一 特 性 的 平 均 數 ， 特 性 的 中 數 ， 回
歸 分 析 ， 及 沒 有 填 補 。
5五 、 原 來 資 料 點 數 的 範 圍 ： 一 至 五 、 一 至 七 。
六 、 多 維 空 間 量 度 後 空 間 的 維 數 ： 三 、 四 。
經 多 維 空 間 量 度 後 ， 得 到 五 組 屬 於 歐 德 里 空 間 的 物 品
， 即 是 說 ， 從 填 補 平 均 數 ， 中 數 ， 回 歸 分 析 及 不 予 填 補 所
得 四 組 ， 加 上 原 本 沒 有 刪 去 資 料 的 一 組 。 用 這 五 組 物 品 與
物 品 之 間 的 距 離 ， 可 以 分 辨 出 那 種 方 法 是 最 佳 的 方 法 。
比 較 四 種 填 補 資 料 的 方 法 ， 是 計 算 任 何 被 填 補 後 的 一
組 物 品 距 離 與 完 整 資 料 中 的 物 品 距 離 的 相 關 指 數 ， 指 數 越
高 ， 表 示 這 方 法 所 得 的 資 料 與 原 來 答 案 越 接 近 ， 反 之 ， 指
數 愈 低 ， 兩 者 相 去 越 遠 。 因 此 從 指 數 的 高 低 ， 便 可 以 斷 定
6方 法 的 優 劣 。
從 計 算 所 得 ， 可 看 出 下 列 結 果 ；
一 、 如 果 刪 去 資 料 的 百 份 率 是 十 ， 相 關 指 數 約 為 零 點
七 、 百 份 之 二 十 為 零 點 六 ， 百 份 之 四 十 為 零 點 四 。 這 些 結
果 是 不 受 物 品 數 目 ， 物 品 特 性 數 目 。 填 補 方 法 、 原 來 資 料
點 數 範 圍 ， 以 及 多 維 空 間 量 度 後 空 間 維 數 等 因 素 所 影 響 。
二 、 比 較 各 填 補 方 法 時 ， 須 獨 立 分 析 各 實 驗 設 計 內 因
素 的 影 響 。 分 析 時 須 比 較 各 種 方 法 的 相 關 指 數 ， 最 高 的 得
一 分 ， 其 次 二 分 ， 如 此 類 推 。 最 後 將 各 組 總 分 作 一 比 較 ，
結 果 如 下 ； 填 補 平 均 數 的 效 果 最 佳 、 中 數 次 之 。 此 項 結 果
7亦 與 物 品 數 目 ， 物 品 特 性 數 目 ， 資 料 點 數 範 圍 ， 以 及 多 維
空 間 量 度 後 空 間 維 數 無 關 。
研 究 的 結 論 是 ； 填 補 市 場 調 查 所 得 的 不 全 資 料 ， 最 宜
用 每 一 特 性 的 平 均 數 。 但 有 兩 點 值 得 注 意 ： 第 一 、 所 找 出
的 資 料 已 限 於 某 一 型 式 — 即 多 種 物 品 特 性 的 評 估 、 故 結 果
祇 適 用 這 類 模 型 的 資 料 。 這 種 模 型 的 資 料 被 採 用 的 原 因 ，
是 因 為 它 是 有 很 多 有 關 消 費 者 的 生 活 習 慣 、 活 動 及 意 見 ，
許 多 人 認 為 這 是 私 生 活 的 範 圍 ， 或 是 社 會 階 級 和 個 人 性 格
的 評 價 ， 因 而 不 願 作 答 ， 故 本 項 研 究 以 這 型 式 的 資 料 為 例
。 第 二 、 這 些 填 補 辦 法 是 用 多 維 空 間 量 度 來 比 較 ， 決 定 填
8補 方 法 的 結 果 ， 只 適 用 同 一 分 析 方 法 。 如 果 這 些 資 料 ， 用
其 他 方 法 分 析 ， 則 必 須 採 用 這 等 分 析 方 法 再 比 較 這 些 填 補
方 法 。
最 後 ， 本 項 研 究 只 採 用 這 四 種 補 充 不 全 資 料 的 方 法 ，
並 非 表 示 其 他 方 法 不 可 行 。 其 所 以 採 用 這 四 種 方 法 ， 乃 是
受 研 究 時 間 及 使 用 電 腦 時 間 所 限 制 ， 無 法 選 用 別 的 方 法 ，
因 而 結 果 未 能 更 臻 完 善 。 雖 然 如 此 ， 仍 希 望 這 項 研 究 對 處
理 不 完 整 的 市 場 資 料 ， 能 有 所 幫 助 。


