Abstract. In these notes we generalize the construction obtained for the deformation of the symplectic group Sp(2) to the case of any N even: N = 2Ac. We characterize the bialgebras Ag(Sp(k)) by generators and relations. We consider the deformation of the algebra of polynomials on the group Sp(fc) : PoKSp^/c)) is a Hopf'-algebra and we build "-representations of it by means of a Verma module construction.
Introduction
Quantum groups from the algebraic point of view as the spectrum of a Hopf algebra were first introduced by Drinfeld in 1986 [1] . Another different approach is by Jimbo [2] where the quantum groups are considered as the deformations of the universal enveloping algebra of a semisimple Lie algebra. In [3, 12] the term quantum group was introduced by Woronowicz from a different point of view: a quantum group is to be considered as a deformation of the C* -algebra of the continuous functions on a compact group. In these notes we will use Woronowicz's approach to quantum groups. Theorem 3.1 gives an explicit characterization of the quantum group Sp9(Ac) and it provides the justification of why it is a twisted symplectic group. We consider Pol(Sp?(Ac)) as a deformation of the algebra of polynomials on Sp(Ac). It has a structure of a Hopf*-algebra.
We prove a Poincaré-Birkoff-Witt theorem for the bialgebra Aq(Sp(k)) and we construct a basis of PoliSp^Ac)). In §3 we construct irreducible '-representations by means of a Verma module construction.
Notation and definitions
Let us state the definitions of bialgebra, Hopf algebra, and Hopf '-algebra. Let A be an algebra over C with unit / ; we denote the multiplication by for every a e A . We say that A is a Hopf *-algebra if there exists an involutive antilinear mapping * : A -> A, a -> a*, such that the comultiplication and the counit are '-homomorphisms and K o * is involutive, i.e., Ä"o*oJ^o* = id.
3. The bialgebra Aq(Sp(k)) and the Hopf'-algebra Pol(Sp9(Ác))
In this section we consider the bialgebra Aq(Spik)) and the Hopf '-algebra Pol(Sp9(Ac)). We prove a theorem that gives a characterization of AgiSpik)) by generators and relations. The bialgebra AgiSpik)) may also be viewed as a specialization of the algebra of functions on the ^-deformations of the symplectic group as defined in [11] .
Fix 0 < q < 1 and let AgiSpik)) be the unital algebra generated by the matrix elements of u = (Ky)i,7=i,...,jv> with N = 2k. There exist unique unital algebra homomorphisms
and e:Ag(Sp(k))-*C so that <?(«,;) = ¿¡j and (f>(u¡j) = J2k uik ® ukj • Then Aq(Sp(k)) is a bialgebra with comultiplication tp and counit e. We define the quantum determinant by
where Sn is the permutation group of {1, ... , N} , and /(ct) is the length of the permutation. The quantum minor D'J is defined to be the (TV -1) by (TV -1) quantum determinant of the matrix obtained from u by deleting the z'th row and the ;'th column. Thus, It is known [11] , that in the case of Ag(GLiN)) the quantum determinant generates the center of the algebra. We see that D e centre(/l9(Sp(Ac))). The comultiplication and the counit act on D as follows:
Define the algebra Pol(Sp9(Ac)) as the extension of Aq(Sp(k)), with the element D~x which satisfies DD~X =I = D~XD.
The comultiplication tp and the counit e can be extended to Pol(Sp9(Ac)) by putting <p(D~x) = D~x ® D~x, e(D~x) = l.
We define K(uij) = (-q),-jDJiD-x and K(D~X) = D, K extends to Pol(Sp9(Ac)) as a unital linear antimultiplicative mapping. Thus Pol(Sp9(Ac)) is a Hopf-algebra with comultiplication tp , counit e, and antipode K.
We introduce a '-operation on Pol(Sp9 i.e., u is unitary. We now characterize the Hopf '-algebra Pol(Spg(Ac)) following Woronowicz's definition of quantum group. Let {ex, ..., e^} be the standard basis in C^ over C, where N = 2k. Let q be a real parameter 0 < q < 1 ; we define the vectors £(,) = <?, ® ek+i -qek+i <g> <?,, i = 1, ... , Ac.
Thus the ¿;, belong to the C-vector space of .7-alternating 2-tensors A2(C^), for i = 1,... , k. To prove that (b) gives all the relations between the u¿j in (II) we use induction on the dimension Ac. For N = 4, i.e., k = 2, it is true in view of Theorem 1 of [6] . Assume then that it is true for some Ac e Z. We prove it for Âc + 1.
By using the form of the matrix u, we can write the following block decomposition obtained from blocks of lower dimensions for which the induction hypothesis applies: B*0 b\ b2 b¡ This implies A0a¡ = 0, i = 1,2,3, where in this proof this stands for a product of arsa'j , for every j, r, s, r ¿ s.
We define a¡Ao = (Afa)*, so that we also get a¡A0 = 0. In a similar way we proceed to obtain Bob¡ = 0, / = 1,2,3. For the relations Aob* = 0, i = 2, 3, we proceed as above and obtain the relations by the induction hypothesis; similarly for b*Ao = (A*0bA)* = 0. Also,
By the induction hypothesis on the matrix of order 2ac obtained by suitably deleting rows and columns from the original matrix of order 2k + 2, the qrelations are AoBZ = qB*0A0. Similarly by suitably choosing Ac x k blocks in the original matrix we have a¡b* = qb*ai, i = 2, 3.
axBÔ =qB*0ax.
We proceed in a similar way to verify AqBo = qBoAo. 4. The Poincaré-Birkhoff-Witt theorem and verma module construction We want to construct a basis for the bialgebra /i?(Sp(Ac)) and for the Hopf '-algebra Pol(Spg(Ac)) by proving a Poincaré-Birkhoff-Witt theorem for 49(Sp(Ac)). By following [14] we say that if a pair (uab, ucf) of matrix elements satisfies relations (A) it is "bad". For a product of matrix elements x = M'i;'i * ' ' u'pjp ' we define the badness b(x) of x by b(x) = #{l<r,s<p:
(uirjr, uisjs) is bad}.
We introduce a special ordering on the matrix elements by w¡; <o uk¡ if i < Ac or if i = Ac and j > I.
Lemma 4.1. For the ordering <o on the elements Uy there is a basis of AgiSp{k)) consisting of K;'. ' ' ' ttU -m = N2,rxeZ+, uhjl <o uhj2 <o • • • <o uimjm}. Proof. Set X = {ity : 1 < i, j < N}. Let C(X) be the free associative algebra generated by X. We define a special ordering on the matrix elements by Uij <o tiki if i < k or if i = Ac and j > I. We extend <o to monomials of C(X) by first ordering the degree and for monomials with the same degree by the lexicographical ordering. We introduce a reduction system S for the free associative algebra C(X) as follows. Consider by the universality of the tensor product F:
Hence L is well defined. The reduction system S is given by {u¡jUki, Liu¡jUk¡)}, for ux¡ <o u¡j. The ordering is compatible with the reduction system, i.e., for every x = UijUk¡, L(UijUU) <o UijUk¡ because of the lexicographical ordering for monomials. Every element of C(X) is reduction finite since the number of monomials smaller than a given monomial is finite.
If we prove that all ambiguities are resolvable then one of the equivalent conditions of the diamond lemma [16, Theorem 1.2B] holds. This proves Lemma 4.1. We observe that there are only overlapping ambiguities. Consider X = UrsUk¡Uij with urs <o uk¡ <o Uy. To prove that they are resolvable we need to prove that there exists composition of reductions r and r' such that
We have to consider different cases. If bix) = 0,
i.e., everything moves at the price of a constant. We proceed similarly if bix) = 1. The case bix) = 3 does not occur, since only pairs of the form iay, akl) satisfy the (A) relations, and pairs of the form (a,;, ak¡) are zero divisors or, if they are on the diagonal of A, they commute. Then either the relation holds trivially or it gives the case bix) = 2. We are thus left to discuss this case. If any pair of the form (a^, akl) or (a.;, ak¡) is a zero divisor then it holds trivially. If it is not a zero divisor, i.e., we consider the diagonal entries of A, then we move one a*kl or ak¡ and we are left with something that commutes and we are back to bix) = 1. Thus the result holds. D
The following result then follows from this and [14] . Remark. The theorem yields a basis for every ordering. Let us now specify the ordering. Let 7V+ , N~ be the subalgebras generated by the elements u,;, j < N + 1 -i, and by uy , j > N + 1 -i, respectively. Let H be the abelian subalgebra generated by the elements w,jv+i-¡-H is generated by the elements on the antidiagonal of u, where N+ , respectively N~ , is generated by the elements above, respectively below, the antidiagonal of u. Then^?
(Sp(Â:))-=A/+®c//®cAr~. Now we want to construct representations of /i9(Sp(Âc)) by using the Verma module construction. Let GiN) be the wreath product of Z/2 by S(k), where S(ac) denotes the permutation group on Ac letters [15] . Let p e GiN) be arbitrary. Here p represents the permutation and sign changes of {1, ..., k} , i.e., pi-k) = -pik). Set <?es" all the terms will cancel out except for p = a, since v+ is a highest weight vector. Then the result holds and we conclude that LP(Y) is irreducible. D
