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ABSTRACT

THREE ENABLING TECHNOLOGIES FOR VISION-BASED,
FOREST-FIRE PERIMETER SURVEILLANCE USING
MULTIPLE UNMANNED AERIAL SYSTEMS

Ryan Samuel Holt
Department of Electrical and Computer Engineering
Master of Science

The ability to gather and process information regarding the condition of forest
fires is essential to cost-effective, safe, and efficient fire fighting. Advances in sensory
and autopilot technology have made miniature unmanned aerial systems (UASs) an
important tool in the acquisition of information. This thesis addresses some of the
challenges faced when employing UASs for forest-fire perimeter surveillance; namely,
perimeter tracking, cooperative perimeter surveillance, and path planning. Solutions
to the first two issues are presented and a method for understanding path planning
within the context of a forest-fire environment is demonstrated. Both simulation and
hardware results are provided for each solution.
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Chapter 1
Introduction
In recent years, research in the field of unmanned aerial systems (UASs) has
grown extensively. This growth is accelerated as sensors become lighter and less
expensive, thereby facilitating the development of smaller, less-costly systems. Thus,
tasks that once were difficult or dangerous for humans are now being accomplished
by multiple miniature UASs working cooperatively. One such task that is currently
being investigated is forest-fire surveillance [1, 2].
1.1

Motivation
Fighting forest fires safely and effectively requires detailed information con-

cerning the status of the fire. In certain areas, imaging satellites have been utilized in
the detection of forest fires. However, satellite efficacy is limited to fire detection and
localization rather than monitoring, since it takes approximately nine hours to orbit
the earth before an updated image is received. Although satellite images are limited
in their usefulness to those actually fighting the fire, the concept of using imagery to
help combat forest fires could be very effective if image resolution increased and time
between updates reduced.
Miniature UASs are able to gather high-resolution images by flying close to
the fire. Because of low costs, their availability is much greater than the larger, more
expensive systems, making them ideal for forest fire situations. Multiple systems can
be deployed on a single mission and work cooperatively to provide real-time data to
the firefighters [3]. The coordinating team shares the task of collecting information
about the fire and quickly delivering the data in an effective format to fire crews.
This information reveals the locations where the firefighters should and should not
1

be. Due to their small size, miniature UASs can be carried in a backpack or stored
in the back of a truck, making them available for quick deployment in the field.
National Aeronautics and Space Administration (NASA) personnel are currently working on research projects to implement forest-fire surveillance using UASs [4].
However, a number of challenges need to be resolved before miniature UASs can be
used to effectively monitor fires. One such challenge involves tracking the fire perimeter using an electro-optic (EO) or infrared (IR) camera. Although much research has
been conducted on perimeter-tracking, generally, most of the results involve a mathematical projection where additional global information is required such as Global
Positioning System (GPS) data [5, 6]. Given the severe weather conditions generated
by large fires, we assume interference is created, causing GPS data to be intermittent or even non-existent. Therefore, a UAS cannot rely on GPS data and is left
with only the visual information from the camera to track the perimeter. Successful
forest-fire surveillance will require the UAS to track the perimeter of the fire using
visual information only .
Another challenge to forest-fire surveillance is the autonomous distribution of
a team of UASs. To be efficient and effective in acquiring and delivering information
regarding the state of the fire, the UASs need to coordinate and evenly space themselves along the perimeter. With a full communication network (i.e., each UAS can
“talk” with all other team members), the distribution algorithm is centralized and
global coordination is obtainable. However, as a result of the interfering effects of
the fire, reliable communication is limited to only a small sphere surrounding each
UAS. Therefore, a UAS will only be able to communicate with its two neighbors
(instead of the whole team) when they are within range. The challenge, then, is to
develop a decentralized, cooperative, perimeter-surveillance algorithm that enables a
team of UASs, within a limited communication network, to autonomously and evenly
distribute themselves along the fire perimeter.
Most often a forest fire is contained within a single centralized area. However,
under certain weather and terrain conditions, a forest fire may divide into multiple hot
spots. When this occurs, the task of the UASs expands from effectively monitoring a
2

single perimeter to tracking multiple perimeters while traveling among the hot spots
in an efficient pattern. The autonomous planning of this time-optimal path is a third
challenge faced in forest-fire surveillance.
Although other issues exist in the implementation of forest-fire surveillance
with a team of UASs, this thesis will focus only on the three challenges introduced
above. In the next section, we describe these problems in greater detail.
1.2

Problem Descriptions
Herein, we describe the three challenges addressed in Section 1.1 and explain

the approach taken to solve each. This section is divided into three areas: the first
area considers the development of a guidance law enabling a single UAS to visually
track a perimeter; the second area presents the design of a decentralized algorithm for
a team of UASs to cooperatively monitor a perimeter; and the third area investigates
the determination of an optimal path for monitoring forest fires.
1.2.1

Visual Tracking of a Perimeter
By equipping a UAS with a visual sensor, information can be gathered about

the surrounding environment that can assist in the guidance of the vehicle. An infrared camera would be ideal for tracking a fire perimeter, while a visual-wavelength
video camera would work for tracking other types of perimeters such as roads or
borders. Whatever the application, visual information needs to be transformed into
guidance commands. One of the main challenges in using a visual sensor is the mapping of a three-dimensional (3D) world into a two-dimensional (2D) image because all
range, or depth, information is lost in the process. This makes it difficult to localize,
or estimate the position of the perimeter in the world frame.
By applying ideas from the well-researched topic of proportional navigation,
this loss of range information can be overcome. The UAS is controlled by responding
to tracking errors detected directly in the image, as opposed to localizing the perimeter
and then tracking it using GPS information. Stated differently, the servos on the UAS
are controlled directly from the acquired visual information. In this thesis, we develop
3

a control law based upon the ideas of proportional navigation, thereby enabling a UAS
to visually track a perimeter.
Testing the algorithm on an actual forest fire is problematic, given current
flight restrictions and regulations. As a first step towards prototyping this algorithm,
this research focuses on the closely related problem of tracking a road, using onboard
vision. Both problems require real-time processing and tight coupling between computer vision and navigation/control algorithms. Structurally, both a road and a fire
perimeter can be approximated by straight lines and curves. The solutions developed
for the road-following problem can be adapted to fire-perimeter tracking (or any other
type of perimeter tracking) with minimal effort.
1.2.2

Cooperative Perimeter Surveillance
Once a single UAS is capable of autonomously tracking a perimeter, a team of

UASs can be used to quickly collect information along the perimeter and deliver it to
a desired location. The configuration for a UAS team that best allows the information
concerning the entire perimeter to be available at high update rates and minimizes
latency anywhere along the perimeter, occurs when the perimeter is divided into equal
segments, with a monitoring UAS assigned to each segment. In this configuration,
each UAS meets and exchanges information with its neighbor at the borders where
their individual perimeter segments conjoin [1].
As a result of the effects of the fire, communication is assumed to be unreliable outside a small sphere around the UAS. With this limited communication range
between team neighbors, each UAS must make a decision about which segment of
the perimeter it should monitor. By posing the problem within the context of coordination variables, each vehicle will be able to make a correct decision regarding
which segment of the perimeter it should monitor despite the limited communication range. In this thesis, we design a decentralized algorithm, using coordination
variables, that allows each UAS to correctly position itself along the perimeter. The
algorithm should be resilient to changes in the perimeter length as well as the number
of vehicles in the team.
4

1.2.3

Determining a Best Path
Within a matter of seconds a forest fire can shift directions and when multiple

hot spots exist, the dynamics are even greater. Therefore, it is important for a UAS
to traverse the path among the hot spots that leads to the most efficient monitoring
pattern. The problem in finding this path can be classified as an optimizing problem,
where the solution is the path that maximizes information gain. However, due to
limited knowledge, the convergence of the optimization problem to a solution is slow
or never occurs.
Optimization problems like path-planning are structured such that they can
be posed in the context of inverse problem theory. By doing so, insight is gained
on how to better formulate the problem so that convergence to the optimal solution
occurs quickly. In this thesis, we investigate the usefulness of applying ideas from
inverse problem theory to the forest fire path-planning problem.
1.3

Contributions
This thesis is built upon well-understood theoretical concepts that are applied

to a new and different problem, specifically, the forest-fire surveillance problem. Proportional navigation is used in perimeter tracking, coordination variables are applied
in cooperative perimeter surveillance, and inverse problem theory is utilized in path
planning. Each approach is unique within its context.
The contributions of this thesis include: the development and testing of a
road-following control law for a UAS using only visual information, a decentralized
cooperative-control algorithm for a team of UASs to survey a perimeter in a dynamic
environment, and a new framework for defining path-planning problems.
1.4

Experimental Testbed
This section describes the experimental platform used to test and validate the

flight-control algorithms developed in this thesis. The testbed is divided into two
areas: hardware and software. The hardware consists of a UAS equipped with an
autopilot and various sensors. The software includes a simulation program that is
5

Flight Tests

2.4 GHz video transmitter
UAV

Frame grabber

Image Directed Control
Client

Kestrel
Autopilot

Telemetry Link:
900 MHz Modem
Virtual Cockpit
TCP/IP
Telemetry Link:
TCP/IP

TCP/IP

Aviones:
Flight Simulator

Simulation

HIL
RS-232

Kestrel
Autopilot

Figure 1.1: A flowchart depicting the layout of the basic hardware and software
components used both in simulation and actual flight-tests.

used to test the autopilot code, and a program that is used for interfacing with both
the simulator and the actual autopilot. We briefly discuss the components of each
area. Figure 1.1 is a flowchart describing the interaction of the hardware and software.
1.4.1

Hardware
Figure 1.2 displays the main hardware components of the experimental testbed

used in this thesis. Figure 1.2(a) shows the Kestrel autopilot designed at Brigham
Young University (BYU) and manufactured by Procerus Technologies. It is equipped
with a Rabbit 3000 29-MHz microprocessor, rate gyroscopes, accelerometers, absolute and differential pressure sensors. The autopilot measures 2.0 × 1.37 × 0.47 inches
and weighs 16.65 grams, making it ideal for small aircraft. Figure 1.2(b) shows the
airframes used in the flight tests reported herein. They are Zagi XS fixed wings constructed out of expanded polypropylene (EPP) foam, with a wingspan of 48 inches.
This airframe is easily hand-deployable and resilient to crashes, making it a good
research and test vehicle. Embedded within the foam are the autopilot, batteries, a
1000-mW/900-MHz radio modem, a GPS receiver, a video transmitter, and a small

6

(a) Kestrel Autopilot

(b) Airframes

(c) Ground Station

Figure 1.2: A display of the various hardware components used in flight-testing the
algorithms presented in this thesis. In (a), the Kestrel Autopilot is shown; in (b), the
airframes are displayed; and in (c), the components of the ground station are laid out.

analog camera. The fully loaded weight is just under two pounds. With this setup
the UAS can fly for approximately 40 minutes at a cruise speed of 13 m/s. Figure 1.2(c) shows the components that comprise the ground station. A laptop runs
the Virtual Cockpit ground-control software, allowing the user to interface with the
UAS via a communication box. A remote control (RC) transmitter also is attached
to the communication box, acting as a standby fail-safe mechanism to facilitate safe
operation.
1.4.2

Software
There are two main software applications that are used in simulating and test-

ing the developed algorithms. The first, Aviones, is a flight simulator developed at
BYU, which emulates both the physics of the airframe as well as the communication
between the ground station and the UAV. The motion of each virtual UAS is calculated from full nonlinear, six-degree-of-freedom equations of motion [7]. Aviones is
adaptable to many styles of aircraft and various terrain conditions. The most powerful aspect of Aviones is that the autopilot code tested in simulation is identical to the
code on the actual autopilot, allowing for quick transfer from software development
to flight-testing. Figure 1.3 shows a screen capture of the Aviones software during a
simulated flight-test.

7

Figure 1.3: A screen capture of Aviones with a simulated aircraft in flight.

The second piece of software that is utilized in both simulation and flighttesting is Virtual Cockpit. Virtual Cockpit connects to Aviones through a TCP/IP
connection and allows the user to interface with the simulated UAS in the same
manner as during a real-world flight-test. In both simulation and testing, Virtual
Cockpit allows the user to view the current attitude of the UAS, tune the control loops
in real-time, adjust various algorithmic variables, and command a list of waypoints
for the UAS to follow. Additionally, a frame processor may be connected to Virtual
Cockpit through a TCP/IP connection, allowing for video images from the UAS to
be converted into control commands and sent back up to the UAS. Figure 1.4 shows
a screen capture of the Virtual Cockpit software.
1.5

Document Organization
This thesis begins by introducing, in Chapter 2, the proportional-navigation

control law for road-following. The navigation models and camera models assumed
for the control law are given in Section 2.2. The control law is derived in Section 2.3,

8

Figure 1.4: A screen capture of Virtual Cockpit with the navigation screen displayed
on the right-hand side. The waypoints path that the UAS is tracking is defined by the
four blue stars. The artificial horizon is displayed on the left-hand side along with both
the current desired and actual attitude values.

followed by an analysis and adjustment of the control law in Section 2.4. Sections 2.5
and 2.6 present simulation and experimental results that validate the control law.
The decentralized cooperative-perimeter surveillance algorithm is described
in Chapter 3. In Section 3.2, the cooperative-control problem is posed within the
framework of coordination variables. The decentralized mathematical algorithm and
its analysis are presented in Section 3.3. The algorithm is then extended to UASs
in Section 3.4. The feasibility of the algorithm is demonstrated through simulation
results in Section 3.5, and experimental results are reviewed in Section 3.6.
Chapter 4 presents both the formulation and results of applying inverse problem theory to forest-fire surveillance. Section 4.2 describes the motivation for using
inverse problem theory. The forest-fire surveillance, path-planning problem is ex-
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plained in Section 4.3. In Section 4.4, the definitions and formulation of the solution
to the inverse problem are provided. Section 4.5 describes how Monte Carlo simulations are used to produce samples of the inverse-problem solution. These simulation
results are then presented in Section 4.6.
This thesis concludes in Chapter 5 by summarizing results and proposing ideas
for future research.

10

Chapter 2
Visual Perimeter-Tracking for a Single UAS
2.1

Introduction
Perimeter tracking has been a topic of interest for many years. Many re-

searchers have focused on the sensor technology requisite for detection of a perimeter
breach. Sensors that have been investigated include cameras [8], ultrasound [9], and
radar [10]. Most of the literature focuses on image-processing techniques that use
video feeds from multiple CCD cameras. Little effort has been applied to finding a
suitable control law for a UAS based upon visual information.
A control law that has been very effective in tracking targets is proportional
navigation (PN). It commands an acceleration that is proportional to the rate of
change of the line-of-sight (LOS) angle (defined between the interceptor and the
target) and the closing velocity of the interceptor [11]. This guidance law has been
analyzed extensively and shown to be optimal under certain conditions [12]. Also, it
produces zero miss-distance when the target’s acceleration is constant [13]. The ideas
of proportional navigation also have been extended to applications other than missile
guidance, e.g., collision avoidance [14]. However, to our knowledge, it has not been
applied to perimeter tracking.
This chapter proposes a control law based upon proportional navigation allowing for a UAS to track a perimeter using visual information as the primary sensor.
Guidance strategies are derived for both the skid-to-turn and the bank-to-turn models. For development and testing, roads have been used as the perimeter that the UAS
will track. However, results are applicable to any perimeter that can be approximated
by straight lines and curves, such as a forest-fire perimeter.
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The chapter is organized as follows. In Section 2.2, we introduce the navigation
models that will be used to describe the motion of the UAS platform and the camera
model used in the control-law derivation. In Section 2.3, we derive the proportional
navigation equations from visual information for both the skid-to-turn and the bankto-turn platforms. In Section 2.4, we introduce the image steady-state error and
modify the control law in order to drive that error to zero. Simulation results are
described in Section 2.5 and hardware results are presented in Section 2.6. Section 2.7
summarizes the chapter.
2.2

Navigation and Camera Models
To reduce cost and complexity, many UAS platforms are not fully actuated.

However, because it is much simpler to design a control law for a system that is fully
actuated, we will begin the derivation of the proportional navigation equations by
using a fully actuated model. Once the control law derivation is complete, it will be
extended to an under-actuated platform. Mathematical models are defined for both
cases.
For a fully actuated platform, we assume that the actuators consist of ailerons
maintaining zero roll angle while a rudder steers the heading of the vehicle. The kinematics on this platform can be modeled using the skid-to-turn equations of motion:
ṗn = V cos χ cos γ,

(2.1)

ṗe = V sin χ cos γ,

(2.2)

ḣ = V sin γ,

(2.3)

χ̇ = u1 ,

(2.4)

and
γ̇ = u2 ,

(2.5)

where pn and pe are the north and east positions of the UAS, h is the altitude, V
is the airspeed (assumed to be constant), χ is the course angle, γ is the flight path
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angle, and u1 and u2 are control inputs. The dot over the variable signifies the timederivative of the variable. We will also assume that this model is equipped with a
strap-down camera, where the camera is attached to the belly of the vehicle and
directed downward.
For an under-actuated platform, we assume that the actuators are elevators
and ailerons and that winglets are used to maintain the UAS in a coordinated turn.
The kinematics for this type of platform can be modeled using the bank-to-turn
equations of motion:
ṗn = V cos χ cos γ,

(2.6)

ṗe = V sin χ cos γ,

(2.7)

ḣ = V sin γ,
g
χ̇ = tan φ,
V

(2.8)

φ̇ = u3 ,

(2.9)
(2.10)

and
γ̇ = u4 ,

(2.11)

where g is the gravitational constant and u3 and u4 are control inputs. The bankto-turn platform is assumed to have a gimbaled camera where we define αaz to be
the gimbal azimuth angle and αel to be the gimbal elevation angle. These angles are
assumed to evolve according to the first order model
α̇az = u5

(2.12)

α̇el = u6 ,

(2.13)

and

where u5 and u6 are control inputs.
When discussing the orientation of the UAS and its location in the world, it is
important to specify which coordinate frame is being used. Therefore, we will define
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the coordinate frames of interest, specifically, the inertial, vehicle, body, gimbal, and
camera coordinate frames, and how they relate to one another. Table 2.1 presents
the notation for the respective axes in each coordinate frame. The superscript on
each axis is also used to denote the reference frame with respect to which vectors are
defined.

Table 2.1: Notation of Coordinate Frame Axes.

Coordinate Frame
Inertial
Vehicle
Body
Gimbal
Camera

Axes
(X , Y i , Z i )
v
v
v
(X
¡ b, Y b , Z b ¢)
X ,Y ,Z
(X g , Y g , Z g )
(X c , Y c , Z c )
i

Figures 2.1 and 2.2 show an illustration of each of the coordinate frames and
their relationship with each other. A vector defined in world coordinates (pn , pe , −h)
is equivalent to a vector in the inertial frame. The relationship between the inertial
frame and the vehicle frame is a simple translation from the origin of the world to
the center of mass (CM) of the UAS. The body frame requires a rotation from the
vehicle frame so that X b is directed out the nose, Y b is directed out the right wing,
and Z b is directed out the belly of the vehicle.
In general, the rotation of a vector from coordinate frame j to coordinate frame
k can be expressed as a rotation matrix Rjk . Because every rotation matrix is unitary,
the inverse of a rotation matrix is equal to its transpose, Rkj = (Rjk )−1 , (Rjk )T . For
the vehicle-to-body-frame rotation, the rotation matrix is



Rvb

cγ cχ
cγ sχ
−sγ




=  sφ sγ cχ − cφ sχ sφ sγ sχ + cφ cχ sφ cγ  ,


cφ sγ cχ + sφ sχ cφ sγ sχ − sφ cχ cφ cγ
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(2.14)

X (North)

Xv

i

χ

Xb

Xg

αaz

Yv

CM

Yb

p
Y i (East)

Yg

Figure 2.1: A lateral perspective of the coordinate frames. The inertial and vehicle
frames are aligned with the world, the body frame is aligned along the airframe, and
the gimbal and camera frames are aligned along the camera.

Xb
γ
−αel Xv

CM

Xg

h

Zg
p

Zv

Zb

(opticalaxis)

X −Y
i

i

plane

Zi
Figure 2.2: A longitudinal perspective of the coordinate frames.
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where c∗ , cos(∗) and s∗ , sin(∗). Assuming that the camera is located at the CM
of the UAS, the rotation from the body frame to the gimbal frame is defined by the
following matrix:





c c
c s
−sαel
 αel αaz αel αaz

Rbg =  −sαaz
0
cαaz

sαel cαaz sαel sαaz cαel



.


(2.15)

In the camera frame, X c is directed from the left side of the image to the right,
Y c is directed from the top of the image to the bottom, and Z c is directed along the
optical axis of the camera. The origin for the camera frame is located in the center
of the image. The rotation from the gimbal frame to the camera frame is

Rgc

2.3



0 1 0




=  0 0 1 .


1 0 0

(2.16)

Vision-Based Proportional Navigation
The objective is to design a vision-based guidance law that commands a UAS

to track a road. In order for the guidance law to be vision based, image processing
must be used to extract the location of the road in the image. While this thesis
work does not focus on the actual image-processing algorithm, we will describe the
necessary information that is to be extracted from the image. Once this information
is defined, we will derive the proportional-navigation equations for the skid-to-turn
model equipped with a strap-down camera. We will then extend those equations to
the bank-to-turn model fitted with a gimbaled camera.
2.3.1

Image-Processing Algorithm
In proportional navigation, the guidance law is based upon the relative position

and velocity between the interceptor and the target. Therefore, in order to use PN
for road-following, we must define both the position of the road as a single point and
its associated velocity in the camera frame. This approach is unique in the fact that
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most road-following techniques involve fitting a line to the road rather than a single
point [5, 15, 16, 17]. As will be shown, the amount of computations for representing
the road by a point is significantly less than fitting a line to the road. We begin by
defining the position and velocity of the road in the camera frame.
In road-following, we desire the UAS to be traveling directly above the road
in the inertial frame. This will allow the UAS more time to react to changes in
the direction of the road. We define this configuration to be the desired, steadystate behavior that the UAS should converge to. Once steady-state is reached, any
deviation of the road or change in the position of the UAS is viewed as a disturbance
to the system. The UAS should adjust to disturbances and return to steady-state.
In steady state, the road will be centered vertically in the image, extending
from the top to the bottom. We will refer to the road as entering from the top and
exiting from the bottom of the image. Note that when the road is in the image, there
will always be an entrance as well as an exit location. For example, in the case where
there is a 90◦ right-hand turn in the image, the entrance location is the right side
of the image and the exit location is the bottom of the image. In the case where
the road is a dead-end, the entrance location is the same as the exit location at the
bottom of the image.
For a downward-facing camera, the center of the image corresponds to the current position. To have sufficient time to react to any deviation in the road direction,
the UAS must look beyond its current position. Therefore, the UAS must use the
information pertaining to the road in the top half of the image. To allow maximum
time to react to road deviations while in steady-state, we define the position of the
road to be the single pixel location corresponding to the center of the road in the top
of the image. In other words, the road position is the pixel location of where the road
enters the image. We extend this definition to apply to when the UAS is outside
steady-state as well. Figure 2.3 demonstrates which pixel location is delivered by the
image-processing algorithm in four different road scenarios. The velocity of the road
is defined as the rate of change of this road-entering pixel from one image frame to
the next.
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(a) Straight Road

(b) Right Turn

(c) Left Turn

(d) Dead End

Figure 2.3: Images from the perspective of the UAS in four different road scenarios,
where the pixel corresponding to the road position returned by the image-processing
algorithm is highlighted in red.

In this research a simple thresholding in the HSV (hue-saturation-value) color
space was used to separate road pixels from non-road pixels [18]. This was followed by
a connected-components analysis that groups road pixels together into components.
The largest component was then selected as the road and the top center pixel was
returned to the UAS controller. While this approach was simple and effective, there
are a variety of other algorithms that could be used for image processing as long as
the delivery time of the needed information met the demands of the controller to
ensure stable control.
When fitting a line to the road, the entire image needs to be searched. However,
by following the approach described above, we can significantly limit the number of
image pixels that are processed. Most of the time the road will enter from the top of
the image, which implies that only the top section needs to be analyzed. If no road
is detected in the top portion, then the sides can be processed. If that fails, then
the bottom of the image can be analyzed. If this fails as well, then there is no road
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in the image. The center portion of the image never needs to be processed, thereby
speeding up the algorithm.
The size definition of the top, sides, and bottom sections is dependent upon
the quality of the road classification. If the road in the image is hard to extract from
its surrounding environment, then the sections should be made larger. To give an
example of adequate size definitions, the flight-tests in this chapter were performed
using a top section of 640 × 140 pixels, side sections of 100 × 480 pixels, and a bottom
sections of 640 × 100 pixels, where the entire image was 640 × 480. In the best case,
which occurs most of the time, only the top section is searched limiting the analyzed
pixels to 29.17% of the total amount of pixels. In the worst case, where all the sections
are searched, the analyzed pixels are limited to 57.81% of the total amount of pixels.
This is a significant improvement in the number of pixel operations needed to extract
the road information from the image.
2.3.2

Skid-to-Turn Model with Strap-Down Camera
In this section, the control law for visual road-following is derived. We will

follow the derivation presented of 3D proportional navigation in Reference [19], adjusting the equations and assumptions for road-following.
We begin by defining the inertial position and velocity of the UAS as
i
ruas
= (pn , pe , −h)T

and


i
vuas

(2.17)


V cos(χ) cos(γ)




=  V sin(χ) cos(γ)  .


V sin(γ)

(2.18)

The velocity vector can be approximated in the body frame as
b
= (V, 0, 0)T ,
vuas

assuming a small angle of attack.
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(2.19)

i
i
The inertial position and velocity of the road are denoted as rroad
and vroad
.
i
i
Let R , rroad
− ruas
be the relative position between the road and the UAS in the

inertial frame.
The 3D equations for pure proportional navigation guidance (PPNG) are given
in [20] as
auas = N Ω⊥ × vuas ,

(2.20)

where N is the navigation constant and Ω⊥ is the component of the angular rate of
the LOS that is perpendicular to the LOS. It is computed as
Ω⊥ =

R × (vroad − vuas )
.
kRk2

(2.21)

By noting that Ṙ = ṙroad − ṙuas = vroad − vuas and defining
R
kRk

(2.22)

Ṙ
˙
R̂ ,
,
kRk

(2.23)

R̂ ,
and

we can express Ω⊥ as
Ṙ
R
×
kRk kRk
˙
= R̂ × R̂.

Ω⊥ =

(2.24)

The control inputs for the models defined in Section 2.2 are in the body frame.
Therefore, the acceleration command in Equation (2.20) should be expressed in the
body frame as
b
.
abuas = N Ωb⊥ × vuas
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(2.25)

By breaking Ω⊥ into its components and using Equation (2.19), Equation (2.25)
becomes






Ωb⊥,x

abuas


V


 

 b  

= N  Ω⊥,y  ×  0 

 

Ωb⊥,z
0


0




b
=  N V Ω⊥,z  .


b
−N V Ω⊥,y

(2.26)

To derive the commanded acceleration, we need to estimate Ωb⊥ from the visual
information. Our approach will be to estimate Ω⊥ in the camera frame and then
transform it into the body frame using
Ωb⊥ = Rgb Rcg Ωc⊥ .

(2.27)

Let ²x and ²y be the X and Y pixel location corresponding to the position of the
road as described in Section 2.3.1 and let ²˙x and ²˙y be the X and Y time derivatives
of the pixel location. The focal length f of the camera in pixel units is defined as
MW
,
2 tan( η2 )

f=

(2.28)

where η is the horizontal field-of-view and MW is the width of the image in pixels.
The 3D geometry of the camera model is shown in Figure 2.4. The displacement of the road from the origin of the camera in the image plane is the vector having
a direction of (P ²x , P ²y , P f ) and a magnitude of P f¯, where
f¯ =

q
²2x + ²2y + f 2 .

(2.29)

The displacement of the road from the origin of the camera in the world plane is the
vector (Rxc , Ryc , Rzc ) having a magnitude of kRk.
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Yc

Xc

Pf

Zc Pf¯

(0, 0)

Image Plane

Py

Rcz
(pn, pe)

Px
R

Rcx

Rcy
World Plane

Figure 2.4: The 3D camera model. The displacements of the road in the image plane
are indicated in red while the displacements in the world plane are shown in blue.

By using similar triangles, we can form ratios among these displacements as
follows:
Rxc
P ²x
²x
= ¯ = ¯,
kRk
Pf
f
Ryc
P ²y
²y
= ¯ = ¯,
kRk
Pf
f

(2.30)
(2.31)

and
Pf
Rzc
f
= ¯ = ¯.
kRk
f
Pf
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(2.32)

P(x +∆x)

Xc

Pf
Image Plane

Zc

Figure 2.5: The 2D geometry of the camera model from the X c -Z c plane perspective,
where there has been a change in position of the road.

Thus, the first term on the right side of Equation (2.24) is expressed as




²x

1


R̂ = ¯  ²y  .

f
f

(2.33)

Figure 2.5 shows the camera geometry of the X c -Z c plane, where the position
of the road has moved slightly after a time period of ∆t. A similar figure could
be drawn for the geometry in the Y c -Z c plane as well. We assume that the UAS
maintains constant altitude, therefore, there is no displacement in the Z c direction
˙
and the Z-component of R̂ is
Ṙzc
= 0.
(2.34)
kRk
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By using similar triangles shown in Figure 2.5, we can form the following
ratios:
²x + ∆²x
Rxc + ∆Rxc
=
,
kRk + ∆ kRk
f¯ + ∆f¯
Ryc + ∆Ryc
²y + ∆²y
=
,
kRk + ∆ kRk
f¯ + ∆f¯

(2.35)
(2.36)

and
Rzc
f
=
.
f¯ + ∆f¯ kRk + ∆ kRk

(2.37)

Focusing on Equation (2.37), we can rewrite the ratio as
f (kRk + ∆ kRk) = Rzc (f¯ + ∆f¯)

(2.38)

f kRk + f ∆ kRk = Rzc f¯ + Rzc ∆f¯.

(2.39)

and then expand to get

From Equation (2.32), we know that f kRk = Rzc f¯. Therefore, Equation (2.39)
reduces to
f ∆ kRk = Rzc ∆f¯
¶
µ
f kRk
∆f¯,
=
f¯

(2.40)

and after dividing by f , we get
∆ kRk =

kRk ¯
∆f .
f¯

(2.41)

Dividing by ∆t and kRk and taking the limit as t → ∞, we end with
f¯˙
= ¯,
kRk
f
dkRk
dt
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(2.42)

where f¯˙ is the time-derivative of f¯ and expressed as
1
f¯˙ = ¯(²x ²˙x + ²y ²˙y ).
f

(2.43)

Now, we cross multiply the terms in Equation (2.35) as
(²x + ∆²x )(kRk + ∆ kRk) = (f¯ + ∆f¯)(Rxc + ∆Rxc ),

(2.44)

and then expand to get
²x kRk + ∆²x kRk + ²x ∆ kRk = f¯Rxc + ∆f¯Rxc + f¯∆Rxc .

(2.45)

Note that the terms ∆²x ∆ kRk and ∆f¯∆Rxc are very small compared to the other
terms and therefore are negligible. From Equation (2.30), recall that ²x kRk = f¯Rxc .
Therefore, Equation (2.45) simplifies to
∆²x kRk + ²x ∆ kRk = ∆f¯Rxc + f¯∆Rxc .

(2.46)

Dividing by ∆t and taking the limit as t → ∞, Equation (2.46) becomes
²̇x kRk + ²x

d kRk
= f¯˙Rxc + f¯Ṙxc ,
dt

(2.47)

and after dividing by kRk, we get
²̇x + ²x

dkRk
dt

Ṙc
Rc
= f¯˙ x + f¯ x .
kRk
kRk
kRk

(2.48)

˙
Solving for the X-component of R̂ yields
Ã
!
dkRk
c
Ṙxc
1
R
x
= ¯ ²̇x + ²x dt − f¯˙
.
kRk
kRk
kRk
f
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(2.49)

Using Equations (2.30) and (2.42), this can be simplified as
Ã
!
Ṙxc
1
f¯˙
²
x
= ¯ ²̇x + ²x ¯ − f¯˙ ¯
kRk
f
f
f
²̇x
= ¯.
f

(2.50)

The same technique can be used for Equation (2.36), which yields the formula
˙
for the Y-component of R̂ as
Ṙyc
²̇y
= ¯.
(2.51)
kRk
f
Combining Equations (2.34), (2.50), and (2.51), we express the second term on the
right side of Equation (2.24) as




²̇x

1


˙
R̂ = ¯  ²̇y  .

f
0

(2.52)

˙
From this derivation, it has been shown that R̂ and R̂ can be estimated solely
upon the visual information. Therefore, Ωc⊥ can be expressed as
˙
Ωc⊥ = R̂ × R̂

1
= ¯2
f


−²̇y f






²̇x f



.


(2.53)

²x ²̇y − ²y ²̇x
We now rotate Ωc⊥ into the body frame as follows
Ωb⊥ = Rgb Rcg Ωc⊥

1
= ¯2
f


−²̇x f






−²̇y f
²x ²̇y − ²y ²̇x
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.


(2.54)

By using Equations (2.26) and (2.54), the PPNG acceleration in the body
frame is



0

abuas



=  N V Ωb⊥,z

−N V Ωb⊥,y

1
= ¯2
f







0


 N V (²x ²̇y − ²y ²̇x )

N V (²̇y f )



.


(2.55)

In target-tracking, abuas,y will direct the heading angle of the UAS toward the
inertial position of the target, while abuas,z will direct the pitch angle toward the
altitude of the target. However, in road-following, the UAS is not trying to intercept
the road but rather maintain constant altitude while tracking the road. Therefore,
abuas,z is ignored and the desired altitude is commanded using a proportional controller.
The angular acceleration χ̇ is related to the linear acceleration abuas,y by the following
equation:
χ̇ =

1 b
a
.
V uas,y

(2.56)

We conclude the derivation for the skid-to-turn model with a strap-down camera by defining the control inputs in Equations (2.4) and (2.5) as
µ
u1 = N

²x ²̇y − ²y ²̇x
f¯2

¶
(2.57)

and
u2 = kh (hd − h),

(2.58)

where kh is a proportional gain, and hd is the desired altitude.
2.3.3

Bank-to-Turn Model with Gimbaled Camera
In this section, we derive the proportional navigation equations for the bank-

to-turn model equipped with a gimbaled camera. We begin the derivation by noting
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that if the camera is directed downward along the Z v -axis, regardless of the pitch
and roll of the UAS, the camera always has the same position and orientation as
a strapped-down camera on a skid-to-turn UAS. Therefore, if the gimbal can be
commanded to cancel out the pitch and roll effects of the UAS, the results derived in
Section 2.3.2 are directly applicable to the bank-to-turn model.
In Section 2.3.2, we assumed that the UAS maintains constant altitude. If
winglets sustain the vehicle in a coordinated turn, then the pitch angle is essentially
zero. Therefore, the gimbal need only cancel out the effects caused by rolling. A roll
is defined as a rotation about the X v -axis that has been directed to coincide with the
heading of the UAS. If the gimbal is oriented so that it also rotates about this axis,
a rotation angle equal to the roll angle and opposite in direction will cancel out the
effects of the roll on the image. To implement this idea, we position the gimbal so its
initial orientation is pointed downward along the Z b -axis, while the UAS is steady and
level. The gimbal is then allowed only to move side-to-side in the Y b -Z b plane. We
define αel to be the displacement angle from the Z b -axis in the Y b -Z b plane. When
αel > 0, the gimbal will rotate toward the right wing and when αel < 0 the gimbal
will rotate toward the left. Note that this rotation is defined opposite in direction to
that of a UAS roll rotation.
With this setup, the equations in Section 2.3.2 are used to derive the control
inputs defined in Equations (2.10), (2.11), (2.12), and (2.13). In Equation (2.4), u1
commands χ̇, which we can combine with Equation (2.9) to derive a desired roll angle:
V
arctan(χ̇)
g
V
= arctan(u1 ).
g

φd =

(2.59)

Using the desired roll angle, φd , we can define the control inputs introduced in
Equations (2.10)-(2.13) for the bank-to-turn model equipped with a gimbaled camera
as

¡
¢
u3 = kφ φd − φ ,
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(2.60)

¡
¢
u4 = kh hd − h ,

(2.61)

u5 = 0,

(2.62)

and
u6 = φ.

(2.63)

Note that for all the above assumptions to hold, αel needs to be updated frequently
enough to track the roll angle. Also, the response of the gimbal needs to be fast
enough to match the dynamics the of rolling UAS.
By using u1 to calculate u3 , the rotation matrix Rgb is equivalent to the one
expressed in the skid-to-turn model derivation and is not recomputed with the new
camera elevation angle. By assuming that the camera is directed downward along the
Z i -axis, the controller is unaware that the vehicle is rolling and the gimbal is turning.
2.4

Image Steady-State Error
In this section, we introduce the idea of an image steady-state error and present

an adjustment to the guidance laws developed in Sections 2.3.2 and 2.3.3 to drive this
error to zero.
Consider the situation for the skid-to-turn model when the road is vertical in
the image but not centered. Both ²˙x and ²˙y are zero, causing the control input u1 to
be zero, and the UAS no longer controls its heading to position itself over the road.
Figure 2.6 demonstrates this situation by showing snapshots from a mathematical
simulation: (a) represents initial conditions, (b) and (c) take place during the tracking,
and (d) occurs when the UAS has reached a steady state. While the UAS is still
tracking the road in this setting, it is non-ideal. If a sharp turn in the road were to
occur, the time to react would be severely limited and may cause the road to leave
the image before the control can be adjusted. Hence, it is important to have the
position of the UAS converge directly over the position of the road. In other words,
the road should be centered in the image. We define the image steady-state error as
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(a) Initial Conditions

(b) Transition State 1

(c) Transition State 2

(d) Steady-state Conditions

Figure 2.6: Four screen shots of the road-following algorithm in a Matlab simulation,
demonstrating the steady-state error where (a) is the initial state, (b) and (c) are
different states that occurred during the transition to steady-state, and (d) is the steadystate condition. The green vector represents the image steady-state error.

the displacement of the road position from the top center pixel of the image. The
green vector in Figure 2.6(d) represents the image steady-state error.
The image steady-state error results from the manner in which the image
processing was designed. Selecting the top pixel corresponding to the road for each
video frame produces the effect that the road is traveling at the same velocity as the
UAS. Proportional navigation was designed to command the interceptor to the point
of intercept with the target. However, if the interceptor and target are traveling at
the same velocity, any movement by the interceptor that is not in the direction of
the target’s heading will cause the interceptor to move farther away from the target.
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Therefore, the best maneuver for the interceptor is to direct its heading to that of the
target so that the two travel in parallel. We can classify the effective road velocity
between video frames as a maneuver by the road, since it changes as the vehicle’s
velocity changes. Any curves or turns in the road can also be viewed as a maneuver.
Equation (2.20) has been shown to produce zero miss-distance for targets
with constant acceleration, but for maneuverable targets the commanded acceleration needs to be adjusted [21]. This is referred to in the literature as augmented
proportional navigation guidance (APNG) where the adjustment to the control law
is based upon the acceleration of the target.
To describe the acceleration of the road, first note that if there is no acceleration the road position should converge to the top center of the image. If the given
pixel location is not at the desired location then the road is viewed as having maneuvered away. Therefore, the image steady-state error can be used to augment the
PPNG law.
The image steady-state error in the camera frame is defined as

ecss



=


²x −²dx
MW
²y −²dy
MH

+
+

|²y −² |
sign(²x − ²dx ) MHy
|²x −²d |
sign(²y − ²dy ) MWx
d




,


(2.64)

0
where MW is the number of pixels across the width of the image, MH is the number
of pixels across the height, and the sign function is defined as

sign(x) ,



 1,

if x ≥ 0


−1,

if x < 0

.

(2.65)

The first term in each error component is the main error source in that dimension.
The second term is used as an additional push in the correct direction when the road
deviation is large. To augment the acceleration command in Equation (2.55), ecss
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must be rotated into the body frame as follows
ebss = Rgb Rcg ecss

² −²d
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(2.66)

The new command input is
µ
u1 = N

²x ²̇y − ²y ²̇x
f¯2

Ã

¶
+L

¯
¯!
¯²y − ²dy ¯
²x − ²dx
+ sign(²x − ²dx )
,
MW
MH

(2.67)

where L is a tunable gain. The first term on the right side of the equation above will
be zero only when the road is vertical in the image. The second term on the right side
of Equation (2.67) will be zero only when the top of the road is centered in the image.
The combination of these two terms guarantees a single, steady-state condition where
the road is vertical and centered in the image. Note that the only adjustment to the
control inputs defined in Sections 2.3.2 and 2.3.3 is to u1 , since u2 , u4 , u5 , and u6 are
independent of the PPNG law and u3 will be adjusted by the augmentation to u1 .
2.5

Simulation Results
To verify the feasibility of the developed road-following control law, medium

fidelity simulations were conducted using the software described in Section 1.4.2. The
UAS model used in the simulations was the bank-to-turn with a gimbaled camera,
where the following constraints were imposed upon the air vehicles:
V = 13 m/s,

(2.68)

−45 deg ≤ φ ≤ 45 deg,

(2.69)

−60 deg ≤ αel ≤ 60 deg,

(2.70)

−40 deg/s ≤ u1 ≤ 40 deg/s,

(2.71)

−60 deg/s ≤ u2 , u4 ≤ 60 deg/s,

(2.72)
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and
− 100 deg/s ≤ u3 ≤ 100 deg/s.

(2.73)

The simulations involved four different scenarios where the road configuration
was a straight line, a square, a figure eight, and a star. Each scenario consisted of
binary video footage, where road pixels were white and non-road pixels were black.
Figure 2.7 shows the inertial position of the road (blue) for each scenario overlaid by
the position of the UAS (red).
In the first three scenarios, the control law worked as expected, where the
position of the UAS converged over the road. When a change in the road direction
occurred, the UAS responded and tracked the change. The image steady-state error
plots are displayed in Figure 2.8. The large spikes in these plots correspond to sharp
changes in the road position and are quickly driven back towards zero.
In the star-shaped road scenario, the image steady-state error also goes towards
zero after transitions in the road. However, the UAS does not track the entire shape
like it did in the other scenarios. This is a result of how the image-processing algorithm
functions when multiple roads are in the image at the same instance. Sometimes the
algorithm switched between which road it selected as being the road position, causing
the UAS to travel between the roads. However, despite this issue, the derived control
law still guided the UAS to whichever road was returned by the image-processing
algorithm. In order to allow the desired road to be selected every time, even if the
image contains multiple roads, decision-making capabilities must be added to the
image-processing algorithm.
2.6

Experimental Results
To verify the practicality of using the road-following guidance law, flight-tests

were performed. The UAS platform used was the fixed-wing design introduced in
Section 1.4.1, equipped with a pan-and-tilt gimbaled camera oriented as described
in Section 2.3.3. Figure 2.9 shows the results of the image-processing algorithm,
where (a) is the original video frame and (b) is the classified image. Each edge
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Figure 2.7: A plot of the road position used in simulation overlaid by the GPS position
of the UAS for four different scenarios, where (a) is a straight road, (b) is a road in
the shape of a box, (c) is a road in the shape of a figure eight, and (d) is a road in the
shape of a star.
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Figure 2.8: The image steady-state error for each road scenario. The large spikes
correspond to sudden changes in the road, such as a turn or a dead-end.

section has been processed in order to illustrate the sections sizes. Note how the
middle section has not been classified. The position of the road is indicated by the
red square at the top of the image.
In the experiment, we initialized the algorithm when the UAS was not directly
over the road in order to demonstrate how the control law will cause the UAS to
change its heading. Figure 2.10 shows an aerial view of the road that was used for
the experiment, where the actual GPS location of the UAS is overlaid on top. The
UAS started from the red circle and continued in a south-easterly direction over the
road until reaching the red triangle. As can be seen, the control did very well. This is
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(a) Original Video Frame

(b) Classified Image

Figure 2.9: A sample from the results of the image-processing algorithm used during
the experimental test flights. In (a) is the original image and in (b) is the classified
image. The road position determined by the algorithm for this image is indicated by
the red square at the top of the image. The green lines indicate the boundaries of the
sections that were process.

the first time, according to our knowledge, that a bank-to-turn UAS has successfully
followed a road, only using visual information.
The image steady-state error is displayed in Figure 2.11. Note that the error
converges to zero only for a short time. This deviation can be explained by two
disturbances: the lag in the movement of the gimbal and high wind conditions. The
lag allows the camera to leave the downward position, causing the road in the image to
leave the desired location. During experiments the wind speeds were approximately
50-60% of the vehicle’s airspeed, requiring the UAS to compensate by significant
rolling motions to counteract the wind. Despite these disturbances, the UAS was still
able to track the road.
2.7

Conclusions
In this chapter, we have applied proportional navigation to road-following

for a UAS using only visual information. We derived the necessary equations and
developed a control law for both a skid-to-turn model using a strap-down camera and
a bank-to-turn model using a gimbaled camera. After performing some analysis, a
modification was made to the algorithm to account for road accelerations caused by
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Figure 2.10: An aerial view of the road used in the experiments with the actual GPS
path of the UAS depicted in red, starting at the circle and ending at the triangle. The
image was obtained from Google Earth.

the setup of the image-processing algorithm as well as changes in the direction of the
road. We showed simulation results that support the feasibility and the effectiveness
of the algorithm, as well as the limitations of the image-processing algorithm used.
Finally, flight-tests were performed and validated the ability of the derived control
law.
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Chapter 3
Decentralized Perimeter Surveillance Using a Team of UASs
3.1

Introduction
Given that UAS agents are able to track the edge of the perimeter as demon-

strated in Chapter 2, attention is now turned toward the cooperative aspect of a
team of UASs with regard to perimeter surveillance. Various applications include
border patrol, mobile combatant surveillance, and forest fire monitoring [1, 3]. In
particular, the focus will be placed upon those algorithms that will enable a team of
agents to monitor a perimeter in a decentralized fashion. Perimeter surveillance using multiple UASs has the advantage of operating in a wide variety of circumstances
such as changing perimeters (e.g., oil spill monitoring, forest-fire surveillance) or very
large perimeters (e.g., border patrol). In addition, miniature UASs are relatively
inexpensive and can be rapidly deployed.
Perhaps the most advanced example of perimeter surveillance with multiple agents is the Mobile Detection Assessment and Response System (MDARS)
project [22], a joint effort between the Army and Navy. MDARS involves networking
of multiple ground robots to cooperatively monitor a fixed perimeter near critical storage facilities. The work in this chapter differs from MDARS in that the team agents
are not required to be in constant communication with a centralized controller [23].
Rather, agents are frequently employed outside of the communication range of the
other team members and must monitor a given perimeter in a decentralized manner.
One way to pose a cooperative control problem, such as decentralized perimeter
surveillance, is within the framework of coordination variables [24]. The essential idea
is the determination of those key quantities which allow cooperation among all agents
when they share a consistent view.
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This chapter is outlined as follows. Section 3.2 defines the perimeter surveillance problem that will be addressed in this chapter. Section 3.3 presents a solution to
the problem using coordination variables, where the motion of a UAS agent has been
abstract to that of a point agent. The solution is then implemented on a UAS with a
constrained turning radius in Section 3.4. Section 3.5 presents simulation results and
flight-test results are given in Section 3.6. Section 3.7 summarizes the chapter.
3.2

Problem Formulation
The cooperative perimeter-surveillance problem involves gathering information

about the state of the perimeter and transmitting that data back to a central base
station with as little delay and at the highest rate possible. We will solve this problem
in two steps. The first step is to derive a cooperative control algorithm by abstracting
the motion of the UAS to point agents. This allows us to focus on the general motion
of the agents. The second step is to implement the algorithm on UASs that have a
turning radius constraint.
Consider point agents moving at a uniform constant velocity along a linear
perimeter as shown in Figure 3.1. Agents can reverse direction instantaneously, and
always do so when the end of a perimeter is encountered. Communication among
agents is allowed only when the agents are “touching”, i.e., when they occupy the
same physical location.
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Figure 3.1: Example scenario where eight point agents monitor a linear perimeter.
The velocity of each point agents is indicated by the accompanying vector.

A configuration that allows information about the entire perimeter to be available at a high update-rate and minimize latency, exists when the agents share, in
equal portions, the length of the perimeter, while simultaneously setting up an ex40
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Figure 3.2: The desired information-exchange pattern that allows information regarding the state of the perimeter to be available at any point along the perimeter. (a)
shows agents uniformly spread along the perimeter; (b) shows neighbors meeting and
exchanging perimeter-state information; and (c) shows the perimeter state carried to
all points along the perimeter.

change pattern facilitating the flow of information to the ends of the perimeter. In
other words, when agents are evenly distributed along the perimeter and when each
agent meets its neighbor at the end of the segment for which it is responsible, the
ideal configuration has been reached [1]. Figure 3.2 shows the desired behavior for
a team of four agents: the agents are uniformly distributed along the perimeter
(Figure 3.2(a)) and each agent meets its neighbors at the ends of its segment (Figures 3.2(b) and 3.2(c)). This oscillatory behavior by the agents requires that the
team be synchronized not only in space (equally distributed), but also in time (meet
neighbors at the end of segments). Note that any perimeter homeomorphic to a line
will fit into the same analytical framework.
3.3

Decentralized Solution
This section derives a decentralized algorithm to achieve the desired behavior

described in Section 3.2. The coordination variables for this problem are: (1) the
perimeter length, (2) the number of agents on the left side of the perimeter relative
to a given agent, and (3) the number of agents on the right side of the perimeter
relative to a given agent. When each agent has consistent values for the coordination
variables (i.e., each agent knows the length of the perimeter, the total number of
agents on the team, and its position within the team), then each will be able to
compute the perimeter segment for which it is responsible. The first step in the
decentralized solution is to ensure that when each agent has the proper values, that
coordination will be achieved.
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The procedure presented in Algorithm 1, ensures that the desired steady-state
behavior will be reached if each agent has coordination-variable values consistent with
the current scenario.

Algorithm 1: Distributed Spread
if rendezvous with neighbor then
Calculate shared border position.
Travel with neighbor to shared border.
Set direction to monitor own segment.
else if reached perimeter endpoint then
Reverse direction.
else
Continue in current direction.

For every consecutive pair of agents, there is a single position where their
perimeter segments border each other. When each agent has a consistent knowledge
of the length of the perimeter and its order within the team, then the endpoints of
its assigned segment are easily computed. The endpoint shared with a neighbor is
the shared border position to which both will travel together during the first phase
of Algorithm 1. Effectively, each agent escorts its neighbors to the position at which
they should have met had they been in perfect synchronization. Since agents reverse direction only at perimeter ends or when they meet other agents, each agent is
guaranteed to meet its neighbors.
Theorem 1 Let the perimeter length and number of agents be fixed. If all agents
know the perimeter length, the number of agents, and their respective place within
the team, then Algorithm 1 ensures that all the agents are evenly spaced along the
perimeter, where each agent meets its neighbors at the boundaries of the perimeter
segment for which it is responsible before time 2T has passed, where T corresponds to
the time required for one agent to travel the length of the perimeter.
Proof: In general, the team agents can initially be positioned anywhere along the
perimeter and traveling either in the positive or negative direction. Since agents have
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a consistent understanding of the coordination variables, then each one can calculate
the segment along the perimeter for which it is responsible. As noted above, agents
are guaranteed to meet both neighbors since Algorithm 1 only commands agents
to reverse direction at a perimeter endpoint or in order to advance to its segment
boundaries.
For N agents, order the segments from the left edge of the perimeter as
1, . . . , N and let the number of each agent correspond to the segment for which it is
responsible. Consider the effect of Algorithm 1 on the leftmost agent, Agent 1. Once
Agent 1 has escorted its right neighbor to their shared border, then no agent to the
right of Agent 1 will ever again travel along Segment 1. This can be seen by noting
that after Agents 1 and 2 split at their shared boundary both will travel the length
of one segment to get to the opposite end of their respective segments. If Agent 2
meets Agent 3 along the way, then Agents 2 and 3 will continue together to their
shared border before Agent 2 reverses direction; therefore, Agent 2 will travel at least
one segment length away from the boundary between Segments 1 and 2. Since both
travel at a uniform constant velocity, Agent 1 will arrive back at the border between
Segments 1 and 2 at the same time or before Agent 2, but never after.
Now, consider Agent 2 after being escorted by Agent 1 to their shared boundary. Since Agent 2 will never again venture into Segment 1, the border between
Agents 1 and 2 can be regarded as a fixed perimeter endpoint for Agent 2. In other
words, the same analysis now holds if we consider Agent 2 as the leftmost agent in a
set of N − 1 agents. Observe that the same argument holds when starting with the
rightmost agent and considering all agents to the left. Therefore, there is a time τ
after which all agents are found only on their respective segments. This implies that
the desired steady-state behavior of Section 3.2 has been achieved.
The worst-case situation occurs when all agents are stacked infinitesimally
close at one end of the perimeter and are traveling toward the opposite end of the
perimeter. Once time T has passed, all of the agents are at the opposite end of
the perimeter where they will meet both of their neighbors. Each pair will travel to
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Figure 3.3: Example scenarios for point agents whose spread is governed by Algorithm 1. In (a) and (b), the initial position and velocity for each agent are shown,
while (c) and (d) display the position along the perimeter for each agent as a function
of time.

their shared borders which for the farthest pair will require a travel time less than T .
Therefore, the steady-state behavior will be achieved before time 2T .
Figure 3.3 shows two simple scenarios with eight agents spreading out over
a fixed perimeter where each agent begins with a consistent understanding of the
coordination variables. Figures 3.3(a) and 3.3(b) give the initial position along the
perimeter and the velocity for each point agent. Figures 3.3(c) and 3.3(d) show the
position along the perimeter for each agent as a function of time. This graph is
important as it allows us to visually verify the effectiveness of the algorithm. When a
full lattice geometry is achieved, the desired steady-state behavior has been reached.
Note that the agents require very few meetings with other agents before converging
to the proper configuration.
Theorem 1 ensures finite time-convergence to the steady-state behavior described in Section 3.2 when the coordination variables are consistent among the team.
By adding the ability to update the coordination variables, Algorithm 1 can be modified to ensure that there will be a time when the coordination variables are consistent.
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This is done by simply incorporating local variables that track the total perimeter
distance and the number of agents on both sides of each agent. These variables are
easily updated when an agent meets its neighbor because both agents have knowledge
regarding the number of agents and the perimeter length on their respective sides.
If the perimeter length and the number of agents is fixed, then the coordination
variables will eventually be consistent among the team since agents are guaranteed
to meet both neighbors. Once the coordination variables are consistent, Theorem 1
ensures that the desired steady-state behavior will be achieved. Note that the same
method used to update the coordination variables can also be used to detect changes
in the perimeter length or the number of team members. In other words, the core
ideas from Algorithm 1 can be used to monitor step changes in perimeter length and
the team size in a decentralized manner.
By modifying Algorithm 1 to allow agents to transmit information regarding
the perimeter size and number of agents, changes in perimeter size can be tracked.
Figure 3.4 shows agent-tracking on (a) a perimeter with a step change in length,
and (b) a perimeter with a sinusoidal change in length. As demonstrated in (a), the
modifications to Algorithm 1 make the team adaptable to step changes in perimeter
size and the desired steady-state configuration is still achieved. However, the same
algorithm only allows good tracking for other types of perimeter growth like that
shown in (b). Note that agents do not have a priori knowledge of the perimeter
length or number of agents on the team. These coordination variables are updated
through the repeated interactions with other team members.
3.4

Implementation on UASs
Since UASs have a constrained turning radius, the assumption of instantaneous

turn-around time in Section 3.3 is unrealistic. However, it was used to generalized the
desired motion of the UASs. The purpose of this section is to implement Algorithm 1
on UASs and investigate the limitations.
Instead of point agents, we now consider UASs flying at constant velocity
with turning radius R (simple Dubin’s car model). To complete a U-turn with such
45
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Figure 3.4: Point agents tracking changing perimeters using a modified version of
Algorithm 1 to continuously update the coordination variables. Agents learn the size
of the perimeter and number of agents in the team through repeated interaction with
other team members.

a turning radius requires that the UAS be aware of the need to turn around at a
distance of 76 πR before the actual rendezvous [25]. Since both UASs must have a
buffer of this distance in order to complete a turn-around, the communication radius
of each UAS must be greater than 73 πR.
The constrained turning radius also affects how many agents can monitor a
perimeter without being interrupted during a turn. The smallest segment is one on
which a UAS can complete two U-turns consecutively, so a perimeter of length P
3
Pc
being monitored by UAS agents with a turning radius R can have at most b 7πR

agents, where b·c implies rounding down to the nearest whole number.
Consider a scenario with N agents that have a large enough communication
radius to perform the U-turn maneuver as described above. Also, let the perimeter
be large enough so that in steady state the segment for which a UAS is responsible
is large compared to the turning radius of the vehicle (specifically, larger than 73 πR).
Our desire is to determine the transient period conditions which ensure no UAS is
interrupted while performing a turning maneuver. In other words, we wish to find
when the distance between consecutive direction reversals is smaller than the distance
required to perform those maneuvers.
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It is easy to show that when the scenario allows for uninterrupted steady-state
behavior and the agents have consistent coordination variables, no UAS is interrupted
during the transient period. However, during the time when the team is forming a
consistent set of coordination variables, the distance between consecutive direction
changes can be made arbitrarily short with proper choice of initial positions and
directions of the agents. It can be shown that a sufficient condition to ensure that no
UAS is interrupted in the transient period of the algorithm is to enforce a separation
distance of at least 73 πR when launched. In the general case, Algorithm 1 must be
modified to allow interrupted turns to translate into effective perimeter growth. These
effects will die out as soon as the coordination variables reach consistency.
3.5

Simulation Results
To verify the feasibility of implementing Algorithm 1 on a team of miniature

UASs, simulations were performed using the software described in Section 1.4.2. The
simulation scenario involved three UASs monitoring a changing perimeter composed
of 4 waypoints with a total length of 1.46 km. Each UAS was equipped with autopilot
software that enabled accurate waypoint tracking [26] with a turning radius of approximately 50 meters. The communication model allowed UASs to communicate only to
adjacent neighbors who were inside the communication range of approximately 370
meters, the minimum distance necessary.
The scenario started with only two of the three UASs being launched. Each
agent started without any knowledge of the number of agents on the team nor the
perimeter length. Even though the perimeter is defined by predetermined waypoints,
we required the UASs to initially treat the perimeter length as unknown. After
about 400 seconds, a step change in the perimeter length occurred by adding an
additional waypoint, followed by another change a short time later. At approximately
900 seconds in simulation time, the third UAS was launched. Before the simulation
terminated, the team experienced two more changes in the perimeter, one at each
end.
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Figure 3.5: Simulation results showing the normalized position of each UAS along the
perimeter. Changes to the perimeter length occurred at approximately 400, 700, 1100,
and 1600 seconds. The third agent was introduced at approximately 950 seconds. The
sharp peaks are a result of the coordination variables being reset.

Figure 3.5 shows the simulation results by plotting the normalized position
of each UAS along the length of the perimeter. Note that in the regions where the
team should already be locked into the ideal configuration, some position overlap
is still observed. This is caused by the inability of the UASs to perform the Uturn maneuver precisely, and resulted in a disturbance to the system. However, the
overall behavior of the team was as expected, with the agents reaching the desired
steady-state behavior quickly and reacting appropriately to step changes in both the
perimeter length and the team size.
It should be noted that even though the UASs cannot turn around instantaneously, the position plot in Figure 3.5 shows the agents making sudden changes in
direction. This is a result of the UAS resetting the coordination variables when it
begins to execute the turn around command.
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Figure 3.6: Experimental results showing the normalized position of each UAS along
the perimeter. The decentralized cooperative-surveillance algorithm was started at
approximately 50 seconds.

3.6

Experimental Results
The decentralized cooperative-surveillance algorithm was further validated by

hardware flight tests using the experimental testbed described in Section 1.4.1. Figure 3.6 displays the normalized position of two UASs along the perimeter while Figure 3.7 shows the inertial position plots that were generated from the actual telemetry
files of the UASs. The latter figure demonstrates the algorithm by showing (a) some
initial condition for the two agents, (b) the first rendezvous, (c) the turn-around at
the shared border, (d) the first meeting of the perimeter endpoints, (e) the second
rendezvous, and (f) the second meeting of the perimeter endpoints.
The algorithm was initiated at approximately 50 seconds, after the two agents
had passed each other. The first UAS (blue) turned around immediately while the
second agent (red) traveled to the shared border before turning around. At this point
the agents had reached the steady-state configuration. Similar to the simulation
results, there was some overlap in position between the two agents. This is a result of
the inability of the UASs to complete a precise U-turn maneuver. It should also be
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(b) First Rendezvous

(c) Turn Around at Border

(d) Meet Endpoints

(e) Second Rendezvous

(f) Meet Endpoints Again

Figure 3.7: Various plots generated from the actual telemetry files of the UASs collected during the experimental flight tests. These demonstrated the functionality of
the distributed spread algorithm, where (a) are the initial conditions, (b) is the first
rendezvous, (c) is the turn-around at the shared border, (d) is the first meeting of the
perimeter endpoints, (e) is the second rendezvous, and (f) is the second meeting of the
perimeter endpoints.
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noted that the shared-border position of the two agents appears to be around 60% of
the perimeter length instead of the theoretically predicted 50%. This deviation was
caused by wind pushing the second agent, thereby enabling Agent 2 to cover more
distance than Agent 1. Wind speeds during the flight tests were estimated at 35% of
the airspeed of the UASs. Despite the disturbance of the wind, the agents were still
able to effectively distribute themselves evenly along the perimeter.
3.7

Conclusions
This chapter has presented a decentralized algorithm for perimeter surveillance

that converges in finite time. By sharing information regarding the perimeter length
and number of team members, each agent obtains a consistent set of coordination
variables that allows the decentralized algorithm to operate. Advantages include the
ability to monitor changing perimeters, account for dynamic insertion and deletion of
team members, and operate within a small communication range in a decentralized
manner. Modification of the algorithm to account for UAS turn-radius constraints
was presented along with simulation and hardware results.
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Chapter 4
Using Inverse Problem Theory to Understand Autonomous
Path Planning
4.1

Introduction
Autonomous path planning has been an area of interest in research for a num-

ber of years [27]. The literature describes research for manned and unmanned vehicles,
both aerial and terrestrial. The goal was always to plan a path to travel from point
A to point B while meeting stipulated constraints. These constraints could include
minimizing the time needed to traverse the path or maximizing the information collected along the path. By adding constraints, the problem becomes more meaningful
and provides a greater challenge to solve. Other constraints placed upon the path are
that the path must be continuous and cannot pass through restricted areas. These
constraints restrict the number of possible paths in the solution space.
The common approach in designing a path-planning algorithm is to pose the
objective as a constrained optimization problem [28, 29]. In the problem of maximizing the information gathered along a path, the objective can be stated as
arg max

I (m) ,

(4.1)

subject to C0 (m),...,CN −1 (m)

where Ci is the i-th constraint that the path m must satisfy and I (·) is the information
function that takes m as the parameter and returns the information gathered along
that path. Using Lagrange multipliers, Equation (4.1) can be rewritten as
(
arg max I (m) +

N
−1
X
i=0
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)
λi Ci (m) .

(4.2)

Once a relationship such as Equation (4.2) has been formulated, it is often
assumed that a unique solution exists, and all efforts are placed on finding it. Little
time is invested in exploring the structure of the problem formulation to determine
whether a unique solution exists. We wish to address this point.
Before investing time in solving Equation (4.2), it would be wise to consider
two questions. First, what is the complexity involved in finding a solution? If the
function I (·) is linear and the constraints Ci also are linear, then Equation (4.2) becomes a fairly straightforward linear-algebra problem where the complexity is solely
based upon the dimensionality. However, once we introduce nonlinearities into the information function and the constraints, the complexity of finding a solution increases
significantly independent of the dimensionality. Second, does a unique solution exist?
If the objective function that is being optimized is non-convex, more than one extrema
may exist, and an incorrect solution may be obtained. Additionally, if the function is
flat near the global optimum, convergence to the solution may be unacceptably slow.
The only way to gain a better understanding of what is happening is to investigate
the objective function which can be accomplished using inverse problem theory.
This chapter investigates the usefulness of information gained by reformulating
a path-planning problem as an inverse problem. As a demonstration, we will focus on
the path-planning problem for forest-fire surveillance, where the fire consists of multiple hot spots. The motivation for using inverse problem theory is discussed in Section
4.2. In Section 4.3, the forest-fire surveillance problem is introduced along with the
background and initial setup of this particular path-planning problem. Section 4.4
contains the formulation of the inverse problem and gives the solution. In Section 4.5,
we explain the usefulness of Monte Carlo simulations and how the Metropolis-Hastings
method fits perfectly within the context of the forest-fire surveillance problem. We
present our simulation results in Section 4.6 and conclude in Section 4.7 that, by
recasting the path-planning problem into an inverse problem, valuable insight was
gained.
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4.2

Motivation
Inverse problem theory is developed from a probabilistic foundation, where

the solution is a probability density function rather than a single value. Using the
technique of Monte Carlo simulations, random samples of the solution density function
can be generated regardless of the dimensionality or complexity of the problem [30].
These random samples give an understanding of how the solution space is shaped and
hence the existence of a unique solution.
Inverse problem theory is particularly applicable to the path-planning problem
because of the structure of the objective function. For example, referring to Equation (4.2), if the path m does not follow the constraints very well, the right side of the
equation acts as a penalty, thereby detracting from the overall evaluation and making
m less likely to be chosen as the optimal path. The idea of penalizing bad answers in
order to better “condition” the problem is known as Tikhonov regularization, where
the regularization term is a constraint on the norm of the solution [31]. It can be
shown that the form of the generalized Tikhonov functional is related to the inverse
problem solution. The reader is referred to Appendix A.1 for a detailed explanation
of this relationship.
Before proceeding with the development of the inverse problem, a slight adjustment must be made in the problem formulation. Inverse problem theory is based
upon probability theory, but in path planning, all paths are equally probable. However, under certain circumstances, one path may be more suitable than the next.
This motivates us to use suitability density functions rather than probability density
functions when defining the inverse problem. Suitability is very similar to probability
in structure, differing mainly in the interpretation of the result. In Equation (4.2),
the function I (·) can be used to describe the suitability of a path, m, according to
both the context of the particular problem and its constraints, Ci (·).
4.3

Forest-Fire Surveillance
Fighting forest fires is a difficult task due to the unpredictability of fire itself

and the limited amount of available information regarding the current state of the
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fire. Currently, work is being done to use miniature UASs to assist in gathering image
information about the fire [4, 1, 3, 2, 32]. Imagery from the UAS is used to provide
firefighters with information on how the fire is changing. Images of areas that are
completely burnt or are currently burning contain little information on how the fire
is changing. Hence, images corresponding to the fire perimeter are the most useful.
The path-planning objective, then, is to plan a path for the UAS that maximizes the
distance traveled along the fire perimeter. This problem becomes a greater challenge
when the fire consists of multiple hot spots because the solution space of possible
paths increases significantly. Hence, we will focus on the multiple hot spots case.
We assume that the current state of the fire is provided in the form of an image
encompassing the entire area of involvement. From this image, an N ×N dimensional,
discrete information map G is generated that describes the amount of information
that is available at a given location in the world. The map G is constructed as follows.
Each square on the map corresponding to the perimeter of a hot spot in the world
is assigned an information value of 1, since perimeter contains the most information
on how the fire is evolving. Areas of the fire that are currently burning or have
completely burnt contain little information regarding the state of the fire and would
be a waste of resources to monitor. Therefore, squares in map G that correspond to
these areas are assigned an information value of -1. All other squares are assigned a
value of 0.05 because there is a small chance that the fire can extend to these areas in
the future. Figure 4.1 illustrates the generation of the information map, where (a) is
the initial image, (b) is the generated information map, and (c) is a visual information
map allowing for quick detection of the hot spots. Using this map, the objective now
becomes planning a path that maximizes the amount of information collected along
the path, which can be expressed mathematically as
arg max IG (m) ,

(4.3)

where the path m is a sequence of consecutive squares taken from the information
map G. The function IG (·) is created from G and takes in, as a parameter, a path and
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(a) Initial Image

(b) Information Map

(c) Visual Information Map

Figure 4.1: This figure demonstrates how the information map G is created. Starting
with the initial image (a), we create a discrete information map (b). For visual understanding, colors are added to the map in (c), where blue corresponds to low information
values and red corresponds to high values.

returns the sum of all the information values associated with the squares along the
path. The path that maximizes this function generally will travel along the perimeter
of the fire. With this initial setup, we can formulate the inverse problem.
4.4

Formulating the Inverse Problem
The solution to the inverse problem is a suitability density function σ that

is referred to in the literature as the posterior density function. It is defined as the
conjunction of two states of information. A conjunction is an operation performed
on two density functions and is similar to the logical “and” for multiple variables. It
is defined as
(f1 ∧ f2 ) (x) =

1 f1 (x) f2 (x)
,
ν
µ (x)
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(4.4)

where f1 is the suitability density function of one state of information, f2 is the
suitability density function of the other, µ is the homogeneous suitability density
function, ν is the normalization constant defined as
Z
ν=

f1 (x) f2 (x)
dx,
µ (x)

(4.5)

and ∧ is the conjunction operator [30]. The two states of information that are conjoined are the correlation state of information and the prior state of information.
We begin the formulation of the inverse problem by first defining both the
model and data spaces. After these definitions have been established, we will describe
the homogeneous density function and the density functions for each of the states of
information. Finally, we will combine those density functions and express the solution
to the inverse problem with regard to forest-fire surveillance.
4.4.1

Model Space
The model space M is the space of all feasible paths. For our problem, fea-

sibility implies that each square along the path is adjacent to both the previous and
subsequent squares; i.e., no jumping or diagonal movement is allowed. This constraint
is a result of the dynamics of a UAS. Another constraint is that a square cannot be
revisited on a given path. Given an N × N information map, paths can vary in
length, where length S is defined as the number of squares in the path and satisfies
1 ≤ S ≤ N 2 . Therefore, the space M of all possible paths of varying lengths is large
but finite for any given N .
A point m in the model space M is a path and can be expressed as
m = {m0 , m1 , . . . , mS−1 } ,

(4.6)

where mk is the square on the information map G that the UAS occupies at the k-th
step. The initial position of the UAS is given by m0 . Each square, mk , in path m is
a parameter that needs to be estimated. This implies that our posterior suitability
density function, which is a function of m, will be defined in S-dimensional space
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(thus it will be difficult to visualize the joint density for S > 3). However, despite the
large dimensionality of the problem, we are still able to extract shape information of
the solution space, as will be shown in Section 4.6.
4.4.2

Data Space
The data space D is the space of all measured information that will assist in

estimating our model parameters. For the forest-fire surveillance problem, a point d
in the data space is the information map G. Therefore, the data space D consists of all
possible information maps. Inasmuch as we are generating our own information map,
we assume there is no error in this process. This assumption will allow us to define
our prior density function on the data space as a simple delta function. However,
future research could involve relaxing this assumption and incorporating probability
into the creation of the map, thereby creating noise in our data measurement. For
this work, we will adhere to the no-measurement-noise case.
4.4.3

Homogeneous Distribution
The homogeneous density function µ (d, m) is the suitability density function

defined across the joint space of D and M, notated as D × M. It is used to regularize
other suitability density functions defined across these spaces. The homogeneous
density function assigns to each region of the space a suitability value proportional
to the volume of the region. For the forest-fire surveillance problem, we will assume
that M and D are independent of each other, so the homogeneous density function
is
µ (d, m) = µD (d) µM (m) ,

(4.7)

which is the product of the marginal homogeneous densities defined over each space
individually. Determining the true expressions for µD and µM is often very difficult
because a distance metric needs to be defined over that space in order to determine a
volume. For instance, in 3D Euclidean space, the distance between two points is the
Euclidean distance and the homogeneous distribution is uniform. For the model and
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data spaces, it is not obvious how the distance between two points should be defined,
since the points are paths and information maps, respectively. Our approach is to
assume that µD is uniform, since every information map is equally likely to occur. As
will be shown hereafter, it is not necessary to define µM .
4.4.4

Correlation State of Information
The first state of information, the correlation density function Θ (d, m), is a

suitability density function defined over the joint space D × M. It describes the
correlation between a path m and the observable data d. Instead of finding an exact
value of d for every m in the model space, we can find a conditional suitability density
for d given a particular m [30]. This reduces the correlation function into the product
of two density functions
Θ (d, m) = θ (d|m) µM (m) ,

(4.8)

where θ is the conditional correlation function and µM is the model space homogeneous density function. Representing the correlation in this manner allows us to
better represent the correlation of the data with a path because we are using a density
function instead of restricting the solution to an exact value. Also, this assumption allows us to cancel out the effects of the homogeneous density function on the posterior
density function.
The conditional correlation function θ is a density function describing the
suitability of the data d given a particular path m. In forest-fire surveillance, this
involves the information function IG (·) introduced earlier in Equation (4.3). Paths
that return a larger information value should be given a greater suitability value
than paths that return a smaller information value. Our approach is to design an
exponential relationship between the suitability function and the information value
returned from IG (m) so that paths with larger information values will be selected
most often. Therefore, we define the conditional correlation function in terms of an
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exponential suitability function [33]. It can be expressed as
1
θ (d|m) = h
³
´i2 ,
IG (m)−I
1 + exp −β σ2

(4.9)

D

2
where I is the expected value, σD
is the variance of the amount of information collected

along a path, and β is a gain that can be adjusted and satisfies β ≥ 0.2, forcing θ (d|m)
to map paths to values between zero and one. This allows us to select a desired mean
2
that suit the needs of the given scenario. Figure 4.2
I and a desired variance σD

shows the form of this correlation function for a mean I = 10 units of information
2
.
and for multiple values of β and σD
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(b) β = 1.0

Figure 4.2: Two examples of the correlation function θ (d|m) for various values of
2 , where I = 10. In (a), β = 0.3 and in (b), β = 1.0.
σD

4.4.5

Prior State of Information
The second state of information, the prior density function ρ (d, m), is a suit-

ability density function defined over D × M. As noted in Appendix A.1, the prior
information acts as the regularization term in the Tikhonov functional, leading to
a better-conditioned problem. Herein lies the power in inverse problem theory, for

61

if we discover that the solution of the posterior density function contains multiple
optima, we can return back to the prior state and add more information. For the
path-planning problem, that information exists in the form of additional path constraints.
The prior information also assists in decreasing the computational time by
limiting the size of the solution space. By assuming independence between the model
parameters m and the observed data d, we can rewrite the joint prior suitability
function as the product of the two marginal suitability functions
ρ (d, m) = ρD (d) ρM (m) ,

(4.10)

where ρD (d) and ρM (m) are the prior density functions defined over the data space
D and the model space M, respectively.
Prior Information on the Data Space
The prior information on the data space ρD (m) in the forest-fire surveillance problem
is represented by the discrete information map G. The map G is constructed directly
from the given initial image that spans the area of interest, so we may assume there
is no noise in this process. Therefore, the prior suitability density function over the
data space can be written as
ρD (d) = δ (d − dobs ) .

(4.11)

Prior Information on the Model Space
The prior information on the model space ρM (m) is the function that describes the
suitability of a randomly generated path before measurements occur. Therefore, it
seems reasonable to allow the suitability to be equal to the probability of a path
being randomly generated. This probability is based upon the length S of a path,
since extremely short or long paths are less suitable than paths of average length.
Therefore, the probability of a given path occurring is a function of the probability
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of a path length equaling a specific value n. This is expressed mathematically as
P (occurrence of path m) = P (occurrence of path m|S = n) P (S = n) .

(4.12)

We define the expected path length to be S number of squares with a variance
2
of σM
. By allowing P (S = n) to be a Gaussian distribution, paths with lengths that

deviate greatly from the expected value S will be given a lower suitability value. This
distribution is written as
Ã ¡
¢2 !
n−S
1
P (S = n) = √
exp −
.
2
2σM
2πσM

(4.13)

The probability of a path with a specific path length simply follows a uniform
distribution, since there is no benefit in choosing one direction over another. Recall
that the prior density function is defined before any measurements have taken place,
and hence, there is no knowledge of the information map and each square is equally
valuable. The probability function can be written as
P (occurrence of path m|S = n) =

1
,
T

(4.14)

where T is the total number of feasible paths of length n starting at some location.
At first glance it would make sense to compute the magnitude of T as
T = 4 × 3n−1 ,

(4.15)

since the first step is decided from four choices and every step after that has three.
However, as the path length increases, we run into situations where one or all of our
options will take us to a square that has already been covered by the path; thus, that
path is not an option because it does not satisfy our constraint. Therefore,
T ≤ 4 × 3n−1 .
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(4.16)

It is difficult to determine an exact analytical representation of the prior density, so we approximate it as

ρM (m) ≈

1
1
√
n−1
4×3
2πσM

Ã ¡

n−S
exp −
2
2σM

¢2 !
,

(4.17)

where n is the length of path m. While we cannot express the prior density function
exactly, we can generate random paths according to the true probability. However, not
being able to express the true probability is a reason why this method of recasting
a path-planning problem as an inverse problem cannot be used for optimization.
Rather, it is used to aid problem formulation by generating random samples, as will
be demonstrated in Section 4.5.
4.4.6

Solution of the Inverse Problem
The solution to the inverse problem σ (d, m) is defined as the conjunction of

states of information [30] and is expressed as
σ (d, m) = k

ρ (d, m) Θ (d, m)
.
µ (d, m)

(4.18)

This is the posterior suitability density function defined on the joint space
D × M. However, we desire to have the posterior suitability density function that is
defined only over the model space. Therefore, integrating over the entire data space,
gives

Z
σ (m) = k
D

ρ (d, m) Θ (d, m)
dd.
µ (d, m)

(4.19)

We can combine Equations (4.7), (4.8), (4.10), and (4.11) to reduce Equation (4.19) as
Z

ρD (d) θ (d|m) µM (d)
dd
µD (d) µM (d)
D
Z
δ (d − dobs ) θ (d|m)
= kρM (m)
dd
µD (d)
D

σ (m) = kρM (m)

= kρM (m) θ (dobs |m) ,
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(4.20)

which is a constant times the product of the prior information on the model space
and the conditional correlation between the model parameters and the data. Using
Equations (4.17) and (4.8), the solution can be approximated as
Ã ¡

k

σ (m) ≈ √
h
³
n−1
4 2π (3 σM ) 1 + exp −β
4.5

n−S
´i2 exp −
2
2σM
IG (m)−I

¢2 !
.

(4.21)

2
σD

Monte Carlo Method
In this section, we will generate random samples in order to determine the

shape of the solution to the inverse problem. We can do this by running Monte Carlo
simulations. In the Metropolis-Hastings approach, random samples of an unknown
density function are generated by first using a known density function to generate
candidate random samples [34, 30]. The unknown density function may then be evaluated at these candidate samples and the result compared with that of the previously
accepted sample. This comparison determines if the candidate should be accepted
as a true random sample of the unknown density function. If h (x) is the unknown
density function and f (x) is a density function from which samples can be generated,
then the ratio for accepting the sample is
¡ ¢
h (x0 ) f x(t)
a=
,
h (x(t) ) f (x0 )

(4.22)

where x(t) is the t-th accepted sample and x0 is the candidate sample. If a > 1,
the candidate sample is accepted as the (t + 1)-th sample; otherwise, it is accepted
with probability a. If the candidate sample is rejected, then the previously accepted
sample is accepted again as a valid sample.
In Section 4.4.5, we saw that the prior density function ρM (m) is difficult to
express. However, it is possible to generate samples. If we let f (x) = ρM (m) and

65

h (x) = σ (m), then we can write the acceptance ratio as
¢
¡
σ (m0 ) ρM m(t)
a=
σ (m(t) ) ρM (m0 )
¡
¢
kρM (m0 ) θ (dobs |m0 ) ρM m(t)
=
kρM (m(t) ) θ (dobs |m(t) ) ρM (m0 )
θ (dobs |m0 )
=
.
θ (dobs |m(t) )

(4.23)

This result indicates that if we generate samples using the prior density function and accept those samples using the ratio of the correlation function evaluated at
the candidate sample m0 and the previous sample m(t) , then we will have generated
samples of the posterior density σ (m).
4.6

Simulation Results
For the simulation, we generate sample paths from the prior density function

by first randomly picking a path length n using a normal distribution with a mean S
2
and a variance σM
. Using a uniform density function, an adjacent square is randomly

selected for the next step along the path. Once a square is chosen, we check to see if
it has already been visited. If so, then we disregard the choice and randomly choose
among the remaining options. Otherwise, we take a step in that direction. This
process is continued until we have a path of length n. If the case arises where all
the adjacent squares have previously been visited, and the path length has not yet
reached n, then the path is discarded and a new path is generated.
Once a candidate path has been constructed, the amount of information along
the path is summed and used to evaluate the conditional correlation suitability den2
sity function, where I and σD
have been previously selected. The result from the

correlation function is compared with the result from the previous accepted sample,
and the ratio a is formed as in Equation (4.23). If the candidate value is rejected,
then we again add the previously accepted sample to our list of valid samples of the
posterior density function.
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(a) Multiple Smaller Hot Spots Scenario

(b) Single Large Hot Spot Scenario

Figure 4.3: The figure shows the initial discretized information map with current
position for (a) multiple small hot spots and (b) a single large hot spot.

We performed two different test scenarios for the simulation in order to evaluate our approach. The first scenario consisted of an area with four small hot spots,
while the second scenario consisted of a single large hot spot centered in the area of
interest. The information map for each scenario was a 16 × 16 square grid and both
are shown in Figure 4.3. In both cases, there were 100 samples generated, where each
sample consisted of 10,000 accepted sample paths. The parameter values selected for
both scenarios are given in Table 4.1.
The dimensions of the resulting posterior density are large and difficult to
visualize. Thus, a two-dimensional histogram was developed to view and analyze the
results for each step along the path. Hence, the histogram of step n indicates the
percent of times a square was picked to be step n in every accepted sample path. The

Table 4.1: Monte Carlo Simulation Parameters

Multiple Small Hot Spots
β = 0.3
S = 30 squares
2
σM
= 1 square
I = 15 units of information
2
σD
= 0.7 units of information

Single Large Hot Spot
β = 0.5
S = 20 squares
2
σM
= 1 square
I = 19 units of information
2
σD
= 0.3 units of information
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histogram is laid out in the form of the discretized world. This provides a visualization
of which square to pick as the next step, independent of the current position of the
UAS along the path. Figures 4.4 and 4.5 show the histograms of steps 1 through 12
for the combination of all generated samples. Squares with higher suitability for a
given step are closer to red in color, while squares with lower suitability values are
closer to blue.
It is helpful to consider each of these graphs as the marginal density for each
step along the path. However, they do not entirely represent the marginals because
of the dependence of step n on step n − 1. Nevertheless, these graphs can be used to
determine a good path to take. If at every step, the square adjacent to the current
position that has the largest histogram value is chosen as the next step, a path will
be created that is very close to the maximum of our posterior suitability function.
Figure 4.6 shows the best path create by following this approach for each test
scenario. Note that this path is not one of the generated sample paths, but has been
constructed using the paths that were generated most often. As shown, this path
is effective at monitoring the closest hot spot and then traveling to the next one.
However, some things are undesirable about the chosen path. For instance, the path
entered the center of the first hot spot rather than staying along the perimeter. Also,
the path consisted of many unnecessary turns. This path is definitely not the optimal
path, but provides an idea of what the optimal path would be like.
From the individual histograms, additional insight is gained regarding the path
space. For instance, we now know that maximizing the cost function in Equation (4.2)
is meaningful and useful. However, by looking at the histogram for the second step
in Figure 4.4(b), we note that the suitability of choosing the square above was only
slightly smaller than the suitability of the square below. This implies that there are
two sub-optimal paths that exist with very similar suitability values. Therefore, the
posterior density function either has multiple local maxima, or it is flat near a single
maximum. Thus, if we were to run an optimization algorithm, convergence would
require additional time near the optimum.
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(a) Step 1

(b) Step 2

(c) Step 3

(d) Step 4

(e) Step 5

(f) Step 6

Figure 4.4: Histograms of the marginal densities for steps 1-6 in the multiple hot
spots scenario.
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(a) Step 7

(b) Step 8

(c) Step 9

(d) Step 10

(e) Step 11

(f) Step 12

Figure 4.5: Histograms of the marginal densities for steps 7-12 in the multiple hot
spots scenario.
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(a) Multiple Small Hot Spots Scenario

(b) Single Large Hot Spot Scenario

Figure 4.6: The best path for the generated samples in (a) the multiple small hot
spots scenario, and (b) the single large hot spot scenario.

If an ultimate maximum is desired, we can return to the prior information and
add constraints. This will further limit the space of feasible paths and will help to
shape the flat area of the posterior density. For the forest-fire surveillance scenario,
a constraint that could be added to the prior information is that it is more probable,
when randomly generating a path, to choose the direction straight ahead rather than
to one of the sides. This will enable the UAS to conserve energy by flying in straight
and level flight most of the time, in preference to coordinated turns.
After adding this constraint to the prior density function, we repeated the
simulation for both test cases, where the probability of choosing the square directly
ahead over the squares to the sides was doubled. Figure 4.7 shows the best path that
was determined from the individual histograms of the new posterior density functions
for both test scenarios. Note that the path is much smoother than Figure 4.6 and
better fits the ideal of monitoring the fire perimeter efficiently. Therefore, we conclude
that the added constraint has helped to better define the shape of the posterior density
function near the optimum, giving a more desirable result.
Another constraint that could be added to the prior information, but was not
tested in this research, is to have multiple UASs plan paths. The space of feasible
paths for a given UAS is severely limited by the planned paths of other UASs, given
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(a) Multiple Small Hot Spots Scenario

(b) Single Large Hot Spot Scenario

Figure 4.7: The best path for the generated samples in (a) the multiple small hot
spots scenario, and (b) the single large hot spot scenario, where an additional constraint
has been added to the prior information.

the constraint that paths should not cross one another. Therefore, the shape of the
posterior density function is defined even further, leading to a better solution.
While this method has been useful in better defining the path-planning problem, it is not designed to be a real-time path generator. The computational time to
run the simulations presented in this chapter was three to four hours. Instead, this
method should be used to assist in designing path planners by helping the designer
think through the problem and identify the needed constraints that ensure a desirable
path will be generated.
4.7

Conclusions
In this chapter, we have taken a path-planning problem within the context of

forest-fire surveillance and recast it as an inverse problem, replacing probability with
the notion of suitability. Our motivation was to show that there is additional insight to
be obtained by viewing a problem in this manner. We defined and derived the solution
to the inverse problem. By generating random samples via Monte Carlo simulations,
we were able to gain a better understanding of how the posterior density function
was shaped. Consequently, we were able to appreciate the need for additional prior
information and designed a new constraint for the problem. Using this new constraint,
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we obtained results of higher quality. We therefore conclude that utilization of inverse
problem theory has given us a fuller comprehension of the path-planning problem and
enabled us to better pose it.
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Chapter 5
Conclusions and Future Work
5.1

Conclusions
We have addressed some of the challenges inherent in the employment of UASs

for forest-fire surveillance. Application of the ideas presented in this thesis will result
in UASs becoming an important part of fighting forest fires. Specifically, we have
made contributions in the areas of visual perimeter-tracking, cooperative perimetersurveillance, and autonomous path-planning. A summary of these contributions follows.
For autonomous perimeter-tracking, we applied concepts from proportional
navigation in order to develop a control law enabling a UAS to follow a road using only
visual information. Guidance strategies were derived for both a skid-to-turn model
using a strap-down camera and a bank-to-turn model using a gimbaled camera. We
established the feasibility and effectiveness of the guidance law through simulations
and hardware flight tests.
In cooperative perimeter surveillance, we presented a decentralized algorithm
and showed that it converges in finite time. The algorithm ensures that a team of
UASs has the ability to monitor changing perimeters, account for dynamic insertion
and deletion of team members, and operate within a limited communication range in
a decentralized manner. Simulations and actual flight tests validated the algorithm.
In a forest-fire setting, we demonstrated that inverse problem theory can be
used to enhance formulation of path-planning problems. After setting up the solution
to the inverse problem, random samples were generated via Monte Carlo simulations,
giving insight regarding the shape of the posterior density function. Based upon this
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understanding, a new constraint was added to the path-planning problem, leading to
results of even higher quality.
5.2

Future Work
Listed below are several areas for future research and improvements that may

aid in further realization of the goal of forest-fire surveillance using multiple UASs.
In addition to integration of the entire scheme, we herein propose ideas for improved
perimeter tracking, cooperative perimeter surveillance, and path planning within the
context of inverse problems.
The effectiveness of the perimeter-tracking control law presented in this thesis
is limited by the image-processing algorithm. The algorithm used in this work was
simple and performed poorly when overall lighting in the image changed. Time could
be invested in developing a higher-quality algorithm that would accommodate lighting
changes by enabling the threshold limits to adjust over time. Additional research
could also be conducted that would extend the control law to the bank-to-turn model
using a fixed camera, thus removing the effects of gimbal dynamics on the hardware
performance.
The cooperative perimeter-surveillance algorithm was tested on UASs that
tracked waypoints. The next step would be to make necessary changes to integrate
visual perimeter tracking with the algorithm. This would allow UASs to perform a
smoother turn-around maneuver because they would no longer be required to reach
a specific waypoint. In the future, alterations could be made to the algorithm by
allowing UASs to orbit each other at rendezvous, thereby assuring sufficient time for
data exchange.
In the formulation of the inverse problem, we made assumptions concerning
the homogeneous density function, the prior information on the data space, and the
correlation between data and model parameters. Each of these assumptions could be
further investigated and adjustments made to better solve the path-planning problem.
The effects of adding the constraint of multiple UASs is an area that also could be
studied.
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Appendix A
Inverse Problem Theory
A.1

Inverse Problems and The Generalized Tikhonov Functional
The solution to the general inverse problem is a posterior probability density

function (pdf) defined as
σ(m) = kρM (m)L(m),

(A.1)

where ρM (m) is the prior density function on the model space and L (m) is the
likelihood function [30]. This is under the assumption that the data dobs has been
obtained independently of the prior information in the model space.
When the modelization and observational uncertainties are Gaussian and the
prior density function ρM (m) is Gaussian, the posterior pdf becomes
σ(m) = a exp (−S(m)) ,

(A.2)

where S (m) is the misfit function defined as
T
−1
2S(m) = (dobs − g(m))T C−1
D (dobs − g(m)) + (m − m0 ) CM (m − m0 ), (A.3)

where g(·) is the forward operator, CD is the covariance matrix of the observational
uncertainties and CM is the covariance matrix of the modelization uncertainties.
The goal is to maximize the posterior pdf, which corresponds to minimizing
S (m). This can be rewritten as
2S(m) = kdobs − g(m)k2D + km − m0 k2M ,
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(A.4)

where the weighting operator for k · kD is WD = C−1
TD , and the weighting operator
2
for k · kM is WM = C−1
M . If we rewrite km − m0 kM , which comes from the prior den-

sity function, as αkL̂(m)k2M , then Equation (A.4) becomes the generalized Tikhonov
functional expressed as
Jα (m) = 2S(m) = kdobs − g(m)k2D + αkL̂(m)k2M .
Note that the prior density function acts as the regularization term.
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(A.5)
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