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Abstract 
 
 
Group chat feature provided by instant messaging service like LINE or WhatsApp 
in student environment has high importance, but not all of the conversation 
discussed were relevant with the mission of the group itself. With certain reasons, 
when lot of messages are unread, unaware users will see the first chats displayed 
on the screen, and will ignore or clear the rest. Thus, it is common for important 
messages to be ignored this way if they were placed on the middle of the unread 
chats. That stack of messages could be classified automatically, so users could get 
the information about the categories of the messages. This research test Naïve 
Bayes Classifier usage to classify messages in student usage environment, and we 
show that with good classification model, Naïve Bayes classifier performs well 
with F-measure score reaching 90,57% for one of the categories. 
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Abstrak 
 
Ruang percakapan (group chat) yang disediakan layanan instant messaging seperti 
LINE dan WhatsApp di lingkungan kemahasiswaan berperan penting, tetapi 
esensi percakapannya tidak semua relevan dengan misi grup, bahkan kadang 
bersifat off-topic. Dengan alasan tertentu, ketika banyak percakapan yang belum 
terbaca, pengguna yang tidak aware akan melihat potongan percakapan yang ia 
lihat pertama kali, dan akan mengabaikan atau menghapus sisanya. Dengan 
demikian, informasi penting yang mungkin terselip di tengah percakapan dapat 
terlewat begitu saja. Padahal tumpukan percakapan tersebut dapat diolah menjadi 
beberapa kategori, sehingga dapat memberikan informasi klasifikasi teks kepada 
pengguna secara otomatis. Penelitian ini menguji penggunaan Naïve Bayes 
Classifier untuk mengelompokkan percakapan pada layanan instant messaging 
dalam konteks lingkungan kemahasiswaan untuk lima kategori pesan, dan 
hasilnya menunjukkan bahwa dengan model klasifikasi yang baik, Naïve Bayes 
Classifier dapat bekerja dengan baik dengan nilai F-measure mencapai 90,57% 
untuk salah satu kategori. 
 
Kata Kunci: naïve bayes classifier, instant messaging, klasifikasi teks. 
 
PENDAHULUAN 
Di era media sosial saat ini, layanan 
instant messaging seperti LINE dan 
WhatsApp sudah umum digunakan 
untuk berkomunikasi jarak jauh, 
termasuk di kalangan mahasiswa. 
Menurut APJII (2015), aktivitas 
instant messaging memiliki porsi 
59,7% dari kegiatan mengakses 
internet. 90% responden 
menggunakannya setiap hari; bahkan 
60% responden menggunakannya 
berkali-kali dalam sehari (Paragian, 
2013).  
 
Salah satu yang sering digunakan 
adalah fitur group chat yang 
memungkinkan banyak orang 
berpartisipasi dalam satu ruang 
percakapan yang sama, hal ini 
selanjutnya disebut ruang percakapan 
maya. 
Mahasiswa sering membentuk 
sebuah group chat untuk setiap 
urusan insidental, seperti pekerjaan 
kelompok mata kuliah, panitia 
kegiatan, persiapan liburan, dan 
sejenisnya. Umumnya pembicaraan 
pada ruang percakapan insidental ini 
lebih terarah, sesuai tujuan 
dibentuknya ruang percakapan 
tersebut.Selain itujuga biasa dibentuk 
untuk social circle seperti grup kelas, 
himpunan mahasiswa, UKM, alumni, 
dan lainnya. Berbeda dengan ruang 
percakapan insidental, banyak hal 
dapat dibicarakan pada ruang 
percakapansocial circle, baik sesuai 
misi social circle itu sendiri maupun 
hal yang bersifat off-topic. 
 
Akibat luasnya spektrum dan 
derasnya arus pembicaraan di ruang 
percakapan maya ini, partisipan bisa 
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menemuibanyak percakapan tak 
terbaca yang kemudian jumlahnya 
ditampilkan di launcher sistem 
operasi yang digunakanatau di dalam 
aplikasi instant messaging-nya. 
 
Fenomena lainnya adalah ketika 
ruang percakapan dibuka, 
percakapan yang tampil di bagian 
awal sering kali bukan percakapan 
yang penting, akibatnya ruang 
percakapan langsung ditutup atau di-
clear chatdengan asumsi seluruh 
percakapan yang belum dibaca itu 
sama-sama tidak penting. Jalan 
pintas lain yang sering diambil 
adalah dengan membuka ruang 
percakapan, kemudian menutupnya 
tanpa membaca isi percakapan yang 
ada, sekadar untuk “membersihkan” 
unread count yang muncul di layar. 
Tindakan ini bisa berakibat fatal jika 
di tengah percakapan, sebenarnya 
ada informasi penting yang perlu 
diketahui atau bahkan ditanggapi. 
 
Permasalahan pada latar belakang 
tersebut menunjukkan perlunya 
pengguna memiliki gambaran 
mengenai percakapan yang belum 
dibuka: apakah semuanya dapat 
dianggap tidak penting? Apakah 
semua berbicara tentang hal yang 
sama? Sehingga perlu dicari cara 
untuk menentukan kategori setiap 
percakapan yang masuk dengan 
jumlah percakapan yang begitu 
banyak, dan perlu diotomasi. 
 
Salah satu algoritma yang dapat 
digunakan untuk persoalan 
klasifikasi adalah Naïve Bayes 
Classifier. Sebelum solusi diterapkan 
ke dalam bentuk yang lebih konkret, 
penggunaan Naïve Bayes Classifier 
perlu diuji terlebih dahulu, 
mengingat percakapan terjadi pada 
layanan instant messaging yang 
memiliki karakteristik yang berbeda 
dengan tulisan umum lainnya seperti 
surat kabar atau artikel ilmiah. 
 
Penelitian ini bertujuan menguji 
Naïve Bayes Classifier untuk 
mengelompokkan informasi pada 
ruang percakapan maya dalam 
konteks aktivitas kemahasiswaan dan 
diikutsertakan pada program PKM 
Artikel Ilmiah tahun 2017. 
 
Penelitian ini dapat dijadikan titik 
awal dalam pembangunan solusi 
implementasi terhadap permasalahan 
yang timbul pada latar belakang. 
Contoh penerapannya adalah 
memberikan gambaran terkait 
percakapan di ruang mayayang 
belum dibuka tanpa menghabiskan 
waktu untuk membacanya, atau 
memberikan kemampuan preferensi 
notifikasi—sebagai contoh, 
pengguna tidak ingin mendapatkan 
notifikasi secara real-time jika pesan 
yang masuk merupakan ucapan 
ulang tahun. 
 
Naïve Bayes Classifier sudah banyak 
diaplikasikan dalam 
pengklasifikasian dokumen teks. Adi 
dan Çelebi (2014) melakukan 
klasifikasi terhadap dua puluhnews 
group yang mengandung 20.000 
dokumen dengan menggunakan 
Naïve Bayes Classifier berbasis 
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logaritma. Hassan et al,. (2011) 
melakukan kategorisasi teks 
menggunakan Naïve Bayes Classifier 
yang dioptimasi menggunakan 
Wikitology sebagai knowledge base. 
 
Dalam konteks bahasa Indonesia, 
Naïve Bayes Classifier juga sudah 
beberapa kali dibahas. Samodra et 
al,. (2009) mengklasifikasi dokumen 
teks berbahasa Indonesia yang 
diambil dari sebuah media massa 
elektronik berbasis web. Hamzah 
(2012) mengkaji kinerja Naïve Bayes 
Classifier untuk kategorisasi teks 
berita dan teks akademis. 
 
Sampai sebelum ini, tidak ada 
penelitian mengenai penggunaan 
Naïve Bayes Classifier ini untuk 
digunakan sebagai pengelompokan 
pesan dalam konteks aktivitas 
kemahasiswaan. 
 
Artikel ini bertujuan untuk 
mendapatkan nilai akurasi 
penggunaan Naïve Bayes Classifier 
untuk mengelompokkan pesan pada 
ruang pembicaraan maya di 
lingkungan aktivitas 
kemahasiswaansehingga dapat 
menjadi justifikasi dalam 
implementasi rumusan solusi, dan 
mendapatkan saran untuk 
implementasi solusi. 
 
 
METODE PENELITIAN 
Klasifikasi Teks 
Pengklasifikasian teks dengan 
metode statistika/probabilitas diawali 
dengan tahapan training, kemudian 
tahapan application (Manning et al., 
2008). 
 
Pada tahapan training, dengan 
diketahui sebuah ruang dokumen, 
himpunan kelas, dan sebuah training 
set  yang terdiri dari dokumen-
dokumen terlabel, maka terdapat 
sebuah fungsi classifier yang 
memetakan dokumen kepada kelas. 
 
Sedangkan pada tahapan application, 
dengan diketahui sebuah deskripsi   
dari suatu dokumen, ditentukan, 
yakni kelas yang paling tepat untuk 
(Manning, et al., 2008). 
 
Salah satu metode yang dapat 
digunakan untuk mengklasifikasikan 
teks secara statistika/probabilitas 
adalah Naïve Bayes Classifier.  
 
Naïve Bayes Classifier 
Probabilitas dokumen   berada di 
dalam kelas dapat dicari 
menggunakan teorema Bayes: 
 
𝑃 𝑐|𝑑 =
𝑃 𝑑|𝑐  𝑃 𝑐 
𝑃 𝑑 
 
 
Nilai   dapat diabaikan karena 
konsisten untuk setiap kelas. 
Dokumen   kemudian dinyatakan 
sebagai deretan term : 
 𝑡1 ,… , 𝑡𝑘 ,… , 𝑡𝑛   : 𝑃 𝑐|𝑑 = 𝑃 𝑑|𝑐  𝑃 𝑐 =
𝑃  𝑡1 ,… , 𝑡𝑘 , … , 𝑡𝑛  |𝑐  𝑃 𝑐  
 
Naïve Bayes Classifier dirumuskan 
berdasarkan asumsi bahwa 
kemunculan suatu term tidak 
dipengaruhi kemungkinan term lain 
pada dokumen yang sama (Destuardi 
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& Sumpeno, 2009). Dengan 
demikian, probabilitas menemukan 
konjungsi dari setiap term tersebut 
sama dengan nilai perkalian dari 
seluruh probabilitas individual  . 
Selain itu, diasumsikan pula bahwa 
posisi term dalam dokumen tidak 
memengaruhi nilai probabilitasnya, 
sehingga 𝑃 𝑋𝑘1 = 𝑡|𝑐 =
𝑃 𝑋𝑘2 = 𝑡|𝑐 . 
 
Dengan demikian, nilai   dirumuskan 
sebagai: 
𝑃 𝑐|𝑑 = 𝑃  𝑡1, … , 𝑡𝑘 , … , 𝑡𝑛 |𝑐  𝑃 𝑐 = 𝑃 𝑐  𝑃 𝑡𝑖 |𝑐  
 
dengan: 
• adalah panjang dokumen 
(direpresentasikan dengan jumlah 
term pada dokumen); 
• adalah probabilitas bersyarat dari 
term  berada pada kelas, dan 
merupakan indikator seberapa besar  
berkontribusi menyatakan bahwa 
kelas   adalah kelas yang tepat; 
• adalah probabilitas prior dari 
kelas. 
Tujuan dari Naïve Bayes Classifier 
adalah mencari kelas “terbaik”, yang 
ditandai dengan Maximum A-
Posteriori Probability (MAP)  : 
𝑐𝑚𝑎𝑝 = arg max
𝑐∈ℂ
𝑃  𝑐|𝑑 = arg max
𝑐∈ℂ
𝑃  𝑐  𝑃  𝑡𝑖 |𝑐  
 
Dengan penurunan yang ditunjukkan 
oleh Samodra et al., (2009), nilai  
dan   dapat didekati sebagai berikut: 
 
𝑃  𝑐 =
𝑁𝑐
𝑁
 
𝑃  𝑡𝑖|𝑐 =
𝑇𝑐𝑡 + 1
  𝑇𝑐𝑡 ′𝑡 ′∈𝑉  +  𝑉 
 
 
dengan  merupakan jumlah term 
pada kelas,   merupakan jumlah 
dokumen training,   merupakan 
jumlah kemunculanterm  pada 
dokumen dari kelas, dan   merupakan 
himpunanterm pada seluruh 
dokumen training. 
 
Sumber dan Pengelompokan Data 
Data yang digunakan pada penelitian 
ini bersumber dari group 
chatkepengurusan Kabinet 
Kolaborasi Perubahan, Himpunan 
Mahasiswa Komputer Politeknik 
Negeri Bandung (Polban) pada 
layanan LINE. Data diambil dari 
tanggal 20 Januari s.d. 25 Oktober 
2016. Pengambilan data dilakukan 
dengan melakukan export dari 
aplikasi LINE versi desktop. Data 
yang diperoleh sebanyak 10.460 
pesan dari 164 anggota grup, yang 
terdiri dari dua angkatan dan dua 
program studi yang berbeda di 
Jurusan Teknik Komputer dan 
Informatika Polban. 
 
Sumber data yang representatif 
tersebut dikelompokkan atas lima 
kategori berikut: 
1. Pesan mengenai kegiatan dalam 
himpunan yang berisi 
pengumuman agenda, update 
kegiatan, notula kegiatan, atau 
informasi lainnya terkait 
himpunan mahasiswa;  
2. Pesan mengenai kegiatan luar 
himpunan yang terkait hal-hal 
yang relevan dengan 
kemahasiswaan namun tidak 
terkait dengan himpunan, 
misalnya beasiswa, promosi dari 
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sesama mahasiswa, atau 
informasi dari organisasi 
mahasiswa lain; 
3. Pesan mengenai berita duka dan 
ucapan belasungkawa, sering 
ditandai dengan keyword 
“innalillahi”; 
4. Ucapan selamat ulang tahun, 
dengan keyword “selamat ulang 
tahun”, “barakallah”, “happy 
birthday”, “hbd” [sic], dan 
ungkapan doa dan syukur 
lainnya; 
5. Pesan lainnya, yang tidak masuk 
keempat kategori di atas. 
 
Tahapan Penelitian 
Penelitian ini dikerjakan dalam lima 
tahapan: 
1. Tahap pendahuluan, meliputi 
perumusan masalah, penentuan 
metodologi, dan studi pustaka;  
2. Tahap pengumpulan data dan 
penyiapan data (pre-processing), 
meliputi perbaikan struktur data, 
case folding, tokenization, dan 
stopword removal; 
3. Tahap eksperimen, meliputi 
training dan application 
menggunakan Naïve Bayes 
Classifier; 
4. Tahap analisis terhadap hasil 
yang diperoleh dari tahap 
eksperimen; 
5. Tahap konklusi terhadap analisis 
yang diperoleh dari tahap 
analisis. 
 
Metode Sampling 
Menggunakan rumus Slovin(Umar, 
2004): 
𝑛 =
𝑁
1 + 𝑁𝑒2
 
 
dengan n  menunjukkan jumlah 
sampel,  N menunjukkan jumlah 
populasi, dan   e menunjukkan 
tingkat kesalahan, untuk mewakili   = 
10.460 pesan dari LINE dengan 
tingkat kesalahan 5%, diperlukan 
387 data sampel. 
 
Dua teknik sampling dikombinasikan 
untuk menentukan training data dan 
testing data, yaitu (Barreiro & 
Albandoz, 2001): 
 Cluster sampling, yaitu teknik 
pengambilan sampel yang 
pemilihannya mengacu pada 
suatu kelompok. Dalam 
penelitian ini kelompok yang 
dimaksud adalah kategori dari 
suatu dokumen. Karena terdapat 
lima kategori, sehingga dari 
jumlah sampel yang ada akan 
diambil secara rata masing-
masing dokumen dari setiap 
kategori. 
 Purposive sampling, yaitu teknik 
pengambilan sampel yang 
mengacu pada individu dengan 
suatu pertimbangan dan 
karakteristik tertentu. Teknik ini 
digunakan untuk mendukung 
cluster samplinguntuk memilih 
data yang akan diambil dari 
setiap kategori pada penelitian 
ini. 
 
Pre-processing 
Untuk membangun model 
klasifikasi, diperlukan data 
terstruktur yang terdiri dari tiga 
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variabel data, yaitu tanggal/waktu 
pesan dikirim, pengirim pesan, dan 
isi pesan. Dengan demikian, data dari 
LINE yang berbentuk log (lihat 
Gambar 1) perlu distrukturkan. Hasil 
perbaikan ditunjukkan pada Gambar 
2. 
 
Selanjutnya, dilakukan tiga tahap 
berikut: 
• Case folding, yaitu mengubah 
semua huruf dalam suatu dokumen 
menjadi huruf kecil; hanya huruf „a‟ 
sampai „z‟ yang akan diterima 
(Triawati, 2009); 
• Tokenization, yaitu mengubah 
suatu dokumen menjadi potongan-
potongan bagian kecil dalam bentuk 
kata (Triawati, 2009) yang kemudian 
disebut sebagai term; 
• Stopword removal, yaitu 
menghilangkan term yang tidak 
memberikan makna terhadap 
dokumen seperti preposisi dan kata 
ganti (Vijayarani, et al., 2015) 
sehingga jumlah term yang akan 
diproses berkurang. 
 
Pembentukan Model Klasifikasi 
Data yang sudah diolah kemudian 
melalui proses training untuk 
membuat model klasifikasi. Setiap 
training data (yang akan digunakan 
pada tahap k-cross validation) diberi 
label berupa kategori yang tepat 
untuk percakapan tersebut. Kategori 
dipilih berdasarkan konteks 
percakapannya, baik secara tersurat 
(berdasarkan keyword yang muncul 
di dalam percakapan itu) ataupun 
secara tersirat (berdasarkan konteks 
 
Gambar 1. Data yang diperoleh dari LINE 
 
 
Gambar 2. Struktur data yang diperoleh sesudah perbaikan data murni 
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pembicaraan sebelum dan 
sesudahnya), berdasarkan ciri 
kategori yang telah didefinisikan. 
 
Eksperimen 
Pada penelitian ini, eksperimen 
untuk mengetahui akurasi 
menggunakan metode k-cross 
validation dengan nilai   = 3 yang 
dipilih agar pembagian training data 
dan testing data lebih mudah dan 
lebih cepat dibandingkan dengan 
nilai   yang lebih besar. 
Implikasi nilai   = 3 adalah data 
sampel dibagi menjadi tiga 
kelompok, dan dilakukan tiga kali 
pengujian dengan kombinasi data uji 
yang berbeda-beda. Maksud dari 
kombinasi data uji adalah bahwa dua 
kelompok sampel akan menjadi 
training data dan sisanya digunakan 
sebagai testing data. Dalam tiga kali 
pengujian, kelompok sampel yang 
digunakan sebagai testing data 
berbeda-beda. 
 
Hasil dari tiga eksperimen kemudian 
masing-masing ditunjukkan dengan 
menggunakan confusion matrix 
untuk memperlihatkan akurasi model 
klasifikasi dari hasil eksperimen 
pada setiap kategori. 
 
Confusion matrix dapat 
menggambarkan performa dari 
model klasifikasi dengan ukuran 
berupa precision, recall, dan nilai F-
measure (Ting, 2011) yang berlaku 
untuk setiap kategori. Precision 
adalah tingkat ketepatan hasil 
klasifikasi dari seluruh dokumen, 
sementara recall adalah tingkat 
Tabel 1. Hasil eksperimen ke-1 
Kategori Precision Recall F-measure 
Dalam himpunan 76,92% 80% 78,43% 
Luar himpunan 41,67% 80% 54,79% 
Berita duka 100% 52% 68,42% 
Ulang tahun 100% 24% 38,71% 
Percakapan lainnya 36,11% 44,83% 40% 
Tabel 2. Hasil eksperimen ke-2 
Kategori Precision Recall F-measure 
Dalam himpunan 84% 84% 84% 
Luar himpunan 43,75% 84% 57,53% 
Berita duka 100% 60% 75% 
Ulang tahun 100% 34,62% 51,43% 
Percakapan lainnya 50% 57,14% 53,33% 
Tabel 3. Hasil eksperimen ke-3 
Kategori Precision Recall F-measure 
Dalam himpunan 88,89% 92,31% 90,57% 
Luar himpunan 51,11% 88,46% 64,79% 
Berita duka 100% 56% 71,79% 
Ulang tahun 100% 16% 27,59% 
Percakapan lainnya 36,59% 51,72% 42,86% 
Tabel 4. Nilai F-measure pada setiap eksperimen dan nilaiF-measure maksimal 
Kategori 
F-measure pada eksperimen ke- F-measure 
maksimal 1 2 3 
Dalam himpunan 78,43% 84% 90,57% 90,57% 
Luar himpunan 54,79% 57,53% 64,79% 64,79% 
Berita duka 68,42% 75% 71,79% 75% 
Ulang tahun 38,71% 51,43% 27,59% 51,43% 
Percakapan lainnya 40% 53,33% 42,86% 53,33% 
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keberhasilan mengenali suatu kelas 
yang harus dikenali (Destuardi & 
Sumpeno, 2009). Dua ukuran ini 
kemudian dikombinasikan untuk 
menghasilkan F-measure, ukuran 
gabungan dari precision dan recall 
yang mengindikasikan performa 
model secara keseluruhan: 
 
Nilai F-measure untuk setiap 
kategori dari ketiga percobaan 
kemudian diambil nilai maksimalnya 
untuk menunjukkan potensi 
maksimal pengelompokan dengan 
Naïve Bayes Classifier. 
 
PEMBAHASAN 
Hasil dari ketiga eksperimen 
dibuatkan confusion matrix dan 
dihitung nilai precision, recall, dan 
F-measure-nya. Nilai-nilai tersebut 
ditunjukkan pada Tabel 1, Tabel 2, 
dan Tabel 3. 
 
Dari tiga kali eksperimen, kategori 
dalam himpunan memiliki nilai F-
measure paling baik dan cukup tinggi 
(maksimal hingga 90,57%). Hal ini 
menunjukkan Naïve Bayes Classifier 
bekerja sangat baik dalam 
menyeleksi topik percakapan yang 
keyword-nya cukup kuat (mencirikan 
kategorinya) dan sering muncul. 
Pada kategori dalam himpunan, 
keyword yang sering muncul 
misalnya “hadir”, “diberitahukan”, 
dan “berminat”. 
 
Kategori berita duka dan ulang tahun 
memiliki nilai precision 100% di 
semua eksperimen. Artinya, tidak 
ada dokumen lain yang salah 
diklasifikasikan sebagai kategori ini. 
Namun, nilai recall-nya sangat 
buruk: artinya banyak pesan yang 
sebenarnya berada di kategori berita 
duka atau ulang tahun, namun 
diklasifikasikan ke dalam kategori 
lainnya. Contoh, pesan “Innalillahi 
Mulyati 2014 tengah tertimpa 
musibah Kamar kosan [sic] sekitar 
pukul 01.00 dini hari dimasuki 
pencuri dan laptopnya hilang mohon 
doanya....” diklasifikasikan sebagai 
kategori luar himpunan. Hal ini 
terjadi karena jumlah term pada 
kategori himpunan dan luar 
himpunan cukup besar porsinya 
dibandingkan dengan jumlah term 
pada kategori ulang tahun dan berita 
duka yang cukup kecil. 
 
Pada kategori percakapan lainnya, 
nilai precision dan recallsama-sama 
rendah karena kategori ini tidak 
memiliki term khusus yang kuat. 
Jumlah term yang tidak seimbang 
pun juga menjadi salah satu faktor 
rendahnya kedua nilai ini. Salah satu 
contoh percakapan yang secara 
manual diberi label kategori ini 
namun salah terprediksi adalah 
“Ditemukan kunci motor di depan jtk 
[sic], yg [sic] merasa memiliki 
hubungi reka [sic] kelas 1C”. Pesan 
ini terklasifikasi pada kategori luar 
himpunan. 
 
Meski demikian, nilai yang cukup 
baik pada kategori dalam himpunan 
mengindikasikan bahwa dengan 
model yang lebih baik, Naïve Bayes 
Classifier berpotensi menghasilkan 
nilai F-measure yang lebih tinggi, 
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sehingga dapat digunakan untuk 
mengelompokkan percakapan dalam 
konteks ini. 
 
KESIMPULAN DAN SARAN 
Kesimpulan 
1. Naïve Bayes Classifier bekerja 
sangat baik dalam 
mengklasifikasikan kategori 
dengan keywordyang kuat dan 
sering muncul; 
2. Nilai recall dapat menjadi buruk 
jika jumlah term dari kategori 
tersebut tidak seimbang dengan 
jumlah term dari kategori lainnya 
pada model klasifikasi; 
3. Model klasifikasi yang baik 
(memiliki banyak keyword yang 
kuat, dan jumlah term-nya 
seimbang antar kategori) 
berpotensi menghasilkan nilai F-
measure yang lebih tinggi. 
4. Sehingga secara umum, Naïve 
Bayes Classifier dapat digunakan 
untuk mengelompokkan 
pembicaraan pada ruang 
pembicaraan maya dalam 
konteks aktivitas kemahasiswaan. 
Saran 
1. Pengembangan penggunaan 
Naïve Bayes Classifier untuk 
early text classification (dengan 
sifat instant messaging yang 
jumlah percakapannya meningkat 
secara bertahap) yang 
diungkapkan oleh Escalante et 
al., (2016). 
2. Melakukan eksplorasi untuk 
metode pengelompokan lain, 
misalnya SVM atau Bayesian 
network. 
 
Ucapan Terima Kasih 
Terima kasih kami sampaikan 
kepada ibu Dr. Dra. Nurjannah 
Syakrani, M.T. atas bimbingannya 
dalam proses pengerjaan penelitian 
ini. Terima kasih pula kepada para 
reviewer anonim yang melakukan 
tinjauan pada artikel ilmiah ini. 
 
REFERENSI 
 
Adi, A. O. & Çelebi, E. (2014). 
Classification of 20 News Group 
with Naïve Bayes Classifier. 
22nd Signal Processing and 
Communications Applications 
Conference (SIU), 2150-2153. 
APJII, (2015). Profil Pengguna 
Internet Indonesia 2014. Diakses 
dari https://goo.gl/oI4txR 
Barreiro, P. L. & Albandoz, J. P., 
(2001). Population and sample. 
Sampling techniques. Spain: 
Management Mathematics for 
European Schools. 
Escalante, H. J., Montes-y-Gómez, 
M., Pineda, L. V. & Errecalde, 
M. L. (2016). Early text 
classification: a Naïve solution. 
7th Workshop on Computational 
Approaches to Subjectivity, 
Sentiment & Social Media 
Analysis,  91-99. 
Destuardi, I. & Sumpeno, S. (2009). 
Klasifikasi Emosi Untuk Teks 
Bahasa Indonesia Menggunakan 
Metode Naive Bayes. Seminar 
Nasional Pascasarjana IX. 
Islam,  97  
Penggunaan Naïve Bayes Classifier Untuk Pengelompokan Pesan 
 
 
Escalante, H. J., Montes-y-Gómez, 
M., Pineda, L. V. & Errecalde, 
M. L. (2016). Early text 
classification: a Naïve solution. 
7th Workshop on Computational 
Approaches to Subjectivity, 
Sentiment & Social Media 
Analysis, 91-99. 
Hamzah, A. (2012). Klasifikasi Teks 
dengan Naïve Bayes Classifier 
(NBC) untuk Pengelompokan 
Teks Berita dan Abstract 
Akademis. Prosiding Seminar 
Nasional Aplikasi Sains & 
Teknologi (SNAST) Periode III. 
Hassan, S., Rafi, M. & Shaikh, M. S. 
(2011). Comparing SVM and 
Naïve Bayes Classifiers for Text 
Categorization with Wikitology 
as knowledge enrichment. 
Multitopic Conference (INMIC), 
2011 IEEE 14th International. 
Manning, C. D., Raghavan, P. & 
Schütze, H. (2008). Introduction 
to Information Retrieval. 
Cambridge: Cambridge 
University Press. 
Samodra, J., Sumpeno, S. & Hariadi, 
M. (2009). Klasifikasi Dokumen 
Teks Berbahasa Indonesia 
dengan Menggunakan Naïve 
Bayes. Seminar Nasional 
Electrical, Informatics, and IT's 
Education. 
Ting, K. M. (2011). Encyclopedia of 
Machine Learning. Springer. 
Triawati, C. (2009). Metode 
Pembobotan Statistical Concept 
Based untuk Klastering dan 
Kategorisasi Dokumen 
Berbahasa Indonesia. Bandung: 
Universitas Telkom. 
Umar, H. (2004). Metode Penelitian 
untuk Skripsi dan Tesis Bisnis. 
Jakarta: PT Raja Grafindo 
Persada. 
Paragian, Y. (2013). Laporan: 
mayoritas masyarakat Indonesia 
akses internet lewat perangkat 
mobile (slideshow). Diakses 
darihttps://goo.gl/c2luXU 
Vijayarani, S., Ilamathi, M. J. & 
Nithya, M. (2015). Preprocessing 
Techniques for Text Mining-An 
Overview. International Journal 
of Computer Science & 
Communication Networks, 5(1), 
7-16. 
 
