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Abstract
DNA sequencing is the translation of molecular structure into a human- and machine-readable
format: a sequence, or string, of letters. The exponential growth of data (from DNA, RNA,
and proteins) produced by biotechnology has resulted in two major scientific questions. First,
what conclusions can we draw from all of the data that we have? Second, how can we do
this in an efficient manner? The answers to these questions are where computer science and
biological science meet: in the research field of bioinformatics. The obvious beauty of the
aforementioned fields of study is their resemblance to stringology, the analysis of strings.
The research presented in this thesis lies within the intersection of computational molecular
biology and stringology. Specifically, the aim was to design string-processing algorithms to
analyse molecular sequences, in order to aid and enhance biological research. This thesis
is an exploration of three important concepts in molecular biology: circular molecules,
sequence motifs, and pan-genomes. In Chapter 2, we study the problem of accuracy when
aligning two linear sequences obtained from circular molecular structures. Chapter 3 focuses
on common, and thus biologically important, patterns found in molecular sequences. Lastly,
in Chapter 4, we consider the complexities of handling pan-genomic data.
Publications
Cited in thesis:
[15] Barton, C., Iliopoulos, C.S., Kundu, R., Pissis, S.P., Retha, A. and Vayani, F., 2015,
June. Accurate and efficient methods to improve multiple circular sequence alignment. In
International Symposium on Experimental Algorithms (pp. 247-258). Springer, Cham.
[67] Grossi, R., Iliopoulos, C.S., Liu, C., Pisanti, N., Pissis, S.P., Retha, A., Rosone, G.,
Vayani, F. and Versari, L., 2017. On-line pattern matching on similar texts. In LIPIcs-Leibniz
International Proceedings in Informatics (Vol. 78). Schloss Dagstuhl-Leibniz-Zentrum fuer
Informatik.
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Since the award of the Nobel Prize for the elucidation of the structure of deoxyribonucleic
acid (DNA) in 1962 [176], advancements in the field of genetics have transformed our
understanding of medicine, physiology and botany, to name a few. This is because DNA
is the code which ultimately defines the structure and function of every molecule inside
every living (humans, animals, plants, and bacteria) and non-living organism (viruses). The
most significant advancement was the establishment of highly efficient techniques within
biotechnology which enable us to study the structure of DNA molecules at great levels
of detail and accuracy. Many of these modern technologies, known as Next-Generation
DNA Sequencers (NGS), are based on the very first technique developed by Sanger et al.
in 1977 [149]. DNA sequencing is the translation of molecular structure into a human- and
machine-readable format: a sequence, or string, of letters. The output of NGS technologies
varies greatly in quality and, therefore, usefulness. The former is constantly being improved
through the introduction of new technologies, but even more so through the design of
sophisticated algorithms to rectify errors in the output. As advanced technologies are being
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developed, the cost of sequencing DNA is decreasing, and the volume of data is increasing.
The large-scale study of DNA sequences is known as genomics.
Similarly, proteomics is the term used to describe the large-scale study of proteins. The
structure and function of proteins result from the DNA that encode them. The techniques by
which proteins are sequenced are very different from DNA, but result in similar output: a
string of letters. The two most important differences between DNA and protein sequences
are their alphabets and what each letter in the alphabet represents. In DNA, the alphabet
comprises A, C, G, and T, where each represents a monomer called a nucleotide. In proteins,
the size of the alphabet is twenty, where each letter represents a monomer called an amino
acid.
The final molecular piece of the puzzle that is the central dogma of molecular biology is
ribonucleic acid (RNA). In many cellular mechanisms, RNA is simply a messenger molecule
existing between DNA and proteins. However, there are several circumstances in which RNA
has specific crucial functions.
The exponential growth of data (from DNA, RNA, and proteins) produced by biotechnology
has resulted in two major scientific questions. First, what conclusions can we draw from all
of the data that we have? Second, how can we do this in an efficient manner? The answers to
these questions are where computer science and biological science meet: in the research field
of bioinformatics.
The obvious beauty of the aforementioned fields of study is their resemblance to stringology.
That is, the process of analysing a sentence from a book and a DNA sequence is exactly the
same. The difference, however, lies in the desired outcome of the analysis.
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Due to this resemblance, the research described in this thesis is mutually beneficial to both
fields of research, as algorithms designed to analyse molecular sequences could equally be
given other strings as input. Stringology, also known as combinatorics on words, involves the
design of algorithms to analyse strings (mathematics) and their implementation (computer
science).
The research presented in this thesis lies within the intersection of computational molecular
biology and stringology. Specifically, the aim was to design string-processing algorithms to
analyse molecular sequences, in order to aid and enhance biological research. To that end,
many of these algorithms have been or will be implemented as open-source tools which can
be used by biologists or bioinformaticians.
1.2 Thesis Overview
This thesis is an exploration of three important concepts in molecular biology: circular
molecules, sequence motifs, and pan-genomes. Due to the faster pace of algorithm design
and implementation, compared to biological research conducted in a laboratory, the main
body of this thesis is a collection of several chapters based on published, or accepted,
papers. These are preceded by a section of definitions which are required to gain a thorough
understanding of the work from an inter-disciplinary perspective (Section 2.2). Specifically:
• In Chapter 2, we study the problem of accuracy when aligning two linear sequences
obtained from circular molecular structures.
• Chapter 3 focuses on common, and thus biologically important, patterns found in
molecular sequences.
• Lastly, in Chapter 4, we consider the complexities of handling pan-genomic data.
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The thesis is concluded in Chapter 5.
1.3 Definitions
1.3.1 Biological Concepts and Definitions
Following the introduction of molecular biology, this section provides some fundamental
definitions and concepts.
DNA is a polymer of nucleotides. Nucleotides are organic molecules that share a common
structure, with only one of the functional groups differing in each type of nucleotide. There
exist four different nucleotides, therefore, with four different nucleobases: Adenine, Guanine,
Cytosine, and Thymine. These nucleobases can be represented as single letters: A, G, C, and
T. The other two functional groups in a nucleotide molecule are the phosphate and sugar
groups. These are what allow nucleotides to polymerise, resulting in a DNA molecule with a
repetitive structure. Specifically, the phosphate group of one nucleotide bonds to the sugar
group of another nucleotide, creating the sugar-phosphate backbone of a DNA molecule.
Nucleobases, or simply bases, can be classified in to two groups, due to their molecular
structures: purines (A and G) and pyrimidines (T and C).
Due to the delicate structure of bases, and the importance of the information their sequences
encode, the structure of DNA must be extremely stable, yet flexible enough to be replicated.
This balance is achieved by base pairing. Each pair of bases in a pair of DNA polymers
bond with each other to create a structure similar to a ladder, where the stiles of the ladder
are the sugar-phosphate backbones, and the steps are the pairs of bases bonded to each other.
Importantly, A bonds with T, and G bonds with C.
1.3 Definitions 5
The third level of the structure of DNA, after the sequence of the bases and base pairing,
is the helical structure of the DNA molecule when in its most stable state. The structure
is known as an α-helix and is only unwound during very specific cellular processes. For
example, the bonds between bases are broken during DNA replication and only one strand
of DNA is replicated. Intuitively, only one strand is required, as the strand it pairs with is
essentially the same, but with complementary bases.
Example 1. Given a DNA sequence of AGCTAGCT, one can immediately deduce that the
sequence of its complementary strand will be TCGATCGA.
Therefore, the information stored by a DNA molecule is in the sequence of its bases.
Many sequences within DNA molecules are not yet well understood. An exception to this
are genes. Genes are regions of DNA sequences which may ultimately encode proteins.
Their structures are complex as they require specific signals in order to indicate that they are
genes, and instruct which sequences within them should be expressed and which should be
retained. Signals include start and stop signals which indicate the beginning and end of a
gene. Between these signals are introns and exons, which should be retained and expressed,
respectively. The structure of genes varies greatly in different organisms. Bacteria, for
example, do not have intron/exon structure, and therefore the entirety of the gene is always
expressed. Furthermore, the regions in between genes are yet to be completely understood.
Not surprisingly, these regions are much shorter in bacteria than in humans.
The collection of genes and intergenic regions in an organism are known as its genome. The
entire genome of an organism is stored in the nucleus of each cell in the organism. The
regions of the genome that are expressed are what cause different cell types to differ. For
example, a skin cell and a liver cell both contain copies of the genome, but the reason for
their greatly differing functions is due to the difference in the collective expression of specific
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genes. The expression of genes into proteins is achieved with the use of ribonucleic acid
(RNA).
RNA is extremely similar in structure to DNA, with only two major differences. First, the
alphabet differs by one base, Uracil (U), which replaces T in the DNA alphabet. Therefore,
the RNA alphabet is A, G, C, and U; where A now bonds with U. Second, the structure of
RNA must be more flexible due to its functions. Where DNA is a highly stable and guarded
storage for information, RNA molecules are less stable, more actively functional molecules.
RNA molecules are single-stranded and do not form the same ladder structure as with DNA.
Instead, bases in a strand of RNA form bonds with other bases in the same molecule, creating
molecules of varying shapes and functions.
There are many different types of RNA and here we will divide them in to two classes:
messenger RNA (mRNA) and non-messenger RNA. Transcription is the cellular mechanism
by which a gene is transcribed, by an enzyme, into RNA. Specifically, mRNA is later
translated into a protein structure, by a complex molecular machine, called a ribosome,
comprised of proteins and non-messenger RNA molecules. Other types of non-messenger
RNA molecules are involved in the regulation of gene expression as well as the process of
protein synthesis itself. MicroRNAs, for example, target and label mRNAs for degradation,
thereby halting the process of protein synthesis. Transfer RNAs (tRNAs) are molecules which
assist protein synthesis.
Note that DNA and RNA are collectively known as nucleic acids.
Protein synthesis is a complex process, beginning with the translation of mRNA into a
polymer known as a peptide. The mRNA molecule is read by a ribosome, and tRNAs are
able to decipher which sequence of three nucleotides in the mRNA (known as codons) result
in which amino acid. Processing mRNA one codon at a time results in the synthesis of a
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polypeptide, because as each codon is deciphered by each tRNA, an enzyme causes a peptide
bond to be formed between each subsequent amino acid, thereby producing a polymer of
amino acids: a polypeptide. This sequence of amino acids is known as the primary structure
of the protein.
There are twenty amino acids in nature, which are similar to nucleic acids in that parts of
them have the same structure, and only one functional group differs, resulting in variation
between them. Each amino acid can be represented by a single letter. Therefore, the protein
alphabet has a size of twenty. The primary structure of a protein is extremely important to its
functionality. Some specific short sequences within protein primary structures can interact
with other molecules and are known as motifs. There are three higher levels of structure for
proteins, the descriptions of which are beyond the scope of this thesis.
1.3.2 Algorithmic Tools, Properties, and Definitions
This section, generally following [43, 44, 74], provides basic definitions required to under-
stand and design algorithms for strings.
Fundamental Definitions
A fixed alphabet Σ is a non-empty finite set of letters or symbols of size |Σ|. In the current
context of molecular biology, we assume that the alphabet is fixed, that is, |Σ|= O(1). We
define the DNA alphabet as Σ = {A,C,G,T}. A (deterministic) string built on Σ is a finite
sequence of symbols drawn from Σ. The length of a string X is denoted by |X |. We can think
of a string X as an array X [0 . . |X |−1]. The empty string of length 0 is denoted by ε . The set
of all strings over an alphabet Σ (including ε) is denoted by Σ∗. For two positions i and j
in X , we denote by X [i . . j] = X [i] . .X [ j] the factor or substring of X that starts at position
i and ends at position j; it is empty if j < i. For any string X =UYV , if U = ε then Y is a
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prefix of X . Similarly, if V = ε then Y is a suffix of X . We say that Y is a proper factor (resp.
prefix/suffix) of X if Y is a factor (resp. prefix/suffix) of X distinct from X .
We say that there is an occurrence of Y in X , or, simply, that Y occurs in X , when Y is a
factor of X . We denote the set of occurrences of Y in X by occX(Y ), or simply occ(Y ) when
the context is clear. We therefore denote the number of occurrences of Y in X by |occX(Y )|.
Suffix, Inverse Suffix, and Longest Common Prefix Arrays
We denote by SA the suffix array of a string X of length n > 0, that is, an integer array of
size n storing the starting positions of all lexicographically sorted suffixes of X . That is, for
all r ∈ [1,n), we have X [SA[r−1] . .n−1]< X [SA[r] . .n−1] [108].
Let lcp(r,s) denote the length of the longest common prefix between X [SA[r] . .n−1] and
X [SA[s] . .n−1], for all positions r, s on X ; and 0 if they do not have a common prefix. We
denote by LCP the longest common prefix array of X defined by LCP[r] = lcp(r−1,r), for all
r ∈ [1,n), and LCP[0] = 0. The inverse of SA, denoted by iSA, is defined by iSA[SA[r]] = r,
for all r ∈ [0,n).
Fact 1 ([59]). Arrays SA, iSA, and LCP of a string X of length n can be computed in time
and space O(n).
Suffix Tree
Given a string X , of length n > 0, the suffix tree STX of X is a compact trie representing
all suffixes of X . The nodes of the trie which become nodes of the suffix tree are explicit
nodes; all other nodes are implicit. That is, a node v in the trie with only one outgoing edge
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is implicit in the suffix tree. The root node r represents the empty string ε . Each edge of the
suffix tree can be viewed as a path of implicit nodes from one explicit node to another.
Fact 2 ([54, 74, 110, 170, 179]). Given a string X of length n, STX can be constructed in
O(n) time and space.
Each implicit node can be represented by a tuple ⟨γ,µ,λ ⟩, where µ is the number of implicit
nodes skipped on the edge from explicit node γ , and the edge label ends with α = X [λ ]. Note
that in practice, edge labels are not stored as strings; rather, they are stored as intervals of the
input string. The path-label P(V ) of a node V is the concatenation of the edge labels along
the path from the root to V . Henceforth, we will use P(V ) and V interchangeably to refer to
the factor of X that V represents. The string-depth D(V ) = |P(V )| of a node V is the total
number of implicit and explicit nodes in the path from the root to V .
Node V is known as a terminal node if its path-label is a suffix of X ; that is, P(V ) =
X [i . .n− 1] for some i ∈ [0,n). Note that, each leaf node in STX is a terminal node. If a
special letter $ /∈ Σ is appended to X then each terminal node is necessarily a leaf node in
STX and the suffix tree is explicit; otherwise, it is an implicit suffix tree. See Figures 1.1 and
1.2 below for simple examples of explicit and implicit suffix trees, respectively. See Figures
3.1 and 3.3 in Chapter 3 for more complex examples.
Fact 3 ([74]). Using STX , |occX(V )| can be computed by traversing the subtree rooted at
node V and counting its number of terminal nodes in O(|occX(V )|) time.
The suffix link from a suffix origin, node V , with path-label P(V ) = αW , is a pointer to a
suffix target, node s(V ), path-labelled P(s(V )) = W , where α ∈ Σ and W is a factor of X .
See Figure 3.1 for examples.
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Figure 1.1 The explicit suffix tree of the string X = CTATTAGG concatenated with $ /∈ Σ.
Each leaf node has been labelled with the index i of the suffix X [i . .n−1] that it represents,
where i ∈ [0,n). All other explicit nodes are labelled V and root node r is outlined in bold.












































Figure 1.2 The implicit suffix tree of the string X = CTATTAGG. Each leaf node has been
labelled with the index i of the suffix X [i . .n−1] that it represents, for all suffixes i ∈ [0,7).
All other explicit nodes are labelled V and root node r is outlined in bold. Suffix links are































T T A G G
G
G
An internal node of STX is an explicit, non-root, non-leaf node. The explicit child of a node
V , denoted as explicitChild(V ), is the nearest explicit node that has an incoming edge from
V . We define an explicit parent in a similar way. The explicit ancestor of a node U , denoted
as ancestor(U), is any internal node that is an ancestor of U . The explicit descendant of an
internal node V , denoted as descendant(V ), is any internal node that is a descendant of V .
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A generalised suffix tree STX0,$0,X1,$1,. .,Xk−1,$k−1 is a suffix tree built from a set of k concate-
nated strings {X0,X1, . . ,Xk−1}, each separated by a unique symbol $i ̸∈ {X0,X1, . . ,Xk−1},
where i ∈ [0,k).
An in-depth discussion of suffix trees and their myriad uses can be found in [73].
Sequence Alignment Algorithms
Sequence alignment entails the structured comparison of sequences in order to deduce
homology.
The Needleman-Wunsch pairwise sequence alignment algorithm [117] uses a dynamic
programming approach to obtain the optimal global alignment of a pair of sequences of
length n and m. The optimal global alignment corresponds to the lowest edit distance, which
is also known as the Levenshtein distance [102] and is defined as the number of mutation,
insertion or deletion operations required to transform one string in to the other. Insertions
and deletions are collectively known as indels. The Needleman-Wunsch algorithm requires
the construction of a matrix of size O(nm). Each cell in the matrix is filled in constant time
by computing the best score from the following:
• the score in the cell diagonal to the current cell, plus the (penalty) score for a
(mis)match; or
• the score in the cell above, or to the left of, the current cell, plus the penalty score for
an indel.
Once the matrix is filled, the score in the bottom right corner represents the best score for the
entire alignment. There may be multiple paths that could be traced from the bottom-right
cell to the top-left cell, representing multiple alignments with the same score. The overall
time complexity of the algorithm is O(nm).
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Example 2. Given the sequences X = GATCGCATT and Y = GCTCGAGAC, the Needleman-
Wunsch algorithm would return the following alignment:
G A T C G - - - C A T T
G C T C G A G A C - - -
On the other hand, the Smith-Waterman algorithm [161] finds the best local alignment
by tracing back the path from the highest scoring cell in the matrix, not necessarily the
bottom-right cell. The traceback terminates at a cell with the value 0, which is the lowest
score allowed in the Smith-Waterman scoring scheme. Thus, the algorithm finds the region
which matches with the highest score in the pair of sequences, also in O(nm) time.
Example 3. Given the sequences X = GATCGCATT and Y = GCTCGAGAC from Example 2, the
Smith-Waterman algorithm would return the following alignment:
G A T C G
G C T C G
Multiple sequence alignments (MSAs) are commonly constructed for phylogenetic analyses
and progressive MSA is the most common method for their construction. First introduced in
[55], the basic process of progressive MSA has three stages:
1. Pairwise sequence alignment of all pairs of sequences in the set.
2. Clustering sequences based on their similarity scores to build a guide tree.
3. Using the tree to guide the progressive addition of each sequence to the MSA.
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Example 4. Given the sequences X = GATCGCATT and Y = GCTCGAGAC from Example 3, and
additional sequences A = GGTCGTAGC and B = GGTCGTTGC, the following multiple sequence
alignment would be produced, where conserved nucleotides are underlined:
X = G A T C G C A T T
Y = G C T C G A G A C
A = G G T C G T A G C
B = G G T C G T T G C
Figure 1.3 illustrates the resultant phylogenetic tree.
Figure 1.3 Each leaf of the tree is labelled with the name of the sequence it represents.
Horizontal branch length represents the number of substitutions per base, and thus the
evolutionary distance between a leaf node and its ancestor. Labels (in red) at branch splits
represent the reliability of a split, where a value of 1 represents 100% reliability.





This chapter is based on work published in conference proceedings [68] and a journal
[69], and has since been cited in 15 publications (see Section 2.6). The author’s personal
contribution to this work was in the experimentation.
2.1.1 Biological Motivation
Circular molecular structures are present, in abundance, in all domains of life: bacteria,
archaea, and eukaryotes; and in viruses. They can be composed of either amino or nucleic
acids. The following is an overview of such occurrences, and exhaustive reviews can be
found in [41] for proteins and [75] for DNA.
Bacteria
Double-stranded, circular chromosomes and plasmids are found in most bacteria and archaea.
Whole-genome comparison is a very useful tool in classifying bacterial strains, as well as
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inferring phylogenetic associations between them. This is due to the dense structure of
bacterial chromosomes, caused by the absence of introns, and the organisation of genes into
operons. The additional benefit of aligning plasmids is the ability to identify important genes,
such as antibiotic resistance genes, thereby enabling their study and exploitation by genetic
engineering techniques [48].
Plants and Animals
The most familiar examples of such structures in eukaryotes are mitochondrial DNA (MtDNA).
MtDNA is, in most cases, inherited solely from the mother, and thus it is generally conserved.
Human MtDNA is double-stranded, with a length of 16,569 base pairs (bp), consisting of just
37 genes encoding 13 proteins and 24 RNA molecules [164]. The absence of recombination
in these sequences allows them to be used as simple indicators of phylogenetic evolution [20,
150, 177], and their high mutation rate is a powerful discriminative feature [64, 174]. There
also exist smaller structures, called extrachromosomal circular DNA, which are similar to
plasmids in bacterial cells. They are described as one of the characteristics of genomic
plasticity in eukaryotes [37] and may derive from MtDNA [97].
Viruses
It is common knowledge that many viral genomes are circular. Viral genomes vary greatly in
size and structure. They can be made up of either RNA or DNA, and can be single- or double-
stranded. Multiple sequence alignment (MSA, defined in Section 1.3.2) of viral genomes
can be useful in the elucidation of novel sites of interest [23], as well as the inference of
evolutionary relationships [21]. This is particularly important in studying the pathogenicity
of viruses, due to the rapid rate of mutation of their genomes. Viroids are plant pathogens
that contain very small, single-stranded, circular RNA. Their MSA could prove useful in the
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analysis of their secondary structures and, therefore, the mechanisms by which viroids infect
host plant cells [112].
Proteins
Naturally-occurring circular proteins are found in both prokaryotes and eukaryotes [41].
Bacteriocins are very small toxins produced by bacteria in order to compete with closely-
related bacterial strains. Many of these are circular, including gassericin A, found in Lac-
tobacillus gasseri LA39 [89], and circularin A, found in Clostridium beijerinckii [91]. An
interesting phenomenon known to occur naturally in linear protein structures is circular
permutation [178]. This is exemplified by swaposins: proteins highly-similar to saposins,
resulting from circularly permuted linear peptide sequences [135]. The ability to align linear
sequences from circular proteins can significantly speed up and enhance their analyses, and
could also lead to the discovery of novel pairs of circularly permuted proteins.
2.1.2 Previous Work
Conventional tools, designed for linear sequences, could yield an incorrectly high genetic
distance between closely-related circular sequences. Indeed, when sequencing molecules,
the position where a circular sequence starts can be totally arbitrary. Due to this arbitrariness,
a suitable rotation of one sequence would give much better results for a pairwise alignment
(defined in Section 1.3.2), and hence highlight a similarity that any linear alignment would
miss. A practical example of the benefit this can bring to sequence analysis is the following.
Example 5. Linearized human (NC_001807) and chimpanzee (NC_001643) MtDNA se-
quences, obtained from GenBank [18], do not start in the same region. Their pairwise
sequence alignment using EMBOSS Needle [139] (default parameters) gives a similarity of
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85.1% and consists of 1,195 gaps. However, taking different rotations of these sequences into
account yields a much more significant alignment with a similarity of 91% and only 77 gaps.
Example 5 motivates the design of efficient algorithms that are specifically devoted to the
comparison of circular sequences [8, 16, 17].
In this chapter, we consider the pairwise circular sequence comparison problem. Under the
edit distance model, it consists in finding an optimal linear alignment of two circular strings X
and Y , of length m and n≥ m (without loss of generality), respectively. We consider the edit
distance rather than the Hamming distance as it is more realistic in the context of molecular
biology, where gaps representing insertion and deletion mutations must be allowed. Taking
into account edit distance rather than Hamming distance is computationally challenging as
the search space for seeking similarity is wider. The remainder of this section provides an
overview of existing solutions for this problem.
Cubic Time Complexity
Trivially, the pairwise circular sequence comparison problem can be solved naïvely in
O(nm2) time, by using the Needleman-Wunsch algorithm (defined in Section 1.3.2) on the
pair (X ,Yi) of sequences, for all i < m, where Yi is the ith rotation of Y . Hereafter, we refer to
this approach as cyclical Needleman-Wunsch and denote it by cNW.
Super-Quadratic Time Complexity
In [106], the author presents a O(mn logn)-time solution using a divide-and-conquer ap-
proach, where the problem is reduced to finding the optimal path in the edit graph of strings
X and YY . The edit graph is a directed acyclic graph, where horizontal and vertical edges
represent deletions and insertions, respectively; and diagonal edges represent equivalence or
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substitution. Any path in an edit graph defines the edit operations required to transform one
sequence in to the other. Concatenating Y with itself ensures all rotations of Y are considered
against X .
Lemma 1 ([106]). Let j, k and l be three integers such that 0≤ j < k < l ≤ n and let P( j)
and P(l) be two non-crossing paths in the edit graph of X and YY . Then there exists an
optimal path P(k) which does not cross either P( j) or P(l).
The algorithm begins by computing P(0), which is equivalent to P(n−1). It then computes
P(⌈n−12 ⌉), where the search space is delimited by P(0) and P(n− 1). Given Lemma 1,
observe that the subsequent computation of P(⌈n−14 ⌉) and P(⌈
3n−1
4 ⌉) are bounded by O(mn),
and so on. Consequently, there are O(logn) such computations, resulting in an overall time
complexity of O(mn logn).
Several other super-quadratic solutions also exist [109].
Other Solutions
Note that there are several approximate solutions to the problem that will not be mentioned in
detail, for example the quadratic-time algorithm presented in [25]. Furthermore, this problem
has also been considered under the Hamming distance model.
Application to Multiple Sequence Alignment (MSA)
A direct application of pairwise circular sequence comparison is progressive multiple circular
sequence alignment [15, 113].
MSA: Using the Best Local Alignment. As well as implementing the naïve and exact
algorithm, cNW, the cyclope [113] package contains an O(nm)-time heuristic algorithm.
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This algorithm first finds the best local alignment between two sequences, and then uses this
as an anchor to rotate and align the remaining sequences iteratively, refining the anchor at
each iteration. These pairwise alignment algorithms are therefore used to compute similarity
scores for all pairs of sequences, and then produce an MSA.
MSA: Generalised Cyclic Suffix Tree. In [56], the authors propose the use of a data
structure they term a generalised cyclic suffix tree (denoted as gcST) to find the best rotation
of each sequence in a set of multiple sequences. Therefore, this can also be used for pairwise
alignment, and works differently to progressive MSA algorithms. The gcST is constructed
from all rotations of all sequences in the input set using concepts of Ukkonen’s suffix tree
construction algorithm [170], with modifications as follows. Suffix links on leaves act as
connections between successive rotations of a string. Secondly, all leaves have the same
depth of n. Finally, each node is augmented with a bit-vector indicating in which sequences
of the set its corresponding factor occurs. The gcST is then used in the following way:
Step 1 Nodes are identified that represent factors that are common to all sequences using
depth-first search.
Step 2 Nodes that represent suffixes of such common factors are discarded (making use of
suffix links), resulting in a set of maximal common factors.
Step 3 Nodes that represent factors repeated in the same sequence are discarded, resulting
in a set of unique maximal common factors.
Step 4 Nodes are clustered such that each cluster represents a sequence of factors occurring
consecutively and in the same order in each sequence in the set, where the maximum
allowed gap between each factor is 10bp.
Step 5 The longest such chain of factors is used to determine the corrected rotation of each
sequence.
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This algorithm was implemented as tool CSA, which unfortunately, is no longer maintained.
Notably, it restricts the number of sequences in the set to be 32 and requires there to be at
least one factor that occurs in every sequence only once.
MSA: Other Solutions. Multiple circular sequence alignment has also been considered
in [99] under the Hamming distance model.
Filtering Techniques
Algorithms that speed up the process of string matching, by filtering out candidate positions
in which a particular string can never occur, are known as filters. Filters that work for
Hamming distance do not work in general for edit distance [130] as well. An exception
to this are the q-gram filtering techniques [169] that have successfully been used for string
matching under the edit distance model (e.g. [27, 124, 138]), as well as for multiple local
alignments, both under the Hamming [123] and edit [124] distance models.
2.1.3 Chapter Summary
To the best of our knowledge, there is no fast (that is, with sub-quadratic time complexity)
and exact (or at least very accurate) algorithm for circular sequence comparison under
some realistic model (that is, allowing insertions and deletions). Here we present new
efficient q-gram-based methods for pairwise circular sequence comparison. Specifically, our
contribution is threefold.
Distance pseudometric. In Section 2.2, we introduce the β -blockwise q-gram distance
between two strings X and Y , that is, a more powerful generalisation of the q-gram
string distance introduced in [169]. Intuitively, and similarly to [27, 124, 138], this
generalisation comprises partitioning X and Y in β blocks each, as evenly as possible,
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computing the q-gram distance between the corresponding block pairs, and then
summing up the distances computed blockwise.
Algorithm. In Section 2.3, we present an algorithm based on the suffix array [108] that finds
the rotation of X such that the β -blockwise q-gram distance between the rotated X
and Y is minimal, in O(βm+n) time and space, where m = |X | and n = |Y |, thereby
exactly solving the circular sequence comparison problem under the β -blockwise
q-gram distance measure. We also present a simple heuristic algorithm to solve an
approximate version of the problem.
Experimental results. In Section 2.5, we present an experimental study, using real and
synthetic data, which demonstrates orders-of-magnitude superiority of our approach,
in terms of efficiency, while maintaining an accuracy very competitive to the optimal
obtained after considering all rotations of X against Y using cNW.
2.2 Definitions
We refer to any string X ∈ Σq as a q-gram. Two strings are considered k-abelian equivalent
for some positive integer k, if they have the same length and share the same factors of length
at most k, including multiplicities. Note that if k is greater than or equal to the string’s length,
then the strings must be equal. A version of this result, called extended k-abelian equivalence,
focuses only on the factors of length k [51]. By setting k = q, it is quite straightforward to
notice the equivalence with q-grams. Therefore, in order to avoid confusion we will refer to
the former notion from now on as q-abelian equivalence.
The Parikh vector associated with a string Z ∈ Σ∗ is denoted by P(Z) and represents a
vector of size |Σ|, where each component denotes the number of occurrences in Z of the
corresponding letter from Σ.
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A circular string, of length m, can be viewed as a traditional linear string which has the left-
and right-most letters wrapped around and glued together in some way. Under this notion,
the same circular string can be seen as m linear strings, each of length m. Given a string X of
length m, we denote by X i = X [i . .m−1]X [0 . . i−1], where i ∈ (0,m), the ith rotation of X ;
and X0 = X .
Example 6. The string X = X0 = abababbc has the following rotations: X1 = bababbca,
X2 = ababbcab, X3 = babbcaba, X4 = abbcabab, X5 = bbcababa, X6 = bcababab, X7 =
cabababb.
We give some further definitions following [169]. The q-gram profile of a string X is the
vector Gq(X), where q > 0 and Gq(X)[V ] denotes the total number of occurrences of q-gram
V ∈ Σq in X . The q-gram distance between two strings X and Y is defined as
Dq(X ,Y ) = ∑
V∈Σq
∣∣Gq(X)[V ]−Gq(Y )[V ]∣∣ . (2.1)
Note that Dq is a pseudo-metric, as Dq(X ,Y ) can be 0 even if X ̸= Y . Its properties can be
found in [169].
Example 7. Let X = GGAGTCTA, Y = TTCTAGCG, and q = 3. Table 2.1 shows the q-gram
profiles of strings X and Y and the q-gram distance Dq(X ,Y ) = 8 between them. Each row
represents the frequency of a q-gram in the given string. For succinctness of presentation,
only those rows with frequency greater than zero (in either string) are shown, as well as rows
representing AAA, CCC, GGG, and TTT as points of reference.
For a given integer parameter β ≥ 1, we define a generalization of the q-gram distance in
















































Table 2.1 The q-gram profiles of strings X and Y from Example 7 and the q-gram distance
between them.
q-gram distance between each pair of blocks, one from X and one from Y . The rationale is to
enforce locality in the resulting overall distance. For the sake of presentation in the rest of
the chapter, we assume that the lengths |X |= m and |Y |= n are both multiples of β , so that
X and Y are conceptually partitioned into β blocks, each of size m/β for X and n/β for Y .
Setting an appropriate value for β in practice is discussed in Section 2.5.
Definition 1. Given strings X, of length m, and Y , of length n≥ m, and integers β ≥ 1 and
q > 0, the β -blockwise q-gram distance Dβ ,q(X ,Y ) is defined as

























Example 8. Following Example 7, let X = GGAGTCTA and Y = TTCTAGCG, q = 3, and β = 2.
Further let X1 = GGAG, X2 = TCTA and Y1 = TTCT, Y2 = AGCG be the two blocks of X and
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Y , respectively. Table 2.2 shows the q-gram profiles of strings X1, X2, Y1, and Y2; and the





























































































Table 2.2 The q-gram profiles of strings X1, X2, Y1, and Y2; the q-gram distance Dq(X1,Y1)= 4
between X1 and Y1; and the q-gram distance Dq(X2,Y2) = 4 between X2 and Y2, giving
Dβ ,q(X ,Y ) = Dq(X1,Y1)+Dq(X2,Y2) = 4+4 = 8.
In this paper, we consider the following problem, where we search for the ith rotation of X
that minimizes its blockwise distance from Y as defined in (2.2). Ties are broken arbitrarily.
CIRCULAR SEQUENCE COMPARISON (CSC)
Input: Strings X and Y of lengths m and n ≥ m, respectively, and integers β ≥ 1 and
q < m.
Output: Integer i such that Dβ ,q(X i,Y ) is minimal.
2.3 Algorithms
We use the following result to first give a naïve solution to the CSC problem.
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Lemma 2 ([169]). If we have space O(|Σ|q) available, then the q-gram distance Dq(X ,Y )
can be computed in time O(m+n) and extra space O(m+n), where m = |X | and n = |Y |.
We then apply Lemma 2 to each pair of blocks of X and Y separately.
Lemma 3. If there is space O(|Σ|q) available, then the β -blockwise q-gram distance
Dβ ,q(X ,Y ) can be computed in time O(m+ n) and extra space O(
m+n
β
), where m = |X |
and n = |Y |.
Recall that one of the two input strings should be concatenated with itself to ensure that all
rotations are represented. The naïve algorithm, denoted by nCSC, computes for X ′ = XX the
values
δi = Dβ ,q(X
′[i . . i+m−1],Y ),
for all i ∈ [0,m); we report position i such that δi is minimal. This requires the application of
Lemma 3, m times. Therefore, we obtain the following.
Lemma 4. If we have space O(|Σ|q) available, then algorithm nCSC solves the CSC problem
in time O(m(m+n)) and extra space O(m+n
β
).
2.3.1 Algorithm hCSC: a Heuristic Algorithm
Here we give a simple heuristic algorithm, denoted by hCSC, to solve the CSC problem faster
than nCSC, and return an approximation of the best rotation.
Step 1: We split X ′ = XX in 2β non-overlapping string blocks of length m/β . We obtain
strings X0,X1, . . . ,X2β−1, such that






−1] ∀ i ∈ [0,2β ).
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We split Y in β non-overlapping string blocks of length n/β . We obtain strings
Y0,Y1, . . . ,Yβ−1, such that






−1] ∀ i ∈ [0,β ).
Step 2: For a given sequence X j, . . . ,X j+β−1 of strings and Y , we compute the β -blockwise
q-gram distance as follows











Dq(X j+i,Yi) ∀ j ∈ [0,β ].
We choose jbest = j such that δ j is minimal, for all j ∈ [0,β ]. In other words, we have
found a window of length m starting at position jbest, such that
( jbest +1) mod (m/β ) = 0,
consisting of β blocks of length m/β each, that minimizes its β -blockwise q-gram
distance from y.
Step 3 To perform a refinement on the position of the window, we consider all starting
positions included in the two blocks starting at positions jbest and jbest−m/β . This
includes 2m/β − 1 starting positions in total—we do not need to consider position
jbest−m/β as this was already considered by another window in Step 2. Similarly to
Step 2, we obtain the β -blockwise q-gram distance δi between the window starting
at position i of X ′ and Y , for all i ∈ ( jbest−m/β , jbest +m/β ). We report position
ibest = i such that δi is minimal, for all i ∈ ( jbest−m/β , jbest +m/β ).
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Analysis
Step 1 can be done trivially in O(m+n) time. If we have O(|Σ|q) space available, then, by
Lemma 2, Dq(X j+i,Yi) can be computed in O(m+nβ ) time. By Lemma 3, δ j can be computed
in O(β (m+n
β
)) = O(m+n) time. Hence, Step 2 can be done in O(β (m+n)) time. In Step
3, the blockwise q-gram distance δi between a single window and Y can be computed in
O(β (m+n
β
)) = O(m+n) time. There exist 2m/β −1 such windows. Hence, Step 3 can be
done in O(m(m+n)
β




For practical purposes, setting β = O(
√
m) and q = O(log|Σ|m) gives an algorithm with
time complexity O(
√
m(m+n)) and space complexity O(m+n).
2.3.2 Algorithm saCSC: an Exact Suffix-Array-Based Algorithm
The heuristic hCSC does not guarantee to find the exact value i, for which δi = Dβ ,q(X i,Y ) is
minimal. In particular, when we identify jbest in Step 2, that is, a j for which δ j is minimal,
we take into account only the values of j such that ( j+1) mod (m/β ) = 0. Thus, Step 3
cannot guarantee that ibest, the local minimum obtained by shifting the window m/β positions
to the right and left of jbest, is minimal for all i ∈ [0,m). In this section, we give a fast and
exact algorithm, denoted by saCSC, to find i such that δi = Dβ ,q(xi,y) is minimal, based on
the suffix array (defined in Section 1.3.2).
We partially follow the idea from [51]. The authors propose a linear-time algorithm to solve
the string matching problem when looking at q-abelian equivalent strings: given a string X
of length m, a string Y of length n ≥ m, and a positive integer q < m, all factors of Y that
are q-abelian equivalent to X can be found in O(m+ n) time and space. The idea of the
algorithm in [51] consists of constructing the suffix array of the string XY , and ranking sets
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of identical q-length prefixes of suffixes in the suffix array in the order of their appearance.
Then it constructs new strings based on this ranking, and solves the problem as in the jumbled
matching case [26]; that is, identifying all factors of Y that have the same Parikh vector as X .
We first describe our algorithm for a single block (β = 1) and then address the general case
(β ≥ 1).
Basic Algorithm for β = 1
We construct the suffix array of the string Z = XXY and assign a rank to the prefix, of length
q, of each suffix, of length at least q, based on its order in the suffix array. That is, the first
i0 suffixes, of length at least q, in the suffix array, all sharing the same prefix of length q,
will get rank 0; the next i1 suffixes, of length at least q, sharing the same prefix of length
q, different from the previous one, will get rank 1; and so on. Next, based on this ranking,
we construct two new strings X ′, of length 2m−q+1, and Y ′, of length n−q+1, such that
X ′[i] = j, if j is the rank of the q-length prefix of the (i+ 1)th suffix of XX in the suffix
array of Z; the same goes for Y . It is not difficult to see that the ranks go up at most to value
m+n−q+1. However, we can reduce this value to m+2 by introducing two new ranks aX
and aY : we can conceptually replace every letter of X ′ that does not occur in Y ′ by aX , and
every letter of Y ′ that does not occur in X ′ by aY . Hence we can consider that the new strings
X ′ and Y ′ are defined over an integer alphabet of size at most min(n−q+1,m)+2≤m+2.
Example 9. Let X = GAGTCTA, Y = TCTAGCG, q = 3 and Z = XXY . The table below
shows the suffix array SA and LCP array LCP of Z, as well as strings X ′ and Y ′. Ob-
serve that, X ′[3] = Y ′[0] = 2 denotes that X [3 . .5] = Y [0 . .2] = TCT and X ′[0] = aX denotes
that X [0 . .2] = GAG does not occur in Y .
2.3 Algorithms 29
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Z[i] G A G T C T A G A G T C T A T C T A G C G
SA[i] 6 17 1 8 13 19 4 15 11 20 0 7 18 2 9 5 16 12 3 14 10
LCP[i] 0 2 2 6 1 0 1 4 3 0 1 7 1 1 5 0 3 2 1 5 4
X ′[i] aX aX aX 2 0 1 aX aX aX aX 2 0
Y ′[i] 2 0 1 aY aY
We observe that when identifying the q-gram distance between two blocks, we can apply
the idea in [51], with the only difference that we should also maintain a Parikh vector that
stores the differences between the number of occurrences of q-grams in the current block of
XX and Y . Recall that the new alphabet of ranks, upon which X ′ and Y ′ are built, represent
q-grams occurring in X and Y .
At the time of construction of Y ′, we also construct a Parikh vector P(Y ′), which stores
the number of occurrences of each letter in Y ′. Notice that |P(Y ′)| ≤ m+ 2. Later on,
when computing the q-gram distances, we can construct another vector diff to store the
letter differences between P(Y ′) and the Parikh vector covering the m−q+1 letters of X ′
associated with a window of length m on the string XX . This gives us the current Parikh
difference and, in fact, represents the q-gram distance between the two analysed blocks,
where |diff| ≤ m+ 2. Apart from these, we only need another vector δ of size m, which
stores at each position i the actual q-gram distance δi between Y and the window starting at
position i in XX , which is the ith rotation X i of X .
We use a sliding window of length m to maintain the above information. When the window is
shifted one position to the right, we have to update the vector diff by incrementing the value
for the first letter of the previous window, and decrementing the value for the last letter of the
2.3 Algorithms 30
current window. The distance δi between Y ′ and the factor of X ′ starting at position i is thus
updated using the value of the q-gram distance δi−1 as follows. After adding the first letter
of the previous window to the vector diff, if we have a non-positive value for this letter, we
update the distance δi by decreasing the previous value δi−1 by 1; otherwise, we increase
it by 1. If, after decrementing the value in diff for the last letter of the current window, we
have a non-negative value, we update the distance δi by decreasing the previous value by
1; otherwise, we increase it by 1. The distance δi will never be less than the number of
occurrences of aY . Furthermore, if the first letter of the previous window was aX , the new
distance decreases by 1; and for every newly added aX , it increases by 1. As these operations
require constant time, after going through X ′ with Y ′ once, we obtain the list of distances δi
from Y to each rotation X i in linear time.
We are now able to give a more formal description of the steps to solve the CSC problem for
β = 1.
Step 1: Construct the SA, iSA, and LCP of Z = XXY . Rank the q-length prefixes of suffixes
using LCP array queries. Construct X ′ and Y ′, as well as P(Y ′), the Parikh vector storing,
for each letter of Y ′, the number of its occurrences in Y ′; making proper use of letters aX and




Example 10. Following Example 9, let X = GAGTCTA, Y = TCTAGCG, q = 3, and Z = XXY .
i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Z[i] G A G T C T A G A G T C T A T C T A G C G
X ′[i] aX aX aX 2 0 1 aX aX aX aX 2 0
Y ′[i] 2 0 1 aY aY
2.3 Algorithms 31
The table below represents vector diff, right after the execution of Step 1. By summing the






Step 2: Read the first m−q+1 letters of X ′, which constitute our sliding window of length
m on the string XX . When reading letter X ′[i], update diff by decreasing the value for X ′[i]
by one, and update δ0 accordingly, as follows:
diff[X ′[i]] = diff[X ′[i]]−1 and δ0 =
 δ0−1, if diff[X
′[i]]≥ 0
δ0 +1, if diff[X ′[i]]< 0.
Example 11. Following Example 10, the table below represents vector diff, right after the






Step 3: Let i be the current position in X ′ and repeat this step, one position at a time. Shift
the window to the right, update the information for diff
diff[X ′[i]] = diff[X ′[i]]+1 and diff[X ′[i+m]] = diff[X ′[i+m]]−1,
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and calculate δi+1, based on this information, sequentially applying the two following rules
δi+1 =
 δi−1, if diff[X
′[i]]≤ 0
δi +1, if diff[X ′[i]]> 0
δi+1 =
 δi+1−1, if diff[X
′[i+m]]≥ 0
δi+1 +1, if diff[X ′[i+m]]< 0.
Example 12. Following Example 11, the table below represents vector diff at iteration
i′ = 3 of Step 3. By summing the values in the table, we observe that δ0 = 4. Therefore,







Steps 1 and 2 are trivially correct as at the end of them we have that diff is the difference
between P(Y ′) and the Parikh vector corresponding to the window on X ′. These operations
follow directly from the definitions of SA and LCP, and are followed by a simple traversal
of SA, in order to obtain the ranks, and create vectors P(Y ′) and diff. Recall that, δ0 was
initially the number of letters in Y ′, and note its behavior as follows:
• δ0 is decreasing as long as the difference between the Parikh vectors for a specific
letter is non-negative. Thus, we have more occurrences of that letter in Y ′ compared to
the window on X ′.
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• δ0 is increasing otherwise.
In Step 3, we update diff by incrementing diff[X ′[i]] for the letter X ′[i] and decrementing
diff[X ′[i+m]] for the new letter X ′[i+m]. The q-gram distance δi at that position is based
on the updated values of diff, as well as the q-gram distance δi−1 at the previous position. If
diff[X ′[i]]≤ 0, then there were more letters X ′[i] in Y ′ than in the window, thus we need to
decrease the distance. Alternatively, if diff[X ′[i]]> 0, then there were at least as many letters
X ′[i] in the window as in Y ′, and taking one out increases the distance. Complementary
reasoning applies to the newly added letter X ′[i+m].
Finally, note the following properties of δi:
• It never goes below the number of occurrences of aY in Y ′.
• It is equal to the number of occurrences of aY in Y ′ when all other elements of diff are
0.
• It represents the q-gram distance between Y and X i, the corresponding window of
length m starting at position i in XX .
Analysis
In Step 1, constructing SA, iSA, and LCP of XXY can be done in time and extra space
O(m+ n) (Section 1.3.2). Furthermore, the construction of X ′, Y ′, P(Y ′), diff, and δ0 is
done with the same time and space cost. In Step 2, updating diff and δ0 after reading each
letter takes constant time, as we execute two operations, thus O(m) in total. Constant time is
required for each iteration in Step 3 to compute the value of δi, where i ∈ [1,m), and update
diff, since a constant number of operations are executed, thus O(m) in total. Hence, we can
solve the CSC problem for β = 1 in time and space O(m+n).
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General Algorithm for β ≥ 1
We can now generalise this algorithm to solve the CSC problem for any β ≥ 1, which gives
algorithm saCSC. We maintain a Parikh vector for each block, and apply the above basic
algorithm for the jth block in each string, computing their q-gram distance. If we denote by
P j(Y ′) and diff j, for all j ∈ [0,β ), the β Parikh vectors of Y ′ and of the q-gram distances,
respectively, as well as by δi, j the q-gram distance between the jth block of Y and the jth
block of X i, then the updates will be given by the formulae shown below.
Specifically, when shifting the window one position to the right from position i, update the















and calculate δi+1, j, based on this information, sequentially applying the two following rules
δi+1, j =

















At each position i < m, we can update all of the β Parikh vectors corresponding to the blocks,
as previously described, in time O(β ). Therefore, we obtain the following result.
Theorem 1. Algorithm saCSC solves the CSC problem in O(βm+n) time and space.
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2.4 Implementation
We implemented algorithms nCSC, hCSC, and saCSC as the program CSC, distributed
under the GNU General Public License (GPL), and freely available at http://github.
com/solonas13/csc. Given the following parameters, CSC finds the rotation of X (or an
approximation of it) that minimizes its β -blockwise q-gram distance from Y .
• One of three algorithms: nCSC, hCSC, and saCSC.
• Two sequences X and Y in (Multi)FASTA format.
• The number β of blocks.
• The length q of the q-grams.
For comparison purposes, we also implemented the naïve algorithm. Recall that it compares
all rotations of X against Y using the Needleman-Wunsch algorithm (defined in Section 1.3.2)
with substitution matrices and affine gap penalty scores [65]; we denote this implementation
by cNW. We also implemented the following heuristics. We first use the Smith-Waterman
local alignment algorithm (defined in Section 1.3.2) to search for the best local alignment
of X and Y and then use a central match from this local alignment to anchor the global
alignment; we denote this implementation by hSW.
2.4.1 Refining Algorithm saCSC
The application of the β -blockwise q-gram distance via algorithm saCSC suggests that an
optimal or a close-to-optimal rotation of X can be found when compared to cNW. Due to the
locality property offered by the newly introduced distance notion, it is reasonable to assume
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that a close-to-optimal rotation returned by saCSC may be refined via some quick heuristics
that take into consideration the blocks at both ends.
Let X i be a close-to-optimal rotation of X returned by saCSC. We introduce a new input
parameter p ∈ (0, β3 ], which defines the length L of the prefixes and suffixes of X
i and Y to
be considered in the refinement as follows:
L = ⌊p× m
β
⌋.
We take p block(s) of the prefix of X i, concatenate it with a string of equal length L comprised
only of letter $, where $ /∈ Σ, and concatenate that with p block(s) of the suffix of X i to form
a new string X ′′ of length 3L. We do the same with Y to form a new string Y ′′. Setting a
reasonable value for p in practice is explored in Table 2.5.
The refinement algorithm works by taking all rotations of X ′′ and comparing their similarity
to Y ′′. Each rotation of X ′′ is compared to Y ′′ excluding when a $ letter is found at index 0 of
the rotation of X ′′. We measure the similarity between the strings for which equality between
letters are positively valued; inequalities, insertions, and deletions are negatively valued; and
comparisons involving $ are neither positively nor negatively valued. The goal of rotating X ′′
serves to find the rotation that maximizes the similarity to Y ′′ and, to this end, we make use
of the Needleman-Wunsch algorithm (defined in Section 1.3.2). The rotation of X ′′ which
results in the maximum score is chosen as the best rotation, and hence, the final rotation X i
′
of X is computed based on this rotation of X ′′. Ties are broken arbitrarily. We denote this
new algorithm, consisting of saCSC and the refinement stage, by saCSCr.
The application of the Needleman-Wunsch algorithm on strings of length 3L has a time
complexity of O(L2). Considering all rotations of X ′′ results in a time complexity of O(L3)
for the refinement step. Overall, saCSCr takes time O(βm+n+L3).
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Example 13. Consider the following pair of strings obtained from saCSC
X i = GACACCCCCCACAGTTTATGTAGCTT...ACCCCGAACCAACCAAACCCCAAA
Y = GTTTATGTAGCTTACCTCCCCAAAGC...CAAACCCCAAAGACACCCCACACA
and the following pair of strings formed from the prefixes and suffixes of X i and Y for L = 25.
X ′′ = GACACCCCCCACAGTTTATGTAGCTT$$$$$$$$$$$$$$$$$$$$$$$$$ACCCCGAACCAACCAAACCCCAAA
Y ′′ = GTTTATGTAGCTTACCTCCCCAAAG$$$$$$$$$$$$$$$$$$$$$$$$$CAAACCCCAAAGACACCCCACACA




which tells us that a refined rotation is in fact X i
′






The following experiments were conducted on a desktop computer using one core of Intel®
CoreTM i7-2600 CPU at 3.4GHz and 12GB of RAM under 64-bit GNU/Linux. All programs
were compiled with gcc version 4.7.3. We used both synthetic data and real data. All input
datasets referred to in this section are publicly maintained at the same web-site. First, in
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Sections 2.5.1–2.5.2, we establish the quality (accuracy and performance) of our methods.
Then, in Sections 2.5.3–2.5.4, we show applications of our methods.
2.5.1 Accuracy
We began with simulating three DNA sequence datasets using INDELible [60], which
produces linear sequences with substitutions, insertions, and deletions at rates defined by the
user. Each dataset consisted of 12 sequences (denoted by α), each of length approximately
2,500 bp (denoted by γ). Three unique substitution rates (denoted by θ ) were set, per
dataset, using the substitution model JC69 (Jukes-Cantor, 69): 5%, 20%, and 35% (similar
to those observed in MtDNA in mammals [115]). The insertion and deletion rates were set,
respectively, to 4% and 6% (denoted by κ and ω), relative to substitution rate of 1 (similar to
those observed in MtDNA in mammals [56]). We refer to these datasets as Original.
To allow for comparison of the performance of the algorithms in realigning randomly
rotated sequences, which should be similar to those obtained from sequencing circular DNA
structures, one random rotation was generated in each sequence in all datasets, creating new
datasets which will be referred to as Random. Using the three Random datasets, consisting
of 12 sequences each, allowed us to test the accuracy of hCSC and saCSC; notice that nCSC
and saCSC always return the same rotation. For each Random dataset, an all-against-all
sequence comparison was performed. That is, all nCr = n!r!(n−r)! =
12!
2!(12−2)! = 66 distinct
pairs of sequences in each dataset were given as input to both hCSC and saCSC. Parameter
β was set to ⌈
√
m⌉= 50 and q was set to ⌈log|Σ|m⌉= 6. The resultant re-rotated sequences
were aligned using EMBOSS Needle and the similarity scores were compared to those of
the Original and Random datasets, which were input directly to EMBOSS Needle. The
results can be found in Figure 2.1. Note that EMBOSS Needle is an implementation of the
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Figure 2.1 Accuracy comparison for substitution rates 5%, 20%, and 35%.
Needleman-Wunsch algorithm and any mention of it in this chapter implies the use of default
parameters.
The results in Figure 2.1 show that:
• Algorithms hCSC and saCSC yield significantly improved similarity scores compared
to those obtained from giving Random datasets as input directly to EMBOSS Needle.
• Algorithms hCSC and saCSC yield similarity scores that are identical or almost
identical—notice that the black (Original), green (hCSC), and blue (nCSC/saCSC)
points coincide—to those obtained from giving Original datasets as input directly to
EMBOSS Needle.
This implies that algorithms hCSC, nCSC, and saCSC return the rotation maximizing the
similarity score for all pairwise comparisons.
Hence, we establish here that the introduced distance measure coupled with the respective
algorithms consistently yield a very high accuracy, compared to the standard measure [117,
65, 139], for both low and high substitution rates.
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2.5.2 Time Performance
We then compared the time performance of the algorithms. Each algorithm was given a pair
of randomly generated sequences starting from m = n = 50 bp and doubling eight times to a
length of m = n = 12,800 bp. The following order of efficiency was expected, from fastest
to slowest:
1. Algorithm saCSC, which runs in O(βm+n) time.
2. Algorithm hCSC, which runs in O(β (m+n)+ m(m+n)
β
) time.
3. Algorithm nCSC, which runs in O(m(m+n)) time.
4. Algorithm cNW, which runs in O(nm2) time.
Initially, β was set to ⌈
√
m⌉ and q was set to ⌈log|Σ|m⌉. The results, shown in Figure
2.2, demonstrate orders-of-magnitude superiority of saCSC compared to cNW and nCSC,
confirming our theoretical findings. Algorithm hCSC is the second fastest. Although β
was set to ⌈
√
m⌉, saCSC clearly outperforms hCSC, due to the use of a highly optimised
implementation of the suffix array construction [63]. This highlights the importance of
suitably implemented data structures, such as suffix arrays.
Since the time complexities of hCSC and saCSC depend on β , we repeated the same ex-
periment with these two algorithms, setting β to ⌈m/25⌉ and q to ⌈log|Σ|m⌉—notice that q
does not affect the time complexity of the algorithms. The results in Figure 2.2 show that
hCSC and saCSC are still the fastest, even though m = O(β ), and that saCSC is clearly the
fastest of all. As expected for m =O(β ), we observe that hCSC and saCSC become gradually
slower as m grows. Importantly, notice that varying the value of β relative to m does not
significantly affect the time performance of the algorithms in practice.
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Figure 2.2 Elapsed-time comparison
More algorithms could have been included in the comparison but their (at least) quadratic
time complexity [25, 109] prevents them from competing with saCSC.
2.5.3 Application to Synthetic Data
For evaluating the proposed methods for circular sequence comparison in some relevant
application, we also implemented the following pipeline for distance-based evolutionary
reconstruction of a dataset with N circular sequences:
1. For each pair (X ,Y ) of the N sequences, we use one method for circular sequence
comparison to compute the best rotation X i.
2. A similarity score for (X i,Y ) is then computed using EMBOSS Needle and stored in
cell [X ,Y ] of an N×N similarity score matrix.
3. The similarity score matrix is transformed into a distance matrix by converting each
score into a distance relative to the maximum score in the similarity score matrix.
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4. Neighbour joining clustering is performed on the distance matrix, using NINJA [180],
to produce a phylogenetic tree illustrating predicted evolutionary relationships between
all N sequences.
For comparison purposes, phylogenetic trees were also constructed by NINJA [180] for the
Random datasets using output from the following algorithms:
• cNW (using EMBOSS Needle);
• hSW (see introduction of Section 2.4) followed by EMBOSS Needle to obtain a
similarity score;
• saCSCr, with β = 50, q = 5, and p = 1, followed by EMBOSS Needle to obtain a
similarity score.
Notice that output from cNW should be the same as from EMBOSS Needle with the Original
datasets as input.
To measure accuracy, the Robinson-Foulds (RF) distance [143, 163] was used to compare
the three resultant phylogenetic trees with the tree resulting from EMBOSS Needle on the
Original and Random datasets, denoted by NW(o) and NW(r), respectively. RF distance is
defined as the symmetric difference of the clusters in a pair of trees. It is computed iteratively,
where removal of an edge in a tree causes the tree to be partitioned in to two clusters. Thus,
if two isomorphic trees share the same labelling then they have an RF distance of 0. The
results displayed in Table 2.3 clearly show that saCSCr and cNW produce the most accurate
results with these nine datasets. As also shown in [112], hSW followed by EMBOSS Needle
can often result in sub-optimal global alignments.
To measure time performance, the elapsed time required for each method to process each
dataset was recorded and the results are displayed in Table 2.4. It is clear, from the results
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Dataset < α,γ,θ ,κ,ω > NW(r) cNW hSW saCSCr
< 12,2500,0.05,0.06,0.04 > 16 0 0 0
< 12,2500,0.20,0.06,0.04 > 12 0 0 0
< 12,2500,0.35,0.06,0.04 > 4 0 0 0
< 25,2500,0.05,0.06,0.04 > 44 0 0 0
< 25,2500,0.20,0.06,0.04 > 24 0 0 0
< 25,2500,0.35,0.06,0.04 > 16 0 0 0
< 50,2500,0.05,0.06,0.04 > 86 0 6 0
< 50,2500,0.20,0.06,0.04 > 84 0 0 0
< 50,2500,0.35,0.06,0.04 > 56 0 0 0
Table 2.3 RF distances between the tree obtained from the NW(o) and those obtained from
NW(r), cNW, hSW, and saCSCr. The number of sequences in the dataset is denoted by α ; γ
denotes their lengths; θ denotes the substitution rate; κ and ω denote the relative insertion
and deletion rates, respectively.
Dataset < α,γ,θ ,κ,ω > cNW hSW saCSCr
< 12,2500,0.05,0.06,0.04 > 10139.36 72.43 6.90
< 12,2500,0.20,0.06,0.04 > 9888.84 80.91 6.57
< 12,2500,0.35,0.06,0.04 > 10052.33 80.16 6.28
< 25,2500,0.05,0.06,0.04 > 46311.85 369.02 27.61
< 25,2500,0.20,0.06,0.04 > 46230.07 375.41 28.92
< 25,2500,0.35,0.06,0.04 > 46289.99 400.30 30.44
< 50,2500,0.05,0.06,0.04 > 122165.95 1563.96 125.63
< 50,2500,0.20,0.06,0.04 > 121810.69 1617.89 123.12
< 50,2500,0.35,0.06,0.04 > 120679.32 1662.82 123.77
Table 2.4 Elapsed-time comparison (in seconds) for algorithms cNW, hSW, and saCSCr.
The number of sequences in the dataset is denoted by α; γ denotes their lengths; θ denotes
the substitution rate; κ and ω denote the relative insertion and deletion rates, respectively.
presented heretofore, that saCSCr outperforms all other algorithms by at least one order of
magnitude.
2.5.4 Application to Real Data
We have concluded thus far that using β = ⌈
√
m⌉ and q = ⌈log|Σ|m⌉ results in a reasonable
trade-off between running time and accuracy. In the following section, where necessary, we
adopt these values and multiply or divide them by a constant factor (of two), depending on
the length of the input sequences.
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q β p Rotation
5 50 0 566





















Table 2.5 Rotations of GenBank sequence NC_001807 obtained when compared to
NC_001643 with varying parameters of saCSCr.
DNA sequences
Pairwise sequence comparison. As the input dataset, we used two real sequences from
GenBank [18], a database of nucleotide sequences:
• Human MtDNA sequence of length 16,571 bp (NC_001807).
• Chimpanzee MtDNA sequence of length 16,554 bp (NC_001643).
Their pairwise sequence alignment using EMBOSS Needle gives a similarity of 85.1%.
We used cNW, followed by EMBOSS Needle, to obtain the rotation of NC_001807 that
maximises its similarity score with NC_001643. This experiment took approximately 28
hours, producing a rotation at position 578 of NC_001807 and improving the similarity score
to 91%. This result was then compared to those obtained from saCSC (equivalent to saCSCr
with p = 0) and saCSCr with varying parameters, displayed in Table 2.5. The convergence of
the results after the additional step of refinement (see Table 2.5 in bold) demonstrates the
convenience and necessity of saCSCr as compared to saCSC.
For clarity of presentation hereafter, instead of using β , we denote by ℓ the length of the
block chosen in algorithm saCSCr.
We repeated this experiment with the human (NC_001807 as before) and gorilla (NC_011120)
MtDNA sequences. The MtDNA genome size for NC_011120 is 16,412 bp. Their pairwise
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sequence alignment using EMBOSS Needle gives a similarity of 83.5%. After using saC-
SCr to rotate sequence NC_001807 (ℓ = 50, q = 5, and p = 1), EMBOSS Needle gave a
significantly improved similarity of 88.4%.
Finally, note that the experiments which used saCSC and saCSCr each took a fraction of a
second to run.
Distance-based Phylogenetic Reconstruction. Three datasets of 16 primate, 12 mam-
malian and 19 mixed mammalian and primate MtDNA sequences, of average length 16,500
bp, were obtained from GenBank. We followed the same pipeline as described in Sec-
tion 2.5.3. The RF distance between the following pairs of trees was 0:
• The trees produced by cNW (using EMBOSS Needle);
• The trees produced by saCSCr (ℓ = ⌈
√
m⌉ = 129, q = 5, and p = 1) followed by
EMBOSS Needle.
The tree produced for the 12 mammalian sequences is illustrated in Figure 2.3.
RNA sequences
Eighteen viroid sequences were obtained from RefSeq [137], a curated database of molecular
sequences. These viroids infect peppers, citrus fruits and other target hosts. Their lengths
vary, ranging from 348 to 371 bp. We followed the same pipeline as described in Section 2.5.3.
The RF distance between the following two trees was 0:
• The tree produced by cNW (using EMBOSS Needle);
• The tree produced by saCSCr (ℓ= ⌈
√
m⌉= 19, q= ⌈log|Σ|m⌉= 5, and p= 1) followed
by EMBOSS Needle.
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Figure 2.3 Visualisation (using ETE Toolkit [82]) of the phylogenetic tree constructed for
12 mammalian sequences obtained from GenBank and rotated by saCSCr. Each leaf of the
tree is labelled with the GenBank accession number of the sequence it represents. Horizontal
branch length represents the number of substitutions per base, and thus the evolutionary
distance between a leaf node and its ancestor. Labels (in red) at branch splits represent the
reliability of a split, where a value of 1 represents 100% reliability.
Protein sequences
Linear, circularly-permuted protein sequences. Eight sequences of proteins, of average
length 950 amino acids, belonging to β -glucosidase family [144] were obtained from the
UniProt database of protein sequences [39]. We followed the same pipeline as described in
Section 2.5.3. The RF distance between the following two trees was 0:
• The tree produced by cNW (using EMBOSS Needle);
• The tree produced by saCSCr (ℓ= ⌈
√
m⌉= 31, q= ⌈log|Σ|m⌉= 5, and p= 1) followed
by EMBOSS Needle.
Naturally-occurring circular proteins. Ten bacteriocin protein sequences, of average
length 20 amino acids, were obtained from Cybase [173], a database of cyclical protein
sequences. We followed the same pipeline as described in Section 2.5.3. The RF distance
between the following two trees was 0:
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• The tree produced by cNW (using EMBOSS Needle);
• The tree produced by saCSCr (ℓ = 2⌈
√
m⌉ = 10, q = 2⌈log|Σ|m⌉ = 6, and p = 1)
followed by EMBOSS Needle.
2.6 Final Remarks
In this chapter, we introduced a new distance measure for sequence comparison based on
q-grams, and showed how it can be applied effectively and computed efficiently for circular
sequence comparison. The most efficient algorithm presented here, saCSC, solves our
defined problem CSC, exactly. Extensive experimental results, using both real and synthetic
data, show that it maintains an accuracy very competitive to the optimal obtained after
considering all rotations of X against Y naïvely using global alignments. We also showed that
algorithm saCSCr can bridge the gap between the optimal solution and our approximation
via an additional refinement step. Finally, the presented experimental study demonstrates
orders-of-magnitude superiority of our approach in terms of runtime efficiency.
Our work [68, 69] has been cited in 15 publications and extended as follows:
• Naturally, our work has been applied to the computation of cyclic edit distance in [9].
• It has been extended to the application of multiple circular sequence alignment in [10].
• In [11], the authors propose filtering techniques to preprocess the sequences given as




This work has been published in the proceedings of the 25th International Symposium on
String Processing and Information Retrieval [85]. The author’s contribution to this work was
in the formulation of the problem and the design of the algorithm.
3.1.1 Biological Motivation
Motifs are ubiquitous in molecular biological research. A motif is a sub-sequence which
occurs frequently enough in an alignment of similar or related sequences to be considered
conserved. They are, therefore, considered biologically significant and assumed to be
associated with a biochemical function. Motifs can be completely conserved and contain no
uncertainty, as in Example 14.
Example 14. The motif inferred trivially from the multiple sequence alignment (MSA, defined
in Section 1.3.2) below is TGCGTG. It represents the DNA sequence with which the Aryl
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hydrocarbon receptor protein (P30561) binds, which is a transcription factor found in mice







Conversely, more ambiguous motifs contain some positions that represent sets of letters,
instead of a single letter, which are known as degenerate positions. This type of motif is
much more common and defines variation; see Example 15.
Example 15. The motif inferred from the MSA below is CC{A,T}6GG, where curly braces
represent a set of letters at a degenerate position, and the exponent represents the number
of times such a degenerate position is repeated. This motif represents the CArG box DNA
sequence with which the Agamous-like MADS-box protein (P29383) binds, which is a






Most fundamentally, this variation is due to genetic entropy. What is interesting is when such
variation causes disease [40].
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The Genetic Code
Due to the degeneracy of the genetic code [42], two dissimilar DNA sequences can be
translated into two identical protein sequences. Without taking this degeneracy into account,
many associations between biological entities can be overlooked. Example 16 highlights the
significance of solving problems relating to degeneracy in sequences.
Definition 2. A codon is a sequence of three nucleotides that codes for one amino acid. See
Appendix 2 for a full list of codons and the amino acids to which they are translated.
Example 16. The following six DNA codons are all translated into the amino acid Leucine:
TTA,TTG,CTT,CTC,CTA and CTG [42].
Definition 3. In genetics, a synonymous substitution mutation in DNA does not cause an
alteration in the resulting protein sequence [35].
Example 17. If some exon contained the codon CTC, any substitution in the third position
would be synonymous, as the resulting amino acid would always be Leucine.
Interestingly, codon usage bias has been observed in different species, as illustrated in the
Codon Usage Database [116]. Specific notation representing nucleotide ambiguity have
long been established by the IUPAC-IUBMB Biochemical Nomenclature Committee [86].
Table 3.1 shows these special symbols, known as degenerate symbols, that each represent a
non-empty subset of the DNA alphabet, Σ = {A,C,G,T}.
Example 18. The DNA codons from Example 16 can be re-written as TTR and CT⋄.
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D {A, G, T}
V {A, C, G}
H {A, C, T}
B {C, G, T}
X, N or ⋄ Σ
Table 3.1 Degenerate DNA symbols and the subsets of Σ that they represent.
There are many classes of functional motifs that occur in genomes and examples are discussed
below.
DNA Motifs
Transcription factors. The JASPAR open-source database [147] contains transcription
factor DNA binding site sequences. The TRANSFAC® database [181] is manually curated
and contains such sequences for eukaryotes only.
Example 19. Activator Protein 1 binds to the following DNA motif: TGASTCA [3].
Restriction enzymes. Restriction enzymes recognise specific sequences in DNA at which
they cut either both strands or only one strand of the molecule. A comprehensive survey of
the different classes of restriction enzymes can be found in [142].
Example 20. The enzyme Nb.Bpu10I recognises the sequence 5′-CCTNAGC and cuts only this
strand between the C and the T [162].
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Site-specific recombinases. Site-specific recombinases catalyse recombination of DNA
molecules by recognising specific motifs. Interestingly, flippase has been shown to bind to
sites which vary slightly from its usual recognition sequence, resulting in a reduction in its
efficacy [154]. This highlights the importance of considering sequences which vary from the
consensus, yet are still biologically meaningful.
Protein Motifs
Motifs are also found in protein sequences and are of great importance when studying
protein functions and classifications. PROSITE [157] is a database which stores protein
motifs: detailing their sequences, listing the proteins in which they occur, and describing
their functions (if known).
Example 21. The following is an example of a motif taken from PROSITE (PDOC00930
[157]): FED{L,V}IA{D,E}{P,A}. This motif is found in caveolins; a family of membrane
proteins [151, 165]. Currently, this family consists of 80 known proteins, 74 of which contain
this motif.
Motif Discovery
As next-generation sequencing technology advances, there is an increase in the production
of genomic data that requires de novo assembly and analyses. One such analysis is motif
discovery, a method of motif prediction [31, 122, 126, 132, 134, 158].
We highlight that the maximal motif discovery problem discussed hereafter differs signif-
icantly from the well-established (ℓ,d)-motif search problem: find all ℓ-length motifs that
occur in at least k sequences from a given collection of sequences, where each occurrence of
the motif can contain up to d mismatches [175].
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The obvious caveat of (ℓ, d)-motif search approaches [53, 125, 127, 140] is that the length of
the motif is restricted and in reality, a longer or shorter motif could be more significant; see
Example 22.
Example 22. Given the sequence ACGTTATGTT and d = 1, one should conclude that the
significant motif is A⋄GTT rather than, for instance, GTT; both of which have exactly the same
number of occurrences. However, if ℓ= 3, this important observation would be missed.
We, therefore, focus on the more general problem of maximal motif discovery; and also
refer the reader to [101], which provides a comprehensive description of the evolution of the
maximal motif discovery problem.
Maximal Motif Discovery
A maximal motif M̃d,k is not determined by a given length, rather, its significance is based
on its number of occurrences compared to its factors. A maximal motif is maximal because
it cannot be extended to the left or right without reducing its number of occurrences. As
importance is given to the number of occurrences, the parameter k sets a minimum threshold
for the number of occurrences of a reported maximal motif. The parameter d is more
restrictive in that mismatches occur in up to d specific positions in the maximal motif, known
as don’t care symbols and denoted by ⋄ (recall Table 3.1). Thus, a maximal motif is also
maximal because its don’t care symbols cannot be specialised without reducing its number
of occurrences.
Importantly, we take a purely de novo approach, where only one sequence is needed as input.
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We begin with a description of recent results in maximal motif discovery. We follow this
with an explanation and formal definition of the specific problem considered in this chapter.
3.1.2 Previous Work
We highlight the fact that the motif discovery problem is one of the oldest problems in
bioinformatics, and there is exist over a hundred algorithms to solve this problem. Therefore,
this section is by no means exhaustive, and focuses on recent and/or popular solutions. A
survey of some probabilistic and combinatorial solutions is provided in [148].
Probabilistic Solutions
Many commonly used motif discovery tools exist which use probabilistic methods, such as
those presented in [14, 24, 29, 30, 61, 76, 77, 88, 90, 93, 98, 136, 141, 153]. We refer the
reader to [49, 80, 103, 168] which discuss and evaluate such tools.
Combinatorial Solutions
A thorough overview of the first generation of combinatorial solutions for the (maximal) motif
discovery problem is provided in [22]. There also exist algorithms to discover variations
and extensions of maximal motifs, including motifs with (flexible [5, 46]) gaps [6, 45, 53,
84, 119]; as well as algorithms to discover bases, sets of strings that represent all (maximal)
motifs [119, 120, 128, 129].
In [87], the authors present a three-stage algorithm to report all maximal motifs given a set S
of sequences, summarised in the following:
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Comparison. A similarity matrix is built following the all-against-all pairwise comparison
of all overlapping factors of length L of all sequences in S. The metric used to compute
similarity is chosen by the user.
Clustering. Similar factors of length L are clustered to form elementary motifs.
Convolution. The occurrences occ( f ) of factors f of length ℓ of all elementary motifs, for
all ℓ ∈ [1,L+1], are compared, and redundant factors are eliminated resulting in a set
of maximal factors. Based on occ( f ), these factors are then combined to form maximal
motifs.
In [101], the authors present an algorithm to report all motifs of length L≥m given that there
are at least k occurences of (ℓ,d)-variants of the motif in the set of input sequences, where
an (ℓ,d)-variant of a motif is a string of length ℓ with Hamming distance d from a factor of
length ℓ of the motif; and ℓ ∈ [m,L). The algorithm runs in O(tnΣL) time and O(ΣL + tn)
space, where t is the number of input sequences, n is the length of each sequence, and L is
the maximum length of a reported motif.
A class of solutions for the maximal motif discovery problem make use of suffix trees
[32–34, 53, 127, 146, 171, 172], and many are output-sensitive [7, 72, 121]. The algorithm
proposed in [70, 71] makes use of both of these and is, to the best of our knowledge, the
most recent combinatorial solution for maximal motif discovery. The authors present a data
structure termed a motif trie, which represents all prefixes, suffixes, and occurrence positions
of each maximal motif M̃d,k in the set Md,k of maximal motifs. Specifically, each edge
represents a deterministic, maximal (possibly empty) factor of the input string (obtained
from a suffix tree), and each node implies a don’t care symbol. Each branch of the motif trie
represents a maximal motif, where a suffix of a maximal motif that is also maximal itself
is represented as a separate branch in the trie. The authors present an algorithm with an
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output-sensitive overall time complexity of
O(nd +d3 · ∑
M̃d,k∈Md,k
|occ(M̃d,k)|)
assuming the input sequence of length n is built on a constant-sized alphabet.
Problem Definition and Contribution
Motivated by the aim of discovering interesting regions in large genomic sequences, in this
chapter, we propose a data structure as sensitive as the motif trie, and crucially, that has the
additional advantage of being a dynamic data structure: the motif graph. We also emphasise
the space-efficiency of the motif graph in comparison to the motif trie, where the former
does not store redundant data for maximal suffixes of maximal motifs. The motivation
behind creating a dynamic structure was to facilitate a sliding window on the input sequence.
Specifically, this ensures the additional ability to find interesting ℓ-length regions of the
sequence, which is useful in various bioinformatics applications, including the prediction of
the origin of chromosomal replication (OriC) [111].
Example 23. The length of OriC in model bacterial species ranges from 120 to 300bp; for
example, it is 240bp in E. coli [100]. Furthermore, motifs that occur within OriC, such as
DnaA boxes, show that d and k are small constants in practice; for example, d = 2 and
k = 4 [62].
Before presenting the problem formally, let us denote by Mi,d,k the set of the maximal motifs
in the ℓ-length window ending at position i in string X , each of which must occur at least k
times in the window and contain at most d don’t care symbols.
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MAXIMAL MOTIF DISCOVERY IN A SLIDING WINDOW (MMDSW)
Input: A string X of length n and integers ℓ, k > 1 and d.
Output: An array SX of scores, where SX [i] = |Mi,d,k| and i ∈ [ℓ,n).









time, where ∆ii−1 is the symmetric difference of the sets of occurrences of maximal motifs in
X [i− ℓ . . i−1] and in X [i− ℓ+1 . . i], and w is the size of the machine word. The machine
word is the unit of data handled by computer processors. It is of constant size, ranging from
32 to 64 bits for modern processors. The space complexity of our algorithm is O(ℓ2). This
result poses an improvement over the time required to solve Problem MMDSW using the






This improvement is significant as a single occurrence of a maximal motif would be reported
O(ℓ) times by the latter approach. Therefore, the proposed algorithm results in a speed-up of
O(d2w) per occurrence of a maximal motif. Finally, note that our algorithm can be modified
trivially to report the actual occurrences of all maximal motifs instead of array Sx.
3.1.3 Chapter Summary
In summary, our contribution in this chapter is twofold.
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Data Structure. In Section 3.2, we define the motif graph which can be used to find the set
Md,k of maximal motifs in an input string, given parameters k and d.
Algorithm. In Sections 3.3, we describe the effect of sliding the window on Md,k, the motif




Recall the definition of a suffix tree from Section 1.3.2. Each factor of a string X is uniquely
represented by the path-label of a node of the suffix tree STX of X . More specifically, each
right-maximal repeated factor of X is uniquely represented by an internal node of STX . In
other words, at least one occurrence of this factor (of which there are at least two) in X is
followed by a letter that is distinct from the rest. Therefore, a right-maximal factor of X
cannot be extended to the right without reducing its number of occurrences. See Example 24
for examples.
A right-maximal factor is also left-maximal if the preceding letter of at least one of its
occurrences in X is distinct from the rest. If the number of occurrences of a suffix target is
not equal to that of its suffix origin, or if it is a target of multiple suffix links, then the suffix
target is left-maximal. That is, it cannot be extended to the left without reducing its number
of occurrences. If a node is left-maximal, all of its ancestors are also left-maximal.
Henceforth, we will refer to repeated factors that are both left- and right-maximal as seeds,
and their corresponding suffix tree nodes as seed nodes. Refer to Example 24 for examples
of seed nodes.
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Remark 3.2.1. Every seed node is an internal node in a suffix tree, but not every internal
node necessarily corresponds to a seed. The number of seeds are thus O(n) because the
number of nodes in a suffix tree are O(n).
Example 24 (Running example). The suffix tree in Figure 3.1 is built from the string
X = AGCTAGTTCTAGCTAGCTAG
built on Σ and concatenated with $ /∈ Σ. In order to deduce which nodes are seed nodes,
we begin with a list of candidate seed nodes comprised of the set of all internal nodes,
{V1, . . ,V9}, which represents the right-maximal repeated factors of X. For example, V3
represents CTAG and V5 represents G. For all candidate nodes that are suffix targets, we check
their left-maximality as follows. For each pair ⟨s(Vi),Vi⟩ of suffix targets s(Vi) and suffix
origins Vi, we check if their number of occurrences match. Note that we proceed with this
step in ascending order of factor length D(s(Vi)), as follows:
{⟨V5,V1⟩,⟨V1,V8⟩,⟨V8,V3⟩,⟨V3,V6⟩,⟨V6,V2⟩,⟨V2,V9⟩,⟨V9,V4⟩}
As |occ(V5)| = 5 = |occ(V1)|, V5 is not a seed and is deleted from the list. However, as
|occ(V1)|= 5 ̸= |occ(V8)|= 4, V1 is a seed and remains in the list; and so on. What remain
in the list are all seed nodes: {V1,V2,V3,V4,V7}.
For our purposes and given thresholds d and k, we define a motif M̃d,k, that occurs in a given
string X , as a sequence of d′ don’t care symbols and up to d′+ 1 seeds, where d′ ∈ [0,d]
and |occ(M̃d,k)| ≥ k. A motif M̃d,k is maximal as it cannot be extended (to the left or right)
nor can it be specialised (that is, its don’t care symbols cannot be replaced with symbols
from Σ) without reducing its number of occurrences [70, 71, 87]. Each motif must begin and
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Figure 3.1 The suffix tree of the string X = AGCTAGTTCTAGCTAGCTAG concatenated with
$ /∈ Σ. Each leaf node has been labelled with the index i of the suffix X [i . .n− 1] that it
represents, where i ∈ [0,n). All other explicit nodes are labelled V and root node r is outlined
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end with a seed, as occ(M̃d,k) is not affected by flanking M̃d,k with don’t care symbols [71].
Importantly, a singleton seed can be a motif, where d′ = 0; this will be referred to as a
singleton motif. We denote the set of all maximal motifs in X as Md,k; see Example 25 for
examples.
Motif Graph
It is evident that the suffix tree is useful in finding seeds and we now explain how it can be
augmented to find motifs. We term this augmented suffix tree a motif graph. Each internal
node V of STX is decorated with the following:
• an integer variable |occ(V )|, which holds the number of occurrences of V in X ;
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• a Boolean variable isSeed(V ), which is TRUE if node V is a seed, and FALSE otherwise.
Each node V where isSeed(V ) = TRUE is further augmented with the following:
• a Boolean variable isMotif(V ), which is TRUE if node v represents a singleton motif,
and FALSE otherwise;
• a bit-vector B(V ), of total size n bits, which indicates the occurrence positions of V in
X .
A labelled, directed edge U d
′
−→V , from seed node U to seed node V , indicates that U ⋄d′V
occurs at least k times in string X , where d′ ∈ (0,d]. Note that U =V is possible and would
appear as a loop in the motif graph. We will refer to extra edges as motif edges, and reiterate
their distinction from suffix tree edges. In order to facilitate the construction of motif edges,
we store an array E, of linear size, in which each element keeps a list of pointers to seed
nodes which have an occurrence ending at the corresponding position in X .
Definition 4. A bit-wise shift operation shifts a bit-vector by a defined number of bits, in
either the right or left direction. A bit-wise and operation compares corresponding bits in a
pair of bit-vectors of the same length. If both bits in a corresponding pair of bits are set (1),
the corresponding bit in the output bit-vector will also be set; otherwise it will be clear (0).
We define the bit-vector B(U d
′
−→V ) of a motif edge as the bit-vector resulting from a shift-
and operation of B(U) and B(V ), which represents the starting positions of occurrences of
U ⋄d′V in X . Note that the shift accounts for both d′ and D(U), where D(U) is the depth of
the node U and thus the length of the factor that it represents. We now define the symbol ≡
for bit-vectors as follows. For a given d′, if every occurrence of U is succeeded by ⋄d′V , and
every occurrence of V is preceded by U⋄d′ , then B(U)≡B(V )≡B(U d
′
−→V ). We denote
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as indegree(U) the number of incoming motif edges to the seed node U . Similarly, we denote
as outdegree(U) the number of outgoing motif edges from the seed node U .
Each motif corresponds to a maximal path of motif edges, where the maximality is satisfied










corresponds to a path
P =U
d′1−→ Z1





i ≤ d and |occ(P)|= |occ(M̃d,k)| ≥ k. In other words, P is maximal if the resultant
motif occurs at least k times in the string and contains no more than d don’t care symbols.
The longest prefix of a path P, denoted by prefix(P), is the path resulting from the truncation
of the last edge in P. If |occ(P)| ̸= |occ(prefix(P))|, then prefix(P) is also a maximal path
and hence corresponds to a motif. Similarly, the longest suffix of P, denoted by suffix(P), is
the path resulting from the truncation of the first edge in P. If |occ(P)| ≠ |occ(suffix(P))|,
then suffix(P) is also a maximal path and hence corresponds to a motif.
The bit-vector B(P) of a path P can be computed by a series of bit-wise shift-and operations
of the bit-vectors of the edges in P.
Example 25 (Running example). From Example 24, we have the following set of seeds:
{V1 = AG,V2 = AGCTAG,V3 = CTAG,V4 = CTAGCTAG,V7 = T}
For d = 1 and k = 2, we find the following set M1,2 of motifs from the motif graph shown in
Figure 3.2.
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M̃1,2 AG AG⋄T AGCTAG AGCTAG⋄T CTAG CTAG⋄T CTAGCTAG
|occ(M̃1,2)| 5 4 3 2 4 3 2
3.3 Sliding Window
The main computational challenge in reporting motifs in a sliding window is maintaining the
left- and rightmost seeds in two respects: checking their maximality (nodes) and updating
their relationship with neighbouring seeds (edges). These changes to the motif graph identify
and thus efficiently update only the subset of motifs occurring at both ends of the window.
Specifically, in what follows, we describe the effect on Mi,d,k and the motif graph when
adding a letter to the right of the window, and deleting a letter from the left, thus simulating
the sliding window on X .
3.3.1 Update of Set of Motifs for Sliding Window
Before proceeding with updates, the set Mi,d,k is copied from the set Mi−1,d,k from the
previous window.
Adding a Letter to the Right
When adding a letter X [i] = α to the right of the window, the following cases are checked in
order, if and only if |occ(α)| ≥ k in the window.
1. If α now extends at least k occurrences of some motif M̃ ∈Mi,d,k, it becomes the
suffix of a new motif M̃′ = M̃ ⋄d′α , which occurs at least k times in the window,
where d′ ∈ [0,d]. In this case, the new motif M̃′ is added to Mi,d,k. If the number of
occurrences of M̃ is equal to M̃′, M̃ is deleted from Mi,d,k, as it is no longer maximal.
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Figure 3.2 The motif graph of the string X = AGCTAGTTCTAGCTAGCTAG concatenated with
$ /∈ Σ. Each leaf node has been labelled with the index i of the suffix X [i . .n− 1] that it
represents, where i ∈ [0,n). All other explicit nodes are labelled V and root node r is outlined
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BV1 1 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0
BV2 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0
BV3 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0
BV4 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0
BV7 0 0 0 1 0 0 1 1 0 1 0 0 0 1 0 0 0 1 0 0 0
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2. The letter α can be added to Mi,d,k as a singleton motif if and only if it is not already
in Mi,d,k and one of the following is true:
• No motifs were added to Mi,d,k;
• One motif M̃′ was added to Mi,d,k and |occ(α)|> |occ(M̃′)|;
• Two or more motifs were added to Mi,d,k.
Deleting a Letter from the Left
When deleting the leftmost letter α of the window, every motif M̃′ = αM̃ ∈Mi,d,k must be
deleted if now |occ(M̃′)|< k in the window. After this possible deletion, the following cases
are considered:
• If M̃ = ε , and thus M̃′ = α , then nothing more is done.
• If M̃ ̸= ε , then M̃ is added to Mi,d,k, if and only if M̃ ̸∈Mi,d,k and it is not a prefix of
a motif M̃′′ ∈Mi,d,k such that |occ(M̃′′)|= |occ(M̃)|.
3.3.2 On-line Update of Suffix Tree for a Sliding Window
As the motif graph is fundamentally a suffix tree, we will first provide an overview of how a
letter can be added to the right and deleted from the left, namely by Ukkonen’s [170] and
Senft’s [155] algorithms, respectively.
Adding a Letter to the Right
The following is a summary of the relevant details of Ukkonen’s algorithm; for further details,
refer to [170]. The algorithm iteratively builds STX , where the tree STXi at each iteration
i represents the implicit suffix tree of the prefix X [0 . . i] of X , where only j suffixes are
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represented as leaf nodes and leaf j−1 is the most recent leaf added to the suffix tree, where
0≤ j−1≤ i < n. If j−1 = i, the suffix tree STXi is explicit. The algorithm makes use of
a special pointer to a node known as the active point A = ⟨γ,µ,λ ⟩ that corresponds to the
longest repeated suffix of X [0 . . i]. Recall from Section 1.3.2 that µ is the number of implicit
nodes skipped on the edge from explicit node γ , and the edge label ends with α = X [λ ].
Example 26 (Running example). The implicit suffix tree of X = AGCTAGTTCTAGCTAGCTAG is
shown in Figure 3.3. The longest implicit suffix X [12 . .19] = CTAGCTAG is the path from the
root to the active point, A = ⟨V3,4,15⟩. In other words, the active point points to an implicit
node ⟨V3,4,15⟩ which exists between explicit nodes V3 and 8, and is shown as a black dot in
Figure 3.3. This implicit suffix tree can be transformed into an explicit suffix tree, shown in
Figure 3.1, by appending $ to X.
When adding a letter X [i] = α to the right of the string, and thus extending each existing
suffix β ∈ {β0, . . ,βi−1}, the following three rules are used:
• If there is no path from the root representing βα , we do either of the following. Let
P(V ) = β :
– If V is a leaf node, we simply append α to the label of the edge ending at V . This
is known as a Rule 1 extension.
– If V is not a leaf node, observe that A is pointing to V . We create a new leaf
node U , for which the label of its incoming edge from V is α . Thus, U represents
the jth suffix of X . If V is an implicit node, it becomes explicit and the active
point A becomes ⟨V,0, i⟩. This is known as a Rule 2 extension.
• If βα already exists within the suffix tree, the structure of the tree is unchanged and µ
is incremented by one. However, if A reaches an explicit node V ′, then A = ⟨v′,0, i⟩.
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This is known as a Rule 3 extension and we say that A is moving along a branch of
STX , as i moves away from j.
If a Rule 2 extension results in making a node V explicit, then it becomes the suffix origin of
a newly created suffix link. Additionally, further leaf nodes may need to be added by moving
A to s(V ). In this case, we say that A is following a suffix link, as j moves closer to i.
Figure 3.3 The implicit suffix tree of the string X = AGCTAGTTCTAGCTAGCTAG. Each leaf
node has been labelled with the index of the suffix j that it represents, for all suffixes
j ∈ [0,12). All other explicit nodes V are labelled as in Figure 3.1 and root node r is outlined
in bold. Note that nodes V4 and V9 from Figure 3.1 do not exist here. Suffix links are shown
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Example 27 (Running example). Observe that, for example, suffixes 10 and 11 were added
as leaf nodes when letter X [16] = C was added.
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Deleting a Letter from the Left
The following is a summary of the relevant details of Senft’s algorithm; for further details,
refer to [155]. When deleting a letter α from the left of the window, the longest unique prefix
of the window is being deleted, which in fact represents the whole window. In doing so, all
repeated prefixes of suffixes must be maintained, by giving importance to the longest repeated
prefix β , where β [0] = α . Let P(V ) = β be the longest repeated prefix and P(U) = βδ be
the longest unique prefix; thus V is an ancestor of U . We have two possible cases, as follows:
1. If V is an explicit node, we simply delete the leaf U . If V now only has one remaining
child U ′, we delete V and merge the edge that was directed at V with the edge that is
directed at U ′.
2. If V is an implicit node, then β is also the longest repeated suffix; thus A is pointing
to V . We delete the leaf U and node V becomes a leaf node, representing suffix j.
Consequently, j is incremented by one and A is moved to its longest proper suffix.
The representation of edge labels can be updated efficiently due to the correctness of their
offsets relative to the start of the window. Thus, a batch update of all labels can be done after
every ℓ window shifts.
Example 28 (Running example). Considering Figure 3.3, the deletion of the leftmost letter
(A) would result in the deletion of leaf node 0 which represents the longest suffix. This would
cause the subsequent deletion of node V2 as it would have one remaining child; the edges
from V1 to V2 and V2 to leaf node 10 would be merged.
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3.4 Algorithm
The proposed algorithm works in an on-line manner. That is, the algorithm processes the
input in a serial fashion, such that the entirety of the input is not processed in one step. In
order to facilitate this efficiently, we begin by appending a string of ℓ letters not in Σ to
the start of X . We also append a unique letter not in Σ to the end of X to ensure that the
motif graph (augmented suffix tree ST) of the final window is explicit. We therefore run the
algorithm on the new string X$. As well as X , the algorithm requires the following input
parameters:
• The length n of the string X ;
• The length ℓ of the window on X ;
• The maximum number d of allowed don’t care symbols;
• The minimum number k of occurrences of maximal motifs.
First, we must redefine and extend our original definition of the motif graph as follows. Each
internal node V of ST is decorated with the following:
• an integer variable |occ(V )|, which holds the number of occurrences of V in the window
of length ℓ on X$.
• a Boolean variable isSeed(V ), which is TRUE if node V is a seed in the window, and
FALSE otherwise.
Each node V where isSeed(V ) = TRUE is further augmented with the following:
• a Boolean variable isMotif(V ), which is TRUE if node V represents a singleton motif in
the window, and FALSE otherwise.
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• a bit-vector B(V ), of total size ℓ bits, which indicates the occurrence positions of V in
the window. In order to maintain B(V ) efficiently, we introduce an integer variable
pivot(V ), which acts as an anchor so that B(V ) is only updated when an occurrence of
V is added or deleted, rather than in every step i of the algorithm.
Additionally, E (defined previously in Section 3.2) is now a dynamic structure, of size O(ℓ),
in which each element keeps a list of pointers to seed nodes which have an occurrence ending
at the corresponding position relative to the current window. The aforementioned definition
of a motif edge remains; however, the shift operation that produces its bit-vector now also
takes the pivot into consideration.
Before proceeding, we define functions used throughout Algorithm MMDSW:
• Given a bit-vector B, the function popCount(B) returns the number of set bits in B.
• Similarly, the Boolean function kPopCount(k,B) returns TRUE if the number of set
bits in B is at least k; and FALSE otherwise.
• The function getEndPositions() returns a list E’ to which, for each d′ and for each
pointer to a node V in the list at position j′ = j−d′−1 in E, a pair ⟨V, j′⟩ is added,
where d′ ∈ (0,d] and j−1 is the most recent leaf added to the suffix tree (as described
in Section 3.3.2).
In the following, we provide pseudocode for Algorithm MMDSW; where the addition symbol,
with respect to strings, defines concatenation. The pseudocode for all functions called by
Algorithm MMDSW can be found in Appendix 1.
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1 Algorithm MMDSW(X ,n, ℓ,d,k)
2 X$← $ℓ+X +$;
3 n$← n+ ℓ+1;
4 initialise empty ST;
5 for i← 0 to n$−1 do
6 rightHandSide(i);
7 return;
Importantly, note that the algorithm assumes that the window is moving with respect to
j. Therefore, the addition of leaf j to the motif graph triggers the deletion of leaf j− ℓ,
and the score is updated accordingly. Thus the score of a window represents the number
of motifs that occur in the window, such that each motif has at least k starting positions in
X$[ j− ℓ+1 . . j].
3.4.1 Reading a Letter on the Right
Recall that the active point A represents the rightmost seed that has an occurrence starting
at position j and ending at position i of X$. The same extra data structures are therefore
stored for A as for internal nodes. In the following, we describe the various cases of how
A is updated when reading letter X$[i]. Pseudocode relating to the following is provided in
Function 3, where on Line 2, the function readLetter(i) reads the letter at position i in the
string X$ and returns the updated value of the active point A of the suffix tree.
The active point A starts moving along a new branch from the root r.
The active point A = ⟨r,1, i⟩ is initialised, where isSeed(A ) = TRUE and |occ(A )| is com-
puted by incrementing the number of occurrences of explicitChild(A ) by one (Lines 2 & 3,
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Function 4). If |occ(A )| ≥ k, then B(A ) and pivot(A ) are copied from explicitChild(A )
and shifted to accommodate the extra occurrence at position j (Lines 4-5, Function 4).
Incoming motif edges are then added to A in the following way:
1. The list E’ is obtained by calling getEndPositions() (Line 6, Function 4).
2. Each pair in E’ corresponds to a potential motif edge V d
′
−→A (Lines 2-3, Function
5). For each such pair in E’, if V ⋄d′A does not exist at least k times in the window,
such that kPopCount(k,B(V d
′
−→A )) is FALSE, then the edge is discarded (Lines 4-5,
Function 5).
3. If they exist, the remaining potential motif edges are clustered with respect to |occ(V ⋄d′
A )| (Line 6, Function 5). In each cluster, the edges are sorted with respect to D(V ),
and the motif edge V d
′
−→A is added to the motif graph from the deepest node V (Lines
7-9, Function 5). This is done in order to ensure left- and right-maximality. For d′ > 1,
a motif edge can only be added if there is no motif edge from a descendant seed node
of V to A with the same bit-vector as V d
′
−→ A (Line 10, Function 5). Importantly,
this is regardless of the label d′ of either edge and ensures that V ⋄d′ A cannot be
specialised (that is, its don’t care symbols cannot be replaced with symbols from Σ)
without reducing |occ(V ⋄d′A )| (the second condition of maximality).
After the possible addition of motif edges, isMotif(A ) is set to FALSE if there is any edge
V d
′
−→A such that B(A )≡B(V d
′
−→A ), where d′ ∈ (0,d]. An update is made to isMotif(V )
in a similar way. This step corresponds to Function 8 which is called in Line 13 in Function
4.
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The active point A advances along a branch and reaches an internal node U .
The active point A = ⟨U,0, i⟩ points to an internal node U , which is updated as follows
(Lines 6-7, Function 3). First, |occ(U)| is incremented by one and isSeed(U) is updated
(Lines 2-3, Function 9). If isSeed(U) = TRUE and |occ(U)| ≥ k, then seed node U is updated
by copying missing information from A regarding its new occurrence at position j, before the
extra structures and incoming edges of A can be deleted (Line 4, Function 9). Specifically,
B(U) and pivot(U) are copied from A (Lines 5-6, Function 9). In order to record the ending
position of the occurrence of U starting at position j, a pointer to U is added to the list of
pointers representing position j+D(U)−1 in E (Line 7, Function 9).
Then, for each incoming motif edge to A , the motif edge is copied to U if it does not already
exist. If the motif edge already exists, it is not duplicated, however, it may affect whether U
is a singleton motif. This corresponds to Lines 8-11 in Function 9 which call Functions 10
and 8.
The active point A moves further along a branch and passes by a seed node U .
The active point, which is now A = ⟨U,1, i⟩, is updated in the same way that is described
when A = ⟨r,1, i⟩ (Lines 2-5, Function 4).
Incoming motif edges do not need to be computed ab initio as they are copied or taken from
node U (Function 11). However, E’ must still be computed in order to consider only those
edges to U that can also exist to A , as follows (Line 6, Function 4). For each incoming motif
edge to U with label d′, such that ⟨V, j′⟩ ∈ E’ and where d′ ∈ (0,d], a motif edge with the
same label d′ is copied to A , if and only if the number of set bits in the bit-vector of the
potential motif edge to A is at least k (Lines 4-5, Function 11). If the bit-vector of the new
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motif edge to A is equivalent to that of the corresponding motif edge to U , the duplicate
motif edge to U is deleted (Lines 8-9, Function 11).
Finally, isMotif(A ) is updated as described earlier (Line 13, Function 4 which calls Function
8).
Remark 3.4.1. It is evident that as A moves down a branch in the suffix tree and D(A )
elongates, |occ(A )| reduces each time it passes an internal node. Thus, each seed node is
augmented with a subset of edges of its parent seed node.
The active point A eventually becomes an explicit node V A.
In this case, A = ⟨VA ,0, i⟩, thus no extra work is being done by initialising A as a seed
node prematurely. At this point, all information (including motif edges) is copied from A to
VA and a leaf node representing suffix j is added from VA . In preparation for the next step,
E’ is initialised as mentioned earlier. These steps correspond to Lines 8-11 in Function 3 and
Function 12.
The active point A moves to another branch following the suffix link from V A.
After the leaf node j is added, A moves to a different branch by following the suffix link
from VA and becomes A = ⟨s(VA ),0, i⟩ (Lines 11-12, Function 3). This is in order to
prepare to add the leaf node representing the next suffix from U = s(VA ).
Remark 3.4.2. It is at this point that j is incremented by one (Line 13, Function 3).
First, |occ(U)| is incremented by one and isSeed(U) is updated (Lines 3-4, Function 13).
If isSeed(U) = TRUE and |occ(U)| ≥ k, then B(U) and pivot(U) are updated to reflect the
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new occurrence of U at position j (Lines 5-6, Function 13). Then, in order to record the
ending position of the occurrence of U starting at position j, a pointer to U is added to the
list of pointers representing position j+D(U)−1 in E (Line 7, Function 13).
Motif edges are added as described earlier (Line 8, Function 13) but with one crucial
difference: when a motif edge is added, the cluster to which it belongs is deleted from E’
(Lines 9-10, Function 13). This is done in order to ensure left-maximality by preventing the
addition of edges to suffixes of VA that already exist to VA .
Lastly, isMotif(U) is updated (Line 11, Function 13).
An update is also done in the aforementioned way for all ancestors of U (Line 2, Function
13).
Remark 3.4.3. It is at this point that the leaf j− ℓ (thus, the leftmost letter of the window)
must be deleted (Lines 15-16, Function 3).
There are two possibilities after this step (Line 17, Function 3):
• If another suffix link is to be followed due to the addition of the next suffix as a leaf
node, then firstly, note that it is at this point that leaf j− ℓ must be deleted. Secondly,
E’ is updated to reflect the incrementation of j by deleting all pairs such that before
the incrementation j′ = j−d−1, and adding pairs obtained from E such that before
the incrementation j′ = j−1 (Function 14). This entire step is repeated until j is no
longer incremented, and corresponds to Lines 17-23 in Function 3.
• There may come a point during the addition of subsequent suffixes as leaf nodes
where j ̸= i and i once again begins increasing. In other words, A may follow suffix
links around the suffix tree multiple times as j increases, but A may halt on a branch
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and begin moving down it. As µ is incremented to 1 after A = ⟨V,0, i⟩ followed a
suffix link to V , all ancestor seed nodes of V are updated, from the shallowest to the
deepest, by simulating the movement of A down the current branch as described at
the beginning of this section. This corresponds to Function 3 in its entirety.
3.4.2 Deleting a letter from the left
When the leaf node j is added, the leaf node j− ℓ must be deleted and its explicit parent
node may also be deleted, as described in Section 3.3.2 (Lines 15-16 & 22-23 in Function 3).
This section corresponds to Function 15, the function deleteLetter( j, ST), called on Line 2,
updates the suffix tree and returns V ′, the deepest remaining ancestor node of the deleted leaf
node, as well as the active point A .
The following is done for each internal node V in the path from V ′ to the root, inclusive
(Line 3 in Function 15). Note that, every node V is necessarily a seed node due to its
left-maximality. The number of occurrences of V is decremented by one and isSeed(V ) is
updated accordingly (Lines 4-5 in 15). Outgoing motif edges are then updated as follows.
We say a motif edge V d
′
−→ Z is relevant if it originates at V and its destination is a node Z
which occurs at position j− ℓ+D(V )+d′, where d′ ∈ (0,d]. That is, V ⋄d′Z has lost one
occurrence. After losing the occurrence, if |occ(V ⋄d′Z)|= k−1, the edge V d
′
−→ Z must be
deleted. Alternatively, we say the edge is affected.
If |occ(V )|= k−1 or V is no longer a seed, all of its motif edges are outgoing, relevant and
must be deleted (Lines 9-11 in Function 15). If |occ(V )| ≥ k, only a subset of its outgoing
edges may be relevant and of those, a subset may be deleted and another subset may be
affected. Relevant motif edges are dealt with depending on s(V ), the suffix target of V , as
follows (Lines 16-17 in Function 15):
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• If s(V ) ̸= r, any outgoing motif edge of V that is not also from s(V ), with the same label
d′ and destination node Z, is copied. If |occ(V ⋄d′ Z)|= k−1, then the corresponding
motif edge from V is deleted. This corresponds to Lines 18-19 in Function 15, and
Function 21.
• If s(V ) = r, any motif edge V d
′
−→ Z such that |occ(V ⋄d′ Z)|= k−1 is deleted, where
d′ ∈ (0,d] and Z is the destination node. This corresponds to Lines 20-21 in Function
15.
Nodes V and s(V ) are then updated as follows.
• If |occ(V )|= k−1 or V is no longer a seed, there are two possible cases:
– If the non-empty suffix target s(V ) of V was not a seed, it becomes a seed and all
information is moved from V to s(V ). This corresponds to Line 7 in Function 15
which calls Function 16.
– If the non-empty suffix target of V was already a seed, then pointers to V in E,
B(V ), pivot(V ) and isMotif(V ) are all deleted (Lines 14-15 in Function 15).
• If |occ(V )| ≥ k, then pivot(V ) and B(V ) are updated (Line 22 in Function 15).
For every motif edge that is added from s(V ) by this update, isMotif() of s(V ) and of the
corresponding destination nodes must be updated (Function 20). Finally, isMotif(V ) is
updated (Function 22).
Case 1 only.
If the active point A was pointing to a node U and node U was deleted as it had only one
child remaining, then all information must be copied from node U to A prior to its deletion.
This is handled by Function deleteLetter( j, ST), as defined in Section 3.4.2.
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Case 2 only.
If the active point A was pointing to a node U and was moved to s(U), observe that this
equates to the case on the right-hand side of the window when A moves to a new branch.
Thus, all internal nodes, as well as the information for A , must be updated as described
earlier in the current section. This corresponds to Lines 24-25 in Function 15.
3.4.3 Updating the Score Array
We are now in the position to describe how the algorithm computes the score array SX .
Recall that each motif M̃d,k ∈M j,d,k contributes to SX [ j] and M̃d,k has at least k occurrences
in X [ j− ℓ+1 . . j]. A motif can either be a singleton motif or a maximal path of motif edges.
A seed node U can be a singleton motif in any of the following cases:
• If U has no incoming or outgoing motif edges. That is, if indegree(U)= outdegree(U)=
0.
• If U does not have an incoming motif edge from a node V where each occurrence of U
is preceded by V . That is, if ∄V d
′
−→U such that B(U)≡B(V d
′
−→U).
• If U does not have an outgoing motif edge to a node V where each occurrence of U is
succeeded by V . That is, if ∄U d
′
−→V such that B(U)≡B(U d
′
−→V ).
Before detailing how the score is updated for either side of the window, we describe how
a maximal path can be elucidated on the right-hand side of the window, given a seed node
U and a position j of one of its occurrences. A motif edge V d
′
−→ U , where V occurs at
position j−d′−D(V ) and kPopCount(k,B(V d
′
−→U)) = TRUE, can be extended to the left
by following a path of motif edges, where at each extension, the following two conditions
must hold:
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• If popCount(B(V d
′
−→U)) = k, the bit-vector of the extended path must match exactly
with B(V d
′
−→U). Alternatively, if POPCOUNT(B(V d
′
−→U))> k, then the bit-vector
of the extended path must contain at least k set bits, one of which must correspond to
position j. In the latter case we make use of function kPopCount().
• The cumulative total of the labels d′ of the motif edges in the path must not exceed d.
Similar logic applies when extending paths, to the right, on the left-hand side of the window.
Reading a Letter on the Right.
Following our earlier description of how updates are made to the motif graph, the score is
updated for each relevant seed node U as follows:
• When a new motif edge V d
′
−→U is added, the score is incremented by one for each
maximal path ending with V d
′
−→U , if V d
′
−→U is not an extension of the prefix of the
path. If no such paths exist, then the score is incremented by one for the motif edge.
This corresponds to Lines 13-16 in Function 5, and Function 6.
• If V ⋄d′U gains an occurrence, the score is decremented by one for each maximal path
ending with V d
′
−→U , if V d
′
−→U is now an extension of the prefix of the path, such that
the prefix already contributes to the score. This corresponds to Function 7.
• If a motif edge is duplicated due to A passing a seed node, the total score for all paths
ending at the given motif edge is doubled (Lines 6-7 in Function 11). When A reaches
a seed node and both share a motif edge from the same node with the same label, the
total score for all paths ending at the given motif edge is halved (Lines 2-5 in Function
10).
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• The score is incremented by one when a seed becomes a singleton motif; it is decre-
mented by one when a singleton motif is no longer so (Function 8). The computation
that establishes this has been described earlier and is done following the addition or
deletion of any motif edges.
Deleting a Letter from the Left.
Following our earlier description of how updates are made to the motif graph, the score is
updated for each relevant seed node V as follows:
• When a motif edge V d
′
−→ Z from V must be deleted but s(V ) d
′
−→ Z already exists, the
score is decremented by one for every maximal path that starts with V d
′
−→ Z if its
occurrence positions are distinct from those of the same paths but instead starting
with s(V ) d
′
−→ Z (Function 18). Before V d
′
−→ Z is deleted, the score is decremented by
one for each path that begins with V d
′
−→ Z, if the occurrence positions of the suffix of
the path differ (Lines 2-5 in Function 19). Then, the score is incremented by one for
the suffix of the path, if it is not a prefix of a longer motif, which would already be
contributing to the score (Lines 6-7 in Function 19).
• For each motif edge copied from V to s(V ), ending at some seed node Z, the score is
incremented by one for each path starting with s(V ) d
′
−→ Z if it has different occurrence
positions to V d
′
−→ Z (Lines 11-13 in Function 21). If V d
′
−→ Z has been deleted, the
score is incremented by one without this check (Line 9 in Function 21). Alternatively,
if s(V ) was already a seed and a singleton motif, and motif edge s(V ) d
′
−→ Z is added to
it, if s(V ) has the same occurrence positions as s(V )⋄d′Z, s(V ) is no longer a singleton
motif and the score is decremented by one. A similar check is done for the destination
node Z whenever such a motif edge is added (Function 20).
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• If s(V ) has just become a seed and a singleton motif, the score is incremented by one
(Lines 2 & 6-7 in Function 16). If |occ(V )| = k− 1 or V is no longer a seed, but V
was a singleton motif, the score is decremented by one (Lines 12-13 in Function 15).
If V is still a seed, |occ(V )| ≥ k and isMotif(V ) = FALSE but all of its motif edges
have been deleted, V becomes a singleton motif and the score is incremented by one
(Lines 2-5 in Function 22). If any remaining outgoing motif edge from V has the same
occurrence positions as V and V was a singleton motif, it is no longer so and the score
is decremented by one (Lines 8-13 in Function 22). If no such match is found and V
was not a singleton motif, it becomes one and the score is incremented by one (Lines
14-16 in Function 22).
3.5 Analysis
The following theorem summarises the complexity of the proposed algorithm.
Theorem 2. Given a sequence X of length n, a window length ℓ, thresholds k and d, and size






Proof. Given a string X of length n, the suffix tree can be built for a sliding window in O(n)
time using Ukkonen’s [170] and Senft’s [155] algorithms. Each time a leaf is added, the
number of occurrences on all of its O(ℓ) ancestor nodes must be incremented by one. This
results in O(nℓ) time complexity for building and maintaining the nodes of the suffix tree.
For each node Vi in the suffix tree, where i < ℓ per window, at most O(dℓ) motif edges can
be added. Thus, in the worst case, the number of motif edges added are bounded by O(ndℓ).
Each motif corresponds to at least one motif edge, so there cannot be more than |Mi,d,k|
motif edges in the motif graph per window. The time required to update the motif graph
at each deletion and addition step is proportional to the number of occurrences of motifs
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deleted and introduced at either end of the window. All bit-operations used in the algorithm
can be implemented in O(⌈ ℓw⌉) time. Thus elucidating each maximal path requires O(d⌈
ℓ
w⌉)
time. When a leaf is added, updating E takes O(ℓ) time. Thus the overall time complexity
for maintaining E is O(nℓ). Summing the above gives the overall time complexity.
The size of the motif graph is O(ℓ · ⌈ ℓw⌉), where the largest extra structure that each
node holds is a bit-vector of size O(⌈ ℓw⌉). The lookup table used by popCount() is of size
O(2log2 ℓ)=O(ℓ). The dynamic structure E of size O(ℓ2) gives an upper bound for the space
complexity as each of the O(ℓ) positions in E can hold pointers to at most ℓ seed nodes. The
array SX is not stored in memory as scores are reported in an on-line fashion.
3.6 Final Remarks
In this section, we presented a motif discovery algorithm with the purpose of finding biologi-
cally significant regions in genomic sequences.
Our immediate target is to verify our theoretical findings and claims of improvement com-
pared with the algorithm presented in [71] by implementing Algorithm MMDSW and testing
it using synthetic and real genomic data.
In the future, an interesting possibility for the extension of this work could be in finding
maximal motifs that occur a minimum number of times in each sequence given a set of
multiple sequences, somewhat resembling the (ℓ,d)-motif search problem. Furthermore,
our definition of maximal motifs could be extended to gapped maximal motifs. Results
could also be refined by restricting the minimum length of a maximal motif, or adding a
probabilistic postprocessing step.
Chapter 4
Pattern Matching in Pan-Genomes
4.1 Introduction
This chapter is based on work published in [67], which has been cited in 11 publications. The
author’s personal contribution to the work was in refinement to the design of the algorithm,
as well as its implementation and experimentation.
4.1.1 Biological Motivation
It is possible to represent closely-related sequences, that have been aligned using a multiple
sequence alignment (MSA) algorithm (defined in Section 1.3.2), into one compacted form
that is able to represent the non-polymorphic sites (columns) of the MSA, as well as the poly-
morphic ones [81]. This representation compresses maximal sequences of non-polymorphic
sites, while the polymorphic ones (containing substitutions, insertions, and deletions of
letters) are represented as a set containing all possible variants observed at that location.
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Thus, closely-related sequences can be compacted into a single string containing some
deterministic and some non-deterministic segments. The latter are known as degenerate
segments.
Definition 5. A degenerate segment is a finite set of deterministic strings and may contain
an empty string ε , corresponding to a deletion.


























Definition 6. The total number of segments is the length of T̃ and the total number of letters
is the size of T̃ .
This compact representation has been defined in [83] as an elastic-degenerate (ED) text.
The natural problem that arises is finding all matches of a deterministic pattern P in text
T̃ . We call this the ELASTIC-DEGENERATE STRING MATCHING (EDSM) problem. The
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simplest version of this problem assumes that a degenerate segment can contain only single
letters [79].
An ED text can represent, for example, a set of closely-related DNA sequences. For instance,
a pan-genome [38, 92, 118, 156, 166] is a reference sequence which is not simply a single
genome, but the result of an MSA of several genomes that share large consensus regions
and also exhibit mutations at some positions. Recently, various data structures to store
pan-genomes have been suggested [13, 78].
4.1.2 Previous Work
Due to the application of cataloguing human genetic variation [167], there has been ample
work in literature on the off-line (indexing) version of the pattern matching problem.
The authors of [107] initially proposed the extension of the FM-index [28, 58] compressed
data structure to store and query ED strings. A similar approach termed the FM-index of
alignment was presented in [114] and was shown to be less time-efficient in most pattern
matching cases. In [81], the authors presented a novel concept for representing ED strings as
follows. One string from each ED segment is present in the correct location within the string,
and the remainder are appended to the genome, separated by unique symbols not in Σ and
padded on both sides with bases flanking the corresponding original position in the genome.
Making use of IUPAC-IUBMB symbols (introduced in Section 3.1.1) and the Gray code
[66] to ensure efficient ordering of suffixes, the FM-index is constructed for the elongated
genome. An extension of the backwards search algorithm [58] is then used for exact and
approximate pattern matching. A similar approach was presented in [105] and shown to be
less time-efficient.
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Reference genomes and their variants can also be represented as graphs [1]. These graphs
can be transformed in to compressed de Bruijn graphs [47] and then encoded using FM-
index-based approaches [159, 160] which can be queried in a manner similar to the above
solutions.
Furthermore, several approaches are based on Lempel-Ziv compression, which is one of the
most commonly used compression algorithms [50, 57, 95, 96, 182].
In literature, there are also algorithms and applications for the problem of inferring motifs
from degenerate input texts [131, 145]. However, to the best of our knowledge, the on-line,
more fundamental, version of the EDSM problem has not been studied as much as indexing
approaches. Solutions to the on-line version can be beneficial for a number of reasons:
• efficient on-line solutions can be used in combination with partial indexes as practical
trade-offs;
• efficient on-line solutions for exact pattern matching can be applied for fast average-
case approximate pattern matching, similar to standard strings [12];
• on-line solutions can be useful when one wants to search for a few patterns in many
degenerate texts, similar to standard strings [2].
Let us denote by m the length of pattern P; by n the length of T̃ ; and by N > m the size
of T̃ . In [83], an algorithm for solving the EDSM problem in time O(αγmn+N) and
space O(N) was presented; where α and γ are parameters, respectively representing the
maximum number of strings in any degenerate segment of the text and the maximum number
of degenerate segments spanned by any occurrence of the pattern in the text. The algorithm
uses the Knuth-Morris-Pratt (KMP) algorithm (see Section 4.2 for a summary) to find what
are defined as:
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• Type 1 occurrences of P in deterministic segments of T̃ ;
• Type 2 occurrences of P in the strings in degenerate segments of T̃ ;
• Type 3 occurrences of prefixes of P in either deterministic or degenerate segments of
T̃ .
Definition 7. The lowest common ancestor (LCA) of a pair of nodes in a suffix tree is the
deepest node which is an ancestor of both nodes. An LCA query can be computed for any
pair of nodes in constant time, following linear time and space pre-processing [152].
Type 3 occurrences are then extended using LCA queries on either of the two generalised
suffix trees built on:
• P concatenated with all deterministic segments of T̃ ;
• P concatenated with all strings in all degenerate segments of T̃ .
4.1.3 Chapter Summary
In this chapter, we improve the state of the art. Specifically, our contribution is twofold.
Algorithm. In Section 4.3, we present an algorithm to solve the EDSM problem in an
on-line manner which requires time O(nm2+N), after a preprocessing stage with time
and space O(m).
Experimental results. In Section 4.5, we present experiments confirming our theoretical
findings in practical terms. We also compare the presented algorithm to other algo-
rithms solving the same problem, including the one described in Section 4.1.2.
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4.2 Definitions
By PrefSufU,V we denote the set containing all indices i, such that the prefix U [0 . . i] of string
U is also a suffix of string V .
Example 31. Suppose we have two strings U = ATATG and V = CATAT. Then PrefSufU,V =
{1,3} because of prefixes/suffixes AT and ATAT, respectively.
An elastic-degenerate string (ED string) X̃ = X̃ [0]X̃ [1] · · · X̃ [n−1], of length n, on an alphabet
Σ, is a finite sequence of n elastic-degenerate letters. Every elastic-degenerate letter X̃ [i], for
all i ∈ [0,n), is a non-empty set of strings X̃ [i][ j], where j ∈ [0, |X̃ [i]|) and each X̃ [i][ j] is a









Only in this chapter and for the purpose of computing N, we define |ε|= 1.
Remark 4.2.1. For an ED string X̃, the size and the length are two distinct concepts. See
Example 32 below.
Example 32 (Running example). Suppose we have an ED string T̃ as shown below. The





















We say that a deterministic string Y matches an ED string X̃ = X̃ [0] . . X̃ [m′−1], of length
m′ > 1, denoted by Y ≈ X̃ , if and only if string Y can be decomposed into y0 . . .ym′−1, where
yi ∈ Σ∗, such that:
1. there exists a string s ∈ X̃ [0] such that a suffix of s is y0 ̸= ε;
2. if m′ > 2, there exists s ∈ X̃ [i], for all i ∈ [1,m′−2], such that s = yi;
3. there exists a string s ∈ X̃ [m′−1] such that a prefix of s is ym′−1 ̸= ε .
Note that in the above definition we require that both y0 and ym′−1 are non-empty to avoid
degenerate cases at the beginning or at the end of an occurrence. A deterministic string Y ,
of length m, is said have an occurrence ending at position j in an ED string T̃ if there exist
i < j such that T̃ [i] . . T̃ [ j]≈ Y , or, if there exists s ∈ T̃ [ j] such that Y occurs in s.
Example 33 (Running example). Given a deterministic pattern P = ACACA, of length m = 5,
and T̃ from Example 32, the first occurrence of P starts at position 1 and ends at position
2 of T̃ and the second occurrence starts at position 2 and ends at position 4. The second
occurrence is found due to the existence of the suffix ACA of the third string CACA in position
2; the first string C in position 3; and either the first string A or the prefix A of the second
string AC in position 4.
We are now in a position to formally define the main problem of this chapter.
ELASTIC-DEGENERATE STRING MATCHING (EDSM)
Input: a deterministic string P, of length m, and an ED string T̃ , of length n and total
size N ≥ m.
Output: all positions j in T̃ where at least one occurrence of P ends.
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Algorithmic Tools
Fact 4 ([54]). Finding all |occ(X)| occurrences of a string X, of length m, in a string Y , of
length, n > 0, can be performed in time O(m+ |occ(X)|) using STY .
A border of a non-empty string X is a proper factor of X that is both a prefix and a suffix of X .
We introduce the function border(X) defined for a non-empty string X as the longest border
of X . Let X be a string of length m≥ 1. We define the border table β : {0,1, . . . ,m−1}→
{0,1, . . . ,m−1} by β [k] = |border(X [0 . .k])|, for k ∈ [0,m).
Fact 5 ([44]). Given a string X, of length m, the border table of X can be computed on-line
in time O(m). All borders of X can be specified in time O(m) using the border table.
Remark 4.2.2. The border table and the notion of a border refer to a proper prefix and a
proper suffix of the same string, whereas the indexes in PrefSufX ,Y refer to a string which is
a prefix of string X and a suffix of another string Y , which is not necessarily proper.
Lemma 5. Given a string X, of length m, and the suffix tree STY of a string Y , of length n,
PrefSufX ,Y can be computed in time O(m).
Proof. By applying Fact 4, we traverse STY to find the terminal node V corresponding to the
longest prefix of X which is path-labelled P(V ). While traversing STY with X , we add index
n− 1− i to PrefSufX ,Y if we encounter a terminal node U , such that P(U) = Y [i . .n− 1].
The longest such prefix of X is of length at most m. No longer prefix of X can be a suffix of
Y as it does not occur in Y .
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Knuth-Morris-Pratt (KMP) Algorithm
This summary is based on [94] where further details may be found. The KMP algorithm
allows the efficient search of a pattern P, of length m, in a text, of length n. A pre-processing
step computes the border table of P in time O(m). The text is then searched in O(n) time,
and at any position at which a mismatch occurs, the border table is used to ensure that
characters of the text at which there could not possibly be a match are skipped. The overall
time complexity is therefore O(n+m).
4.3 Algorithm
An ED string represents an exponential number of strings per ending position, where the
exact number is the product of the number of deterministic strings at previous positions.
Searching a pattern in all these strings naïvely is thus not acceptable.
Main Idea
The pseudocode for our algorithm is presented later as Algorithm EDSM and is referred to
throughout this section. The algorithm has a preprocessing phase where the suffix tree STP
of the pattern P is built (Line 2 in Algorithm EDSM). Then, in an on-line manner, we scan T̃
from left to right and, for each T̃ [i], we:
1. memorise the prefixes of the pattern that occur at the end of T̃ [i] (Lines 6 & 14);
2. check whether at T̃ [i] it is possible to extend an occurrence of the pattern which has
started earlier in T̃ (Lines 15−18);
3. in both previous cases we finally check whether such an occurrence of P actually also
ends in T̃ [i] (Lines 7−9 & 19−24).
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We perform these steps by computing and storing the list Li of the rightmost positions of
prefixes of P that occur at the end of T̃ [i], for all i where i ∈ [0,n).
Algorithm EDSM
Below, we formally present Algorithm EDSM that solves Problem EDSM (defined in Section
4.2) in an on-line manner. Note that by insert(A,L ), we denote the operation that inserts the
elements of a set A into a linked-list L .
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1 Algorithm EDSM(P,m, T̃ ,n)
2 construct STP;
3 L0← EmptyList();
4 foreach S ∈ T̃ [0] do
5 compute PrefSufP,S using the border table;
6 insert(PrefSufP,S,L0);
7 if |S| ≥ m then
8 search P in S using KMP and
9 report 0 if P occurs in S and checkDuplicate(0);
10 foreach i← 1 to n−1 do
11 Li← EmptyList();
12 foreach S ∈ T̃ [i] do
13 compute PrefSufP,S using border table;
14 insert(PrefSufP,S,Li);
15 if |S|< m then
16 A ← search S in P using STP;
▷denote starting positions by A
17 foreach (p ∈Li−1, j ∈A ) s.t. p+1 = j do
18 insert({p+ |S|},Li);
19 if |S| ≥ m then
20 Search P in S using KMP and
21 report i if P occurs in S and checkDuplicate(i);
22 Compute PrefSufS,P using STP;
23 if ∃(p ∈Li−1, j ∈ PrefSufS,P) s.t. p+ j+2 = m then
24 Report i if checkDuplicate(i);
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Example 34 below shows steps (1) and (2) on a running example. The border table shown in
Example 34 has to be computed for all positions of the text, leading to the overall complexity
stated in Lemma 6.
Example 34 (Running example). Let us consider again P and T̃ as before. Assume we have
already computed L0 and L1, and we move to position i = 2, where at T̃ [i] we have three
strings {S0,S1,S2}, with S0 = AC, S1 = ACC and S2 = CACA. We generate the string
Xi = X2 = P$0 S0 $1 S1 $2 S2 = ACACA$0AC$1ACC$2CACA
and build its border table β (Line 13).
k 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
X2[k] A C A C A $0 A C $1 A C C $2 C A C A
β [k] 0 0 1 2 3 0 1 2 0 1 2 0 0 0 1 2 3
In order to compute PrefSufP,S (Line 13), we read β [7] = 2, which gives the length of the
longest string which is a prefix of P and a suffix of S0. We check if there exist borders of
length shorter than 2. We read β [2−1] = 0, telling us that no shorter border exists; so we
have PrefSufP,S0 = {1}. We then read β [11] = 0, telling us that no prefix of P is a suffix
of S1, and hence PrefSufP,S1 = /0. We read β [16] = 3, which gives the length of the longest
string which is a prefix of P and a suffix of S2. We check if there exist shorter borders: we
read β [3−1] = 1, telling us that a shorter border of length 1 exists. Since β [1−1] = 0, no
shorter border exists. So we have PrefSufP,S2 = {0,2}. This gives us a partial Li = {0,1,2}
for position i = 2 that concludes Step (1) for position i = 2 (Line 13).
Further on, at Step (2) we will add position 4 to L2 by extending the occurrence of P that
had started at T̃ [1]. Putting everything together, we get L2 = {0,1,2,4} (Lines 17−18).
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Lemma 6. Given P, of length m, and T̃ , of length n and size N, the sets PrefSufP,S where
S ∈ T̃ [i], for all i ∈ [0,n), can be computed in time O(N).
Proof. For each position i, we generate a string Xi = P$0S0$1S1$2S2 . . .$k−1Sk−1, where
S j ∈ T̃ [i] and each $ j is a distinct letter not in Σ, where j ∈ [0,k). We build the border table β
of string X . By traversing β from left to right we can compute sets PrefSufP,S j . Specifically,
for any string S j, all borders that are suffixes of S j and prefixes of P can be computed in time
O(|S j|) since there exists at most |S j| such borders. By Fact 5, we can build all border tables,






Since the length and the total size of T̃ is n and N, respectively, sets PrefSufP,S j can be
computed in time O(nm+N). By noting that the border table for P can be computed
only once and that the border table computation can be done online (Fact 5), the whole
computation is bounded by O(N).
Lemma 7. Given P, STP, and T̃ of length n and size N, the sets PrefSufS,P, S ∈ T̃ [i], for all
i ∈ [1,n), can be computed in time O(N).
Proof. By Lemma 5, for any S ∈ T̃ [i], if |S| ≤ |P|, PrefSufS,P can be computed in time
O(|S|) using STP. Since the total size of T̃ is N, all sets PrefSufS,P can be computed in time
O(N).
Lemma 8. Lists Li, for all i ∈ [0,n), in Algorithm EDSM can be computed in time O(nm2 +
N).
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Proof. List L0 consists of the elements of PrefSufP,S for position 0, which by Lemma 6 can
be done within time O(N). For pattern P, of length m, there exist at most m(m+1)2 factors.
For the strings S j ∈ T̃ [i], where |S j| ≤ m and j ∈ [0,k), we can find at most m(m+1)2 = O(m
2)




(|S j|+ |occ(S j)|)
and this is bounded by O(nm2 +N) for all positions i. This is because, by definition, no
S j,S j′ ∈ T̃ [i] exist such that S j = S j′ . Each occurrence can cause only one extension from
Li−1 to Li. To avoid duplicates in Li, we need to check if there exist multiple prefix
extensions ending at the same position. Each check can be done in constant time using a bit
vector of size m, which we set on only once per position i of T̃ . Therefore, we can extend
the prefixes in time O(m2) for each position i, and in time O(nm2) for the whole text T̃ of
length n, where i ∈ [0,n). By Lemma 6, sets PrefSufP,S corresponding to new prefixes of
pattern P which are suffixes of {S0,S1, . . . ,Sk−1} at position T̃ [i] can be found in time O(N).
Merging new prefixes and the prefixes extended from Li−1 can be done in time O(m) since
both are at most m. Therefore, lists Li, for all i ∈ [0,n), in EDSM can be computed in time
O(nm2 +N).
Example 35 below shows Step 3 on our running example.
Example 35 (Running example). Let us consider again P and T̃ as before. At the step i = 4,
we have L3 = {1,3} and we have to compute L4. For S0 = A, we have PrefSufA,ACACA = {0}
(Line 22), so for 3 ∈L3, we have that 3+0+2 = 5 = m (Line 23). Hence, one occurrence
of P has been found. Moreover, for S1 = AC, we have PrefSufAC,ACACA = {0,1} (Line 22), so
for 3 ∈L3, we have that 3+0+2 = 5 = m (Line 23). Therefore, another occurrence of P
has been found at the same position.
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Since our algorithm reports all positions i in T̃ where at least one occurrence of P ends, and
since more than one occurrence may end at the same position (as in Example 35), we need to
avoid duplications. To this end, we can use a simple operation checkDuplicate(i) to check
whether the current position i has already been reported (Lines 9, 21 & 24).
4.4 Analysis
Theorem 3. Algorithm EDSM solves Problem EDSM in an on-line manner in O(nm2 +N)
time. Algorithm EDSM requires O(m) preprocessing time and space.
Proof. The correctness of the algorithm follows from the correctness of the KMP algo-
rithm [94] if |S| > m (where S ∈ T̃ [i]), and from the combination of Lemmas 7 and 8, if
|S| ≤ m. By definition, we cannot have any other type of (ending) occurrence. By Fact 2,
the suffix tree STP can be computed in O(m) time and space. By Lemma 8, lists Li, for
all i ∈ [0,n), can be computed in O(N + nm2) time. By Lemma 7, sets PrefSufS,P can be
computed in O(N) time. In case |S|< m, we use Li−1 and set PrefSufS,P to find and report
occurrence i in O(m) time using a bit-vector of size m, which we initialise only once per
position i. Finally, searching P in S ∈ T̃ [i], in case |S| ≥ m, can be done in O(|S|) time using
the KMP algorithm [94], which is bounded by O(N) for T̃ of total size N. The algorithm
reads a position i and reports whether i is an ending position of some occurrence of P before
reading position i+1. Therefore, Algorithm EDSM solves the EDSM problem in an on-line
manner in O(nm2 +N) time, with O(m) preprocessing time and space.
For some special cases, Algorithm EDSM can run faster.
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Definition 8. A set S of strings is prefix-free if no two distinct strings in S exist such that one
is prefix of the other. We say that an ED string X̃ of length n is locally prefix-free if each set
X̃ [i] is prefix-free, for i ∈ [0,n).
Corollary 1. For any locally prefix-free ED string, Algorithm EDSM solves the EDSM
problem in an on-line manner in time O(nm+N).
4.5 Experimental Results
We have implemented Algorithm EDSM as program EDSM in the C++ programming lan-
guage, available at https://github.com/webmasterar/edsm under the GNU General
Public License. The implementation of the algorithm presented in [83], denoted by IKP, was
obtained from https://github.com/Ritu-Kundu/ElDeS. We also obtained the imple-
mentation of Algorithm EDSM-BV, an algorithm developed later, that was an improvement
of Algorithm EDSM and is summarised in the following. Algorithms IKP and EDSM-BV
were chosen as they were the state of the art.
Algorithm EDSM-BV [67] is a non-trivial bit-vector version of Algorithm EDSM. The
main idea of this algorithm is to simulate Algorithm EDSM using bit-level operations to
maintain linked-lists L and do the matching. A further pre-processing step is also added to
the suffix tree of the pattern. This augmented suffix tree allows for the retrieval of a bit-vector
representation of all occurrences of a string S ∈ T̃ [i] in P in O(|S|) time. With this structure,
bit-level operations can be used to compute Li from Li−1. Algorithm EDSM-BV requires
time O(N · ⌈mw⌉), after a preprocessing stage with time and space O(m · ⌈
m
w⌉), where w is the
size of the machine word. Therefore, for short patterns, this algorithm requires time linear in
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the size of the text. The implementation of this algorithm, program EDSM-BV is available at
https://github.com/webmasterar/edsm under the GNU General Public License.
All three programs were compiled with g++ version 4.7.3 at optimisation level 3 (-O3).
The following experiments were conducted on a desktop computer using one core of Intel®
CoreTM i7-2600S CPU at 2.8GHz and 8GB of RAM under 64-bit GNU/Linux. We com-
pared the performance of EDSM, EDSM-BV, and IKP using synthetic data; as well as the
performance of EDSM-BV (shown to be the fastest) using real data. The synthetic datasets
referred to in this section are maintained at https://github.com/webmasterar/edsm.
4.5.1 Time Performance
Synthetic ED strings were created arbitrarily (uniform distribution), with n ranging from
100,000 to 1,600,000 and the percentage of elastic-degenerate positions set to 10%. For
each degenerate position within the synthetic ED strings, the number of strings was chosen
arbitrarily, with an upper bound set to 10. The length of each string inside a segment was
chosen arbitrarily, with an upper bound again set to 10. Four different patterns of length
m = 8,16,32 or 64 were given as input to all three algorithms, along with the aforementioned
synthetic ED strings, resulting in four sets of output shown in Figure 4.5.
Our theoretical findings, showing that EDSM and EDSM-BV are asymptotically faster than
IKP, are validated in practice by the results illustrated in Figure 4.5. Note that the axes are
in log2 scale. In particular, the results confirm that EDSM-BV, which is asymptotically the
fastest for short patterns, is also the fastest in practice by up to two orders of magnitude. As
for Algorithm EDSM, not surprisingly, we observe that, as m grows, the m2 factor in its time
complexity becomes increasingly significant overall. Note that searching for even longer
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Figure 4.1 Pattern of length m = 8

















Figure 4.2 Pattern of length m = 16

















Figure 4.3 Pattern of length m = 32

















Figure 4.4 Pattern of length m = 64
Figure 4.5 Elapsed time of EDSM, EDSM-BV, and IKP for synthetic ED texts of length n.
patterns exactly is not relevant in bioinformatics, where errors (substitution, insertion, and
deletion mutations) need to be accommodated as m grows.
4.5.2 Application to Real Data
Program EDSM-BV was tested further using real-world datasets. Human genomic data was
obtained from the 1,000 Genomes Project [167]. Specifically, data was obtained from Phase
3 of the project, in which the genomes of 2,504 individuals from 26 different populations
were sequenced and aligned, producing a dataset which summarises the variation in the
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sample population. Files in Variant Call Format (VCF) include information about variations
at each position in the reference genome, which makes the format ideal for our purposes.
Tool EDSM-BV was given a reference sequence (FASTA format) and variation data (VCF)
for each of the ten smallest chromosomes as input, as well as synthetic, randomly generated
patterns of length m = 8,16,32 or 64. The processing time of EDSM-BV was recorded; by
processing we refer only to the actual CPU time used in executing the process, excluding the
time to read the data in memory on-line. Chromosome 21, which is the smallest in length,
has a VCF file of size 11.2GB. The results of this experiment are displayed in Figure 4.10.
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Figure 4.6 Pattern of length m = 8
Y 22 21 19 20 17 18 15 14 16

























Figure 4.7 Pattern of length m = 16
Y 21 22 20 19 18 15 17 14 16





























Figure 4.8 Pattern of length m = 32
Y 21 22 20 19 18 17 15 14 16





























Figure 4.9 Pattern of length m = 64
Figure 4.10 Processing time of EDSM-BV for human genomic data.
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The graphs in Figure 4.10 show, for the ten smallest chromosomes, a very clear linear
relationship between the time taken for EDSM-BV to run and N′, the total number of strings
S ∈ T̃ [i] such that |S|< |P| per chromosome.
4.6 Final Remarks
We have presented an efficient algorithm, Algorithm EDSM, for on-line pattern matching on
a set of similar texts, such as genomes of the same or related species. Also, the presented
experimental results confirm our theoretical findings in practical terms.
This work was published in [67], along with Algorithm EDSM-BV, and has been cited in
several publications since:
• Considering the approximate version of Problem EDSM under the edit (resp. Ham-
ming distance) model, in [19], the authors present a O(k2mG + kN)-time (resp.
O(kmG+ kN)) and O(m)-space algorithm, where k is maximum numbers of errors
allowed and G is the total number of strings in T̃ .
• An improvement on the time complexity of Algorithm EDSM was presented in [4],
where the presented algorithm runs in O(nm
√
m logm+N) time.
• As presented in [36], the same time complexity as Algorithm EDSM-BV can be
achieved using bit-parallelism.
• Algorithm EDSM-BV has been adapted and improved for the purpose of dictionary
matching, as presented in [133]. The presented algorithm runs in O(N · ⌈Mw ⌉) time,




The rapidly advancing field of molecular sequence analysis presents innumerable opportu-
nities for research, some of which have been addressed in this thesis. Below, we provide a
summary of our results.
In Chapter 2, we presented the O(βm+n+L3)-time Algorithm saCSCr to solve the problem
of correctly aligning two linear sequences (of length m and n≥ m) obtained from circular
sequences. Recall that β is the number of blocks that the sequences are divided in to and
L is the length of prefixes and suffixes of each sequence upon which the refinement step is
performed in order to solve the problem exactly.
In Chapter 3, we presented Algorithm MMDSW to find interesting regions within genomes
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time, where n is the length of the input text X ; d is the upper-bound for the number of allowed
degenerate symbols in any motif M̃i,d,k; ℓ is the length of the window; w is the size of the
machine word; and diffii−1 is the symmetric difference of the sets of occurrences of maximal
motifs at X [i− ℓ . . i−1] and at X [i− ℓ+1 . . i].
Finally, in Chapter 4, we present Algorithm EDSM to find the occurrences of a pattern,
of length m, in an elastic-degenerate text, of length n and size N. The algorithm runs in
O(nm2 +N) time and requires a O(m)-time preprocessing step.
This thesis is based upon research presented in five publications [15, 67–69, 85] which, in
total, have been extended, improved or cited 18 times.
5.2 Future Work
As well as the specific extensions of the presented work mentioned earlier, we provide below
a list of bioinformatic applications of the presented algorithms:
• An experimental study of all UniProt protein sequences to discover novel pairs of
circularly-permuted proteins using Algorithm saCSCr presented in Chapter 2.
• An experimental study of bacterial genomes from GenBank to predict the locus of OriC
using Algorithm MMDSW presented in Chapter 3, and compare the results to those
of OriFinder [104], a tool developed specifically to predict OriC using probabilistic
methods.
• Algorithm EDSM presented in Chapter 4 can be utilised to align reads from newly-
sequenced genomes to related pan-genomes.
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1 Function 3 rightHandSide(i)
2 A ← readLetter(i);
3 switch A = ⟨γ,µ,λ ⟩ do
4 case A = ⟨U,1, i⟩ do
5 score← createActivePoint(score);
6 case A = ⟨U,0, i⟩ do
7 score← deleteActivePoint(score);
8 case A = ⟨UA ,0, i⟩ do
9 UA ← copySeedRHS(A ,UA );
10 E ′← checkEndArray( j);
11 U ← s(UA );
12 A ← ⟨U,0, i⟩;
13 j ++;
14 score,E’← updateNodes(score,U,E’);
15 if j > ℓ then
16 score← leftHandSide(score, j);
17 while j is being incremented do




22 if j > ℓ then
23 score← leftHandSide(score,ST, j);
24 return;
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1 Function 4 createActivePoint(score)
2 isSeed(A )← TRUE;
3 |occ(A )| ← |occ(explicitChild(A ))|+1;
4 if |occ(A )| ≥ k then
5 initialise B(A ) and pivot(A ) using explicitChild(A );
6 E’← getEndPositions();
7 if U = r then
8 isMotif(A )← FALSE;
9 score← createEdges(score,E’,A );
10 else
11 isMotif(A )← isMotif(U);
12 score← transferEdges(score,U,E’);
13 score← updateSeedScores(A ,score);
14 return score;
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1 Function 5 createEdges(score,E’,U)
2 foreach ⟨V, j′⟩ ∈ E’ do
3 d′← j− j′−1;
4 if popCount(B(V d
′
−→U)< k) then
5 delete ⟨V, j′⟩ from E’;
6 cluster E’ w.r.t. |occ(V ⋄d′U)|;
7 foreach cluster c ∈ E’ do
8 sort c w.r.t D(V );
9 V ← deepest node in c;
10 if ∄V ′→U : descendant(V ) =V ′ & B(V ′→U)≡B(V d
′
−→U) then
11 if ∄V d
′
−→U then
12 add V d
′
−→U to motif graph;
13 if indegree(V ) = 0 & |occ(U)| ̸= |occ(V ⋄d′U)| then
14 score ++;
15 else








1 Function 6 checkPaths(score,V d
′
−→U)
2 foreach prefix of a path p ending with V d
′
−→U do
3 if B(prefix(p)) ̸≡B(p)) then
4 score ++;
5 return score;
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1 Function 7 updatePaths(score,V d
′
−→U)
2 foreach prefix of a path p ending with V d
′
−→U do
3 if (B(prefix(p))≡B(p)) & (∄ a path p′ : B(prefix(p))≡B(suffix(p′))) then
4 score - -;
5 return score;
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1 Function 8 updateSeedScores(score, U)
2 if isMotif(U) = FALSE then
3 if |occ(U)|= k & indegree(U) = 0 then








▷ let V d
′




10 foreach edge V d
′
−→U recently added to motif graph do




13 score - -;
14 breakForLoop;
16 foreach edge V d
′
−→U recently added to motif graph do
17 if isMotif(V ) = TRUE & (B(V )≡B(V d
′
−→U)) then
18 isMotif(V )← FALSE;
19 score = score−1;
20 breakForLoop;
21 foreach edge V d
′
−→U recently added to motif graph do
22 if isMotif(V ) = FALSE then




▷ let V d
′
−→U be the only outgoing edge from V
24 score ++;
25 isMotif(V )← TRUE;
26 return score;
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1 Function 9 deleteActivePoint()
2 |occ(U)| + +;
3 update isSeed(U);
4 if isSeed(U) = TRUE & |occ(U)| ≥ k then
5 B(U)←B(A );
6 pivot(U)← pivot(A );
7 add pointer to U to the list of pointers at E[ j+D(U)−1];
8 score← mergeEdges(score,A ,U);
9 score← updateSeedScores(U,score);
10 if isMotif(A ) = TRUE then
11 score - -;
12 delete pivot(A ),B(A ), |occ(A )| and all motif edges;
1 Function 10 mergeEdges(score,A ,U)
2 foreach edge V d
′
−→A do
3 if ∃V d
′
−→U then
4 foreach path ending with V d
′
−→A do
5 score - -;
6 else
7 create V d
′
−→U ;
8 return score, isMotif(U);
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1 Function 11 transferEdges(score,U,E ′)
2 foreach ⟨V, j′⟩ ∈ E’ do
3 d′← j− j′−1;
4 if (B(V )≡B(A )) or kPopCount(k,B(V d
′
−→A )) = TRUE then
5 add V d
′
−→A ;
6 foreach path ending with V d
′
−→A do
7 score + +;





9 delete V d
′
−→U ;
10 foreach path ending with V d
′
−→U do
11 score - -;
12 return score;
1 Function 12 copySeedRHS(V,U)
2 isSeed(U)← TRUE;
3 update B(U) and pivot(U) using V ;
4 isMotif(U)← isMotif(V );
5 move all outgoing edges from V to U ;
6 return U ;
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1 Function 13 updateNodes(score,U,E’)
2 foreach explicit non-root node U ′ in path from r to U, incl. U do
3 |occ(U ′)| + +;
4 update isSeed(U ′);
5 if isSeed(U ′) = true & |occ(U ′)| ≥ k then
6 update B(U ′) and pivot(U ′);
7 add pointer to U ′ to the list of pointers at E[ j+D(U ′)−1];
8 score← createEdges(score,E’,U ′);
9 foreach edge V d
′
−→U ′ added to motif graph do
10 delete corresponding cluster from E’;
11 score← updateSeedScore(score,U ′);
12 return score,E’;
1 Function 14 updateEndArray(E’)
2 foreach pair ⟨V, j′⟩ ∈ E’ do
3 if j′ = j−1−d then
4 delete ⟨V, j′⟩ from E’;
5 foreach V in list at E[ j−1] do
6 j′← j−1;
7 add ⟨V, j′⟩ to E’;
8 return E’;
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A.2 Left-Hand Side
1 Function 15 leftHandSide(score,ST, j)
2 V ′,A ← deleteLetter( j,ST);
3 foreach internal node V in the path from V ′ to r, inclusive do
4 |occ(V )| - -;
5 update isSeed(V );
6 if s(V ) ̸= r & isSeed(s(V )) = FALSE then
7 score,s(V )← copySeedLHS(score,V,s(V ));
8 else
9 if |occ(V )|= k−1 or isSeed(V ) = FALSE then
10 foreach outgoing edge from V do
11 score← deleteRelevantEdge(score,edge);
12 if isMotif(V) = TRUE then
13 score - -;
14 remove all pointers to V from array E;
15 delete B(V ), pivot(V ) and isMotif(V );
16 else
17 foreach relevant outgoing motif edge from V do
▷ let the destination of the motif edge be Z
18 if s(V ) ̸= r & isSeed(s(V )) = TRUE then
19 score← checkRelevantEdge(V,Z);
20 else if (s(V ) = r) & ((|occ(V )|= k & B(V d
′
−→ Z)≡
B(V )) or (popCount(B(V d
′
−→ Z)) = k)) then
21 score← deleteEdge(score,V d
′
−→ Z);
22 shift B(V ) and pivot(V );
23 score← changeSeedScore(score,V );
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1 Function 16 copySeedLHS(score,V,U)
2 isSeed(U)← TRUE;
3 update pivot(U) using pivot(V );
4 update B(U) using B(V );
5 isMotif(U)← isMotif(V );
6 if isMotif(U) = TRUE then
7 score ++;
8 copy all outgoing edges from V to U ;
9 if |occ(V )| ≥ k then
10 foreach maximal path from U do
11 score ++;
12 return score,U ;
1 Function 17 deleteRelevantEdge(score,edge)
▷ let the destination node of the edge be Z, and the edge label be d′
2 if s(V ) ̸= r & isSeed(s(V )) = TRUE then





6 score← addEdge(score,s(V ) d
′
−→ Z);
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1 Function 18 checkPathsFromSeedSuffix(score,V,Z)
2 foreach maximal path p starting with V d
′
−→ Z do
3 if B(p) ̸≡B(p′) then
▷ p′ is obtained by replacing V d
′
−→ Z with s(V ) d
′
−→ Z
4 score - -;
5 return score;
1 Function 19 deleteEdge(score,edge)
2 foreach maximal path p starting with V d
′
−→ Z do
3 if B(p) ̸≡B(suffix(p)) then
4 score - -;
5 delete edge;
6 if ∄ p’: B(suffix(p))≡B(prefix(p′)) then
7 score ++;
8 return score;
1 Function 20 addEdge(score,s(V ) d
′
−→U)
2 add s(V ) d
′
−→U ;




5 score - -;
6 if isMotif(s(V )) = TRUE & B(s(V ))≡B(s(V ) d
′
−→U) then
7 isMotif(s(V ))← FALSE;
8 score - -;
9 return score;
A.2 Left-Hand Side 131
1 Function 21 checkRelevantEdge(score,V,Z)
2 if ∃ s(V ) d
′
−→ Z then
3 if popCount(V d
′
−→ Z) = k then
4 score← checkPathsFromSeedSuffix(score,V,Z);




7 score← addEdge(score,s(V ) d
′
−→ Z);
8 if popCount(V d
′
−→ Z) = k then




11 foreach path p starting with V d
′
−→ Z do
▷ let p′ be the same path as p but with the first edge replaced by s(V ) d
′
−→ Z
12 if B(p) ̸≡B(p′) then
13 score ++;
14 return score;
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1 Function 22 changeSeedScore(score,V )
2 if outdegree(V ) = 0 then
3 if isMotif(V ) = FALSE then
4 isMotif(V )← TRUE;
5 score ++;
6 else
7 f lag← FALSE;
8 foreach outgoing edge from V do
9 if B(edge)≡B(V ) then
10 f lag← TRUE;
11 if f lag = TRUE & isMotif(V ) = TRUE then
12 isMotif(V )← FALSE;
13 score - -;
14 else if f lag = FALSE & isMotif(V ) = FALSE then





The wheel below defines the amino acids resulting from the translation of all combinations
of RNA codons. The RNA alphabet is similar to the DNA alphabet, where only T from the
DNA alphabet is replaced by U in the RNA alphabet. The innermost nucleotide in the wheel
is at the 5’ end of the codon, and thus the outermost nucleotide is at the 3’ end. The ⋆ symbol
indicates the start codon and † indicates the stop codon; these special codons respectively
initiate and terminate translation.
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