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Abstract
Quadratically-constrained basis pursuit has become a popular device in sparse regulariza-
tion; in particular, in the context of compressed sensing. However, the majority of theoretical
error estimates for this regularizer assume an a priori bound on the noise level, which is usually
lacking in practice. In this paper, we develop stability and robustness estimates which remove
this assumption. First, we introduce an abstract framework and show that robust instance
optimality of any decoder in the noise-aware setting implies stability and robustness in the
noise-blind setting. This is based on certain sup-inf constants referred to as quotients, strictly
related to the quotient property of compressed sensing. We then apply this theory to prove
the robustness of quadratically-constrained basis pursuit under unknown error in the cases of
random Gaussian matrices and of random matrices with heavy-tailed rows, such as random
sampling matrices from bounded orthonormal systems. We illustrate our results in several
cases of practical importance, including subsampled Fourier measurements and recovery of
sparse polynomial expansions.
1 Introduction
The purpose of this paper is to address the recovery error analysis of the Quadratically-
Constrained Basis Pursuit (QCBP) optimization program in the presence of unknown sources
of error corrupting the measurements. The QCBP program is defined as follows:
min
z∈CN
‖z‖1, s.t. ‖Az− y‖2 ≤ η. (1)
This optimization problem has a long history [21, 27], but here we are particularly interested
in its application in Compressed Sensing (CS) [14, 20, 24]. We call A ∈ Cm×N the sensing
matrix, y ∈ Cm the vector of measurements, and η > 0 the threshold parameter. When η = 0,
(1) is also referred to as Basis Pursuit (BP). We assume to have measurements
y = Ax+ e,
where x ∈ CN is the target solution that we aim to recover and e ∈ Cm is an unknown error
term corrupting the measurements. Moreover, in the CS framework, we are interested in the
case where m≪ N .
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While there is a rich literature on recovery error estimates for QCBP in the CS literature,
almost all results (with a few exceptions, see Section 1.3) are based on an a priori estimate of
the error term of the form
‖e‖2 ≤ η. (2)
However, in many, if not all applications of CS, a bound of the form (2) is unlikely to be known,
due to the various ways in which errors arise in practice. Several common sources of such errors
are as follows:
• Physical noise: In signal acquisition (magnetic resonance imaging, tomography, radar,
etc.) there is an intrinsic source of error due to physical noise that corrupts the measure-
ments of any sensing device. At best, one may have a reasonable statistical model for this
noise, but a bound (2) is usually unobtainable.
• Model error : In applications such as MRI and tomography there is always a discrepancy
between the physics of the sensing device and the formulation of the acquisition process as
a linear model y = Ax+ e. The Fourier and Radon transforms – the standard operators
used to describe these sensing devices – are, in the end, only approximations of the ‘true’
physical model, and in certain situations may lead to significant model errors. Moreover, it
is commonplace to replace the continuous Fourier and Radon transforms by their discrete
analogues, leading to an additional source of error. Since such errors are dependent on
the unknown signal x, a bound (2) typically fails to hold. Similar model errors may arise
due to nonlinearity of the acquisition process, or quantization of the measurements.
• Truncation error : In function approximation and interpolation based on CS [1, 2, 33],
the choice of the finite-dimensional approximation space introduces a truncation error in
addition to any noise in the measurements. This usually depends on the regularity of the
function to approximate, which is by definition unknown.
• Numerical error : In recent applications of CS to the numerical treatment of PDEs, there
are at least two further sources of errors. In uncertainty quantification, where the mea-
surements correspond to pointwise samples of the solution manifold of a parametric PDE,
each sample is based on a black-box PDE solver whose accuracy may not be known in
practice [5, 22, 32, 38]. Another example is given by the CORSING approach for determin-
istic PDEs, where the measurements and entries of the sensing matrix A are computed
using numerical quadrature routines [8, 10, 11]. In both instances, bounds of the form
(2) are usually unavailable.
Despite this issue, the QCBP program is used frequently in applications of CS. Indeed, it
is not difficult to observe numerically that QCBP is often quite robust even when (2) does not
hold. In Figure 1 we plot the absolute recovery error achieved by BP (η = 0) and by QCBP
with η = 10−3 for ‖e‖2 = 10−3 as a function of m when recovering an exactly sparse solution.
We repeat the same experiment for three different types of measurements: random Gaussian
measurements, partial discrete Fourier transform, and nonharmonic Fourier measurements. In
all cases, the QCBP shows to be quite robust even when (2) is not satisfied, especially (at least
for the first and third types of measurements) in the case where m ≪ N . Interestingly, for
discrete Fourier measurements there is no reduction in robustness as m approaches N .
This figure is illustrative of the recovery properties of QCBP in practice. However, outside
of the Gaussian case there are few theoretical results in the literature that explain this behavior,
and correspondingly, the success of QCBP in applications of CS. The main aim of this paper
is to reduce this gap between theory and practice. We do so by analyzing the robustness of
QCBP without assuming any prior knowledge on the error e corrupting the measurements. In
particular, our main estimates provide a first theoretical explanation of some of the observed
empirical behavior of QCBP shown in Figure 1.
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Figure 1: Robustness of QCBP to unknown error for different sensing matrices. We plot the
recovery error as a function of m on exactly sparse solutions, averaged over 25 runs. The error on
the measurement is of magnitude ‖e‖2 = 10
−3. We compare the performance of BP (η = 0) and
of QCBP with threshold η = 10−3 for random Gaussian measurements, partial discrete Fourier
transform, and nonharmonic Fourier measurements (see (43)). The recovery is quite robust even
when (2) does not hold. More details about this experiment are given in Section 5.1.
1.1 Problem setting
In order to formalize the problem more precisely, let us fix the notation.
Notation For every N ∈ N, we define [N ] := {1, . . . , N}. Given a subset S ⊆ [N ], the
vector zS is the restriction of z to the components in S. The complement set of S ⊆ [N ] is
denoted as S = [N ] \ S. The bar notation is also used to indicate the conjugate of a complex
number, but the difference will be clear from the context. Given a vector z ∈ CN , z∗ denotes
its conjugate transpose (the same holds for a matrix A and its Hermitian transpose A∗) and
〈·, ·〉 is the standard inner product of CN . Given a set X, we denote its power set as P(X). We
denote the ℓ0 norm of z as ‖z‖0 = |{j ∈ [N ] : zj 6= 0}| and define the set of s-sparse vectors of
C
N as ΣNs := {z ∈ CN : ‖z‖0 ≤ s}. Moreover, we denote the best s-term approximation error
of z with respect to the ℓq norm as
σs(z)q := min
w∈ΣNs
‖z−w‖q .
For any matrix A ∈ Cn×k, ‖A‖2 denotes the matrix norm induced by the ℓ2 norm. The letters
c, d, C,D,E will be reserved to indicate universal constants. They do not depend on any other
parameter, unless otherwise stated. The notation X . Y hides the presence of a constant C
independent of X and Y such that X ≤ CY . Moreover, we use the notation X ∼ Y when
X . Y and X & Y hold simultaneously.
In our context, it is convenient to formalize the measurement-recovery process in terms of
encoder-decoder pairs.
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Definition 1.1 (Encoder-decoder pair). We call encoder a matrix A ∈ Cm×N that maps
(or, equivalently, encodes) vectors from CN onto Cm as x 7→ Ax, i.e., that computes the
measurements of the signal x. A decoder is a function ∆ : Cm → P(CN), where P(CN )
denotes the power set of CN . The function ∆ recovers (or, equivalently, decodes) an encoded
vector of Cm to a set of vectors in CN . Any pair (A,∆) will be referred to as an encoder-decoder
pair.1
The QCBP decoder studied in this paper corresponds to (1) and it is defined as follows:
Definition 1.2 (Quadratically-constrained basis pursuit decoder). Given η ≥ 0, the function
∆η : C
m → P(CN) defined as
∆η : y 7−→ x̂(η) = arg min
z∈CN
‖z‖1, s.t. ‖Az− y‖ ≤ η, (3)
is said to be the Quadratically-Constrained Basis Pursuit (QCBP) decoder with threshold η
relative to the norm ‖ · ‖ on Cm. In particular, ∆0 is called the Basis Pursuit (BP) decoder.
When the set {z ∈ CN : ‖Az− y‖ ≤ η} of feasible vectors is empty, we define x̂(η) = {0}.
Usually, assuming ‖e‖2 ≤ η, and for A fulfilling suitable hypotheses based on the restricted
isometry property or on similar conditions, the recovery error estimates for the QCBP decoder
take the form (see, for example, [24])
‖x−∆η(Ax+ e)‖2 . σs(x)√
s
+ η. (4)
In this paper, we provide recovery error estimates of the form
‖x−∆η(Ax+ e)‖2 . σs(x)√
s
+ η +max{‖e‖2 − η, 0}, (5)
where the hypothesis ‖e‖2 ≤ η is removed. For the sake of clarity, let us point out that, for
any norm ‖ · ‖ on CN , we define
‖x−∆η(y)‖ = sup
z∈∆η(y)
‖x− z‖,
since∆η(y) is a subset of C
N . For a more detailed discussion about the nature of the minimizing
set ∆η(y), see [34].
In the next section, we summarize the main contributions of the paper, describing what are
the assumptions required to prove the validity of inequalities of the form (5).
1.2 Main contributions
We present the main results of the paper. In order to simplify the exposition, we assume the
recovery error to be measured with respect to the ℓ2 norm, even if the results are proved for
the ℓq norm, with q ≥ 1.
1.2.1 Robustness to unknown error
The general robustness analysis of QCBP is carried out in Section 2 and it is built upon the
concepts of quotients and robust instance optimality.
1The codomain of the decoder ∆ is not just CN since uniqueness of the decoded solution is not required and it is
not a particular concern in our framework.
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The quotients are sup-inf constants of two types: the ℓ1-quotient (Definition 2.6)
Qλ(A)1 := sup
e∈Cm
e 6=0
inf
z∈CN
Az=e
‖z‖1√
λ ‖e‖2
,
and the simultaneous (ℓ2, ℓ1)-quotient (Definition 2.8)
Qλ(A)2,1 := sup
e∈Cm
e 6=0
inf
z∈CN
Az=e
√
λ‖z‖2 + ‖z‖1√
λ‖e‖2
.
These two quantities are strictly related to the constants involved in the quotient property and
in the simultaneous quotient property, respectively [23, 37] (see Section 2.2.2 for a detailed
discussion).
The notion of robust instance optimality generalizes the concept of instance optimality,
already known in CS [17]. An encoder-decoder pair (A,∆η) is said to be η-robustly instance
optimal (Definition 2.19) if
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η, ∀x ∈ CN , ∀e ∈ Cm s.t. ‖e‖2 ≤ η.
This definition corresponds to the usual robustness results proved in CS, assuming an a priori
estimate on the error norm.
Employing these two notions, in our first result we prove that robust instance optimality
implies robustness to unknown error, where the resulting error estimate is of the form (5) and
the unknown error is multiplied by the simultaneous quotient Qs(A)2,1 (Theorem 2.21). In
other words, an instance optimal decoder for the noise-aware setting can be applied in the
noise-blind case with an explicit error bound. The version of this result specialized to the ℓ2
norm reads as follows:
Theorem 1.3 (Robust instance optimality ⇒ Robustness to unknown error). Assume that
the pair (A,∆η) is η-robustly instance optimal. Then for every x ∈ CN , e ∈ Cm, the following
holds
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η +Qs(A)2,1 max{‖e‖2 − η, 0}.
Now, we recall that the sth restricted isometry constant δs(A) of A is the smallest constant
δ such that
(1− δ)‖z‖22 ≤ ‖Az‖22 ≤ (1 + δ)‖z‖22, ∀z ∈ ΣNs .
Moreover, A is said to have the restricted isometry property if δs(A) < 1 (see Definition 2.3). It
is well-known in CS that the QCBP decoder is robustly instance optimal when δ2s(A) < 4/
√
41
(see [24, Theorem 6.12]). Moreover, we show that under the restricted isometry property – or,
more in general, under the ℓ2-robust null space property (Definition 2.1) – we can control the
simultaneous quotient by the quotient Qλ(A)2,1 . Qλ(A)1 (Proposition 2.12). We prove that
QCBP is robust to unknown error under the restricted isometry property in Corollary 2.23,
which corresponds to the following result.2
Theorem 1.4 (Restricted isometry property ⇒ Robustness under unknown error). If the
(2s)th restricted isometry constant of A satisfies δ2s(A) < 4/
√
41, then
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η +Qs(A)1max{‖e‖2 − η, 0},
where ∆η is the QCBP decoder defined in (3).
2The reason why we do not use the less restrictive (and sharp) condition δ2s(A) < 1/
√
2 given in [12] is discussed
in Remark 2.5
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Therefore, we establish robustness to unknown error – up to the magnitude of Qs(A)1 –
whenever the sensing matrix has the restricted isometry property. In practice, this translates
into a condition on the measurements of the form m & s L(N, s), where L(N, s) is a polylog-
arithmic factor depending on the random model considered for the sensing matrix (see also
Remark 4.11). We also note that the term max{‖e‖2 − η, 0} in the right-hand side of the
recovery error estimate suggests that there is a benefit to estimating the noise well and to
calibrating the threshold parameter η accordingly.
1.2.2 Random Gaussian matrices
In Section 3 we prove the robustness of QCBP in the case of Gaussian measurements. The
main result is Theorem 3.3, which reads as follows in the ℓ2 norm case:
Theorem 1.5 (Robustness to unknown error of QCBP with Gaussian measurements). Let
s ≤ m ≤ N/2 and A = m−1/2G, where G ∈ Cm×N is a random Gaussian matrix with
independent standard normal entries and let
m & s ln(eN/s) + ln(ε−1).
Then for every x ∈ CN , e ∈ Cm, and s ≤ s∗ = m/ ln(eN/m), we have
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η +max{‖e‖2 − η, 0}
with probability at least 1− ε, where ∆η is the QCBP decoder defined in (3).
This result extends the previously known robustness result for BP with Gaussian measure-
ments (see Section 1.3) and based on already known upper bounds to the quotient Qs∗(A)1
with s∗ = m/ ln(eN/m) in probability (see Theorem 3.1).
1.2.3 Random matrices with heavy-tailed rows
While Gaussian random matrices have convenient mathematical properties, they are generally
of limited use in applications of CS. In Section 4 we apply our robustness theory to a large
class of random sampling matrices with heavy-tailed rows.
First, we consider the case of a random sampling matrix A from a Bounded Orthonormal
Systems (BOSs) [31], namely
Aij =
1√
m
φj(ti), ∀j ∈ [N ], ∀i ∈ [m],
where the functions φj : D → C form an orthonormal system with respect to the probability
measure ν on D and are uniformly bounded, namely ‖φj‖L∞(D) ≤ K, with K ≥ 1 (see Defini-
tion 4.9). This is a large class of random matrices, which includes the partial discrete Fourier
transform, nonharmonic Fourier measurements, random sampling from orthogonal polynomials,
and subsampled isometries (with independent rows) all of which occur commonly in applica-
tions of CS.
In the BOS case, the restricted isometry property is known to hold with high probability
(Theorem 4.10). Therefore, in order to prove robustness to unknown error of QCBP in this
framework, we only need to control the ℓ1-quotient. With this aim, we show that the ℓ1-quotient
Qλ(A)1 can be bounded as follows (Proposition 4.1):
Qλ(A)1 ≤ 1
σmin(
√
m
N
A∗)
√
m
λ
,
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for every A ∈ Cm×N , not necessarily associated with a BOS. We also show that Qλ(A)1 ≥
K−1
√
m/λ when maxij |Aij | ≤ K; in other words, the factor
√
m/λ is optimal. Notice that
σmin(
√
m
N
A∗) is related to the minimum eigenvalue of the Gram matrix m
N
AA∗, and not of
A∗A usually considered when proving the restricted isometry property in CS. The scaling√
m/N factor is required so that σmin(
√
m
N
A∗) ≈ 1 under suitable conditions on m and N .
In order to control σmin(
√
m
N
A∗), we employ tools from the spectral theory of random ma-
trices with heavy-tailed columns [36]. In particular, we consider the cross coherence parameter
(Definition 4.4)
µ =
(m
N
)2
E
[
max
k∈[m]
∑
j∈[m]\{k}
|〈aj ,ak〉|2
]
,
and the distrotion parameter (Definition 4.5)
ξ = E
[
max
k∈[m]
∣∣∣m
N
‖ak‖22 − 1
∣∣∣] ,
where a1, . . . ,am are the rows of A. They control the off-diagonal and the diagonal part of the
Gram matrix m
M
AA∗, respectively. In Theorem 4.6 we prove the following deviation inequality
in expectation
E |σmin(
√
m
N
A
∗)− 1| . ξ +
√
(1 + ξ)µ ln(m).
This allows us to prove robustness results for random matrices with heavy-tailed rows. In the
case of BOSs we have Theorem 4.12, stated in a simplified version below.
Theorem 1.6 (Robustness to unknown error of QCBP for BOSs). Let A ∈ Cm×N be the
random sampling matrix (30) associated with a BOS with constant K ≥ 1, whose distortion
parameter satisfies
ξ . min
{√
m2 ln(m)
N
, 1
}
.
Then there exist a function L(N, s, ε,K) depending at most polylogarithmically on N and s such
that the following holds. For every N ∈ N and ε ∈ (0, 1), assume that the sparsity s satisfies
s .
ε
√
N
L(N, s, ε,K) ln 12 (N)
,
and consider a number of measurements
m ∼ s L(N, s, ε,K).
Let ∆η be the QCBP decoder defined in (3). Then for every x ∈ CN , e ∈ Cm, the following
robust error estimate holds
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η + L 12 (N, s, ε,K)max{‖e‖2 − η, 0},
with probability at least 1− ε. A possible choice for L(N, s, ε,K) is given by (31) with δ = 1/2
and ε/2 in place of ε.
The recovery result does not rely on any assumption on the error e, but it has three
main limitations: (1) The term max{‖e‖2 − η, 0} in the error estimate is multiplied by a
polylogarithmic factor. (2) We require an upper bound to the distortion parameter ξ, which
has to be computed on a case-by-case basis. (3) The sparsity level is limited to the regime
s . ε
√
N . In particular, the linear dependence on ε prevents us from asserting that the
theorem holds with ‘overwhelmingly’ high probability.
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In Section 4.4 we discuss the case of subsampled isometries with random independent sam-
ples. This allows us to employ the theory showed for BOSs (notice that in this case we have
ξ = 0), resulting in Theorem 4.13. The dependence of s on ε is improved, in that the sparsity
is required to satisfy s . ln( 2
2−ε )
√
N .
Finally, in Section 4.5 we discuss robustness to unknown error for subsampled isometries
randomly generated via Bernoulli selectors and with the random subset model. In both cases,
the sensing matrix A cannot have repeated rows and, consequently, σmin(
√
m
N
A∗) = 1 with
probability 1. Therefore, robustness to unknown error is guaranteed under the restricted isom-
etry property due to Corollary 2.23 (or, more in general, under the robust null space property
due to Theorem 2.22). In particular, for subsampled isometries via Bernoulli selectors, provided
that the isometry U ∈ CN×N to be subsampled satisfies
max
i,j∈[N]
|Uij | ≤ K√
N
,
and that
m ∼ K2s ln2(s) ln2(N),
the following robust recovery error estimate holds for every x ∈ CN and e ∈ Cm with high
probability:
‖x−∆η(Ax+ e)‖2 . σs(x)1√
s
+ η +K ln(s) ln(N)max{‖e‖2 − η, 0},
where ∆η is the QCBP decoder defined in (3). Remarkably, there is no need to assume any
restriction on the sparsity level as in the previous results. In particular, being s independent
of the probability of failure of the recovery error estimate, in this case QCBP is robust to
unknown error with ‘overwhelmingly’ high probability. Moreover, there is no restriction on m,
in contrast to the Gaussian case where m ≤ N/2.
1.2.4 Examples
Section 5 is devoted to discussing the application of our robustness analysis to concrete exam-
ples of BOSs, usually employed in CS: (1) The partial discrete Fourier transform, which is a
particular case of subsampled isometry with K = 1. (2) Nonharmonic Fourier measurements,
where K = 1 and ξ = 0. (3) Random sampling from orthogonal Chebyshev polynomials, where
K > 1 and the distortion ξ can be explicitly bounded from above as ξ .
√
m/N (Proposi-
tion 5.1).
Finally, we present some numerical experiments to show the reliability of our analysis and
discuss an application to one-dimensional polynomial approximation.
1.3 Related literature
Here we review the main results on the robustness analysis of CS. This is not intended to be
an exhaustive literature review, due to the large volume of papers published on CS after 2006.
For a wider discussion we refer the reader to [24, Chapter 11].
1.3.1 Basis pursuit
When considering the BP program, it is possible to show recovery estimates analogous to (4)
where η is replaced by ‖e‖2 in the case of random Gaussian matrices [37]. Namely,
‖x−∆0(Ax+ e)‖2 . σs(x)1√
s
+ ‖e‖2.
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These estimates are based on the so-called quotient property (introduced in the context of
CS in [37]), which is known to be fulfilled only by random Gaussian matrices [37] and by
Weibull matrices [23]. In [19] the quotient property relative to the modified norm ‖y‖(N,m) :=
max{‖y‖2,
√
ln(eN/m))‖y‖∞} is shown for Bernoulli matrices, i.e., ‖e‖2 is replaced by ‖e‖(N,m)
above. See Sections 2.2 and 3 for further comments on these results.
1.3.2 Quadratically-constrained basis pursuit
In [26] the authors study the robustness of QCBP under noise, where both the matrix and the
measurements are perturbed, namely (A+E)x = y+ e. The sth restricted isometry constant
of A + E is shown to depend on the sth restricted isometry constant of A and on a suitable
constant ε
(s)
A that controls the sensing matrix’s perturbation, namely
‖E‖(s)
‖A‖(s) ≤ ε
(s)
A ,
where, given an m × N matrix M, the quantity ‖M‖(s) denotes the maximum over all the
spectral norms of the m× s submatrices of M (see [26, Theorem 1]).
Moreover, the authors give a robust recovery result for QCBP associated with the perturbed
sensing matrix and with the perturbed measurement vector. In [26, Theorem 2] it is proved
that the recovery error of QCBP satisfies (4) when the parameter η is chosen in a suitable way.
However, the sufficient condition on η depends on the perturbation measure ε
(s)
A , on similar
measures controlling the perturbation e over the measurements, on the sparsity level s, and on
the exact solution x. In particular, this result is still dependent on some a priori information
on ‖e‖2.
1.3.3 Alternatives to basis pursuit
Similar robust recovery estimates are also available for algorithms such as Iterative Hard
Thresholding (IHT), Compressive Sampling Matching Pursuit (CoSaMP), and Orthogonal
Matching Pursuit (OMP). In all these cases it is possible to prove that
‖x−∆s(Ax+ e)‖2 . σs(x)1√
s
+ ‖e‖2,
where ∆s is the decoder associated with the aforementioned algorithms, depending on the
desired sparsity level s. Although not requiring any information about the error e, all these
techniques require an a priori knowledge of the sparsity level s that is not necessary for QCBP.
The robustness analysis of IHT, CoSaMP, and OMP can be found in [24, Theorem 6.21],
[24, Theorem 6.25], and [24, Theorem 6.28], respectively. These results are improvement over
arguments presented in [4] for IHT, [28] for CoSaMP, and [39] for OMP.
It is also worth mentioning the recovery analysis carried out in [13]. The authors study the
LASSO unconstrained minimization program
min
z∈CN
‖z‖1 + λ‖Az− y‖22
The main advantage of their “RIPless” theory is that – as suggested by the name – it is not
based on the RIP, but mainly on the notion of incoherent measurements. However, the choice
of the parameter λ depends on the variance of the noise e (here assumed to be Gaussian). As
a consequence, some a priori information about the measurement corruption is still required.
In [30] the authors provide recovery error estimates for the so-called K-LASSO optimization
program
min
z∈CN
‖Az− y‖2, s.t. z ∈ K,
9
Figure 2: Conceptual map of the robustness theory presented in this paper.
where K is a given subset of CN , which usually models some structure in the signal. Moreover,
y is assumed to depend nonlinearly on Ax, as in the case of 1-bit CS [6] and of binary statistical
models [18, 29].
2 Robustness to unknown error
In this section we present the theoretical analysis that establishes the robustness to unknown
error for QCBP in a very general framework.
After recalling the concepts of robust null space property and of restricted isometry prop-
erty of CS in Section 2.1, we introduce the notions of quotient and simultaneous quotient in
Section 2.2. Finally, in Section 2.3 we introduce the notion of robust instance optimality and
prove that under the robust null space property (or the restricted isometry property) and under
a suitable control over the quotient, QCBP is robust to unknown error.
See also Figure 2 for a conceptual map of the notions and results presented in this section.
2.1 Robust null space and restricted isometry properties
We introduce the robust null space property and the restricted isometry constants. These are
nowadays considered standard tools for the theoretical analysis of CS. We refer the reader to
[24, Chapter 4] and [24, Chapter 6] for more details and an extensive literature review.
For the sake of generality, in this section and in the following one we will present the
definitions and the results considering the ℓq norm with q ≥ 1 on CN and a generic norm ‖ · ‖
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on Cm. However, it is worth keeping in mind that the framework corresponding to q = 2 and
‖ · ‖ = ‖ · ‖2 is of particular interest.
Definition 2.1 (ℓq-robust null space property). Given q ≥ 1, the matrix A ∈ Cm×N satisfies
the ℓq-robust null space property of order s relative to a norm ‖ · ‖ on Cm with constants
0 < ρ < 1 and τ > 0 if, for any set S ⊆ [N ] with |S| ≤ s, the following inequality holds
‖zS‖q ≤ s1/q−1ρ‖zS‖1 + τ‖Az‖, ∀z ∈ CN .
Under the robust null space property, it is possible to prove a useful and quite general
technical result that will be a fundamental building block to produce robust recovery error
estimates for QCBP with respect to the ℓp norm. This is stated in the following result (see [24,
Theorem 4.25]):
Theorem 2.2. Given 1 ≤ p ≤ q, suppose that the matrix A ∈ Cm×N satisfies the ℓq-robust
null space property of order s with constants 0 < ρ < 1 and τ > 0 relative to ‖ · ‖. Then for
any z,w ∈ CN , the following inequality holds
‖z−w‖p ≤ C
s1−1/p
(‖z‖1 − ‖w‖1 + 2σs(w)1) + D
s1/q−1/p
‖A(z−w)‖,
where C := (1 + ρ)2/(1− ρ) and D := (3 + ρ)τ/(1− ρ).
We recall the definition of restricted isometry constants and of restricted isometry property,
ubiquitous in the CS literature.
Definition 2.3 (Restricted isometry constants). The sth restricted isometry constant δs(A)
of a matrix A ∈ Cm×N is the smallest constant δ ≥ 0 such that
(1− δ)‖z‖22 ≤ ‖Az‖22 ≤ (1 + δ)‖z‖22, ∀z ∈ ΣNs . (6)
If (6) holds with 0 < δ < 1, then A is said to have the restricted isometry property.
The following result gives a sufficient condition on the (2s)th restricted isometry constant
for the ℓ2-robust null space property to hold (see [24, Theorem 6.13]).
Theorem 2.4. If the (2s)th restricted isometry constant of A ∈ Cm×N obeys
δ2s(A) <
4√
41
≈ 0.6247,
then the matrix A satisfies the ℓ2-robust null space property of order s relative to ‖ · ‖2 on Cm
with constants 0 < ρ < 1 and τ > 0 depending only on δ2s(A). In particular,
ρ =
δ2s(A)√
1− δ2s(A)2 − δ2s(A)/4
, τ =
√
1 + δ2s(A)√
1− δ2s(A)2 − δ2s(A)/4
. (7)
Theorems 2.2 and 2.4 immediately imply robust recovery error estimates with respect to
the ℓp norm for 1 ≤ p ≤ 2 for QCBP under the regime ‖e‖ ≤ η and when δ2s(A) is bounded.
Remark 2.5. We note that in [12] the condition δts(A) <
√
(t− 1)/t with t ≥ 4/3 (that
becomes δ2s(A) < 1/
√
2 by choosing t = 2) has been proved to guarantee robust recovery of
QCBP when ‖e‖2 ≤ η. Yet, in our analysis we need a sufficient condition on the restricted
isometry constant such that the ℓ2-robust null space property holds and this is not explicitly
discussed in [12]. For this reason, we decided to keep the condition δ2s(A) < 4/
√
41.
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2.2 Quotients and quotient properties
The quotient property is the main tool underlying all the the robust recovery results published
in the CS literature so far (see Section 1.3). This property was introduced in the CS context
by Wojaszczyk in [37] and generalized later by Foucart in [23]. It has been proved to hold
for random Gaussian, subgaussian (in particular, Bernoulli), and Weibull matrices. See [24,
Chapter 11] for further details and more pointers to the literature.
In this section, we revisit the quotient property by proposing a novel formalization of it
based on some sup-inf constants called quotients. These objects will make the role played by
the quotient property more transparent and will allow us to generalize some CS robustness
results in Section 2.3.
The section is divided in two main parts. First, we introduce the notions of quotient and
of simultaneous quotient and study how they interrelate (Section 2.2.1). Then we examine
the tight link between the quotients and the quotient property in its different declinations and
make some historical remarks on the different versions of quotient property published in the
literature so far (Section 2.2.2).
2.2.1 Quotients
We introduce some sup-inf constants called quotients, that will be directly linked to the con-
stants used in the quotient property. In particular, we define two different types of quotients,
called the ℓq-quotient and the simultaneous (ℓq, ℓ1)-quotient.
First, we define the concept of ℓq-quotient. For every error e ∈ Cm with ‖e‖ > η, it
measures the discrepancy between the amount of error norm exceeding the QCBP threshold η
and the ℓq norm of the vectors in the feasible set of QCBP with measurements y = e.
Definition 2.6 (Quotient). Given q ≥ 1, λ > 0, and A ∈ Cm×N , we define the ℓq-quotient of
order λ and threshold η relative to the norm ‖ · ‖ on Cm as
Qλ(A, η)q := sup
e∈Cm
‖e‖>η
inf
z∈CN
‖Az−e‖≤η
λ1/2−1/q‖z‖q
‖e‖ − η . (8)
In order to simplify the notation, we also define
Qλ(A)q := Qλ(A, 0)q . (9)
If there exists a vector e ∈ Cm with ‖e‖ > η such that the feasible set {z ∈ CN : ‖Az−e‖ ≤ η}
is empty, then we define Qλ(A, η)q = +∞.
Notice the presence of the threshold parameter η, which will let us generalize the robust
recovery results for BP to novel robust recovery results for QCBP.
Remark 2.7. In (8), the infimum is actually a minimum because of the convexity of the map
z 7→ ‖z‖q for q ≥ 1 and of the set {z ∈ CN : ‖Az− e‖ ≤ η}.
We also define the simultaneous quotient, strictly related to the simultaneous quotient prop-
erty. For every error e ∈ Cm with ‖e‖ > η, the simultaneous (ℓq, ℓ1)-quotient measures the
discrepancy between the amount of error norm exceeding the QCBP threshold η and a suitable
combination between the ℓq norm and the ℓ1 norm of the vectors in the feasible set of QCBP
with measurements y = e.
Definition 2.8 (Simultaneous quotient). We define the simultaneous (ℓq, ℓ1)-quotient of order
λ and threshold η relative to the norm ‖ · ‖ on Cm as
Qλ(A, η)q,1 := sup
e∈Cm
‖e‖>η
inf
z∈CN
‖Az−e‖≤η
λ1/2−1/q‖z‖q + λ−1/2‖z‖1
‖e‖ − η . (10)
12
In order to simplify the notation, we also define
Qλ(A)q,1 := Qλ(A, 0)q,1.
If there exists a vector e ∈ Cm with ‖e‖ > η such that the feasible set {z ∈ CN : ‖Az−e‖ ≤ η}
is empty, then we define Qλ(A, η)q,1 = +∞.
Remark 2.9. Analogously to Remark 2.7, we notice that the infimum in (10) is actually a
minimum.
The following lemma shows that the quotients Qλ(A)1 and Qλ(A)q,1 control all the quo-
tients of the same order for any value of the threshold parameter η.
Lemma 2.10. For every η ≥ 0, q ≥ 1, and λ > 0, the following upper bounds hold
Qλ(A, η)q ≤ Qλ(A)q and Qλ(A, η)q,1 ≤ Qλ(A)q,1.
Proof. We prove the first upper bound. For any e ∈ Cm, consider a vector z˜ ∈ CN such that
Az˜ = e and that ‖z˜‖q/(‖e‖
√
λ) ≤ Qs(A)1 (such a vector exists due to Remark 2.7). Then,
defining z := (1− η/‖e‖)z˜, we have ‖Az− e‖ = η and
λ1/2−1/q‖z‖q
‖e‖ − η =
λ1/2−1/q‖z˜‖q
‖e‖ ≤ Qλ(A)1.
Since e ∈ Cm was arbitrary, we get Qλ(A, η)1 ≤ Qλ(A)1.
The inequality Qλ(A, η)q,1 ≤ Qλ(A)q,1 can be proved using an analogous argument and
recalling Remark 2.9.
Now, we prove a crucial property of the quotients. Under the ℓq-robust null space property,
the simultaneous (ℓq, ℓ1)-quotient is dominated by the ℓ1-quotient up to a multiplicative con-
stant and an additive constant that are related to the ℓq-robust null space property. Therefore,
the ℓ1-quotient Qλ(A)1 is the only object that needs to be studied in order to control all the
other (simultaneous) quotients.
Let us first we recall a technical lemma that relates the best s-term approximation with
respect to the ℓq norm and the ℓp norm of a vector (see [24, Proposition 2.3]).
Lemma 2.11. For every 0 < p ≤ q, we have σs(x)q ≤ s1/q−1/p‖x‖p.
Proposition 2.12. Fix q ≥ 1 and A ∈ Cm×N . Then, if A satisfies the ℓq-robust null space
property of order s with constants 0 < ρ < 1 and τ > 0 relative to the rescaled norm s1/q−1/2‖·‖
on Cm, the following bound holds
Qs(A)q,1 ≤ (ρ+ 2)Qs(A)1 + τ, (11)
where the quotients are relative to the norm ‖ · ‖ on Cm.
Proof. Fix an arbitrary vector e ∈ Cm and choose a vector z ∈ CN such that Az = e and that
‖z‖1 ≤ s1/2Qs(A)1‖e‖. (12)
Now, consider a set S ⊆ [N ] of cardinality s that contains the s largest entries of z. Lemma 2.11
with p = 1 ensures that
‖zS‖q = σs(z)q ≤ s1/q−1‖z‖1. (13)
Additionally, the ℓq-robust null space property relative to the rescaled norm s1/q−1/2‖·‖ implies
‖zS‖q ≤ ρs1/q−1‖zS‖1 + τs1/q−1/2‖Az‖ ≤ ρs1/q−1‖z‖1 + τs1/q−1/2‖e‖. (14)
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Therefore, considering the splitting z = zS+zS and combining inequalities (12), (13), and (14)
yields
‖z‖q ≤ ‖zS‖q + ‖zS‖q ≤ (ρ+ 1)s1/q−1‖z‖1 + τs1/q−1/2‖e‖ ≤ s1/q−1/2[(ρ+ 1)Qs(A)1 + τ ]‖e‖.
Finally, using the latter inequality and (12) again, we have
s1/2−1/q‖z‖q + s−1/2‖z‖1 ≤ [(ρ+ 2)Qs(A)1 + τ ]‖e‖,
which implies (11) since e ∈ Cm was arbitrary.
2.2.2 Quotient properties
In order to put the concepts of quotient and of simultaneous quotient in context, we discuss
the notions of quotient property and of simultaneous quotient property. In particular, after
reviewing various versions of quotient property published in the literature, we will establish
some rigorous relation between quotients and quotient properties.
We start by introducing the original definition of quotient property given by Wojtaszczyk
[37] and its generalization due to Foucart [23].
Definition 2.13 (Quotient property of Wojtaszczyk). We say that A ∈ Cm×N satisfies the
ℓ1-quotient property with constant α > 0 if ABN1 ⊇ αBm2 , where Bnp denotes the ℓp-unit ball
in Cn.
Definition 2.14 (Quotient property of Foucart). Given p ≥ 1, the matrix A ∈ Cm×N is said
to satisfy the ℓq-quotient property with constant d relative to a norm ‖ · ‖ on Cm if
∀e ∈ Cm, ∃z ∈ CN such that Az = e and ‖z‖q ≤ ds1/q−1/2∗ ‖e‖,
where
s∗ :=
m
ln(eN/m)
. (15)
These two quotient properties are actually equivalent and the constants α and d employed
in their definitions are strictly related to the quotient Qλ(A)1.
Proposition 2.15. For any A ∈ Cm×N , the following are equivalent:
(i) A satisfies the ℓ1-quotient property of Foucart with constant d and relative to ‖ · ‖2;
(ii) A satisfies the ℓ1-quotient property of Wojtaszczyk with α = 1/(ds∗) and s∗ defined as in
(15).
Moreover, A satisfies the ℓq-quotient property of Foucart with constant d and relative to ‖ · ‖ if
and only if Qs∗(A)q ≤ d, where Qs∗(A)q is the quotient defined in (9).
Proof. If (i) holds, then for every e ∈ αBm2 , there exists a z ∈ CN such that Az = e and
‖z‖1 ≤ ds∗α. Since α = 1/(ds∗), we get (ii).
Conversely, assume (ii). Then, for every e ∈ Cm, define eˆ = αe/‖e‖2 ∈ αBm2 . Thanks to
(ii), there exists a zˆ ∈ BN1 such that Azˆ = eˆ, i.e., such that A(zˆ‖e‖2/α) = e. We conclude by
observing that z = zˆ‖e‖2/α satisfies ‖z‖1 ≤ ‖e‖2/α.
Let us now deal with the second part of the statement. On the one hand, recalling (8) and
Remark 2.7, we see that
Qs∗(A)q = sup
e∈Cm\{0}
min
z∈CN
Az=e
s
1/2−1/q
∗ ‖z‖q
‖e‖ ,
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implies the property
∀e ∈ Cm \ {0}, ∃z ∈ CN such that Az = e and ‖z‖q ≤ Qs∗(A)qs1/q−1/2∗ ‖e‖.
Note that the case e = 0 is trivial. On the other hand, if
∀e ∈ Cm, ∃z ∈ CN such that Az = e and ‖z‖q ≤ ds1/q−1/2∗ ‖e‖,
then we have
sup
e∈Cm\{0}
min
z∈CN
Az=e
s
1/2−1/q
∗ ‖z‖q
‖e‖ ≤ d,
which reads Qs∗(A)q ≤ d.
A variation on the idea of ℓq-quotient property, is the simultaneous (ℓq, ℓ1)-quotient prop-
erty. We define this property and the corresponding simultaneous quotient. This idea was
originally used in the works of Wojtaszczyk, but its formalization is due to Foucart
Definition 2.16 (Simultaneous quotient property). Given q ≥ 1, a matrix A ∈ Cm×N has the
simultaneous (ℓq, ℓ1)-quotient property with constants d and d′ relative to a norm ‖ · ‖ on Cm
if,
∀e ∈ Cm, ∃z ∈ CN such that Az = e and
{
‖z‖q ≤ ds1/q−1/2∗ ‖e‖,
‖z‖1 ≤ d′s1/2∗ ‖e‖,
where s∗ is defined as in (15).
We clarify the relation between the simultaneous (ℓq, ℓ1)-quotient property and Qλ(A)q,1
in the following result, whose proof is similar to that of Proposition 2.15 and is therefore left
to the reader.
Proposition 2.17. Fix A ∈ Cm×N and define s∗ as in (15). Then, the following facts hold:
(i) If A satisfies the simultaneous (ℓq, ℓ1)-quotient property with constants d and d′ relative
to ‖ · ‖, then Qs∗(A)q,1 ≤ d+ d′.
(ii) A satisfies the simultaneous (ℓq, ℓ1)-quotient property with constants d = d′ = Qs∗(A)q,1
relative to ‖ · ‖ (notice that, as a limit case, we can have d = d′ = +∞).
2.3 Robust instance optimality
Equipped with the notions of quotient and simultaneous quotients introduced in Section 2.2,
in this section we provide robust recovery results under unknown error. The roadmap is the
following. First, after recalling the definition of instance optimality for an encoder-decoder pair
(Definition 2.18), we generalize it by introducing the concept of robust instance optimality (Def-
inition 2.19). Then, we prove that robust instance optimality implies robust recovery error esti-
mates under unknown error depending on the simultaneous quotient Qs(A)q,1 (Theorem 2.21).
Finally, taking advantage of Proposition 2.12, we prove robust recovery error estimates under
unknown error for the QCBP decoder depending on the quotient Qs(A)1, based on the robust
null space property (Theorem 2.22) and on the restricted isometry property (Corollary 2.23).
We start by recalling the notion of instance optimality for an encoder-decoder pair, intro-
duced in the context of CS in 2008 by Cohen, Dahmen, and DeVore [17].
Definition 2.18 (Instance optimality). Given a matrix A ∈ Cm×N and a decoder ∆ : Cm →
P(CN), the pair (A,∆) is called mixed (ℓq, ℓp)-instance optimal of order s with constant C if
‖x−∆(Ax)‖q ≤ C
s1/p−1/q
σs(x)p, ∀x ∈ CN .
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Notice that this definition considers only the noise-free setting, i.e. with e = 0. Moreover,
the exponent 1/p − 1/q of s is optimal (see [24, Remark 11.3]).
In order to take care of the noisy setting, where e 6= 0, we generalize the notion of
mixed (ℓq, ℓp)-instance optimality by introducing the η-robust mixed (ℓq, ℓp)-instance opti-
mality, where a noise of limited norm is admitted in the model, i.e., ‖e‖ ≤ η.
Definition 2.19 (Robust instance optimality). Given η ≥ 0, a matrix A ∈ Cm×N , and a
decoder ∆η : C
m → P(CN), the pair (A,∆η) is said to be η-robustly mixed (ℓq, ℓp)-instance
optimal of order s with constants C,D > 0 relative to the norm ‖ · ‖ on Cm if
‖x−∆η(Ax+ e)‖q ≤ C
s1/p−1/q
σs(x)p +Ds
1
q
− 1
2 η, ∀x ∈ CN , ∀e ∈ Cm s.t. ‖e‖ ≤ η.
Observe that for η = 0 we recover the previous notion of mixed (ℓq, ℓp)-instance optimality.
The next theorem is the generalization of a well-known result, that states that the robust
null space property for a matrix A is a sufficient condition for the pair (A,∆η), where ∆η
is the QCBP decoder defined in (3), to be η-robustly mixed instance optimal. The very first
version of this result dates back to the dawn of CS, where the null space property was called
cone constraint [15]. The result stated here generalizes [24, Theorem 4.22] with a general norm
‖ · ‖ on Cm in place of ‖ · ‖2 and the ℓq-robust null space property in place of the ℓ2-robust null
space property.
Theorem 2.20 (Robust null space property⇒ Robust instance optimality). Suppose that the
matrix A ∈ Cm×N satisfies the ℓq-robust null space property of order s with constants 0 < ρ < 1
and τ > 0 relative to the rescaled norm s1/q−1/2‖ · ‖ on Cm. Then, the pair (A,∆η), where
∆η : C
m → P(CN) is the QCBP decoder (3), is η-robustly mixed (ℓp, ℓ1)-instance optimal of
order s for every 1 ≤ p ≤ q, with constants C = 2(1 + ρ)2/(1− ρ) and D = 2(3 + ρ)τ/(1− ρ)
relative to ‖ · ‖.
Proof. This is a direct consequence of Theorem 2.2 with z = x̂(η).
Moreover, the following theorem shows that robust instance optimality implies robustness
to unknown error up to the quotient Qs(A)q,1:
Theorem 2.21 (Robust instance optimality ⇒ Robustness to unknown error). Let η ≥ 0,
A ∈ Cm×N , and ∆η : Cm → P(CN ) be a decoder. Fix s ≤ m. If the pair (A,∆η) is η-robustly
(ℓq, ℓ1)-instance optimal of order s with constants C,D and with respect to ‖ · ‖. Then, for
every x ∈ CN and e ∈ Cm, it holds
‖x−∆η(Ax+ e)‖q ≤ C σs(x)1
s1−1/q
+ s
1
q
− 1
2 (Dη + E max{‖e‖ − η, 0}),
where
E = max{C, 1}Qs(A)q,1.
Proof. Fix η ≥ 0 and consider an arbitrary vector e ∈ Cm. If ‖e‖ ≤ η, the result is proved by
definition of η-robust mixed (ℓq, ℓ1)-instance optimality. Let us therefore assume ‖e‖ > η.
Recalling Lemma 2.10, we pick a vector z ∈ CN such that ‖Az− e‖ ≤ η and that
s1/2−1/q‖z‖q + s−1/2‖z‖1
‖e‖ − η ≤ Qs(A)q,1. (16)
Notice that if such a vector z does not exists, we have Qs(A)q,1 = +∞ (see Remark 2.9) and,
as a consequence, the thesis holds trivially.
16
Now, taking advantage of the η-robust mixed (ℓq, ℓ1)-instance optimality property of order
s, for any x ∈ CN we have the chain of inequalities
‖x−∆η(Ax+ e)‖q = ‖x+ z−∆η(Ax+Az+ e−Az)− z‖q
≤ ‖(x+ z)−∆η(A(x+ z) + (e−Az))‖q + ‖z‖q
≤ C
s1−1/q
σs(x+ z)1 +Ds
1
q
− 1
2 η + ‖z‖q
≤ C
s1−1/q
σs(x)1 +Ds
1
q
− 1
2 η +C
‖z‖1
s1−1/q
+ ‖z‖q .
Note that we used the inequality σs(x+ z)1 ≤ σs(x)1 + ‖z‖1 in the last step. To conclude, we
observe that
C
‖z‖1
s1−1/q
+ ‖z‖q ≤ max{C, 1}s
1/2−1/q‖z‖q + s−1/2‖z‖1
s1/2−1/q(‖e‖ − η) (‖e‖ − η),
and exploit inequality (16).
As a result, the robust null space property for A is a sufficient condition to have robustness
to unknown error up to Qs(A)1.
Theorem 2.22 (Robust null space property ⇒ Robustness to unknown error of QCBP).
Consider a matrix A ∈ Cm×N that satisfies the ℓq-robust null space property of order s with
constants 0 < ρ < 1 and τ > 0 relative to the rescaled norm s1/q−1/2‖ · ‖. Then, for every
x ∈ CN , e ∈ Cm, η ≥ 0, and 1 ≤ p ≤ q the following estimate holds
‖x−∆η(Ax+ e)‖p ≤ C σs(x)1
s1−1/p
+ s
1
p
− 1
2 (Dη + Emax{‖e‖ − η, 0}), (17)
where ∆η is the QCBP decoder defined in (3) and
C =
2(1 + ρ)2
1− ρ , D =
2(3 + ρ)τ
1− ρ , E = C [(ρ+ 2)Qs(A)1 + τ ]. (18)
Proof. Thanks to Theorem 2.20, the pair (A,∆η) is robustly (ℓ
p, ℓ1)-instance optimal with
constants C = 2(1+ρ)2/(1−ρ) and D = 2(3+ρ)τ/(1−ρ) for every 1 ≤ p ≤ q. The conclusion
follows by applying Lemma 2.21 and by noticing that Qs(A)q,1 ≤ (ρ + 2)Qs(A)1 + τ thanks
to Lemma 2.12.
The estimate (17) depends linearly on max{‖e‖−η, 0} and the effect of this term amplified
essentially only by the ℓ1-quotient Qs(A)1, where s is the order the robust null space property
that A satisfies.
As an immediate consequence, we have that the restricted isometry property implies a
robust recovery result up to the quotient Qs(A)1. Remarkably, in (17) the constants C,D,
which multiply the best s-term approximation error and the threshold parameter η, depend
only on δ2s(A) and E, which multiplies the norm of the unknown error, depends on δ2s(A)
and on Qs(A)1. This makes the role of the quotient totally transparent.
Corollary 2.23 (Restricted isometry property ⇒ Robustness to unknown error of QCBP).
Assume that the (2s)th restricted isometry constant of A ∈ Cm×N satisfies
δ2s(A) <
4√
41
.
Then, for every x ∈ CN , e ∈ Cm, η ≥ 0, and 1 ≤ p ≤ 2 the following estimate holds
‖x−∆η(Ax+ e)‖p ≤ C σs(x)1
s1−1/p
+ s
1
p
− 1
2 (Dη + Emax{‖e‖ − η, 0}),
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where C,D,E are defined as in (18) and where, in turn, the dependency of 0 < ρ < 1 and τ > 0
on δ2s is expressed as in (7). In particular, the constants C,D depend only on δ2s(A) and E
depends on δ2s(A) and on Qs(A)1.
Proof. Thanks to Theorem 2.4 the matrix A satisfies the ℓ2-robust null space property of order
s relative to ‖·‖ with constants 0 < ρ < 1 and τ > 0 defined as in (7). We conclude by applying
Theorem 2.22 with q = 2.
Using Corollary 2.23, we can produce robust recovery error estimates for QCBP whenever
we are able to control δ2s(A) and Qs(A)1 in probability. This will be the strategy followed in
the forthcoming sections.
3 Random Gaussian matrices
We apply the general theory of Section 2 to the case of random Gaussian matrices. In particular,
in order to obtain bounds of the form Qs(A)1 . 1 in probability, we exploit already published
results, mainly corresponding to the works [19, 37] for Gaussian and subgaussian matrices.
Notice that these results can be extended to random Weibull matrices by resorting to the
results shown in [23]. Our main reference for this section is [24, Chapter 11].
In this section, we consider m×N sensing matrices A with real entries defined as
A = m−1/2G, (19)
where G is a random Gaussian matrix. Namely, the entries of G are independent standard
Gaussian random variables Gij ∼ N (0, 1).
We start by recalling an already known result. Namely, the ℓ1-quotient Qs∗(A)1, with s∗
defined as in (15), of a random Gaussian matrix A is uniformly bounded from above with high
probability.
Lemma 3.1 (Quotient bound in probability for random Gaussian matrices). Let A be an
m×N random Gaussian matrix defined as in (19). Then, provided
m ≤ N/2,
we have
P{Qs∗(A)1 ≤ 34} ≥ 1− exp(−m/100).
where s∗ = m/ ln(eN/m) and the ℓ1-quotient is relative to ‖ · ‖2 on Cm.
Proof. The lemma is a direct consequence of [24, Theorem 11.19], and Proposition 2.15.
The following restricted isometry property result for random Gaussian matrices is a direct
consequence of [24, Theorem 9.27] and of [24, Remark 9.28].
Lemma 3.2 (Restricted isometry property for Gaussian matrices). Let A be an m×N matrix
defined as in (19) with m < N . There exists a universal constant c < 81 such that the following
holds. For δ, ε ∈ (0, 1), assume that
m ≥ c δ−2[s ln(eN/s) + ln(2ε−1)].
Then,
P{δs(A) ≤ δ} ≥ 1− ε.
Combining these two results, we give a robust recovery result for QCBP with random
Gaussian measurements.
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Theorem 3.3. Let s ≤ m ≤ N/2 and A be a random Gaussian matrix defined as in (19).
Then, there exist universal constants c, C,D, E > 0 such that the following holds. Consider a
number of measurements
m ≥ c (s ln(eN/s) + ln(3ε−1)). (20)
Then, for every x ∈ CN , e ∈ Cm, 1 ≤ p ≤ 2, and s ≤ s∗ = m/ ln(eN/m), the following
estimate holds
‖x−∆η(Ax+ e)‖p ≤ Cσs(x)1
s1−1/p
+
(s∗
c
) 1
p
− 1
2
(Dη +Emax{‖e‖2 − η, 0}), (21)
with probability at least 1− ε.
Proof. We define the events ΩRIP := {δ2s(A) ≤ δ} and ΩQ := {Qs∗(A)1 ≤ 34}. Observe that
condition (20) with c = 1417 implies m ≥ c(s ln(eN/(2s)), which, in turn, implies the condition
m ≥
(
2c′δ−2
1 + c′δ−2/300
)
s ln(eN/(2s)),
with c′ = 81, δ = 0.62 < 4/
√
41. This is, in turn, equivalent to
m ≥ c′δ−2[2s ln(eN/(2s)) + ln(2/ε˜)],
where ε˜ = 2 exp(−m/300). Therefore, thanks to Lemma 3.2, we have P(ΩRIP ) ≥ 1 −
2 exp(−m/300).
Moreover, condition (20) also implies
s ≤ m
c ln(eN/s)
≤ s∗
c
. (22)
Therefore, after observing that
P(ΩRIP ∩ ΩQ) ≥ 1− exp(−m/100)− 2 exp(−m/300) ≥ 1− 3 exp(−m/300),
we apply Corollary 2.23 inside the event ΩRIP ∩ ΩQ with s = ⌊s∗/c⌋, which is a valid choice
due to (22). Noticing that the function s 7→ σs(x)1/s1−1/p is nonincreasing and that, inside
ΩQ, we have
Q⌊s∗/c⌋(A) =
√
s∗/c
⌊s∗/c⌋
√
cQs∗(A) ≤
√
2cQs∗(A) ≤ 1811,
we conclude that (21) holds with probability at least 1− 3 exp(−m/300). Finally, notice that
we have 3 exp(−m/300) ≤ ε for m ≥ 300 ln(3ε−1), which is, in turn, ensured by (20) since
c = 1147 ≥ 300.
Remark 3.4. Tracking the constants in the proof of Theorem 3.3, and using the fact that c′ < 81
(see Lemma 3.2), we can show some upper bounds for the universal constants, employing
relations (18) and (7). Namely, c ≤ 1417, C ≤ 517, D ≤ 1057, and E ≤ 5707478. These
bounds can be further optimized by replacing Lemma 3.2 with more accurate restricted isometry
property results for random Gaussian matrices (see [24, Theorem 9.27]). Moreover, notice that
choosing δ < 0.62 in the proof leads to larger values for c and smaller values for C, D, and E.
It is possible to prove a result analogous to Theorem 3.3 for subgaussian matrices by re-
placing ‖ · ‖2 with the norm
‖ · ‖(m,N) = max{‖ · ‖2,
√
ln(eN/m)‖ · ‖∞}.
A particular application in this case are random Bernoulli matrices. For further details, we
refer the reader to [24, Chapter 11].
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4 Random matrices with heavy-tailed rows
While Gaussian random matrices lead to convenient estimates in the noise-blind case, they are
largely impractical in applications of CS. The goal of this section is to produce robust recovery
error estimates for QCBP when the sensing matrix A has heavy-tailed rows, taking advantage
of the general robustness analysis based on quotients carried out in Section 2. First, in Sec-
tion 4.1 we provide upper and lower bounds for the ℓ1-quotient based on the minimum singular
value of the matrix
√
m
N
A∗. Then, in Section 4.2 we deal with deviation inequalities in proba-
bility and in expectation for the singular values of random matrices with heavy-tailed columns.
Finally, combining results from Sections 4.1 and 4.2, we prove the robustness to unknown
error of QCBP for random sampling matrices associated with bounded orthonormal systems
(Section 4.3), which includes the case of subsampled isometries with random independent sam-
ples (Section 4.4) and in Section 4.5 we discuss robustness to unknown error for subsampled
isometries randomly generated via Bernoulli selectors and with the random independent subset
model.
4.1 Quotient estimates based on singular value analysis
We first prove a lemma that links the ℓ1-quotient to the minimum singular value of the matrix√
m
N
A∗. In the following, we will arrange the singular values of the N ×m matrix A∗ as
σmax(A
∗) = σ1(A
∗) ≥ σ2(A∗) ≥ · · · ≥ σm(A∗) = σmin(A∗),
recalling that they are the eigenvalues of the m×m matrix (AA∗)1/2.
Proposition 4.1 (Quotient bounds). For any matrix A ∈ Cm×N , the following upper bound
holds
Qλ(A)1 ≤ 1
σmin(
√
m
N
A∗)
√
m
λ
, (23)
where the quotient is relative to ‖ · ‖2 on Cm. Moreover, if there exists a constant K > 0 such
that
max
i∈[m], j∈[N]
|Aij | ≤ K√
m
, (24)
the following lower bound holds
Qλ(A)1 ≥ 1
K
√
m
λ
. (25)
Proof. We first deal with the upper bound. Notice that if A does not have full rank, then
the claim is trivial since the right-hand side of (23) is equal to +∞. Therefore, we assume
A of full rank. In this case, the matrix A admits a right Moore-Penrose pseudoinverse A† =
A∗(AA∗)−1. Consequently, we produce an upper bound to the ℓ1-quotient by considering the
ansatz z = A†e, for every e ∈ Cm. In particular, after observing that
‖A†e‖1 ≤
√
N‖A†‖2‖e‖2 =
√
N‖e‖2
σmin(A∗)
=
√
m‖e‖2
σmin(
√
m
N
A∗)
,
and that A(A†e) = e, we have the estimate
Qλ(A)1 = sup
e∈Cm
inf
z∈CN
Az=e
‖z‖1√
λ‖e‖2
≤ sup
e∈Cm
‖A†e‖1√
λ‖e‖2
.
Combining the two latter inequalities yields (23).
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Conversely, assume that the matrix A ∈ Cm×N satisfies (24). Then, considering a vector
f ∈ Cm with f1 = 1, for any z ∈ CN such that Az = f , we have
1 = f1 = (Az)1 =
N∑
j=1
Aijzj ≤ K‖z‖1√
m
.
(Notice that if such a vector z does not exist, then, by definition, Qλ(A)1 = +∞ and (25)
holds trivially). As a consequence, the ℓ1-quotient can be bounded from below as
Qλ(A)1 = sup
e∈Cm
e 6=0
inf
z∈CN
Az=e
‖z‖1√
λ‖e‖2
≥ inf
z∈CN
Az=ei
‖z‖1√
λ‖ei‖2
≥ 1
K
√
m
λ
.
This completes the proof.
This result shows that we can produce robust recovery estimates for arbitrary sensing
matrices A whenever we are able to estimate σmin(
√
m
N
A∗). In the following section, we will
provide a recipe to estimate the probability that σmin(
√
m
N
A∗) & 1. As a consequence, this
will imply that Qs(A)1 .
√
m/s in probability.
In the case of random sampling from bounded orthonormal systems, discussed in Section 4.3,
condition (24) holds and Proposition 4.1 shows that Qs(A)1 scales like
√
m/s up to a constant
factor larger than 1/K and smaller than 1/σmin(
√
m
N
A∗). In particular, the upper bound√
m/s is sharp.
4.2 Deviation inequalities for singular values
In this section, we prove deviation inequalities in expectation and in probability for the min-
imum singular value of random matrices having heavy-tailed independent isotropic columns,
employing tools and ideas from [36]. First, we recall the definition of an isotropic random
vector.
Definition 4.2 (Isotropic random vector). A random vector z is isotropic if E[zz∗] = I.
It is immediate to verify the following property (see [36, Lemma 5.20]).
Lemma 4.3. Let z,w ∈ CN be independent isotropic random vectors. Then, E[‖z‖22] =
E[|〈z,w〉|2] = N .
In order to produce asymptotic estimates in expectation for the singular values of a random
matrix with random independent isotropic rows, we define two parameters called cross coher-
ence and distortion. The cross coherence controls the angles between the rows of A. It can
also be interpreted as an a priori control of the off-diagonal part of the Gram matrix m
N
AA∗
of
√
m
N
A∗.3
Definition 4.4 (cross coherence). Given a random matrix A ∈ Cm×N with rows a1, . . . ,am,
we define its cross coherence as
µ =
(m
N
)2
E
[
max
k∈[m]
∑
j∈[m]\{k}
|〈aj ,ak〉|2
]
. (26)
The distortion parameter quantifies how far the rows of A are from being “correctly” nor-
malized, or, equivalently, how far the Gram matrix m
N
AA∗ of
√
m
N
A∗ is from having a unit
diagonal.
3The cross coherence is referred to as “incoherence” in [36], but we preferred to change its name in order to avoid
possible confusion with other definitions of coherence given in CS.
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Definition 4.5 (Distortion). Given a random matrix A ∈ Cm×N with rows a1, . . . ,am, we
define its distortion as
ξ = E
[
max
k∈[m]
∣∣∣m
N
‖ak‖22 − 1
∣∣∣] . (27)
Observe that when A is a randomly subsampled isometry (see Section 4.4), the distortion
is ξ = 0.
We provide an upper bound in expectation for the singular values of a random matrix
with heavy-tailed columns, based on the cross coherence and on the distortion. This is a
generalization of [36, Theorem 5.62], where it is assumed that ξ = 0. For the sake of readability,
we postpone the proof of this result to Appendix A.
Theorem 4.6 (Deviation inequality in expectation). Let A be an m × N matrix (m ≤ N)
whose rescaled rows
√
mak are independent isotropic random vectors of C
N . Then, there exists
a universal constant C > 0 such that
E max
k∈[m]
∣∣∣σk(√mNA∗)− 1∣∣∣ ≤ ξ + C√(1 + ξ)µ lnm.
In the following, we prove a deviation inequality in probability for the minimum singular
value of a random matrix with heavy-tailed columns, assuming a suitable decay of the distortion
parameter with respect to N . This particular decay property will be verified for random
sampling matrices associated with Chebyshev polynomials in Section 5.2.
Proposition 4.7 (Deviation inequality in probability). Let A ∈ Cm×N be a random matrix
whose rescaled rows
√
maj are independent isotropic random vectors. Moreover, assume that
there exist two constants D1, D2 > 0 independent of N and m such that
ξ ≤ min
{
D1
√
m2 ln(m)
N
,D2
}
. (28)
Then, there exists a constant C > 0 depending only on D1 and D2 such that
P
{
σmin(
√
m
N
A
∗) ≥ 1
2
}
≥ 1−
√
Cm2 ln(m)
N
.
In particular, C = 4(D1 + C
′√1 +D2)2, where C′ is the universal constant of Theorem 4.6.
Proof. Thanks to the isotropy of the rescaled rows
√
maj , Lemma 4.3 yields the following
equality
m2 E[|〈aj ,ak〉|2] = E[|〈
√
maj ,
√
mak〉|2] = E[‖
√
maj‖22] = N.
As a consequence, the cross coherence µ of A∗ satisfies
µ =
(m
N
)2
E
[
max
j∈[m]
∑
k∈[m]\{j}
|〈aj ,ak〉|2
]
≤
(m
N
)2
E
[ ∑
j∈[m]
∑
k∈[m]\{j}
|〈aj ,ak〉|2
]
(29)
=
1
N2
∑
j∈[m]
∑
k∈[m]\{j}
m2 E[|〈aj ,ak〉|2] ≤ m
2
N
.
Now, using this estimate and applying Theorem 4.6, there exists a universal constant C′ > 0
such that
E[|σmin( 1√
N
A
∗)− 1√
m
|] = 1√
m
E[|σmin(
√
m
N
A
∗)− 1|] ≤ ξ√
m
+C′
√
(1 + ξ)m ln(m)
N
.
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Using the upper bound for ξ assumed in (28), we obtain
E[|σmin( 1√
N
A
∗)− 1√
m
|] ≤ C′′
√
m ln(m)
N
,
with C′′ = D1 +C′
√
1 +D2.
Then, applying the Markov inequality for t > 0 yields
P
{
|σmin( 1√
N
A
∗)− 1√
m
| ≥ t
}
≤ C
′′
t
√
m ln(m)
N
,
and the choice t = 1/(2
√
m) gives the estimate
P
{
σmin(
√
m
N
A
∗) ≥ 1
2
}
= 1− P
{
σmin(
1√
N
A
∗) ≤ 1
2
√
m
}
≥ 1− P
{
|σmin( 1√
N
A
∗)− 1√
m
| ≥ 1
2
√
m
}
≥ 1− 2C′′
√
m2 ln(m)
N
.
The proof is completed by setting C := (2C′′)2.
Remark 4.8 (Distortion decay property). If we replace hypothesis (28) with the more general
assumption
ξ ≤ min
{
D1
√
µ ln(m), D2
}
,
following the same steps in the proof of Proposition 4.7, we obtain
P
{
σmin(
√
m
N
A
∗) ≥ 1
2
}
≥ 1− C
√
µ ln(m).
This would lead to an improved deviation inequality when a cross coherence upper bound better
than µ ≤ m2/N is available. Numerical experiments suggest that improving this estimate is
possible only for large values of m (see Figure 3).
4.3 Random sampling from bounded orthonormal systems
In this section, we prove robustness to unknown error of QCBP for random sampling matrices
associated with bounded orthonormal systems (BOSs). We start by recalling the definition of
BOS and of random sampling matrix associated with a BOS. This is a wide class of structured
random matrices containing, for example, the random partial Fourier transform, subsampled
isometries, random sampling from orthogonal polynomials. For further details we refer the
reader to [31] and [24, Chapter 12].
Definition 4.9 (Random sampling from a bounded orthonormal system). Let D ⊆ Rd be
endowed with probability measure ν. Then, a set Φ = {φ1, . . . , φN} of complex-valued functions
on D is called a Bounded Orthonormal System (BOS) with constant K if it satisfies∫
D
φj(τ )φk(τ )dν(τ ) = δjk, ∀j, k ∈ [N ],
and if
‖φj‖∞ := sup |φj(τ )| ≤ K, ∀j ∈ [N ].
Moreover, given m independent random variables τ1, . . . , τm, distributed according to ν, we
define the random sampling matrix A ∈ Cm×N associated with the BOS Φ as
Aij := m
−1/2φj(τi), ∀i ∈ [m], j ∈ [N ]. (30)
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Assuming a linear dependence between m and s and an inverse proportionality between
m and δ2 (up to logarithmic factors), the sth restricted isometry constant is bounded from
above by δ with overwhelmingly high probability. This results corresponds to [16, Theorem
2.2], but it admits analogous versions with different polylogarithmic factors L(N, s, ε, δ,K).
In the following, by polylogarithm we mean a polynomial of logarithms and of logarithm of
logarithms of the variables.4
Theorem 4.10 (Restricted isometry property for a BOS). Let A ∈ Cm×N be the random
sampling matrix (30) associated with a BOS with constant K ≥ 1 and let ε, δ ∈ (0, 1). Then,
there exists a universal constant c > 0 and a function function L(N, s, ε, δ,K) depending at
most polylogarithmically on s and N such that, provided
m ≥ c s L(s,N, ε, δ,K),
the sth restricted isometry constant of A satisfies
P{δs(A) ≤ δ} ≥ 1− ε.
In particular, we can choose
L(N, s, ε, δ,K) = K
2
δ2
ln
(
K2s
δ2
)
max
{
1
δ4
ln
(
K2s
δ2
ln
(
K2s
δ2
))
ln(N),
1
δ
ln
(
ln(K
2s
δ2
)
εδ
)}
.
(31)
Remark 4.11 (Choice of the polylogarithmic factor). Notice that the expression (31) for the
polylogarithmic factor L(N, s, ε, δ,K) can be replaced by similar formulas associated with other
restricted isometry property results available in the literature. For example, considering [24,
Theorem 12.32] and [24, Remark 12.33-(b)] leads to the choice
L(N, s, ε, δ,K) = K
2
δ2
max
{
ln2(s) ln
(
K2s
δ2
ln(N)
)
ln(N), ln(ε−1)
}
. (32)
Similar options can be considered, based on the recent restricted isometry results in [7, 25, 33].
We are now in a position to prove robust recovery for BOSs. Assuming a sparsity level
s . ε
√
N (up to logarithmic factors), a suitable decay of the distortion parameter with respect
to N , and a linear scaling between m and s (up to logarithmic factors), Theorem 4.12 provides
a recovery error estimate for QCBP that does not assume any prior knowledge of the error
term e, with probability at least 1− ε. It is worth pointing out that the term max{‖e‖2− η, 0}
in the error estimate is only amplified by logarithmic factors.
Theorem 4.12 (Robustness to unknown error of QCBP for BOSs). Let A ∈ Cm×N be the
random sampling matrix (30) associated with a BOS with constant K ≥ 1, whose distortion
parameter satisfies
ξ ≤ min
{
D1
√
m2 ln(m)
N
,D2
}
, (33)
for suitable constants D1, D2, independent ofm and N . Then, there exist constants c, d, C,D,E >
0 and a function L(N, s, ε,K) depending at most polylogarithmically on N and s such that the
following holds. For every N ∈ N and ε ∈ (0, 1), assume that the sparsity s satisfies
s ≤ ε
√
N
c L(N, s, ε,K) ln 12 (N)
, (34)
4We decided to use the notation L(N, s, ε, δ,K) in order to make our results independent on the particular
polylogarithmic factors associated with the minimum number of measurements required in the various restricted
isometry property results published in the literature (see also Remark 4.11).
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and consider a number of measurements
m = ⌈d s L(N, s, ε,K)⌉, (35)
and let ∆η be the QCBP decoder defined in (3). Then, for every x ∈ CN , e ∈ Cm, and
1 ≤ p ≤ 2, the following robust error estimate holds
‖x −∆η(Ax+ e)‖p ≤ Cσs(x)1
s1−1/p
+ s
1
p
− 1
2 (D η + E L 12 (N, s, ε,K)max{‖e‖2 − η, 0}),
with probability at least 1 − ε. In particular, the constant c depends on D1 and D2, whereas
the constants d,C,D,E are universal. A possible choice for L(N, s, ε,K) is given by (31) with
δ = 1/2 and ε/2 in place of ε.
Proof. First, define the event
ΩRIP := {δ2s(A) ≤ 1/2}.
Then, consider a universal constant d and a function L(N, s, ε,K) such that Theorem 4.10
applied with δ = 1/2 and with failure probability ε/2 ensures
P(ΩRIP ) ≥ 1− ε/2.
for every m ≥ d s L(N, s, ε,K).
In order to apply Proposition 4.7, we need to verify that the rows of
√
mA are isotropic.
Indeed, recalling Definition 4.9, for every i ∈ [m], we have
E[(
√
mai)(
√
mai)
∗)jk] = E[φj(τi)φk(τi)] =
∫
D
φj(τ )φk(τ )dν(τ ) = δjk, ∀j, k ∈ [N ].
Hence, defining the event
ΩSV :=
{
σmin(
√
m
N
A
∗) ≥ 1
2
}
,
Proposition 4.7 ensures that P(ΩSV ) ≥ 1−
√
c′m2 ln(m)/N , where c′ depends on D1 and D2.
Now, employing (34) and (35), we obtain√
c′m2 ln(m)
N
≤
√
c′(d+ 1)2 s2 L2(N, s, ε,K) ln(N)
N
≤ ε
2
,
where c = 2
√
c′(d + 1). Note that c depends on c′ and d, and, consequently only on D1 and
D2.
Finally, inside the event ΩRIP ∩ ΩSV Corollary 2.23 holds with constants C, D, and E′
depending on ρ and τ , which are fixed since δ = 1/2. Then, we apply Lemma 4.1 and obtain
the estimate
Qs(A)1 ≤
√
m/s
σmin(
√
m
N
A∗)
≤ 2
√
(d+ 1)L(N, s, ε,K),
and conclude by letting E = C[2(ρ + 2)
√
d+ 1 + τ}.
In Section 5.2, we will discuss the application of Theorem 4.12 to the case of Chebyshev
polynomials, providing an explicit estimate for the distortion ξ that ensures the validity of (33).
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4.4 Subsampled isometries with random independent samples
In this section, we examine the case of subsampled isometries where the rows of the isometry
matrix are chosen by drawing m random independent samples from the set of rows of an N×N
isometry. This allows us to take advantage of the theory for BOSs.
The following robustness result for the QCBP decoder in the case of subsampled isometries
improves Theorem 4.12 in two ways: a factor ln1/2(N) is removed at the denominator for the
constraint on the sparsity level and the dependence of the sparsity level on the probability of
failure is more favorable.
Theorem 4.13 (Robustness to unknown error of QCBP for subsampled isometries). Let N ∈
N, K ≥ 1, and U ∈ CN×N be a unitary matrix such that
max
i,j∈[N]
|Uij | ≤ K√
N
. (36)
Draw m indices τ1, . . . , τm uniformly and independently at random from [N ] and consider the
resulting subsampled isometry matrix A ∈ Cm×N defined as
Aij =
√
N
m
Uτi j , ∀i ∈ [m], ∀j ∈ [N ]. (37)
Then, fixed ε ∈ (0, 1), there exist universal constants c, d, C,D, E and a function L(N, s, ε,K)
depending at most polylogarithmically on N and s such that the following holds. For every
N ∈ N and ε ∈ (0, 1), assume that the sparsity s satisfies
s ≤ ln
1
2 ( 2
2−ε )
c L(N, s, ε,K)
√
N, (38)
and consider a number of measurements
m = ⌈d sL(N, s, ε,K)⌉. (39)
Then, for every x ∈ CN , e ∈ Cm, 1 ≤ p ≤ 2 the following robust error estimate holds
‖x−∆η(Ax+ e)‖p ≤ Cσs(x)1
s1−1/p
+ s
1
p
− 1
2 (Dη + E L 12 (N, s, ε,K)max{‖e‖2 − η, 0}), (40)
with probability at least 1− ε, where ∆η is the QCBP decoder defined in (3). A possible choice
for L(N, s, ε,K) is given by (31) with δ = 1/2 and ε/2 in place of ε.
Proof. Similarly to the proof of Theorem 4.12, we consider the events ΩRIP = {δ2s(A) ≤ 1/2}
and ΩSV = {σmin
(√
m
N
A∗
) ≥ 1/2}.
Thanks to (36), the columns of the matrix
√
NU form a BOS with respect to the uniform
measure on D = [N ]. Thus, according to Definition 4.9, A is a random sampling matrix
associated with a BOS. Thus, Theorem 4.10 applied with δ = 1/2 and with failure probability
ε/2 ensures the existence of a universal constant d > 0 and of a suitable function L(N, s, ε,K)
such that P(ΩRIP ) ≥ 1− ε/2 for every m ≥ d sL(N, s, ε,K).
Besides, we observe that
ΩSV =
{
σmin
(√
m
N
A
∗
)
= 1
}
= {τ1, . . . , τm are distinct} .
Therefore, using Taylor expansion, there exist ζ1, . . . , ζm ∈ R such that
P(ΩSV ) =
m−1∏
k=1
(
1− k
N
)
=
m−1∏
k=1
(
e−k/N + e−ζk
k2
2N2
)
≥
m−1∏
k=1
e−k/N ≥ e−m2/(4N).
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In particular, P(ΩSV ) ≥ 1 − ε/2 whenever m ≤ 2
√
ln( 2
2−ε )N , which is implied by (38) and
(39) where c = (d+ 1)/2.
Inside the event ΩSV , notice that the ℓ
1-quotient can be controlled as
Qs(A)1 ≤ 2
√
m
s
≤ 2(c+ 1) 12L 12 (N, s, ε,K),
thanks to Lemma 4.1. Finally, employing Corollary 2.23 inside the event ΩRIP ∩ ΩSV implies
the thesis.
The proof of Theorem 4.13 highlights that the assumption s .
√
N (up to logarithmic
factors and discarding the dependence on the failure probability ε) on the sparsity level is due
to the need of having repeated rows in A with low probability.
4.5 Subsampled isometries with Bernoulli selectors and random
subset model
We discuss subsampled isometries randomly generated according to two random matrix models:
the Bernoulli selectors and the uniform random subset model. These two study cases are of
particular interest since the resulting sensing matrixA cannot have repeated rows. This implies
that
P
{
σmin
(√
m
N
A
∗
)
= 1
}
= 1.
As a consequence, Proposition 4.1 allows us to control the ℓ1-quotient as follows:
P
{
Qs(A)1 ≤
√
m
s
}
= 1. (41)
Therefore, we only need to prove that the restricted isometry property (or the robust null space
property) holds with high probability and apply Corollary 2.23 (or Theorem 2.22, respectively)
to obtain robustness to unknown error.
Subsampled isometries via Bernoulli selectors. Consider N independent random
variables δ1, . . . , δN identically distributed such that
P{δi = 1} = m
N
and P{δi = 0} = 1− m
N
,
called Bernoulli selectors. Then, we define the corresponding subsampled isometry as
A =
√
N
m
N∑
i=1
δieie
∗
iU,
where e1, . . . , eN are the standard unit vectors of C
N . Notice that A is N ×N , but it has m
nonzero rows in expectation. In this case, following the same steps of [24, Theorem 12.32] it
is possible to show that A has the restricted isometry property of order s and constant δ with
high probability, provided that
m & δ−2N max
i,j∈[N]
|Uij |2s ln2(s) ln2(N).
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Comparing this condition with (32), we notice the presence of a suboptimal factor ln(N) in
place of ln(s). Therefore, assuming that
max
i,j∈[N]
|Uij | ≤ K√
N
,
and provided that
m ∼ K2s ln2(s) ln2(N),
Corollary 2.23 combined with (41), implies that for every x ∈ CN , e ∈ Cm, and 1 ≤ p ≤ 2, the
following robust recovery error estimate holds with high probability for the QCBP decoder:
‖x−∆η(Ax+ e)‖p . σs(x)1
s1−1/p
+ s
1
p
− 1
2 (η +K ln(s) ln(N)max{‖e‖2 − η, 0}).
It is worth noting that there is no need to add any additional hypothesis on the sparsity level
of the form (38). In particular, the fact that s is independent of the probability of failure
of the restricted isometry property implies that the robust recovery error estimate holds with
‘overwhelmingly’ high probability. Moreover, there is no need to require any upper bound on
m, in contrast to the Gaussian case where m ≤ N/2.
Subsampled isometries with random subset model. Consider the subsampled
isometry model
A =
√
N
m
PTmU, (42)
where Tm is a random subset of [N ] having cardinality m. In this case, carrying out an analysis
analogous to Theorem 4.13 combined with a conversion argument from the random matrix
model (42) to the model (37) with random independent samples (see [24, Section 12.6]) it is
possible to prove an error estimate analogous to (40) with a suboptimal factor
√
m multiplying
η and max{‖e‖2 − η, 0}. How to get rid of this suboptimal factor is currently an open issue.
5 Examples
In this section, we apply the robustness theory presented in the paper to some case studies
of practical importance in CS. In particular, we consider random Gaussian measurements, the
partial discrete Fourier transform, and nonharmonic Fourier measurements in Section 5.1 and
presents some results for random sampling from Chebyshev polynomials in Section 5.2. For
further numerical experiments we refer the reader to [9].
All the numerical experiments presented in this section have been performed using MAT-
LAB 2016b version 9.1 on a MacBook Pro equipped with a 3 GHz Intel Core i7 processor and
with 8 GB DDR3 RAM. In all the experiments involving BP and QCBP the convex optimiza-
tion is performed using the MATLAB package SPGL1 [35].
5.1 Gaussian and Fourier measurements
We define two notable examples of BOS. Namely, the partial discrete Fourier transform and
the nonharmonic Fourier measurements.
Partial discrete Fourier transform. The BOS is defined as
φj(t) = exp
(
2πi(j − 1)(t− 1)
N
)
, j ∈ [N ],
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and the measure ν(t) is the uniform measure over D = [N ]. This is a BOS with constant
K = 1. The resulting random matrix A is called partial discrete Fourier transform. This is
also an example of subsampled isometry, as defined in (37), where U is the classical Fourier
matrix, namely
Ukj =
1√
N
exp
(
2πi(j − 1)(k − 1)
N
)
, k, j ∈ [N ].
The distortion parameter defined in (27) is ξ = 0.
Nonharmonic Fourier measurements. A further example of BOS is given by
φj(t) = exp
(
2πi
(
j −
⌈
N
2
⌉)
t
)
, j ∈ [N ], (43)
where D = [0, 1] and ν(t) is the uniform distribution over D. This set forms a BOS with
constant K = 1, but it is not a subsampled isometry. The distortion parameter defined in (27)
is ξ = 0.
We now discuss some aspects of the robustness analysis employing these two BOSs and the
random Gaussian measurements.
Numerical robustness of BP and QCBP. The first numerical experiment corresponds
to Figure 1, which we have already discussed briefly in Section 1, where the robustness of BP
and QCBP is assessed for different types of sensing matrices. We consider random Gaussian
measurements as defined in (19), the partial discrete Fourier transform, and nonharmonic
Fourier measurements. We plot the recovery error ‖x̂(η) − x‖2 as a function of m averaged
over 25 runs, where x is a randomly generated sparse solution with s = 15 nonzero entries (the
support of x is a random subset of [N ] and the entries are generated independently at random
according to the normal distribution). In particular, we fixN = 512 and considerm = ⌈kN/10⌉,
with k ∈ [10]. For each run, we generate a random noise of magnitude ‖e‖2 = 10−3 as
e = 10−3 · f/‖f‖2, where f is a standard Gaussian vector. In the case of BP, we are of course
in the regime ‖e‖2 > η since η = 0. For QCBP, we set η = 10−3 in order to have ‖e‖2 ≤ η.
We notice that for every type of measurement, QCBP is very robust, and achieves a recovery
error below the level ‖e‖2. Also BP is quite robust, but the accuracy slightly deteriorates
in the case of Gaussian and nonharmonic Fourier measurements, where the error starts to
increase (although in a moderate way) when m gets too large. Interestingly, BP turns out to
be extremely robust with the partial discrete Fourier transform, achieving an accuracy below
the error magnitude for every value of m.
Sharpness of the cross coherence estimate for BOSs. In the proof of Proposi-
tion 4.7, we have employed the upper bound (29) to the cross coherence parameter µ defined
in (26). Namely,
µ ≤ m
2
N
.
In Figure 3, we check that that this inequality is sharp in the case of the partial discrete
Fourier transform and for small values of m, which is the regime considered in this paper and
of interest in CS. This is showed by plotting the quantity Nµ for different values of N and m
and by verifying that its growth is proportional to m2.
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Figure 3: Logarithmic plot of the quantity Nµ, where µ is the cross coherence parameter defined in
(26), as a function ofm, for various values of N in the case of the subsampled Fourier transform. For
each value of m and N , µ is computed by averaging over 500 random trials. The values considered
are N = 4, 8, 16, 32, 64, 128 and m = 2k, with k = 1, . . . , log2(N). The quantity Nµ is compared
with the upper bound m2, employed in the proof of Proposition 4.7 (see (29)).
Intrinsic limitations of the robustness analysis for BOSs. This experiment aims
at showing numerically the intrinsic limitations of the robustness analysis based on the min-
imum singular value σmin(
√
m
N
A∗) in the case of bounded orthonormal systems that do not
correspond to subsampled isometries. In particular, we consider nonharmonic Fourier mea-
surements and the BP solver (η = 0). In Figure 4, we show the boxplot of the absolute error
‖∆0(Ax + e) − x‖2 and of the quantity σmin(
√
m
N
A∗) as a function of s computed over 100
random runs, where x is a random s-sparse vector (the support is a random subset of [N ] of
cardinality s and the nonzero entries are normally distributed). We fix N = 1024 and for each
value of s we set m = ⌈s ln(N)⌉. The additive noise is e = 10−3 · f/‖f‖2 , where f is a standard
Gaussian vector, so that ‖e‖2 = 10−3. We see that the absolute recovery error is quite stable
around the level 10−3 (apart from the 1-sparse case, where m = ⌈1 ln(1024)⌉ = 7 measurements
are probably too few). On the contrary, the minimum singular value gets smaller and smaller
as s gets larger. In the s-sparse case, we have σs(x)1 = 0. Consequently, recalling Corollay 2.23
and Proposition 4.1, we have a robust recovery error estimate of the form
‖∆0(Ax+ e)− y‖2 . Qs(A)1‖e‖2 .
√
m
n
1
σmin(
√
m
N
A∗)
‖e‖2.
Therefore, the fact that the minimum singular value gets smaller and smaller means that the
second inequality becomes more and more crude as s gets larger. This shows an intrinsic
fundamental limitation of our analysis in the general BOS case. In particular, it suggests that
the upper bound to the quotient given in Proposition 4.1 can be improved.
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Figure 4: Limitations of the error analysis based on the quantity σmin(
√
m
N
A
∗) in the case of
nonharmonic Fourier measurements. The boxplots show the absolute error ‖∆0(Ax + e)‖2 (left)
and the quantity σmin(
√
m
N
A
∗) (right) as a function of s computed over 100 random runs, where x
is a randomly generated s-sparse vector. We fix N = 1024 and m = ⌈s ln(N)⌉ for every value of s.
The error is randomly generated with ‖e‖2 = 10
−3.
5.2 Chebyshev polynomials
In this section we specialize the robustness error analysis for general BOSs provided by Theo-
rem 4.12 to the case of random sampling from Chebyshev orthogonal polynomials. The main
motivation is the interest that ℓ1 minimization has recently received in the context of polyno-
mial approximation [2, 33]. A major application is the uncertainty quantification of PDEs with
random inputs, where the function to approximate is usually high-dimensional (see [3] and the
references therein). Here, we limit our discussion to one-dimensional polynomial approximation
and refer to reader to [3] for numerical experiments regarding the multi-dimensional case.
We consider the Chebyshev orthogonal polynomials on D = [−1, 1], defined as
φ1(t) ≡ 1, ∀t ∈ D (44)
φj+1(t) :=
√
2 cos(j arccos(t)), ∀t ∈ D, ∀j ∈ [N − 1]. (45)
For every N ∈ N, the set {φj}j∈[N] is a BOS with respect to the Chebyshev measure
ν(t) = π−1(1− t2)−1/2, ∀t ∈ D. (46)
Note that in this case, we have K =
√
2 > 1.
The analysis is based on a suitable estimate of the distortion ξ defined in (27). Indeed, the
following result, whose proof is postponed to Appendix B for the sake of compactness, shows
that ξ can be bounded from above by
√
m/N up to a universal constant. The sharpness of
this estimate is numerically confirmed in Figure 5.
Proposition 5.1 (Distortion bound for Chebyshev polynomials). For every 1 < m ≤ N ,
the distortion parameter associated with the BOS of Chebyshev polynomials with respect to the
Chebyshev measure satisfies
ξ ≤ 9
√
6
2π1/4
√
m
N
. (47)
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Figure 5: Sharpness of the upper bound (47) to the distortion ξ provided in Proposition 5.1. On
the left, we show that the distortion only depends on the ratio m/N . On the right, we check that
the growth rate is
√
m/N , as predicted by the theory.
An immediate consequence of Theorem 4.12 and Proposition 5.1 is the robustness of the
QCBP decoder for random sampling from Chebyshev polynomials.
Theorem 5.2 (Robustness to unknown error of QCBP for Chebyshev polynomials). Let A be
the random sampling matrix (30) associated with the BOS of Chebyshev polynomials (44)-(45)
with respect to the Chebyshev measure (46). Then, there exist universal constants c, d, C,D, E >
0 such that the following holds. For every N ∈ N and ε ∈ (0, 1), assume that the sparsity s
satisfies
s ≤ ε
√
N
c L(N, s, ε,K) ln 12 (N)
,
and consider a number of measurements
m = ⌈d s L(N, s, ε,K)⌉.
Then, for every x ∈ CN , e ∈ Cm, and 1 ≤ p ≤ 2, the following robust error estimate holds
‖x −∆η(Ax+ e)‖p ≤ Cσs(x)1
s1−1/p
+ s
1
p
− 1
2 (D η + E L 12 (N, s, ε,K)max{‖e‖2 − η, 0}),
with probability at least 1− ε, where ∆η is the QCBP decoder defined in (3). A possible choice
for L(N, s, ε,K) is given by (31) with δ = 1/2 and ε/2 in place of ε.
We conclude this section with two numerical illustrations.
Sharpness of the distortion estimate. In Figure 5 we show the sharpness of the upper
bound (47) to the distortion parameter given in Proposition 5.1. In particular, we consider
N = 10, 20, . . . , 100 and set m = CN for C = 0.1, 0.2, . . . , 1. Then, for each value of N and m,
we approximate the distortion by averaging the quantity maxi∈[m] |(m/N)‖ai‖22−1| over 10000
trials. In Figure 5 (left), we plot the resulting approximate distortion as a function of N and
C. We can see that the resulting only depends on C = m/N . In particular, it is increasing in
m/N . In Figure 5 (right), we check that the growth rate is
√
m/N by considering the average
of the approximate distortion over N , for each value of C = m/N .
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Figure 6: Numerical assessment for polynomial approximation with Chebyshev polynomials through
QCBP from pointwise samples. The figure shows the absolute approximation error ‖f − f̂η‖L2 as
a function of η for f and fη defined as in (48) and (49), respectively. The boxplots correspond to
50 random runs. In the left figure, we consider accurate pointwise samples. In the right figure, the
pointwise samples are subject to an additive noise e with ‖e‖2 = 10
−3. We can see that in both
cases the choice of η affects the quality of the computed approximation.
Polynomial approximation via ℓ1 minimization. Here, we assess the robustness of
QCBP when employed in one-dimensional polynomial approximation. Consider the function
f : [−1, 1]→ R defined as
f(t) = cos(πt)e−t, ∀t ∈ [−1, 1]. (48)
We want to compute a sparse approximation of f with respect to the Chebyshev polynomials
from a few noisy pointwise samples. Namely, we want to find
f̂η(t) =
N∑
j=1
x̂j(η)φj(t), ∀t ∈ [−1, 1], (49)
where x̂(η) = ∆η(y+ e) is the QCBP solution relative to the random sampling matrix A from
the Chebyshev system, with measurements y defined as yi = m
−1/2f(ti), and where the error
is defined as e = E · f/‖f‖2, where f is a normal Gaussian vector, so that ‖e‖2 = E.
In Figure 6 we assess the performance of QCBP by plotting the absolute approximation
error ‖f − f̂‖L2 as a function of η for different values of the error level E on the measurements.
In particular, we consider E = 0 and E = 10−3. It is worth pointing out that when E = 0,
the pointwise samples f(ti) are exact, but there is still a source of unknown error due to the
truncation of the Chebyshev expansion at level N [1, 2]. We fix N = 500 and consider m = 100
pointwise samples. We let η range from 10−8 to 10 by choosing η = 10k, with k belonging to
a uniform grid of 12 points on [−8, 1]. The box plots show the results over 50 random trials.5
In both cases, underestimating η is better than overestimating it. When E = 0, there seems
to be an optimal choice of η around 10−4 where the mean and the standard deviation of the
approximation error are minimized. However, in both cases, QCBP shows to be quite robust
5Notice that the outliers are sometimes aligned in Figure 6. This is due to the structure of the proposed numerical
experiment: for each randomized choice of A, y, and e (over 50 trials), all the values of η are tested using the same
sampling matrix, vector of measurements, and noise vector.
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with respect to the choice of η, that does not seem to worsen the recovery performance signifi-
cantly when underestimated. Furthermore, this numerical experiment confirms that estimating
the noise level accurately and tuning the threshold parameter accordingly improves the recov-
ery performance of QCBP, as empirically observed when η is estimated via cross validation
[22]. This behavior can be justified from a theoretical perspective by the presence of the term
max{‖e‖2 − η, 0} in the recovery error estimate of Theorem 5.2.
6 Conclusions
We have presented a theoretical analysis of the robustness of the quadratically-constrained
basis pursuit decoder employed in compressed sensing when there is no a priori information
available on the the error corrupting the measurements. Our analysis relies on the concepts of
robust null space property, restricted isometry property, quotient, simultaneous quotient, and
robust instance optimality. This analysis has been applied to the case of random Gaussian ma-
trices and random matrices with heavy-tailed rows, including random sampling from Bounded
Orthonormal Systems (BOSs). The study cases assessed in detail are subsampled isometries,
partial discrete Fourier transform, nonharmonic Fourier measurements, and random sampling
from Chebyshev polynomials. The main open problems brought to light by our analysis are
the following:
• The assumption (33) on the distortion in Theorem 4.12 requires an ad hoc estimation of
ξ for each particular BOS under exam, as the one carried out in Proposition 5.1 for the
Chebyshev polynomials. An open problem is to find an upper bound for ξ in the general
BOS case.
• Comparing the robust recovery result for BOSs (Theorem 4.12) and for subsampled isome-
tries with independent samples (Theorem 4.13) it emerges that in the assumption on the
sparsity regime there is a suboptimal ln1/2(N) factor at the denominator (due to the
suboptimal factor ln(m) in Theorem 4.6) and that linear dependence between s and ε
could be improved to ln( 2
2−ε ).
• Based on the numerical results in Figure 4, the upper bound for the ℓ1-quotient based on
the minimum singular value of
√
m
N
A∗ given in Proposition 4.1 seems to not be sharp in
the general BOS case, where the minimum singular value could decay too fast as m→ N .
Therefore, an improvement of the upper bound for the ℓ1-quotient given in Proposition 4.1
may be necessary.
To conclude, we would like to draw the reader’s attention to Figure 1 – presented in the
introduction – and examine to what extent our theoretical analysis is able to explain the
phenomena observed therein. Firstly, for every type of measurement (i.e., random Gaussian
measurements, partial discrete Fourier transform, and nonharmonic Fourier measurements) the
figure shows how the accuracy of quadratically-constrained basis pursuit improves when the
threshold parameter η is tuned according to a reliable estimate of the noise level. This behavior
is theoretically explained by the presence of the term max{‖e‖2 − η, 0} in all the recovery
error estimates provided in our analysis (Section 2). Secondly, we are able to understand the
Gaussian case more deeply, since robustness under unknown error is now proved not only for
basis pursuit, but also for quadratically-constrained basis pursuit for any value of the threshold
parameter η (Section 3). Thirdly, our analysis is able to explain – to a certain extent – why
the partial discrete Fourier transform outperforms random Gaussian measurements. Indeed,
considering the subsampled isometry model based on Bernoulli selectors, the discussion carried
out in Section 4.5 shows that no upper bound on s (nor m) is needed to obtain robust recovery,
as opposed to the Gaussian case where m ≤ N/2 and s ≤ m/ ln(eN/m). However, the reason
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why the performance of basis pursuit is similar to that of quadratically-constrained basis pursuit
for the partial discrete Fourier transform with noisy measurements still remains an interesting
open question.
7 Acknowledgements
The authors gratefully acknowledge Simon Foucart, Michael Friedlander, Yaniv Plan, Paul
Tupper, Ozgur Yilmaz for the insightful discussions about the material presented in this paper.
The authors acknowledge the support of the Alfred P. Sloan Foundation and the Natural
Sciences and Engineering Research Council of Canada through grant 611675. The first author
also acknowledges the Postdoctoral Training Center in Stochastics of the Pacific Institute for
the Mathematical Sciences for the support.
A Proof of Theorem 4.6
The aim of this section is to prove Theorem 4.6 about the expected singular values of a tall
random matrix with heavy-tailed random isotropic columns. The proof of Theorem 4.6 relies
on the results from [36], that is the main reference to keep handy throughout the appendix.
In particular, Theorem 4.6 is a generalization to [36, Theorem 5.62], which provides bounds
for the expected singular values of a tall random matrix with heavy-tailed random isotropic
columns based on the cross coherence (referred to as coherence in [36]) and defined as in (26),
assuming a suitable normalization hypothesis on the columns of the random matrix considered.
This normalization hypothesis turns out to be too restrictive for the application to BOSs.
Therefore, we relax it by means of the the distortion parameter ξ associated with the random
matrix, defined in (27), following the remarks in [36, Section 5.7, paragraph “For Section 5.5”].
The appendix is divided in two subsections. In the first subsection, we provide some tech-
nical results about random matrices that will be useful to prove Theorem 4.6 in the second
subsection.
A.1 Preliminary results
We prove a generalization of [36, Lemma 5.63] regarding matrix decoupling. The proof provided
here is analogous to that in [36] and relies on a simpler scalar decoupling result (see [36, Lemma
5.60]), based on random selectors.
Lemma A.1 (Matrix decoupling). Let M ∈ Cm×N be a random matrix. Denote the rows of
M as m1, . . . ,mm. Then,
E ‖MM∗ − I‖2 ≤ Emax
i∈[m]
|‖mi‖22 − 1|+ 4 max
T⊆[m]
E ‖MTM∗T ‖2,
where MT is the restriction of M to the rows in T and T = [m] \ T .
Proof. First we notice that, thanks to the diagonalizability of MM∗, we have
‖MM∗ − I‖2 = sup
x∈Cm
‖x‖2=1
|x∗(MM∗ − I)x| = sup
x∈Cm
‖x‖2=1
|‖M∗x‖22 − 1|. (50)
35
Furthermore, for every x ∈ Cm with ‖x‖2 = 1, we can split
‖M∗x‖22 =
∑
i∈[m]
|xi|2‖mi‖22 +
∑
i∈[m]
∑
k∈[m]\{i}
xixk〈mi,mk〉
= 1 +
∑
i∈[m]
|xi|2(‖mi‖22 − 1) +
∑
i∈[m]
∑
k∈[m]\{i}
xixk〈mi,mk〉.
Therefore, we obtain the estimate
|‖M∗x‖22 − 1| ≤ max
i∈[m]
|‖mi‖22 − 1|+
∣∣∣∣ ∑
i∈[m]
∑
k∈[m]\{i}
xixk〈mi,mk〉
∣∣∣∣. (51)
In order to deal with the second addendum in the right-hand side of (51), we introduce a
random set T = {i ∈ [m] : θi = 1}, where θ1, . . . , θm are independent random selectors such that
E[θi] = 1/2. Moreover, let us denote as EM and ET the expectations with respect to the random
matrix M and to the random set T , respectively. Then, observing that ET [θi(1 − θk)] = 1/4
for every i 6= k, we have
ET
∑
i∈T
∑
k∈T
xixk〈mi,mk〉 = ET
∑
i∈[m]
∑
k∈[m]\{i}
θi(1− θk)xixk〈mi,mk〉
=
1
4
∑
i∈[m]
∑
k∈[m]\{i}
xixk〈mi,mk〉. (52)
Combining (50),(52), and (51), and employing Jensen’s inequality, we obtain
EM ‖MM∗ − I‖2 ≤ EM max
i∈[m]
|‖mi‖22 − 1|+ 4EM ET sup
x∈Cm
‖x‖2=1
∣∣∣∣∑
i∈T
∑
k∈T
xixk〈mi,mk〉
∣∣∣∣.
Bounding from above the expectation with respect to T with the maximum over T concludes
the argument.
We need two further technical results before proceeding with the proof of Theorem 4.6.
Both results are proved in [36] for random matrices with real entries, but the reader can check
that they hold as well in the complex case. The first result is about the expected singular
values of random matrices with heavy-tailed rows. This result corresponds to [36, Theorem
5.45].
Lemma A.2 (Expected singular values of a random matrix with isotropic independent rows).
Let A ∈ Cm×N , with m ≤ N , be a random matrix whose rescaled rows √ma1, . . . ,√mam are
independent isotropic random vectors in CN . Then, there exists a universal constant C > 0
such that
E max
k∈[N]
|σk(A)− 1| ≤ C
(
E
[
max
i∈[m]
‖ai‖22
]
ln(m)
)1/2
.
The second technical result provides an upper bound in expectation for the singular values
of a random matrix with independent (but not necessarily isotropic) heavy-tailed rows.
Lemma A.3 (Expected norm of a random matrix with independent rows.). Let M ∈ Cn×k be
a random matrix whose rows m1, . . . ,mn are independent random vectors in C
k with second
moment matrices
Ki = E[mim
∗
i ], ∀i ∈ [n].
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Then, there exists a universal constant C > 0 such that
E ‖M‖2 ≤
∥∥∥∥ n∑
i=1
Ki
∥∥∥∥1/2
2
+ C
(
E
[
max
i∈[n]
‖mi‖22
]
ln(min{n, k})
)1/2
. (53)
Proof. We can bound (E ‖M‖22)1/2 by the right-hand side of (53) using [36, Theorem 5.48]
and [36, Remark 5.49]. Then, we observe that E ‖M‖2 ≤ (E ‖M‖22)1/2 thanks to Jensen’s
inequality.
We are now in a position to prove Theorem 4.6.
A.2 Proof of Theorem 4.6
We start by applying the matrix decoupling Lemma A.1 with M =
√
m
N
A. Recalling the
definition (27) of the distortion parameter ξ, we obtain
E ‖m
N
AA
∗ − I‖2 ≤ ξ + 4
N
max
T⊆[m]
E ‖mATA∗T ‖2 = ξ +
4
N
max
T⊆[m]
E ‖GT ‖2, (54)
where GT ∈ C|T |×|T | denotes the decoupled Gram matrix
GT = mATA
∗
T ,
whose entries contain the inner products between the rows of
√
mA relative to T against the
rows of
√
mA relative to its complement set T = [m] \ T . Namely,6
(GT )ik = 〈
√
mai,
√
mak〉, ∀i ∈ T, ∀k ∈ T .
The next goal is to provide an estimate for E ‖GT ‖2, which is uniform in T .
Given a set S ⊆ [m], we denote by EAS the expectation with respect to AS . In particular,
notice that E = EA
T
EAT . Now, we first estimate EAT ‖GT ‖2. Indeed, fixing AT we see
that the matrix GT has independent (but not necessarily isotropic) rows. This allows for an
application of Lemma A.3, which yields
EAT ‖GT ‖2 ≤
∥∥∥∥∑
i∈T
KT,i
∥∥∥∥1/2
2
+ C
(
EAT
[
max
i∈T
‖gT,i‖22
]
ln(min{|T |, |T |})
)1/2
,
≤ √m ·max
i∈T
‖KT,i‖1/22 +C
(
EAT
[
max
i∈T
‖gT,i‖22
]
ln(m)
)1/2
, (55)
where gT,i is the i
th row of GT , C > 0 is a universal constant, and
KT,i = EAT [(gT,i)(gT,i)
∗], ∀i ∈ T,
is the second moment matrix of the random vector gT,i.
In order to estimate the right-hand side of (55), we first provide an upper bound to ‖KT,i‖,
uniform in i. Notice that, due to the diagonalizability of KT,i,
‖KT,i‖2 = sup
x∈C|T |
‖x‖2=1
|x∗ EAT [(gT,i)(gT,i)∗]x| = sup
x∈C|T |
‖x‖2=1
EAT |〈gT,i,x〉|2. (56)
6We should write j ∈ [|T |] and k ∈ [|T |] instead of j ∈ T and k ∈ T , respectively. We are sure that the reader will
forgive this small abuse of notation, committed for the sake of readability.
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For every x ∈ C|T | with ‖x‖2 = 1, using the isotropy of the vectors √mai and Lemma 4.3, we
see that
EAT |〈gT,i,x〉|2 = EAT
∣∣∣∣∑
k∈T
〈√mai,
√
mak〉xk
∣∣∣∣2 = EAT ∣∣∣〈√mai,∑
k∈T
√
makxk
〉∣∣∣2
=
∥∥∥∥∑
k∈T
√
makxk
∥∥∥∥2
2
= m‖x⊺AT ‖22 ≤ m‖AT ‖22, (57)
Combining (56) and (57), it follows that
max
i∈T
‖KT,i‖2 ≤ m‖AT ‖22. (58)
In order to deal with the second addendum in the right-hand side of (55), we provide an
upper estimate to EAT maxi∈T ‖gT,i‖22. We observe that
max
i∈T
‖gT,i‖22 = max
i∈T
∑
k∈T
|〈√mai,
√
mak〉|2 ≤ m2 max
i∈[m]
∑
k∈[m]\{i}
|〈ai,ak〉|2,
which, in turn, implies
EAT
[
max
i∈T
‖gT,i‖22
]
≤ N2 EAT [Z], (59)
where
Z :=
(
m
N
)2
max
i∈[m]
∑
k∈[m]\{i}
|〈ai, ak〉|2.
Notice that the random variable Z is defined such that its expected value is the cross coherence
parameter defined in (26), namely E[Z] = µ.
Plugging the inequalities (58) and (59) into (55), we see that
EAT ‖GT ‖2 ≤ m‖AT ‖2 + CN(EAT [Z] ln(m))1/2, (60)
Finally, in order to estimate the quantity E ‖GT ‖2, we take the expectation of both sides
of (60) with respect to AT . Considering the expectation of first addendum in the right-hand
side of (60), we observe that
EA
T
‖AT ‖2 = E ‖AT ‖2 ≤ E ‖A‖2. (61)
Moreover, noting that the rows ai of A satisfy
Emax
i∈[m]
‖ai‖22 =
N
m
(
1 + Emax
i∈[m]
∥∥∥√mN ai∥∥∥2
2
− 1
)
≤ N
m
(1 + ξ),
Lemma A.2 yields
E ‖A‖2 = E[σmax(A)] ≤ 1 + C′
√
(1 + ξ)N ln(m)
m
≤ 2C′
√
(1 + ξ)N ln(m)
m
, (62)
for a suitable universal constant C′ > 0.
About the expectation of the second addendum in the right-hand side of (60), Jensen’s
inequality implies
EA
T
(EAT [Z] ln(m))
1/2 ≤ (EA
T
EAT [Z] ln(m))
1/2 = (E[Z] ln(m))1/2 =
√
µ ln(m). (63)
38
Therefore, considering the expectation of (60) with respect to AT and using (61), (62), and
(63), we obtain
E ‖GT ‖2 ≤ 2C′
√
(1 + ξ)mN ln(m) + CN
√
µ ln(m) ≤ C′′N
√
(1 + ξ)µ ln(m),
where we have used the fact that µ ≥ (m− 1)/N ≥ m/(2N) (thanks to Lemma 4.3 and to the
isotropy of the vectors
√
mai) and C
′′ = 2
√
2C′ + C.
Recalling (54), this shows that
E ‖m
N
AA
∗ − I‖2 ≤ ξ + C′′
√
(1 + ξ)µ ln(m),
where the constant C′′ > 0 is universal. Finally, we observe that
‖m
N
AA
∗ − I‖2 = max
k∈[m]
|σk(
√
m
N
A
∗)2 − 1| ≥ max
k∈[m]
|σk(
√
m
N
A
∗)− 1|.
This completes the proof.
B Proof of Proposition 5.1
This appendix is devoted to the proof of Proposition 5.1, which provides an upper bound to
the distortion parameter ξ defined in (27) in the case of the Chebyshev polynomials defined in
(44)-(45). The crucial tool employed here is the normalized Christoffel function.
Definition B.1 (Normalized Christoffel function). We define the normalized Christoffel func-
tion associated with a BOS Φ = {φj}Nj=1 as
CN(t) := 1
N
N∑
j=1
|φj(t)|2.
In the case of Chebyshev polynomials, defining x = arccos(t), we have
CN(t) = 1
N
N∑
j=1
(φj(t))
2 =
1
N
+
2
N
N−1∑
j=1
cos2(jx) = 1 +
1
N
N−1∑
j=1
cos(2jx)
=
N − 1
N
+
sin((2N − 1)x)
N sin(x)
. (64)
We prove a technical result that reveals a tight link between the asymptotic behavior of
the normalized Christoffel function and the decay of the distortion parameter ξ for any BOS
associated with the one-dimensional Chebyshev measure.
Lemma B.2 (Distortion bound based on the Christoffel function). Consider a BOS Φ =
{φj}Nj=1 associated with the Chebyshev measure (46). Fix 0 < ε < 1 and τ > 0 and assume
that there exists a positive integer Nε,τ such that, for every N ≥ Nε,τ , the following holds
‖CN − 1‖L∞(−1+ε,1−ε) ≤ τ. (65)
Then, for every N ≥ Nε,τ , the distortion parameter ξ defined in (27) satisfies
ξ ≤ τ + 2(K2 + 1)m
√
ε/π.
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Proof. For any random matrixA ∈ Cm×N with rows ai built as in (30), considering the random
variable
X(A) = max
i∈[m]
∣∣∣m
N
‖ai‖22 − 1
∣∣∣ ,
we have ξ = E[X(A)]. Since m‖ai‖22 ≤ K2N , we have |X(A)| ≤ K2+1. This, in turn, implies
ξ ≤ τ + (K2 + 1)P{X > τ}, ∀τ > 0. (66)
Now, in order to estimate P{X(A) > τ}, we notice that (m/N)‖ai‖22 = CN (ti) and, exploit-
ing the independence of the sampling points ti, we resort to a union bound
P{X(A) > τ} = P
{
max
i∈[m]
|CN (ti)− 1| > τ
}
= P
( ⋃
i∈[m]
{
|CN(ti)− 1| > τ
})
≤ mP
{
|CN (t1)− 1| > τ
}
≤ mP{t1 ∈ [−1, 1] \ (−1 + ε, 1− ε)}︸ ︷︷ ︸
=:λε
, (67)
where in the last inequality hinges on (65).
The next step is to estimate the probability λε that the distance of a sample t1 from the
boundary is less than ε. By direct computation
λε = 1−
∫ 1−ε
−1+ε
dν(t) = 1− π−1
∫ 1−ε
−1+ε
(1− t2)−1/2 dt
= 1− π−1(arcsin(1− ε)− arcsin(−1 + ε))
≤ 1− π−1(π/2−√πε+ π/2−√πε) = 2
√
ε/π. (68)
The last inequality hinges on the estimates
arcsin(x) ≥ π/2−
√
π(1− x), ∀x ∈ [0, 1],
arcsin(x) ≤ −π/2 +
√
π(1 + x), ∀x ∈ [−1, 0],
which, in turn, can be deduced from
sin(x) ≥ −1 + (x+ π/2)2/π, ∀x ∈ [−π/2, 0]
sin(x) ≤ 1− (x− π/2)2/π, ∀x ∈ [0, π/2].
Combining (66), (67), and (68) completes the proof.
An immediate consequence of Lemma B.2 is that when the normalized Christoffel function
CN → 1 uniformly on every interval of the from [−1+ ε, 1− ε] for N →∞, then the distortion
ξ → 0 for N → ∞ and m fixed. Recalling (64), the reader can verify that this is the case for
the Chebyshev polynomials. Moreover, we are able to track the dependency on m and N in
the decay of ξ to 0 as N → 0. We are now in a position to prove Proposition 5.1.
Proof of Proposition 5.1. The idea is to employ Lemma B.2, giving an explicit value for Nε,τ
that guarantees the validity of relation (65).
First, recalling (64), notice that
|1− CN(t)| =
∣∣∣∣1− N − 1N − sin((2N − 1)x)N sin(x)
∣∣∣∣ ≤ 1N + 1N
∣∣∣∣ sin((2N − 1)x)sin(x)
∣∣∣∣.
Now, fixed 0 < ε < 1, for every t ∈ [−1 + ε, 1− ε], we have
| sin(x)| ≥ sin(arccos(1− ε)) =
√
1− (1− ε)2 =
√
ε(2− ε) ≥ √ε.
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Therefore, we obtain
‖1− CN(t)‖L∞(−1+ε,1−ε) ≤ 1
N
+
1√
εN
≤ 2√
εN
,
and, consequently, (65) holds with Nε,τ = ⌈2/(√ετ )⌉. Now, if we choose
τ = τ (ε) = (K2 + 1)m
√
ε/π = 3m
√
ε/π,
we have that, for every 0 < ε < 1, the following implication holds
N ≥ 2
√
π
3mε
=⇒ ξ ≤ 9m
√
ε/π.
In particular, for every 1 < m ≤ N , we can choose 0 < ε < 1 such that N = ⌈2√π/(3mε)⌉.
Then, we have 2
√
pi
3mε
≤ N ≤ 2
√
pi
3mε
+ 1. Thus, ε ≤ 2
√
pi
3m(N−1) , and, finally,
ξ ≤ 3
√
6
π1/4
√
m
N − 1 ≤
9
√
6
2π1/4
√
m
N
,
which is the desired conclusion.
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