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Introduzione
Recentemente si è assistito allo sviluppo di dispositivi che sfruttano la rile-
vazione di onde acustiche per implementare funzioni che vanno oltre quelle
dei singoli microfoni. Come esempio, come si può considerare l’impiego di ar-
ray di microfoni nei telefoni cellulari di ultima generazione per permettere la
cancellazione di suoni da direzioni non volute.
Una ulteriore espansione delle funzionalità si può avere misurando, oltre
che la pressione (operazione tipica dei microfoni), anche la cosiddetta velocità
delle particelle acustiche. Le applicazioni che potrebbero essere rese possibili da
questo tipo di segnali sono il riconoscimento della provenienza del suono ed una
maggiore efficacia nella selezione della sorgente sonora. I sensori attualmente
disponibili per la misura della velocità delle particelle acustiche sono basati su
un principio di trasduzione termica.
In questo lavoro di tesi verrà sviluppato un amplificatore in tecnologia
CMOS dedicato all’interfacciamento di sensori di velocità delle particelle acu-
stiche configurati come ponti di Wheatstone. L’amplificatore verrà progettato
secondo specifiche di basso rumore sfruttando la tecnica chopper per la cancel-
lazione dinamica dell’offset e del rumore a bassa frequenza. La particolare fun-
zione di trasferimento implementata dall’amplificatore, inoltre, rende possibile
l’attenuazione dell’offset ripple.
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Nel Capitolo 1 si fornirà una panoramica delle tipologie di sensori in
base alla grandezza fisica che sono in grado di misurare. Successivamente
verrà presentata una rassegna delle più comuni tecniche di microlavorazione
del silicio. Nella parte finale del capitolo verranno brevemente discusse alcune
applicazioni commerciali dei suddetti sensori.
Nel Capitolo 2 verrà presa in esame quella particolare categoria di sensori
che sfruttano il principio anemometrico o calorimetrico per la misura della
velocità delle particelle acustiche. Di tali sensori ne sarà, inoltre, esaminato il
principio di funzionamento.
Nel Capitolo 3 verranno presentate e discusse le caratteristiche peculiari
del sensore di velocità delle particelle acustiche sviluppato all’interno del Di-
partimento di Ingegneria dell’Informazione dell’Università di Pisa. Di seguito
si tratterà il principio di funzionamento della tecnica chopper applicata alla
architettura proposta al fine di cancellare l’offset ed il rumore a bassa fre-
quenza. L’ultima parte del capitolo verrà invece dedicata alla presentazione
dell’architettura oggetto di questa tesi.
Nel Capitolo 4 verrà presentato un possibile dimensionamento dei blocchi
che costituiscono l’architettura sulla base delle specifiche di rumore ed offset.
L’architettura si compone di due stadi: il primo è costituito dall’amplificatore
fully-differential. Il secondo è rappresentato da un amplificatore operazionale.
Nel Capitolo 5 verranno discussi e commentati i risultati ottenuti dal-
le simulazioni effettuate, al fine di caratterizzare l’architettura proposta. Le
simulazioni PSS (Periodic Stationary State) consentiranno di estrarre infor-
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L’evoluzione delle applicazioni di natura elettronica, sia industriale che consumer, si sta
orientando verso soluzioni a basso costo, basso consumo di potenza e ridotto ingombro.
In aggiunta a queste linee di tendenza, le nuove applicazioni, spesso di tipo embedded,
richiedono sempre di più che vi sia un interfacciamento tra utente e dispositivo elettronico
nonché tra ambiente esterno (mondo fisico) ed utente, attraverso il sistema di elaborazione
[4].
In questo scenario di innovazione tecnologica delle applicazioni microelettroniche, sen-
sori e attuatori svolgono un ruolo di grandissima importanza in quanto componenti fonda-
mentali per collegare la natura fisica dell’informazione con quella astratta rappresentata
in forma logica o analogica nella macchina sottoforma di segnali elettrici.
Gli ultimi due decenni hanno visto la nascita e la diffusione dei cosiddetti MEMS. La
riduzione delle dimensioni, il ridotto consumo energetico ed basso costo, dunque, sono
alcuni degli obiettivi finali per i dispositivi MEMS per applicazioni specifiche. Un modo
per raggiungere questi obiettivi è la integrazione della tecnologia MEMS con i circuiti
integrati (IC).
L’utilizzo della tecnologia CMOS standard come processo base per la realizzazione di
MEMS, ha portato allo sviluppo di tecnologie miste che permettono di esaltare al massimo
i vantaggi offerti da questi sistemi, massimizzando la compattezza e minimizzando i costi.
Inoltre, questo approccio ha consentito ai dispositivi MEMS di essere direttamente
integrati con circuiti CMOS, permettendo dimensioni dei dispositivi più piccoli e mag-
giori prestazioni. Questa integrazione della tecnologia MEMS con la tecnologia CMOS












Figura 1.0.1: Sistema totale
1.1 Microsistemi.
La figura (1.0.1) mette in evidenza in maniera schematica la funzione svolta da questi
sistemi e la loro collocazione all’interno del sistema di acquisizione dati (DAS).
Tali microsistemi, per definizione, trasformano una certa forma di energia in un’altra.
In particolar modo:
 il sensore: mette in comunicazione il mondo fisico con il sistema elettronico;
la quantità e(t), rappresenta una generica grandezza fisica rilevabile dal particolare
sensore1. Le variazioni di energia vengono rilevate dal sensore e messe sottoforma di
una grandezza elettrica s(t), tipicamente una variazione di tensione o di resistenza,
che può essere elaborata dall’elettronica mediante l’uso di un circuito di lettura
comunemente chiamato interfaccia;
 l’attuatore : successivamente alle elaborazioni, è possibile andare ad agire sul mon-
do fisico, tramite l’attuatore sollecitato dalla grandezza rappresentata da v(t). Si
generano dunque degli effetti sulla variabile fisica sulla base della decisione presa
dal sistema di elaborazione, rappresentate dalla variabile f(t).
I sistemi che svolgono la funzione di sensing (sensore) e di attuazione (attuatore) costi-
tuiscono i cosiddetti microsistemi MEMS/MOEMS.
MEMS è l’acronimo di Micro-Electro Mechanical Systems, ovvero di sistemi micro-
elettro-meccanici. MOEMS sta invece per Micro-Opto-Electro Mechanical Systems.
1Una lista di grandezze fisiche di interesse è riportata nelle pagine successive.
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A differenza dei circuiti integrati (IC) che vengono fabbricati utilizzando processi
CMOS standard, tali microsistemi, sono costituiti anche da componenti meccanici, i
quali necessitano per la loro fabbricazione, di sofisticate tecniche di microlavorazione
del silicio (o di altri substrati) che vanno sotto il nome di tecniche di micromachining.
Processi, che vanno genericamente sotto il nome di bulk micromachining (BμM) e surface
micromachining (SμM), consentono di rimuovere selettivamente parti di silicio oppure di
depositare materiali strutturali al fine di realizzare le suddette strutture.
Il capitolo che segue, è volto alla rassegna di tali tecniche di microlavorazione. Par-
ticolare attenzione è posta a quel sottoinsieme di passi di processo che garantiscono
l’integrazione «dell’elettronica» in tecnologia CMOS con la parte sensoristica.
Le figure che seguono (1.1.1), costituiscono degli esempi dei risultati ottenuti dalla
microlavorazione del silicio.
(a) Ingranaggi e ruote dentate
(b) Sistema di Micromirrors DMD
Figura 1.1.1: Esempi di microsistemi.
3
1.1.1 Classificazione
La caratteristica principale dei dispositivi MEMS/MOEMS è quella di sfruttare sinergi-
camente le proprietà elettriche/ottiche e quelle meccaniche del silicio.
Nel seguito, verrà riportata una panoramica dei sensori e degli attuatori disponibili
commercialmente, classificati sulla base delle proprietà di sensing o di attuazione offerta
dal particolare microsistema, sulla base, quindi, del dominio energetico di interesse2.
 meccanico: forza, pressione, velocità, accelerazione, posizione;
 termico: temperatura, entropia, calore, flusso di calore;
 chimico: concentrazione, composizione, velocità di reazione;
 radiativo: intensità di campo elettromagnetico, lunghezza d’onda, fase, polarizza-
zione;
 magnetico: intensità di campo magnetico, densità di flusso, momento magnetico,
permeabilità;
 elettrico: tensione, corrente, carica, resistenza, capacità, polarizzazione;
1.1.1.1 Trasduttori Meccanici
Sensori Meccanici. Della categoria dei sensori meccanici, fanno parte:
 Sensori piezoresistivi: sfruttano l’effetto piezoresistivo. Esso rappresenta il feno-
meno tale per cui una deformazione esercitata sul cristallo, provoca una variazione
della resistività del materiale stesso.
 Sensori piezoelettrici: sfruttano l’effetto piezoelettrico. È la proprietà di certi cri-
stalli, detti appunto piezoelettrici, di generare una tensione tra le loro estremità in
risposta ad uno stress meccanico subito, ad esempio compressione.
 Sensori Capacitivi: il sensing è di tipo elettrostatico. Questi sensori sono costituiti
da due o più piastre affacciate; l’avvicinamento o l’allontanamento meccanico di
una delle due, a seguito, ad esempio di una forza, provoca una variazione della
capacità elettrostatica misurabile ai capi delle due piastre.
Tali sensori meccanici consentono dunque di realizzare: Strain Gauge, Accelerometri ed
inclinometri, Giroscopi per la misura della velocità angolare e Sensori di Pressione.




(b) Esempio di Giroscopio
Figura 1.1.2: Esempi di Sensori Meccanici
Attuatori Meccanici Della categoria degli attuatori meccanici, fanno parte:
 Attuatori Elettrostatici: rendono possibile indurre lo spostamento/movimento di
uno degli elettrodi a seguito di una differenza di potenziale applicata al materiale
come mostrato schematicamente in figura (1.1.3);
 Attuatori Piezoelettrici: sfruttano l’effetto piezoelettrico inverso. Il materiale si
deforma elasticamente se sottoposto all’azione di un campo elettrico.
1.1.1.2 Trasduttori di Radiazione
Sensori di Radiazione Della categoria dei sensori di radiazione, fanno parte:
 Fotodiodi: sfruttano l’effetto fotoconduttivo. Consentono di ottenere in uscita una
corrente (fotocorrente) che è funzione della radiazione luminosa incidente;
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Figura 1.1.3: Esempio di Attuatore Comb Drive
 CCD: è di fatto un fotorivelatore costituito da un condensatore MOS in grado di
accumulare una carica elettrica proporzionale all’intensità della radiazione elettro-
magnetica incidente sul materiale;
 Sensori Piroelettrici: sono costituiti da un materiale cristallino che, quando esposto
al calore sotto forma di radiazione infrarossa, genera una carica elettrica superficiale.
La tensione di uscita è funzione della quantità di radiazione infrarossa rilevata
all’ingresso.
Attuatori Ottici Della categoria degli attuatori ottici, fanno parte:
 Guida d’onda: è una struttura che convoglia e confina la luce all’interno in una
ben determinata regione dello spazio consentendone cioè una propagazione guidata.
Essa dunque è un mezzo di trasmissione di un segnale su un canale di comunicazione.
 Accoppiatori Ottici: componenti utilizzati per prelevare una frazione del segnale
che viaggia lungo una linea di trasmissione oppure per sommare e sottrarre tra di
loro due segnali ottici.
 Microspecchi: sono alla base di sistemi di proiezione a riflessione DLP: l’immagine si
forma su un dispositivo in grado di riflettere la luce e quindi, attraverso un insieme
di lenti, consentire la proiezione dell’immagine su di uno schermo.
 LED, switches ottici, WDMs, polarizzatori.
1.1.1.3 Trasduttori di Temperatura
Sensori di Temperatura Della categoria dei sensori di temperatura, fanno parte:
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 Sensori a film metallico (RTD): Sono costituiti da un film metallico la cui resistenza,
aumenta in modo quasi lineare con la temperatura. La resistenza seguirà una legge
del tipo R(T ) = R(T0)[1− α(T + T0)].
 Termistori: sono dei resistori il cui valore di resistenza varia in maniera significativa
con la temperatura. I termistori possono essere PTC o NTC. Quest’ultimi seguono










 Termocoppie: sfruttano l’effetto Seebeck. In un circuito formato da due materiali
diversi, sottoposto a un gradiente di temperatura, si instaura una differenza di
potenziale.
 Sensori a Giunzione p-n: basano il loro funzionamento sulle proprietà di giunzio-
ni p-n (o della giunzione base-emettitore di un transistore bipolare) di avere una
tensione/corrente fortemente dipendente dalla temperatura.
Attuatori Termici Della categoria degli attuatori termici, fanno parte:
 Shape Memory alloys (SMAs): sono speciali leghe metalliche che hanno la capacità
di recuperare, continuamente e in modo ripetibile, una forma prestabilita quando
risultano essere soggette ad un appropriato ciclo termico. Il lavoro meccanico ge-
nerato nella fase di recupero della forma da parte del materiale rende, perciò, gli
SMA adatti a lavorare come attuatori attivati termicamente.
 Thermal Bimorph Actuator: Sfrutta il fatto che i due materiali (vedi figura 1.1.4)
hanno differenti coefficienti di espansione termica. A seguito del riscaldamento della
struttura, il materiale con il coefficienti di espansione termica maggiore provocherà
la flessione della barra.
Figura 1.1.4: Thermal Bimorph Actuator [2]
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1.1.1.4 Microfluidici
 sensori di flusso: utilizzati per la stima della velocità di un fluido; basati sulla misura
della temperatura del fluido a monte ed a valle del condotto. La velocità è propor-
zionale alla differenza di temperatura. Altre tipologie misurano la pressione/forza
esercitata dal fluido su una membrana.
 microvalvole: utilizzate per il rilascio graduale e controllato di fluidi per appli-
cazioni biomedicali; i meccanismi di attuazione più comuni sono quello termico,
piezoelettrico ed elettrostatico.
1.2 Tecnologie di Fabbricazione
Recentemente sono state utilizzate le interconnessione di rame di processi CMOS per fab-
bricare dispositivi microelettromeccanici come ad esempio interruttori a radiofrequenza
e risuonatori [9, 10].
Fino ad ora, però, la maggior parte dei microsistemi MEMS disponibili in commercio,
che combinano elementi trasduttori realizzati con tecniche di micromachining ed elettroni-
ca integrata su un unico chip, si sono basati su processi CMOS o BiCMOS con dimensioni
caratteristiche minime tipicamente comprese tra 0.5μm e 3μm. Nonostante tali tecnologie
CMOS non siano più mature, le loro capacità sono sufficienti per la maggior parte dei
microsistemi. Un esempio è dato dal sensore di pressione KP100 della Infineon Techno-
logies, un array di sensori di pressione ottenuti mediante SμM ed elettronica integrata
per il condizionamento del segnale, la conversione A/D, calibrazione e diagnostica, che si
basa su una tecnologia BiCMOS 0.8μm [11].
Durante le fasi di progettazione microsistemi dei MEMS CMOS-based, che integrano
sullo stesso chip elettronica e sensoritica, il progettista deve attenersi, in larga misura,
alla sequenza dei passi di processo CMOS scelto in modo tale da non sacrificare la funzio-
nalità dell’elettronica on-chip. Questo può limitare l’esplorazione dello spazio di progetto
per i microsistemi. Materiali, proprietà dei materiali e spessori sono determinati dalle
caratteristiche del processo CMOS utilizzato.
1.2.1 Integrazione CMOS-MEMS
Questo paragrafo offre una panoramica sulle tecnologie di fabbricazione CMOS-based per
sistemi microelettromeccanici. La prima parte introduce brevemente gli steps necessari
per la loro fabbricazione e mette in evidenza come materiali impiegati per la realizzazione
di IC, possono essere utilizzati per i microsistemi.
8
Vengono prese in esame le tecniche di microlavorazione bulk micromachining e surface
micromachining.
Il silicio è il materiale largamente utilizzato per la fabbricazione di IC; in aggiunta
alla sue favorevoli proprietà elettriche, il silicio monocristallino possiede anche eccellenti
proprietà meccaniche [12], che consentono la progettazione di strutture micromeccaniche.
La particolare tecnologia CMOS scelta per l’implementazione di un microsistema
MEMS, determina l’intera sequenza dei passi di processo, i profili di drogaggio e le profon-
dità di giunzione delle regioni di silicio drogate, le proprietà dei materiali e gli spessori dei
diversi strati di film sottile. Generalmente, soltanto minimi adattamenti possono essere
messi in atto in modo da non compromettere le prestazioni dei circuiti CMOS.
Tuttavia, i diversi layer che andranno poi a costituire un transistore in tecnologia
CMOS, possono essere utilizzati per la fabbricazione di microstrutture. La tabella 1.2.1
elenca una lista di alcuni dei layer impiegati un tipico processo CMOS; nella colon-
na di destra, sono riportati, invece alcuni esempi del loro uso per la fabbricazione di
microsistemi.
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CMOS layer Uso nei MEMS
n-well/p-well Materiale Strutturale



























Tabella 1.2.1: Materiali e loro uso in microsistemi MEMS
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Prima di passare alla breve rassegna sulle tecnologie di micromachining, si riporta un
esempio tratto dalla letteratura che esemplifica quanto riportato nella tabella precedente
[3].
Figura 1.2.1: Sensore Chimico tratto da [3].
La cross section del sensore chimico è riportata in figura 1.2.1. Esso è costituito da
un cantilever ottenuto tramite una n-well ricoperto da uno strato dielettrico (passivation
layer); la n-well ed il dielettrico, costituiscono dei materiali strutturali. Il cantilever viene
ottenuto al termine dei consueti passi di processo, a seguito di tre fasi di microlavorazione:
in primo luogo, una membrana è ottenuta da attacco umido anisotropo dal retro della
fetta (back side bulk micromachining) in combinazione con la tecnica di etch-stop alla
giunzione p-n tra substrato e n-well ; successivamente, il cantilever è ottenuto mediante
due attacchi RIE. Le due metallizzazioni di alluminio (alluminium coil) vengono utilizzati
per formare una bobina planare sulla cima del cantilever, consentendo la generazione di
vibrazioni trasversali in presenza di un campo magnetico esterno parallelo alla lunghezza
cantilever. Le vibrazioni trasversali vengono rilevate con dei transistori PMOS connessi
a diodo e sensibili allo stress, disposti in una configurazione a ponte Wheatstone. In
alternativa, possono essere utilizzate le impiantazioni p+/n+ di source/drain, oppure il
polysilicon gate drogato n+ per la realizzazione dei piezoresistori. La trave viene poi
rivestita con uno strato di polimero chimicamente sensibile. L’assorbimento dell’analita
(l’analita è la specie chimica che deve essere determinata durante l’analisi chimica) nello
strato polimerico, provoca un aumento della massa del cantilever e, di conseguenza, una
diminuzione della sua frequenza di risonanza. La variazione della frequenza di risonanza
viene rilevata incorporando il cantilever in un anello di retroazione.
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1.2.2 Tecniche di micromachining
Alcuni esempi di sensori investigati in letteratura, possono essere realizzati utilizzando il
processo CMOS senza richiedere alcun fasi di processo aggiuntiva. Tra questi si hanno i
sensori di temperatura [13, 14], i sensori di campo magnetico (in particolare i sensori di
Hall) [15] e CMOS imager [16, 17].
Nel seguito, invece, viene effettuata una panoramica sulle tecniche di micromachining
più utilizzate e vengono elencati quei sensori che, al contrario necessitano di micromachi-
ning per la loro fabbricazione.
Le tecniche di microfabbricazione consentono di realizzare microsistemi MEMS inte-
grati.
Esse possono essere suddivise in due principali categorie:
1. Bulk micromachining [18];
2. Surface micromachining [19].
Nel caso del bulk micromachining, come si può osservare in maniera molto schematica
dalla figura 1.2.2, le microstrutture sono ottenute mediante rimozione selettiva di mate-
riale dal substrato. Nel caso di surface micromachining, la microstrutture sono ottenute
mediante strati di film sottile (strutturali e sacrificali), che si depositano sulla parte
superiore del substrato e che vengono selettivamente rimossi in modo tale da ottenere
geometrie ben definite.
Figura 1.2.2: Bulk (sinistra) e Surface (destra) Micromachining
La qualità del particolare attacco chimico può essere caratterizzata da alcuni para-
metri riportati di seguito:
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1. Velocità di attacco (etch Rate) (R);




6. Danneggiamento del substrato.
1.2.2.1 Bulk Micromachining
Le tecniche di bulk micromachining [18] consentono di rimuovere selettivamente porzioni
di materiale semiconduttore e non: l’operazione in questione, si traduce di fatto in un
attacco chimico (o etching). Spesso, per controllare l’avanzamento del processo e l’uni-
formità dell’attacco, vengono utilizzati i cosiddetti etch-stop che sono generalmente tre
tipi: mediante drogaggio, elettrochimici e dielettrici.
Questi vengono scelti in base a:
 il materiale sottoposto ad attacco;
 la geometria dello scavo che si vuole ottenere;
 la compatibilità con gli steps precedenti e successivi;
è possibile classificare ulteriormente tali tecniche di etching in:
 attacco isotropo: la velocità di attacco non dipende dalla direzione in cui procede
l’attacco e quindi l’attacco procede in tutte le direzioni con lo stesso etch-rate;
 attacco anisotropo: la velocità di attacco dipende dalla direzione di attacco. Un caso
particolare di attacco anisotropo è quello in cui la velocità dipende dall’orientamento
dei piani cristallini lungo i quali l’attacco procede.
Queste tecniche, a loro volta posso essere:
 attacco in fase secca (dry etching);
 attacco in fase umida (wet etching).
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L’attacco isotropo wet è largamente utilizzato nel settore MEMS poiché è caratterizzato
da elevato etch-rate e selettività. Uno degli svantaggi di questa tecnica riguarda il fatto
che anche la maschera utilizzata a protezione delle parti che non devono essere rimosse,
subisce un attacco se pur ad un rate molto più contenuto. Nel caso di attacco wet,
la velocità di attacco e la selettività possono essere controllati con vari metodi come ad
esempio: (a) modificando la composizione chimica della soluzione di attacco, (b) variando
la concentrazione di drogante nel substrato, (c) impostando una diversa temperatura della
soluzione di attacco ed infine (d) modificando i piani cristallografici del substrato.
L’attacco isotropo wet (in fase liquida) più comune per il silicio è l’HNA, una miscela
di acido fluoridrico (HF), acido nitrico (HNO3), e acido acetico (CH3COOH). Con questa
tecnica, l’acido nitrico reagisce con la superficie del silicio immerso nella soluzione e lo
ossida. Ciò consente la formazione di SiO2 il quale «consuma» il silicio stesso. L’acido
fluoridrico è in grado di reagire con lo strato cresciuto di biossido di silicio e lo rimuove;
in questa maniera è possibile asportare parti di silicio in maniera indiretta.
L’attacco anisotropo wet del silicio è la tecnica più comune di micromachining e viene
utilizzata per ottenere, ad esempio membrane e travi. Gli etchants, in questo caso,
sono in grado, di attaccare il silicio monocristallino con differenti velocità di attacco
a seconda della direzione cristallografica. Le velocità di attacco variano lungo diverse
direzioni cristallografiche: per questo motivo, le scanalature così ottenute, sono vincolate
dal piano cristallino attaccato. Nel caso di piani (111), la velocità di attacco risulta
molto più bassa rispetto ai piani più comunemente utilizzati (100). Le ragioni della lenta
velocità di attacco sono, la alta densità di atomi di silicio esposto alla soluzione in questa
direzione e tre legami che giacciono sotto il piano.
Figura 1.2.3: Esempio di trench eseguita con attacco anisotropo.
Alcuni materiali come l’ossido di silicio ed il nitruro di silicio non vengono attaccati
dagli etchants e dunque fungono da maschere o etch-stop (vedi figura1.2.3, tratti in rosso).
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Figura 1.2.4: Esempio di cantilever sospeso ottenuto mediante sottoattacco.
Un altro importante fenomeno è il sottoattacco. Come mostrato in figura 1.2.4, è pos-
sibile realizzare dei cantilever sospesi perché l’attacco è in grado di procedere anche sotto
la maschera. La soluzione per attacchi di questo tipo è il KOH. Un esempio di soluzione
di KOH 6-molare a 95°C, consente una velocità di attacco di piani (100) che è dell’ordine
di 150 μm/h ed un rapporto tra velocità di attacco dei piani (100) e dei piani (111) di
circa 30-300:1. Soluzioni KOH sono molto stabili, consentono risultati riproducibili e
sono relativamente poco costose. Gli svantaggi nell’utilizzo di questa tecnica sono dovuti
al fatto che il KOH attacca molto velocemente anche SiO2 e Al e dunque sono richieste
protezioni delle strutture IC durante l’attacco. L’attacco con KOH è tipicamente esegui-
to dal retro della fetta (back side micromachining), con il lato anteriore protetto da una
copertura e/o da una pellicola protettiva. In alternativa al KOH, si possono utilizzare
dei composti di idrossido di ammonio, come tetrametil ammoniumhydroxide (TMAH),
e etilendiammina-pirocatechina (EDP). Alcune formulazioni EDP, come il EDP di tipo
S, attaccano molto poco l’Al e l’ SiO2 consentendo la fabbricazione di microstrutture sul
lato anteriore del wafer (front side micromachining). Tuttavia, soluzioni EDP tendono
ad invecchiare rapidamente, sono potenzialmente cancerogene e sono molto difficili da
smaltire. Soluzioni TMAH presentano caratteristiche simili a quelle con soluzioni EDP,
ma sono più facili da gestire. Per esempio, controllando il pH della soluzione scioglien-
do silicio nella soluzione di attacco, è possibile ridurre l’etch-rate delle metallizzazioni
alluminio, consentendo l’uso del TMAH per il front-side micromachining. Le tecniche
di etch-stop sono molto importanti per il raggiungimento di risultati riproducibili con
precisione.
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Figura 1.2.5: Fasi di un attacco RIE
Gli attacco dry possono essere di tre tipi: Reactive ion etching (RIE), Vapor phase
etching (attacco da fase vapore) e sputtering. L’attacco può essere fisico e realizzarsi
quindi per bombardamento ionico, chimico ed avvenire per mezzo di una reazione chimica
con una specie reattiva alla superficie, o chimico-fisico. Questo genere di attacchi avviene
in plasma. Il plasma è un gas ionizzato che contiene approssimativamente la stessa
quantità di particelle cariche positivamente (ioni positivi) e negativamente (elettroni o
ioni negativi). Anche se il plasma è neutro dal punto di vista macroscopico, si comporta
in modo molto diverso da un gas molecolare, dal momento che le sue particelle ionizzate
possono subire l’influenza di campi elettrici e magnetici.
L’attacco anisotropo dry è il reactive ion etching. Esso utilizza sia meccanismi fisici
che chimici permettendo elevate risoluzioni (la risoluzione dà una misura della larghezza
minima dei solchi (trench) che si possono ottenere con l’attacco stesso ) come mostrato
in figura 1.2.5 e garantisce un elevato etch-rate.
Gli attacchi dry condotti in plasma possono essere classificati in base all’assetto spe-
rimentale in cui sono realizzati. Si distinguono quindi la tecnica della scarica a bagliore
(glow discharge), in cui il plasma è generato nella stessa camera in cui è posto il substrato,
da quella del fascio ionico, in cui il plasma è generato in una camera separata, da cui gli
ioni vengono estratti e diretti in un fascio verso il substrato da una serie di griglie.
Nell’attacco ionico (ion etching) e nello ion beam milling, l’attacco avviene per azione
fisica, ovvero il trasferimento di energia dagli ioni Ar+ (ioni Argon) alla superficie del
substrato. In tutti gli altri tipi di attacchi dry avviene un qualche tipo di reazione chimica.
Con l’attacco chimico in plasma (chemical plasma etching: PE), alcune specie chimiche
neutre generate nel plasma diffondono fino al substrato, dove reagiscono con la superficie,
formando prodotti volatili: il solo ruolo del plasma è fornire specie gassose reattive.
Quando si sceglie il tipo di attacco dry da condurre, si devono considerare accuratamente
la forma degli scavi ottenibili e la selettività che caratterizzano tale processo.
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Figura 1.2.6: attacco RIE
In figura 1.2.6 sono mostrati diversi possibili profili di scavo: a seconda del tipo di
attacco impiegato, si possono ottenere profili verticali, direzionali, o isotropi. Con gli
attacchi dry si possono produrre scavi anisotropi (verticali o direzionali) in materiali
cristallini, policristallini ed amorfi: l’anisotropia è infatti controllata dalla caratteristiche
del plasma. La selettività di un attacco dry si riferisce alla differenza tra la velocità di
attacco del materiale della maschera, e quella del materiale del substrato da attaccare,
ed è anch’essa dipendente dalle caratteristiche del plasma. Lo ion etching e lo ion beam
milling sono caratterizzati da profili inclinati, bassa selettività, e basse velocità di attacco.
Il chemical plasma etching ha maggiore selettività e velocità di attacco, ma è isotropo. Il
RIE infine permette di ottenere profili anisotropi con alte selettività e velocità di attacco.
Microstrutture ad elevato rapporto di aspetto (ossia trench strette e molto profonde)
possono essere ottenute mediante attacchi Deep RIE (DRIE). Tali attacchi fanno uso di
sorgenti di plasma ad alta densità. Il processo Bosch, ad esempio, impiega una miscela
di trifluorometano ed argon per la deposizione di polimeri. Grazie al bombardamento
ionico, la deposizione del polimero sulle superfici orizzontali può essere quasi impedita,
mentre i fianchi (superfici verticali) sono passivate con un polimero simile al teflon. Nel
seconda fase del processo, l’attacco chimico con SF6 agisce sulle regioni non passivate,
consentendo allo scavo di procedere verticalmente e non lateralmente. Tipiche velocità
di attacco del silicio di 1-3 μm/min con un rapporto di anisotropia dell’ordine di 30:1
indipendentemente l’orientamento del cristallo.
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Figura 1.2.7: attacco RIE in Plasma
1.2.2.2 Surface Micromachining
La tecnica di surface micromachining è rappresentata schematicamente in figura 1.2.2. Es-
sa consente la fabbricazione di microstrutture come travi, barre ed in generale di strutture
mobili.
Per prima cosa viene depositato uno strato di materiale detto sacrificale; ad esempio
ossido di silicio mediante tecnica CVD. La seconda fase prevede che si depositi uno strato
di polisilicio detto materiale strutturale poiché costituirà la struttura del microsistema.
Con una opportuna maschera ad alcuni passi di fotolitografia, verrà sagomata la geometria
della struttura. Infine, un attacco in HF, rimuove l’ossido di silicio anche al di sotto del
silicio [19]. Nel caso in cui il substrato sia conduttivo, è necessario depositare uno strato
di isolante (ad esempio nitruro di silicio).
Ai materiali impiegati è richiesto [20]:
1. i materiali strutturali devono godere di buone proprietà meccaniche ed elettriche;
2. i materiali sacrificali, invece, devono garantire stabilità duranti le successive fasi di
deposizione ed attacco ed essere caratterizzati da un adeguato etch-rate.
Si conclude la trattazione con una tabella 1.2.2 che riporta un elenco di alcuni processi
MEMS ed i materiali strutturali e sacrificali impiegati:
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Processo Materiale Strutturale Materiale Sacrificale
MEMGen(a) nickel rame
MEMGen(b) rame nickel
POLYMUMPsTM polisilicio, oro ossido di silicio
METALMUMPsTM polisilicio, oro, rame, nickel ossido di silicio
SUMMiTV sTM polisilicio ossido di silicio
Tabella 1.2.2: Materiali Strutturali e Sacrificali
1.2.2.3 CMOS e Micromachining
L’integrazione dei processi di microlavorazione con tecnologia CMOS può essere realizzato
in modi diversi. Le fasi di processo aggiuntive (o moduli di processo) possono sia precedere
la sequenza di processo CMOS standard (pre-CMOS), possono essere eseguita durante gli
step CMOS (intra-CMOS) o dopo il completamento del processo CMOS (post- CMOS).
Nel caso del post-CMOS micromachining, le microstrutture sono costruiti da entrambi
gli strati CMOS stessi o da ulteriori strati depositati sopra il CMOS wafer. Le tabelle
che seguono, riportano a titolo di esempio, un elenco dei dispositivi MEMS che possono
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Bulk Motorola (Freescale)
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Silicon Microstructures
Fraunhofer Institute IMS -Sensore di Pressione
e European Silicon Microstructures
-Sensore di Pressione Toyota, Toyoda e Univ. di Tohoku
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Fraunhofer Institute, TU Berlin
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-Sensore di Gas -Microfono
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-Power Sensor -Condensatori Variabili
-Infrared Imager Pixel
NIST, UC Berkley e Univ.
G. Washington Acustica
-Accelerometro -Dispositivi Acustici
IBM Univ. di Twente
-Risuonatori -Microfono
-RF Switches




L’airbag è stato uno dei primi dispositivi commerciali che ha fatto uso di MEMS.
Tale microsistema integra un accelerometro in grado di misurare la decelerazione subi-
ta da un veicolo che impatta su di un ostacolo. La misura della decelerazione, attraverso
una centralina elettronica invia un segnale per attivare l’airbag. Le tecnologie MEMS
hanno permesso la stessa funzionalità del precedente meccanismo di sicurezza ma garan-
tendo maggiore affidabilità e la possibilità di alloggiare il sensore all’interno il volante.
L’accelerometro è costituito da un sistema massa-molla-smorsamento come mostrato in
figura 1.1.2a. L’accelerazione agisce sulla massa di prova e provoca la deflessione della
barra che viene stimata, ad esempio, da dei piezoresistori posti sulla barra stessa.
Oggigiorno, le automobili sono dotate di centinaia di MEMS usato nei sistemi anti-
bloccaggio di frenata, sospensioni attive, sistemi di controllo della navigazione, sensori
per il livello di carburante, etc. Come risultato, l’industria automobilistica è diventata
uno dei driver principali per lo sviluppo di MEMS. Alcuni dei principali produttori di
accelerometri includono Analog Devices, Motorola, SensorNor e Nippondenso. Gli acce-
lerometri non sono solo limitati ad applicazioni automotive ma anche per il rilevamento
dei terremoti, videogiochi, joystick, pacemaker, etc.
Sensore per la pressione del sangue
Un altro esempio di applicazione MEMS grande successo è il sensore di pressione usa
e getta utilizzato per monitorare la pressione del sangue. Il sensore è costituito da un
substrato di silicio su quale è stata realizzata una membrana. Uno piezoresistore viene
applicato sulla superficie della membrana vicino ai bordi per convertire la sollecitazione
meccanica in una tensione elettrica. La pressione corrisponde alla deflessione della mem-
brana. L’elemento di sensing è montato su una base in ceramica o plastica. Un gel viene
utilizzato per separare la soluzione salina dall’elemento sensibile. I principali produttori
di questi sensori sono: Lucas Novasensor, EG & G IC Sensors e Motorola, con oltre 17
milioni di unità all’anno.
Testine Inkjet
Una delle applicazioni MEMS di maggior successo è la testina di stampa a getto d’inchio-
stro. Le stampanti a getto d’inchiostro utilizzano una serie di ugelli per depositare gocce
di inchiostro direttamente su un supporto di stampa. A seconda del tipo di stampante a
getto d’inchiostro, le goccioline di inchiostro sono formate in modo diverso: termicamente
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o piezoelettricamente. Inventata nel 1979 da Hewlett-Packard, tale tecnologia stampa si
basa sulla dilatazione termica dei vapori di inchiostro. All’interno della testina di stampa
vi è una serie di piccole resistenze che fungono da riscaldatori. Queste resistenze vengono
pilotate da un segnale ad impulsi della durata di pochi millisecondi. L’inchiostro che
scorre sopra ogni resistenza, vaporizza una volta che ha raggiunto una certa temperatura
e si forma così una bolla. Come la bolla si espande, parte dell’inchiostro viene spinto fuori
dall’ugello e si deposita sulla carta solidificandosi quasi istantaneamente. In alternativa,
può anche essere utilizzato un elemento piezoelettrico per forzare l’inchiostro attraverso
gli ugelli. In questo caso, un cristallo piezoelettrico si trova nella parte posteriore del ser-
batoio di inchiostro di ciascun ugello. Il cristallo piezoelettrico riceve una piccola carica
elettrica che lo mette in vibrazione. In questo modo, costringe una piccola quantità di
inchiostro di uscire dall’ugello (tecnologia Epson). Le prime stampanti avevano 12 ugelli
con risoluzioni fino a 92 dpi. Oggi, le stampanti a getto d’inchiostro moderne hanno oltre
600 ugelli che consentono risoluzione oltre i 1200 dpi.
Sistemi di proiezione
Uno dei primi dispositivi MEMS utilizzati per una varietà di applicazioni è il Digital
Micromirror Display (DMD) di Texas Instruments. Il dispositivo contiene oltre un milione
di microspecchi di dimensioni 16μm per 16μm in grado di ruotare di ±10º, oltre 1000 volte
al secondo 1.3.1. Luce proveniente da una sorgente di proiezione incide sullo specchio e
viene deflessa su uno schermo di proiezione. DMD di sono largamente utilizzati nei
videoproiettori per PC, nei televisori ad alta definizione e nel cinema in cui la tecnologia a
cristalli liquidi tradizionale non può competere a causa dei limiti in termini di luminosità.
Figura 1.3.1: Digital Micromirror Display (DMD)
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BioMEMS
Negli ultimi anni alcuni prodotti altamente innovativi sono stati progettati da aziende
specializzate in biotecnologie, per applicazioni che spaziano dallo studio del DNA, alla
scoperta di nuovi farmaci passando per il monitoraggio ambientale.
La tecnologia si è concentrata sulla progettazione di sistemi microfluidici e chimici
permettendo la nascita di dispositivi e applicazioni come lab-on-chip, sensori chimici,
regolatori di flusso, microugelli e microvalvole.
Sebbene molti dispositivi siano ancora in fase di sviluppo, i BioMEMS impiegano
sensori chimici, sensori di flusso e micropompe realizzate mediante tecniche di microma-
chining. Ciò consente l’analisi veloce e relativamente conveniente di piccoli volumi di
liquido, come il sangue ed altri liquidi corporei. Altri dispositivi, invece, sono in gra-
do di rilasciare farmaci nel corpo mediante minuscole camere incorporate nel dispositivo
MEMS, eliminando la necessità di aghi o iniezioni. Un esempio è dato dal dispositivo
per il rilascio dell’insulina come pure i dispositivi per il microdosaggio di ormoni, farmaci
chemioterapici e antidolorifici.
Uno dei più recenti dispositivi MEMS microfluidici è microstruttura Pac-Man’-like
(il nome trae ispirazione da un famoso videogioco) che interagisce con i globuli rossi del
sangue. Il dispositivo, sviluppato dai laboratori Nazionali Sandia, contiene microdentel-
lature silicio che si aprono e chiudono catturando e rilasciando globuli rossi. L’obiettivo
finale di questo dispositivo è di forare le cellule ed iniettarvi DNA, proteine, o farmaci per
contrastare gli attacchi biologici o chimici, gli squilibri genetici e le infezioni batteriche o
virali.
MOEMS
Le comunicazioni ottiche si sono sviluppate per far fronte ai problemi creati dall’enorme
crescita del traffico dati causato dal rapido aumento delle comunicazioni Internet.
Le tecnologie di routing (istradamento dei pacchetti) attuali rallentano il flusso di
informazioni poiché trasformano segnali ottici in elettrici e viceversa durante le fasi di
smistamento dei pacchetti stessi. Le reti di tipo ottico (vedi 1.3.2) offrono throughput di
gran lunga superiori rispetto ai tradizionali sistemi elettronici.
I più significativi prodotti MOEMS comprendono guide d’onda, interruttori ottici,
multiplexer, filtri, modulatori, rivelatori, attenuatori e equalizzatori. Le dimensioni, il
costo, il ridotto consumo di potenza, la robustezza, l’elevata precisione commutazione
li rendono, dunque, una perfetta soluzione ai problemi del controllo e la commutazione
di segnali ottici in reti telefoniche. Agere Systems (in precedenza conosciuta come la
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divisione di microelettronica di Lucent Technologies), Corning, JDS Uniphase e Sycamore
Networks sono alcune delle aziende leader in questo settore.
Figura 1.3.2: Optical MEMS - MOEMS
RF MEMS
I MEMS per applicazioni RF costituiscono uno dei settori commerciali in più rapida
crescita negli ultimi anni. Essi sono progettati specificamente per l’elettronica di telefoni
cellulari e per altre comunicazioni wireless radar, sistemi di posizionamento satellitare
(GPS) ed antenne. La tecnologia MEMS ha permesso un incremento delle prestazioni e
dell’affidabilità, nonchè una riduzione delle dimensioni e del costo.
La tecnologia MEMS ha reso possibile la fabbricazione di condensatori, induttori,
risonatori, filtri, microfoni e interruttori.
Nelle tabelle 1.3.1 e 1.3.2 è riportata una panoramica dei sensori commerciali più
comuni che hanno trovato impiego nei diversi settori in cui l’elettronica si sta facendo
spazio negli ultimi anni.
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Il capitolo che segue è volto alla trattazione dei sensori acustici. Nei primi paragrafi
verranno elencate le proprietà del suono. Successivamente verranno passati in rassegna i
microfoni MEMS che consentono la misura della pressione sonora ma non la misura della
velocità delle particelle.
In ultima analisi, verrà descritta un’altra categoria di sensori acustici che consentono
anche la misura della velocità delle particelle basati su di un principio fisico diverso da
quello dei microfoni.
2.1 Proprietà del Suono
L’orecchio umano è molto sensibile alle piccole variazioni di pressione dell’aria.
Ad ogni modo, la sensibilità non è costante al variare della frequenza nel senso che
l’orecchio risulta molto sensibile a variazioni di pressione dell’ordine dei KHz, mentre, per
frequenze dell’ordine dei 300Hz, la sensibilità è ridotta di un fattore pari a circa 200.
Al suono è associata una variazione una variazione della pressione ed un velocità delle
particelle dell’aria. La pressione è definita come una forza per unità di superficie. Ad
un’onda acustica sono associate variazioni locali di pressione e oscillazioni del mezzo. Si
definisce particella acustica una porzione del mezzo abbastanza grande da poter consi-
derare ancora il mezzo stesso un continuo, m abbastanza piccola da poter considerare la
pressione e la velocità uniformi nel volume considerato. Le dimensioni della particella
acustica dovranno quindi essere molto inferiori alla lunghezza d’onda, ma sufficientemente
grandi da includere un numero molto elevato di molecole, potendo quindi identificare la
velocità come la media delle velocità di tutte le molecole presenti nella porzione di mezzo
considerata. Quest’ultima condizione consiste nel considerare dimensioni della particella
molto maggiori del libero cammino medio delle molecole.
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Per caratterizzare completamente il suono è necessaria, pertanto, la conoscenza di una
informazione riguardo la pressione dell’aria e della stima della velocità delle particelle.
È noto dalla teoria che la pressione sonora è una quantità scalare; dunque non ha
direzione né verso. La velocità è invece una quantità vettoriale.
Per stimare la direzione di propagazione del suono, e quindi, poter localizzare una
sorgente sonora, è necessaria la conoscenza combinata della pressione e della velocità
delle particelle.
I sensori acustici oggetto di questo capitolo, possono essere suddivisi in due categorie:
1. la prima è costituita dai microfoni: essi sono in grado di misurare la pressione sonora
o la differenza tra due pressioni (microfoni a gradiente di pressione) attraverso l’uso
di un membrana;
2. la seconda è rappresentata dai sensori che sfruttano un principio di tipo termico
per la misura della velocità delle particelle acustiche.
2.2 Microfoni MEMS
Il microfono MEMS è un trasduttore elettro-meccanico in grado di convertire un’onda
acustica di pressione, in un segnale elettrico.
Il principio di funzionamento che sta alla base di tali sensori è molto semplice: me-
diante tecniche di micromachining viene realizzata una cavità sigillata da una membra-
na. All’interno della cavità, la pressione ha un valore noto e le variazioni della pressione
esterna causano una deflessione della membrana stessa. La misura della deflessione della
membrana può essere messa in relazione con la pressione incognita attraverso le tecniche
descritte nel seguito.
Si consideri, ad esempio, la figura 2.2.1:
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Figura 2.2.1: Microfono MEMS piezoresisitivo
In figura è mostrata la membrana in grado di flettersi sotto l’azione di una pressione
esterna. Alla membrana sono stati fissati dei piezoresistori. Il piezoresistore, che sfrutta
appunto, l’effetto piezoresistivo, è in grado di variare la sua resistività a causa di uno strain
(deformazione meccanica) del materiale. Risulta chiaro dalla figura che è possibile mettere
in relazione lo spostamento verticale della membrana con la variazione della lunghezza
del piezoresistore. La misura della variazione di resistenza necessita, ad esempio, di un
ponte di Wheatstone.
Figura 2.2.2: Microfono MEMS capacitivo
Un’altra soluzione potrebbe essere quella mostrata in figura 2.2.2. Il diaframma (in
blu) ed il back-plate, posti ad una determinata distanza d, costituiscono le armature di
un condensatore a facce piane e parallele mentre l’aria che li separa funge da dielettrico.
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Figura 2.2.3: Microfono MEMS capacitivo 2
Quando un’onda acustica colpisce il diaframma, provoca una variazione della distanza
e dunque della capacità rispetto al valore di equilibrio. Con una interfaccia per sensori
capacitivi è possibile la stima della pressione tramite una lettura di capacità.
Utilizzando un solo microfono (sensibile alla variazione di pressione sonora) si otten-
gono ben poche informazioni riguardo il campo sonoro.
Per calcolare ad esempio l’intensità acustica è possibile utilizzare il metodo p-p che fa





p(t) · u(t) dt
Tale metodo consiste nel misurare la velocità (e dunque l’intensità) per via indiretta
utilizzando due trasduttori di pressione, nominalmente identici, posti ad una certa di-
stanza d uno dall’altro. Quando un’onda di pressione investe i due trasduttori, questi
ultimi generano due segnali di pressione diversi, sulla base dei quali si va a calcolare la








dove ρ è la densità del mezzo, ur è la velocità delle particelle in direzione ~r, mentre p
è la pressione istantanea.
Poiché il gradiente di pressione è proporzionale alla accelerazione delle particelle, la
velocità delle particelle può essere valutata integrando rispetto al tempo il gradiente di







Misurando la pressione in due punti posti a distanza ∆r, la velocità è approssimabile
come:
ur ∼= − 1
ρ∆r
∫
(p1 − p2) dt
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2.3 Sensori di Flusso Termici
Una alternativa all’uso di due o più microfoni è costituita dai sensori di flusso che sono
basati su un principio fisico di tipo termico.
Essi possono essere suddivisi in due categorie:
1. alla prima appartengono quei sensori in grado di misurare gli effetti che produce un
flusso di particelle sul profilo temperatura di un corpo mantenuto a temperatura o
potenza costante (principio anemometrico);
2. alla seconda categoria appartengono quei sensori in grado di misurare la asimmetria
del profilo di temperatura modulato dal flusso di particelle (principio calorimetrico).
2.3.1 Anemometri
Questi sensori consentono la misura della velocità delle particelle acustiche che incidono
sul sensore stesso. Gli anemometri a filo caldo (hot wire) misurano la quantità di calore
rilasciata da un singolo elemento riscaldato (come, ad esempio, un filo, una pista o un
film di polisilicio sottoposto ad un passaggio di corrente), una volta investito da un fluido.
L’elemento riscaldato, investito dal flusso, cede calore in parte al fluido per convezione
e in parte all’ambiente circostante (e quindi anche alle pareti di un possibile condotto)
per conduzione. Il calore Q dissipato dall’elemento caldo, in funzione della differenza
di temperatura T fra fluido e riscaldatore, può essere espresso tramite una relazione




Il termine A ·∆T fornisce una misura del calore ceduto per effetto della conduzione,
mentre il termine B
√
v · ∆T quantifica il calore ceduto per convezione al fluido. La
quantità A ha le dimensioni di una conduttanza termica ed è definita come la conduttanza
termica per flusso nullo; il termine B
√
v è la variazione di conduttanza dovuta al fatto
che il fluido ha una velocità non nulla. Consideriamo che A e B
√
v sono costanti che
dipendono in prima approssimazione dal tipo di fluido.
Questi sensori possono operare in due modalità:
1. Nel primo caso, si fornisce all’elemento riscaldatore (un resistore) una potenza co-
stante Q. La velocità del fluido è determinata valutando la temperatura raggiunta
dal riscaldatore in queste condizioni. Al variare della velocità del fluido, la resisten-
za termica varia secondo la legge di King e conseguentemente si avrà una variazione
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di temperatura del riscaldatore in funzione della velocità. Il riscaldatore viene rea-
lizzato con un resistore RTD e la variazione di temperatura indotta dal fluido in
movimento comporterà una variazione della resistività del sensore (secondo la nota
legge R(T ) = R0[1 + α(T − T0)]), che può essere osservata inserendo il resistore in
un ponte di Wheatstone.
2. Nel secondo caso, si opera misurando le variazioni di potenza Q necessaria per
mantenere la temperatura al riscaldatore costante anche se ci troviamo in presenza
di un flusso. La temperatura deve essere, dunque, fissata a mezzo di un sistema
di reazione negativa. Il riscaldatore RTD è inserito in un ponte di Wheatstone:
quando cambia la resistenza per una variazione di temperatura, si verifica uno
sbilanciamento del ponte. In caso di raffreddamento, l’anello di reazione aumenta
la corrente nel riscaldatore stesso al fine di mantenere la temperatura costante. La
corrente nel riscaldatore è, dunque, funzione della velocità nel fluido e costituisce
l’uscita del sistema di lettura.
I primi anemometri integrati a singolo filo, sono stati realizzati a partire da un film sottile
depositato su uno strato strutturale che funge da supporto per il filo stesso. Le estremità
del filo si trovano fissate ai lati di un condotto in modo tale da ottenere una struttura
sospesa in grado di essere investita dal fluido. Per minimizzare la capacità termica che
determinata la velocità di risposta del sistema e massimizzare la sensibilità, la conduzione
di calore attraverso il supporto deve essere minimizzata.
A tal fine sono state adottate alcune soluzioni interessanti riportate brevemente nel
seguito:
1. nel lavoro di Stemme, il supporto che sorregge il filo è stato isolato termicamente
dal resto della struttura impiegando un materiale a bassa conducibilità termica;
2. negli articoli di van der Wiel e Jiang, il filo caldo è stato posizionato su una mem-
brana: in questo modo, la diffusione di calore è solo laterale ed il substrato che
sostiene la membrana si trova all’incirca alla stessa temperatura del fluido;
I parametri che caratterizzano un sensore di questo tipo sono: il tempo di risposta, la
sensibilità e la direzione del flusso. Il tempo di risposta è stato stimato da Lomas mediante





dove è stata indicata con P (U), la potenza, funzione della
velocità del fluido, da fornire al filo caldo. Tempi di risposta tipici sono dell’ordine dei
ms. Nell’articolo di Freymuth, è stato dimostrato che il pilotaggio di un anemometro con
una potenza costante, può migliorare il tempo di risposta di diversi ordini di grandezza.
L’articolo di Ebefors dei tempi di riscaldamento e raffreddamento pari rispettivamente
a 0.3 e 0.1 ms. Il sensore con i tempi di risposta più rapidi pare essere il Microflown
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caratterizzato da una frequenza di taglio poco minore di 1 KHz. In altri lavori si fa
riferimento a valori dell’ordine di 2 ms.
Come già menzionato, si ha un trasferimento di calore dal riscaldatore al fluido e al
supporto. Il flusso totale può essere espresso mediante la formula Q = (α + β
√
Re)∆T
dove α tiene conto del contributo di calore ceduto al fluido ed al supporto per condu-
zione; mentre β risulta proporzionale al calore ceduto al fluido per convezione. Al fine
di massimizzare la sensibilità è necessario rendere trascurabile α rispetto a β. Ciò è
possibile se si riduce la sezione del filo caldo e si utilizzano materiali di supporto a bas-
sa conducibilità termica. Un materiale adatto come supporto potrebbe essere il nitruro
di silicio. La sensibilità dell’anemometro dipende anche dalla orientazione del vettore
velocità rispetto alla direzione del filo. È stata ricavata una formula che mette in re-
lazione l’angolo tra direzione del flusso ed orientazione del filo con il calore scambiato
Q = (α + β|cos(φ)|√Re)∆T .
L’evoluzione degli anemometri a filo caldo è costituita dagli anemometri che impiegano
due fili riscaldati anziché uno. La caratteristica principale di questi sensori sviluppati da
Huising, van Putten e Rehn è quella di ottenere un segnale che sia di tipo differenziale al
fine di eliminare i disturbi a modo comune costituiti dai drift termici. A differenza della
soluzione con un solo filo, la soluzione a due fili consente di conoscere la direzione del
flusso semplicemente andando a valutare il segno della tensione differenziale.
2.3.2 Calorimetri
Il principio di funzionamento dei sensori calorimetrici mostrato schematicamente in figura
2.3.1 si basa sulla alterazione di un profilo di temperatura generato da un elemento
riscaldatore inserito tra due sensori di temperatura.
Figura 2.3.1: Principio calorimetrico. In assenza di flusso il profilo risulta simmetrico. Il
flusso provoca una asimmetria nel profilo che viene rilevata dai sensori di temperatura
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Per questa categoria di sensori, vengono impiegate delle termopile ed un riscaldatore.
Una termopila è un sensore di temperatura composto da più termocoppie collegate in
serie ed aventi le rispettive giunzioni di riferimento e le giunzioni di misura poste alla
stessa temperatura. Una termopila formata da n termocoppie possiede ai suoi capi una
differenza di potenziale n volte superiore alla singola termocoppia, aumentandone dunque
la sensibilità.
Il riscaldatore [21] è posto in posizione centrale e le due termopile sono disposte
lateralmente in modo simmetrico, una a valle e una a monte.
Figura 2.3.2: Sensore basato su principio calorimetrico. La figura mostra una possibile
implementazione del sensore.
Se scorre un fluido con una certa velocità, si ha uno sbilanciamento del profilo di
temperatura tra la termopila a valle e quella a monte. La tensione differenziale letta tra
i terminali delle termopile è proporzionale alla differenza di temperatura.
Per simmetria del sistema, oltre a conoscere la velocità del fluido è anche possibile
risalire alla direzione del flusso. Si osserva che, molto banalmente, se il flusso incidente
scorresse da destra verso sinistra, la tensione differenziale avrebbe segno opposto.
Il sistema è costituito da un riscaldatore in polisilicio posizionato su di una mem-
brana di ossido di silicio in modo tale da isolare il riscaldatore dal substrato di silicio.
Lateralmente si trovano due termopile, costituite da 20 termocoppie. La differenza di tem-
peratura viene tradotta in una tensione differenziale che costituisce il segnale di uscita
del sensore.
Se si assume per ipotesi che il gas si trovi alla stessa temperatura del substrato e che
gli unici meccanismi di scambio termico sono la conduzione e la convezione forzata, allora
esiste una relazione lineare tra la tensione ai capi della termopila e la potenza trasferita
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ai riscaldatori. In formule si ha: VT1 = α1P e VT2 = α2P dove con P è stata indicata
la potenza dei riscaldatori, mentre i termini α1 e α2 tengono conto della conduttanza
termica e della sensibilità della termopila. Ed infine:
VT1 − VT2 = (α1 − α2) · P = f(Q) · P
Al posto delle termopile, si potrebbero usare resistori ad alto TCR. Si possono, così,
ottenere sensibilità più alte che non con le termopile. Questa soluzione, comporta pe-
rò lo svantaggio di poter introdurre un offset significativo causato dal mismatch tra le
resistenze.
I calorimetri hanno una tensione di uscita che è caratterizzata da una dipendenza
lineare per piccole velocità del fluido. Come mostrato in figura 2.3.3 e dimostrato da de
Bree e Johnson, per un certo valore di velocità si ha un massimo e poi un andamento
decrescente.
Figura 2.3.3: Andamento della tensione di uscita del sensore in funzione della velocità
del fluido.
La figura che segue mostra l’andamento del profilo di temperatura al variare della
coordinata x. Il caso (a) si riferisce al profilo di temperatura nella condizione di flusso
nullo; il caso (b) si verifica quando la velocità è tale da consentire la diffusione del calore
verso il sensore a valle. Nel caso (c) la velocità del fluido è elevata e non permette la
diffusione del calore verso il sensore a valle.
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Figura 2.3.4: Profili di temperatura nei casi a, b, c descritti nella trattazione. L’intervallo
[-l, l] rappresenta la larghezza del riscaldatore. In −xm e xm sono posizionati i sensori di
temperatura
Il sensore Microflown™ risulta una soluzione che si presta ad essere utilizzata sia come
anemometro che come calorimetro.
Esso è costituito da una coppia di filamenti sospesi di nitruro di silicio posizionati
ad una certa distanza, sopra ai quali è deposto un sottile film di platino. I filamenti di
platino sono dei resistori che funzionano sia da riscaldatori che da sensori di temperatura,
mentre il nitruro di silicio serve come supporto meccanico per la struttura.
Il principio di funzionamento, come abbiamo visto, per i sensori a filo caldo, si basa
sui meccanismi di trasmissione del calore e sulla proporzionalità tra la temperatura e la
resistività del materiale conduttore. Tramite una corrente elettrica continua, i due fili
conduttori vengono scaldati, raggiungendo una temperatura stazionaria compresa fra 200
°C e 400 °C.
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Figura 2.3.5: Scambi di calore - sensore Microflown
Quando un’onda acustica investe il sensore, il movimento delle particelle provoca
un trasferimento di calore dal filo che per primo entra in contatto con l’onda al fluido
che dunque si riscalda. Il secondo filo fa lo stesso ma, poiché il fluido si trova ad una
temperatura superiore, il filo più a valle cederà una quantità di calore minore. Ciò
comporta il fatto che i due fili non si trovino più alla stessa temperatura: il conduttore a
valle presenterà una temperatura più alta di quello a monte.
Figura 2.3.6: Profili di temperatura dei riscaldatori
Il platino funge da termoresistore quindi, all’aumentare della temperatura aumenterà
anche il valore della sua resistenza elettrica pertanto il filamento a valle presenterà una
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resistenza maggiore rispetto a quello a monte. Inserendo i due conduttori in un circuito
a ponte di Wheatstone, tra i due nodi centrali del ponte si potrà misurare una tensione,
tramite la quale si potrà risalire alla variazione di resistenza subita dai due filamenti;
dalla variazione di resistenza è possibile ricavare, inoltre, la variazione di temperatura e
da essa, infine, la velocità delle particelle oscillanti.
Il Microflown opera in un range di velocità tra 10 nm/s e circa 1 m/s. Livelli sonori
medi (come ad esempio una conversazione faccia a faccia) hanno valori che si aggirano
sui 60dBSPL (in acustica vengono usati l’unità dBSPL per indicare il livello di pressione
sonora; la sigla SPL, infatti, è l’acronimo di Sound Pressure Level); per questi valori di
pressione, la differenza di temperatura dei due filamenti varia di soli 10 mK.
Mentre nel caso di un singolo filamento a dominare è il fenomeno della convezione, nel
caso dei sensori a doppio filo caldo sono in gioco due forme di trasferimento di calore: la
conduzione termica e la convezione. In Figura 2.3.5 vengono descritti gli scambi di calore
che avvengono tra i due sensori S1 e S2 di un Microflown.
Le potenze elettriche Pel riscaldano i resistori; in assenza di flussi d’aria, tutto il calore
viene trasferito all’aria circostante qstat. Quando le particelle dell’aria si muovono, a causa
di un campo sonoro, si manifesta un trasferimento di calore per via convettiva qconvu→d che
causa una variazione di temperatura. Il sensore S1 si raffredderà maggiormente rispetto
al sensore S2, di una quantità proporzionale a qconvu→d .
Figura 2.3.7: Andamento dei valori di temperatura dei riscaldatori a seguito di un’onda
acustica. La differenza delle temperature dà una misura della velocità delle particelle.
La figura 2.3.7 riporta l’andamento differenziale (T1-T2) ed a modo comune (T1+T2)
delle temperature dei sensori.
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In caso di funzionamento come anemometro il segnale utile è dato da (T1+T2). Se
invece viene impiegato come calorimetro, il segnale utile risulta (T1-T2).
Questa soluzione presenta comunque alcuni inconvenienti:
1. tecnologia dedicata;
2. costi elevati;





Breve descrizione del Sensore ed
analisi della Architettura Proposta
3.1 Breve descrizione del Sensore
Prima generazione del sensore (chip 2)
La prima versione del sensore [22] è mostrata in figura 3.1.1.
Figura 3.1.1: Sensore APV: Prima Versione
Il sensore è costituito da due fili conduttori (rappresentati dai resistori W1 e W2)
sospesi su una membrana arrangiati in un ponte di Wheatstone. La struttura è stata
realizzata mediante post-processing del processo BCD6 di STMicroelectronics. Il sensore
è in grado di stimare la velocità e la direzione delle particelle acustiche che investono i due
fili. Si ha infatti che, il calore scambiato tra i due fili, riscaldati da una corrente elettrica,
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è modulato dalla velocità locale del mezzo, causando una oscillazione della temperatura
dei conduttori. Le variazioni di temperatura, possono essere trasformate in una variazione
di resistenza conoscendo il TCR del filo conduttore stesso.
Seconda generazione del sensore (chip 1)
Una successiva versione del sensore [23] è mostrata in figura 3.1.2.
Figura 3.1.2: Sensore APV: Seconda Versione
In questo caso, il sensore è costituito da quattro fili conduttori organizzati in un full-
bridge. Il pre-amplificatore è costituito da una coppia differenziale a carico resistivo; è
stata inoltre implementata la tecnica chopper (per mezzo delle matrici di switch SA1 ed
SA2) per la riduzione del rumore a bassa frequenza per i motivi che verranno descritti
nei paragrafi successivi.
3.2 Problematiche
Nell’articolo [23] vengono messe in luce le peculiarità del sensore: rispetto a quanto trat-
tato nell’articolo [22], l’half-bridge è stato sostituito da un full-bridge, mentre i resistori
del valore di 800 Ω sono stati sostituiti da resistori 100 Ω in modo tale ridurre la tensione
di alimentazione richiesta e ridurre il rumore termico introdotto dalla sorgente. Poiché il
sistema è raziometrico, ossia la sensibilità risulta proporzionale alla tensione di alimen-
tazione, l’abbassamento del rumore termico consente di recuperare parte del limite di
rivelazione (detection limit) perso a causa del degradamento della sensibilità dovuto alla
riduzione della tensione di alimentazione.
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Il sistema di lettura tipico per variazioni di resistenza è, come già accennato, il ponte
di Wheatstone nelle configurazioni half-bridge (chip 1):
Figura 3.2.1: Sensore montato in configurazione half-bridge (W1eW2). Il bridge viene
completato dall’aggiunta di due resistori (R) che, non subendo le variazioni dovute al
segnale, contribuiscono solo all’attenuazione e, per questp motivo, devono assumere valori
molto maggiori di quelli dei sensori stessi.
e full-bridge (chip 2):
Figura 3.2.2: Sensore montato in full-bridge
Il sensore risulta caratterizzato da:
 sensibilità molto bassa: le variazioni di resistenza ∆R
R
<< 1 risultano molto basse
anche in presenza di potenze acustiche molto superiori a quelle di una normale
conversazione;
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 sbilanciamento/mismatch fra le resistenze W1 e W2 che causa offset in ingresso
all’amplificatore;
 rumore termico introdotto dai resistori.
Detto ciò, risulta chiaro che il sistema di lettura che più si adatta a questa tipologia
di sensore, dovrà essere in grado di sfruttare al massimo il potere risolutivo del sensore
stesso. L’amplificatore da strumentazione risulta l’interfaccia più idonea per estrarre l’in-
formazione contenuta nella variazione di resistenza ∆R poiché possiede (potenzialmente)
i seguenti requisiti:
1. guadagno elevato e noto con precisione;
2. ingresso differenziale;
3. elevata impedenza di ingresso su entrambe gli ingressi;
4. basse tensioni e correnti di offset;
5. basso rumore RTI (refferred to the inputs);
6. elevato CMRR.
Figura 3.2.3: Schema di un Generico INAMP con i generatori di rumore/offset, connesso
ad una sorgente bilanciata.
La figura 3.2.3 schematizza un generico amplificatore da strumentazione connesso ad
una sorgente differenziale. In questa figura sono state messe in evidenza le sorgenti di
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rumore introdotte dall’amplificatore riportate in ingresso (rumore di tensione vn e rumore
di corrente IB1 e IB2). La componente continua dei generatori di rumore rappresenta
l’offset di tensione, mentre IB = IB1 - IB2, quello di corrente.
Per quanto riguarda la sorgente, VCM rappresenta la tensione di modo comune, mentre
VS1-VS2 rappresenta il segnale utile in uscita dal sensore nel caso ideale (le non idealità
della sorgente verranno trattate nel seguito. Infine RS1 e RS2 costituiscono le resistenze
della sorgente.
Rumore
Per sfruttare al massimo il potere risolutivo del sensore, è necessario che l’amplificatore
non introduca sorgenti di rumore o comunque un contributo di rumore trascurabile. Per
una stima del rumore associato all’amplificatore, si può valutare la tensione vin in ingresso
all’amplificatore stesso.
Nel caso ideale si avrebbe:
Vin = VS1 − VS2
Vout = G · (VS1 − VS2)
(3.2.1)
Nel caso non ideale si ha:
Vin = VS1 − ib1RS1 − vn − (VS2 − ib2RS2) = VS1 − VS2 − vntot (3.2.2)
ossia, l’amplificatore introduce le seguenti componenti di rumore:
vntot = vn + ib1RS1 − ib2RS2 = vn +RS(ib1 − ib2) (3.2.3)
le quali possono essere espresse in termini delle loro densità spettrali di potenza:
Svntot = Svn +R
2
S(Sib1 + Sib2 − 2Sib1 ib2 ) (3.2.4)
Se si prende in esame un sensore caratterizzato da RS1 = RS2 = 1 KΩ (si faccia




Hz. Tale valore risulta confrontabile con le caratteristiche di rumore tipiche dei
migliori amplificatori da strumentazione monolitici in commercio. Sfortunatamente, sud-
detti amplificatori sono costituiti da transistori bipolari. L’uso di amplificatori a bipolare
non è possibile in quanto ci stiamo muovendo verso soluzioni integrate di sensori ed
elettronica in tecnologia CMOS standard.
Si noti che i sensori di seconda generazione hanno una resistenza più bassa del valore
preso in considerazione (1 KΩ), per cui il livello dell’amplificatore dovrebbe essere ancora
inferiore.
In realtà noi faremo riferimento a 1 KΩ, in quanto questo sarà il valore associato ai
sensori che vengono progettati contemporaneamente all’amplificatore oggetto di questa
tesi.
Rumore Flicker
L’equazione 3.2.4 può essere ulteriormente espressa in termini delle densità spettrale di













Figura 3.2.4: Contributi di rumore termico e flicker in un amplificatore integrato CMOS
I segnali di interesse risiedono in intervalli di frequenze comprese all’interno della
banda audio f L = 20 Hz ÷ f H = 20 KHz: in tale intervallo di frequenze, il rumore flicker
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introdotto da un amplificatore CMOS risulta dominante e si sovrappone al segnale utile.
È possibile ridurre parzialmente tale contributo di rumore anzitutto dimensionando le
aree dei transistori in maniera opportuna. Per questo motivo, devono essere adottate
delle tecniche di cancellazione dinamica del rumore flicker. Queste tecniche, introdotte
per la cancellazione della tensione di offset risultano in realtà molto efficaci anche per la
riduzione delle componenti di rumore a bassa frequenza.
Offset DC e Sorgente sbilanciata
Facendo ancora riferimento alla figura 3.2.3 ed alla figura 3.2.5 andiamo a valutare la
componente DC dell’offset. Quest’ultima può essere introdotta dalla sorgente oppure
dall’amplificatore. Richiamando l’equazione:
vntot = vn + ib1RS1 − ib2RS2 (3.2.6)
si ha che la componente DC rappresenta la tensione di offset esprimibile come:
viotot = vio +RS(IB1 − IB2) = vio +RSIio (3.2.7)
Se si considerano gli effetti di una sorgente sbilanciata, schematizzata da ∆R, si ha
un ulteriore contributo alla tensione di offset totale data semplicemente da:
vioS = ∆R · IB1 (3.2.8)
Figura 3.2.5: Sorgente Sbilanciata
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La componente vios può risultare molto maggiore della tensione vin = VS1-VS2 e può
causare:
1. la saturazione dello stadio di amplificazione;
2. rendere vani i benefici della modulazione chopper.
Figura 3.2.6: Misure sperimantali di rumore
La componente vios continua spuria viene modulata dal primo modulatore. L’onda
quadra che ne consegue, si viene a trovare in ingresso alla coppia differenziale. Ciò provoca
una modulazione della corrente di polarizzazione e dunque del rumore di quest’ultima.
Il rumore viene successivamente demodulato dal modulatore di uscita, finendo in banda
base, produce una ulteriore componente di rumore. Nella figura 3.2.6 sono graficate le
misure sperimentali del rumore RTI dell’amplificatore (amplifier only) ed il rumore RTI
nel caso in cui il sensore è connesso all’amplificatore (total noise). Risulta chiaro che il
rumore introdotto dalla coppia differenziale è trascurabile rispetto a quello introdotto dal
ponte.
Una possibile soluzione al problema, adottata negli articoli [22, 23], è stata quella
impiegare un filtro passa alto con frequenza di polo di 1 Hz. Per implementare un filtro
con una fp così bassa, è stato necessario utilizzare resistori e condensatori di valore molto
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elevato. Valori di capacità necessari sono dell’ordine delle centinaia di nF risultando non
integrabili.
Figura 3.2.7: Filtro passa Alto impiegato per la reiezione della componente continua. Il
filtro si interpone tra il sensore e l’amplificatore.
Inoltre, implementare il filtro off-chip a valle del sensore laddove il livello del segnale
risulta ancora molto basso, può causare una ulteriore degradazione del segnale stesso per
via di interferenze e disturbi.
3.3 Modulazione Chopper
La modulazione chopper[24] (CHS) è una tecnica di modulazione che consente di ridurre
gli effetti del rumore (principalmente rumore 1/f ) e dell’offset introdotti dall’amplifica-
tore.
Figura 3.3.1: Schema a blocchi di un amplificatore che implementa la tecnica chopper.
Sono state messe in evidenza le sorgenti di rumore ed offset.
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L’ architettura di un amplificatore chopper è mostrata schematicamente in figura 3.3.1.
L’idea che sta alla base di questa tecnica è quella di traslare ad alta frequenza il segnale vin
laddove è presente solo il rumore termico del sensore. Il segnale vin, viene poi amplificato
di un fattore A (passando, in prima approssimazione, inalterato dall’amplificatore) e
successivamente viene demodulato dal secondo modulatore e riportato in banda base.
Le componenti di rumore e l’offset invece, espressi dai generatori VN e VOS, si vengono
a trovare a valle del primo modulatore e dunque non subiscono la prima traslazione in
frequenza. In uscita dall’amplificatore, al contrario, il rumore è adesso traslato ad alta
frequenza e successivamente reiettato dal filtro passa basso (non presente in figura).
Vediamo adesso in dettaglio cosa accade al rumore ed al segnale effettuando una
analisi nel dominio della frequenza. Si assuma che:
1. l’amplificatore abbia banda infinita/ritardo nullo (il suo contributo è solo quello di
moltiplicare per A il segnale in ingresso);
2. i modulatori sono realizzati con due matrici di interruttori pilotati da un’onda
quadra.
Figura 3.3.2: Spettro del segnale e del rumore all’uscita di ogni blocco dello schema di
figura 3.3.1.
La figura 3.3.3 illustra graficamente quanto detto sopra.
Il segnale:
Il segnale utile VS (che si suppone per semplicità essere DC) viene moltiplicato per l’onda
quadra, ottenendo così alternativamente ±VS ed amplificato di A. Successivamente, il
secondo modulatore, riporta in banda base il segnale.
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Figura 3.3.3: Andamenti nel dominio del tempo di un segnale DC all’uscita di ciascuno
dei blocchi di figura 3.3.1
Il rumore:
Il rumore (si suppone che anch’esso abbia solo la componente continua - offset), viene
prima amplificato ed in seguito moltiplicato alternativamente per +1 e -1 ; ossia traslato
ad alta frequenza. In ingresso al filtro passa basso si avranno una componente continua
A · VS e l’onda quadra (a media nulla) ±A · VOS il cui spettro è composto da una serie
di righe alle frequenze k · fchop (con k dispari). L’onda quadra così ottenuta è chiamata
«offset ripple» o «chopped offset». Se il filtro è tale per cui fH < fchop, è possibile reiettare
completamente l’offset ripple ed ottenere un amplificatore idealmente offset-free.





−j2pikfchopt dove |Ck| =
 2pik per k dispari0 per k pari (3.3.1)
dove m(t) rappresenta lo sviluppo in serie di Fourier dell’onda quadra.
L’operazione di modulazione trasla il segnale attorno alle frequenze k ·fchop e ciascuna
replica è moltiplicata per il corrispondente coefficiente Ck.
In fase di demodulazione (operazione del tutto analoga alla precedente), ciascuna delle
repliche viene riportata in banda base poiché trasla attorno alla frequenza −k · fchop e
subisce la moltiplicazione per un fattore C-k.
55




|Ck|2VS(f) = A · VS(f) (3.3.2)
con
∑∞
k=−∞ |Ck|2 = 1 che rappresenta la potenza dell’onda quadra.
Lo spettro del è rappresentato in figura 3.2.4. Sul rumore agisce solo il secondo
modulatore il quale trasla lo spettro attorno alle frequenze k · fchop. Nell’ipotesi in cui
fchop >‌> fk, il contributo del rumore a bassa frequenza (il flicker e l’offset compresi tra 0
< f < fk) viene traslato ben oltre la banda base. Ciascuna replica contribuisce al rumore
residuo con un contributo pari a A2 · |Ck|2Sth con Sth che rappresenta la densità spettrale
di rumore termico. Sommando tutti i contributi di rumore di tutte le repliche, si ottiene





|Ck|2Sth = A2 · Sth (3.3.3)
valida solo in banda base. Alle frequenze k · fchop sono ancora presenti i contributi di
rumore flicker, eliminabili tramite il filtro passa basso (si veda il capitolo 4). Il vantaggio
della tecnica chopper rispetto alle altre tecniche, è quello di riportare in banda base, il





In ultima analisi, prendiamo in esame il caso in cui l’amplificatore abbia banda finita
B. La trattazione esposta in precedenza resta pressoché inalterata ad eccezione del fatto
che, in questo caso, il numero di repliche traslate attorno alle frequenze k · fchop è in
numero finito e pari a b B
fchop




|Ck|2VS(f) = αA · VS(f) (3.3.5)
Il risultato netto è una riduzione del guadagno dell’amplificatore. La densità spettrale






|Ck|2Sth = αA2 · Sth (3.3.6)








ci aspettiamo, dunque, che il rumore riportato in ingresso sia di poco superiore rispetto
al valore stimato nel caso ideale. La modulazione chopper resta comunque la tecnica da
preferire tra poiché riportata in banda base il minor contributo di rumore possibile.
3.4 Analisi e confronto della topologia proposta
3.4.1 Soluzione a 3 operazionali
Come già ampiamente descritto nei paragrafi precedenti, il sensore è di tipo resistivo. I
resistori sono stati disposti in modo da formare un ponte di Wheatstone (half-brigde o
full-bridge).
Risulta pertanto necessario un amplificatore in grado di amplificare la differenza V +S −
V −S con un guadagno che sia il più possibile preciso, in modo da poter risalire in modo
affidabile alla tensione di ingresso.
Una prima soluzione che rende possibile la lettura di sensori di questo tipo, è costituita
dall’amplificatore differenziale mostrato in figura 3.4.1.
Figura 3.4.1: Amplificatore Differenziale
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Applicando il principio di sovrapposizione degli effetti, risulta semplice valutare la
tensione di uscita come contributo di ciascuno degli ingressi con l’altro connesso in


















· V1 − R2
R1
· V2
Affinché l’uscita sia proporzionale alla sola differenza V1 − V2, si può porre: R3 = R1 e




· (V1 − V2) = G · (V1 − V2)
L’amplificatore differenziale appena presentato, non possiede tutte le caratteristiche che
si richiedono ad un amplificatore da strumentazione. Infatti si ha che:
 l’impedenza di ingresso non è elevata nè bilanciata: a seconda che si consideri
l’ingresso non invertente o quello invertente, di hanno due impedenze di ingresso
diverse e basse; nel primo caso Z+in = R3 +R4, mentre nel secondo Z
−
in = R3;
 tendenzialmente l’impedenza di ingresso risulta bassa, a meno di non usare resi-
stenze di valore molto elevato che possono dar luogo a problemi quali la riduzione
della banda passante dovuta a capacità parassite che introducono costanti di tempo
non trascurabili, eccessiva occupazione di area in fase di integrazione dei resistori,
ed il manifestarsi di tensioni di offset causate dalla differenza fra Z+in e Z
−
in;
 se l’impedenza della sorgente non è molto minore di R3, oltre a sperimentarsi con-
siderevoli variazioni del guadagno, difficilmente si realizza la reiezione del modo
comune, ovvero la cancellazione del termine proporzionale a V1 + V2: la tensione di
uscita può essere espressa anche come:
Vout = α · V1 + V2
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poiche le condizioni R3 = R1 e R4 = R2 non sono più sufficienti:
Dalle considerazioni appena elencate sull’amplificatore differenziale, risulta evidente che
il problema principale da risolvere è l’influenza subita dal segnale ad opera dei resistori
all’ingresso dell’amplificatore.
Una possibile soluzione consiste nell’anteporre all’amplificatore differenziale, il circuito
che segue:
Figura 3.4.2: Primo Stadio
Applicando un segnale a modo comune VC , si osserva che la tensione sulle due uscite
è ancora la stessa tensione VC . Nell’ipotesi di cortocircuito virtuale, agli estremi del re-
sistore RG insiste la tensione VC e dunque in RG non vi scorre corrente IG = 0. Poiché
è nulla la caduta anche sui resistori RR, si ha un guadagno di modo comune unitario.
Supponendo invece di applicare un segnale differenziale, è banale valutare la corrispon-
dente tensione differenziale di uscita sfruttando la simmetria del circuito. Il sistema è
equivalente a due amplificatori operazionali separati ciascuno montato in configurazione







Considerando il contributo di un segnale differenziale ed a modo comune si ha:













In ultima analisi, considerando l’amplificatore differenziale in cascata al circuito di figura
3.4.2, si ottiene l’amplificatore da strumentazione nella ben nota configurazione a tre









· (V1 − V2)
L’amplificatore presenta le seguenti peculiarità:
 i primo stadio non reietta le componenti a modo comune: si ha infatti che Ac = 1;
 la reiezione del modo comune e dunque l’entità del CMRR = Ad
Ac
è demandata al
secondo stadio ed è funzione del mismatch dei resistori. Nel caso ideale (errore di
matching tra i resistori nullo), Ac = 0 ed dunque il CMRR→∞. All’atto pratico
si riesce ad ottenere CMRR ∼= 60dB.
3.4.2 Current feedback Amplifier
Una valida alternativa all’amplificatore descritto sopra, è rappresentata dall’amplificatore
current feedback. L’architettura semplificata trattata [25] è riportata di seguito:
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Figura 3.4.3: Amplificatore current feedback
Come dimostrato nell’articolo [25], l’amplificatore current feedback consente di ot-
tenere, rispetto all’amplificatore a 3 operazionali, CMRR ben superiori ed è in grado
di accettare tensioni di modo differenziale di ingresso con associato un modo comune
variabile in un range (CMVR) che si può estendere oltre i rails di alimentazione [26].
Ciò è reso possibile dal fatto che l’amplificatore è costituito da transconduttori che




ed inoltre, poiché si deve verificare il cortocircuito virtuale al nodo a cui convergono IO1
e IO2 , si avrà che: IO1 = IO2 da cui:











La soluzione qui proposta è di tipo indirect current feedback perchè la tensione di
uscita non viene riportata in ingresso come in un convenzionale amplificatore voltage
feedback (VFA), ma in ingresso da un ulteriore stadio (vedi Gm2 in figura 3.4.3) che
effettua una ulteriore conversione V-I prima che quest’ultima venga confrontata con IO1 .
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Stando a quanto affermato nell’articolo, la elevata impedenza di ingresso del transcon-
duttore Gm1 e la elevata impedenza della sorgente di polarizzazione del transconduttore
stesso, isolano la tensione di modo comune dal resto del circuito. Di conseguenza, le
variazioni di tensione nel modo comune di ingresso comportano piccole variazioni della
corrente in uscita da Gm1 . Inoltre, se le impedenze di uscita sono bilanciate, le conseguen-
ti variazioni delle correnti agiranno a modo comune e dunque verranno annullate dalla
reazione senza dar luogo ad una variazione della tensione di uscita. Ciò consente, come
già affermato, di ottenere elevati CMRR a differenza dell’amplificatore a tre operazionali
il cui CMRR è determinato dall’errore di matching dei resistori del secondo stadio.
3.4.3 Descrizione dell’architettura proposta
Lo schema a blocchi dell’architettura proposta è mostrata in figura 3.4.4.
Figura 3.4.4: Schema a Blocchi della Architettura proposta.
Il primo stadio è costituito da un amplificatore fully-differential, mentre il secondo
stadio è costituito da un amplificatore operazionale.
Studiamo il comportamento di questa architettura andando a considerare, in un primo
momento, la figura 3.4.6 che schematizza i blocchi interni che costituiscono un DDA
tradizionale.
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Figura 3.4.5: Schema a blocchi di un DDA tradizionale
Le correnti IOn e IOp saranno date dalle seguenti relazioni:
IOn = gm1 · (V +in − V −in )
e
IOp = gm2 · (V +fb − V −fb)














· (V +fb − V −fb)




[(V +in − V −in )− (V +fb − V −fb)]
avendo posto gm1 = gm2 .
Dalla relazione scritta sopra, si deduce che la risposta del sistema è di tipo integratore
reale. Il sistema sarà caratterizzato da un guadagno molto elevato a bassa frequenza ed





Questa soluzione presenta alcuni inconvenienti:
1. necessita di un controllo di modo comune per stabilizzare il modo comune di uscita;
2. la tensione Vfb è associata ad un modo comune pari a VCMout che sarà generalmente
diverso da VCMin ;
3. il cortocircuito virtuale avviene a livello di corrente e non a livello di tensioni di
ingresso delle coppie differenziali.
Il DDA che costituisce il primo stadio dell’architettura proposta è invece mostrato in
figura 3.4.6.
Figura 3.4.6: Schema a blocchi del primo stadio
Le correnti IOn e IOp saranno date dalle seguenti relazioni:
IOn = gm1 · (V +in − V +fb)
e
IOp = gm2 · (V −in − V −fb)















· (V −in − V −fb)




[(V +in − V −in )− (V +fb − V −fb)]




[Vind − Vfbd ]
(avendo posto gm1 = gm2).
Mentre la tensione di modo comune di uscita risulterà pari a:
Vout1c =




















[Vinc − Vfbc ]
poiché la topologia scelta presenta anche un guadagno per il modo comune.
Figura 3.4.7: Schema a blocchi dell’architettura chiusa in reazione
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Si dimostra facilmente dalla teoria della reazione che sussiste l’ipotesi di cortocircuito




Da ciò segue che all’ingresso delle coppie differenziali si avrà:




V −fb = V
−
in
e pertanto sarà possibile applicare la modulazione chopper poiché non si verificherà il
problema della modulazione della corrente di bias discusso nei paragrafi precedenti.
Si può affermare inoltre, che il sistema si comporta come il primo stadio dell’amplifi-





Lo schema a blocchi dell’architettura proposta, basato sull’idea illustrata nel capitolo pre-
cedente, è riportato in figura 4.0.1. Nella figura vengono esplicitati, inoltre, i modulatori
chopper impiegati per la cancellazione del rumore flicker.
Figura 4.0.1: Schema a Blocchi della Architettura proposta. Sono stati messi in evidenza
i blocchi principali che la cosituiscono.
Essa si compone di due blocchi principali:
1. di un amplificatore fully-differential ;
67
2. di un amplificatore operazionale operante la conversione da differenziale a unipolare;
e di alcuni circuiti ausiliari:
1. la rete di reazione;
2. le matrici di interruttori ed il generatore di clock per la modulazione chopper;
3. i circuiti di polarizzazione degli amplificatori.
Il capitolo che segue espone i criteri di progetto dell’architettura proposta sulla base delle
specifiche che verranno descritte nel seguito. La prima parte del capitolo è volta alla
progettazione dell’amplificatore operazionale. Successivamente verrà trattato in detta-
glio l’amplificatore fully-differential. Infine, verrà descritta l’applicazione della tecnica
chopper all’architettura proposta.
4.1 Criteri di progetto
Il punto di partenza è costituito dalle specifiche di progetto e dalla topologia circuitale
scelte sulla base della particolare applicazione.
A questo punto si devono determinare i parametri del circuito (W, L, VGS-Vt, ...) che
costituiscono i gradi di libertà del sistema sulla base delle specifiche date. A tal fine, si fa
uso di un set di equazioni che mette in relazione le specifiche con i parametri circuitali.
Per la progettazione di un amplificatore è importante:
La scelta della topologia circuitale da adottare
Esistono, infatti, configurazioni ad uno, due, o più stadi. Soluzioni ad uno stadio sono
caratterizzate da un solo nodo ad alta impedenza. La risposta in frequenza risulta «a
polo dominante» semplificando le strategie di compensazione. Questa topologia è adatta
al pilotaggio di carichi puramente capacitivi: una resistenza di carico, infatti, finirebbe
in parallelo alla rout dello stadio (dell’ordine di grandezza di rd) e ciò comporterebbe una
degradazione dell’amplificazione che è dell’ordine di gmrout.
Configurazioni, a due stadi, come quella proposta in questo lavoro di tesi , sono ca-
ratterizzati da due nodi ad alta impedenza. Hanno generalmente amplificazioni superiori
rispetto alla precedente ma, presentando due poli a bassa frequenza, richiedono strategie
di compensazione più complesse (tipicamente di tipo Miller).
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Il dimensionamento dei transistori
Dalle dimensioni dei transistori dipendono in misura diversa tutte le specifiche (elencate
più in basso) del sistema.
Tra le varie specifiche, quelle più stringenti, per quanto riguarda il presente progetto
nel suo complesso, riguardano il rumore. L’amplificatore operazionale, pensato inizial-
mente per applicazioni general pourpose ha requisiti di rumore molto meno stringenti
rispetto a quelli che deve avere l’amplificatore da strumentazione. Trovandosi a valle
della catena di lettura, infatti, il suo contributo di rumore riportato in ingresso, risulta
diviso per l’amplificazione degli stadi a monte e dunque trascurabile.
In questa trattazione è stato utilizzato un modello semplificato per il rumore; le













β(Vgs − Vt) (4.1.1)
SVF =
Nf





1. La densità spettrale di potenza di rumore termico (e dunque anche il suo valore
efficace) dipende in maniera inversamente proporzionale dal β e dunque dal rapporto
W/L. Il rapporto W/L e dunque, la corrente che scorre nel transistore determina
il contributo di rumore termico introdotto dall’amplificatore. Per restare entro le
specifiche è necessario pertanto garantire una certa quantità di corrente: la specifica
di rumore entra in conflitto con la specifica riguardante il consumo di potenza.
2. La densità spettrale di potenza di rumore flicker (e dunque anche il suo valore effica-
ce) e l’offset, dipendono in maniera inversamente proporzionale dal prodotto W ·L e
dunque dall’area del transistore. In fase di progettazione dell’amplificatore, è stata
prestata particolare attenzione agli aspetti riguardanti il rumore flicker e l’offset.
Come già menzionato, infatti, il contributo frequenziale del segnale utile risiede
nella banda in cui il rumore 1/f domina. Per rendere trascurabile tali contributi,
è necessario traslare sufficientemente in basso la frequenza di corner fk, dimensio-
nando opportunamente le area dei transistori, ed adottare «tecniche dinamiche di
cancellazione dell’offset e del rumore a bassa frequenza».
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4.2 Amplificatore Operazionale (Secondo stadio)
Lo schema a blocchi dell’amplificatore operazionale è riportato in figura 4.2.1. Nei para-
grafi che seguono verranno discusse le scelte messe in atto per il corretto dimensionamento
dei vari blocchi.
Figura 4.2.1: Schema a blocchi dell’amplificatore operazionale proposto
Figura 4.2.2: Coppia differenziale di ingresso
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Nelle figure 4.2.2 e 4.2.3 è riportata l’implementazione circuitale adottata per l’am-
plificatore operazionale. Nella figura 4.2.2 è mostrata la coppia differenziale di ingresso
costituita dai transistori M1 ed M2. Il ramo costituito dai transistori M3, M4 ed M7,
consente di polarizzare correttamente la coppia differenziale principale.




e I2 = −gmvd
2
, confluiscono attraverso un percorso a bassa impedenza, verso lo
stadio di somma di figura 4.2.3 dove vengono combinate in modo tale da ottenere la
differenza I1 − I2. Lo stadio di somma è di tipo cascode. Le coppie di transistori MMp
e MMn inseriti nello stadio di somma costituiscono la batteria flottante impiegata per il
pilotaggio dello stadio di uscita (non mostrato in figura) che è in classe AB.
Figura 4.2.3: Stadio di somma
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Il suo completo set di specifiche è il seguente:
 Guadagno Statico A0;
 Specifiche di Velocità: espresse in termini di prodotto-guadagno-banda GBW e Sr;
 Stabilità: espressa in termini del margine di fase φm @ CLmax ;
 Rumore: termico e flicker;
 Offset espresso in termini della sua deviazione standard σvio;
 Consumo di potenza (Isupply·Vdd);
 Corrente massima erogata dallo stadio di uscita;
 Input common mode range (CMR), output swing;
 CMRR e PSRR.
4.2.1 Punto di Riposo
Per l’analisi del punto di riposo si può far riferimento ai due circuiti che sono stati appena
presentati. Per una corretta analisi del punto di riposo è necessario considerare lo stadio
di somma connesso in cascata alla coppia di ingresso.




poiché, per segnale differenziale nullo applicato (vd = 0) il circuito risulta simmetrico e
pertanto, la corrente di polarizzazione IT si ripartisce in ugual misura sui due rami della
coppia.
Inoltre, è necessario imporre che:
IIB = IIN
in modo tale che, a riposo, non ci sia passaggio di corrente tra la coppia di ingresso e
lo stadio di somma. Soltanto «le variazioni», infatti, seguiranno un percorso a bassa
impedenza verso il successivo stadio cascode.
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È necessario notare, inoltre che se:
ICDp + IIN < IT
(dove con ICDp è stata indicata la corrente che fluisce nel transistori di tipo p dello stadio
di somma), non si ha la massima escursione di corrente.
Se invece,
ICDp + IIN > IT
il surplus di corrente porta soltanto ad un ulteriore consumo di potenza.
Da queste considerazioni segue che:
ICDp = IIB =
IT
2
L’entità delle correnti, come ampiamente descritto in precedenza, dipende fortemente
dalle specifiche di rumore termico, prese in esame nel paragrafo successivo.
4.2.2 Analisi di Rumore
Si tratta adesso di dimensionare i transistori secondo i criteri descritti in precedenza.
A ciascun transistore è associato il proprio contributo di rumore rappresentato da un
generatore di corrente posto tra drain e source.
La trattazione analitica elaborata di seguito ha previsto la valutazione del contri-
buto totale di tali generatori, in un unico «generatore equivalente» posto in ingresso
all’amplificatore.
Si tratta adesso di individuare quali transistori contribuiscono al rumore.
Si assuma per ipotesi che:
 i contributi di rumore dei transistori sono indipendenti e dunque la densità spettrale
di rumore è la somma delle singole densità spettrali di ciascun transistore;
 i transistori in configurazione «gate-comune» MCUn e MCUp non contribuiscono in
maniera significativa al rumore dell’amplificatore;
 i transistori posizionati sull’asse di simmetria M8, M9, M10, ed M11 agiscono «a
modo comune» su entrambe gli ingressi e dunque, anch’essi non contribuiscono al
rumore totale;
 i transistori M3, M4, M7 che polarizzano la coppia differenziale non sono stati presi
in considerazione per il calcolo della densità spettrale di rumore in quanto la loro
azione dà soltanto un contributo a modo comune,
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pertanto, i transistori che contribuiscono al rumore sono:
 i transistori della coppia di ingresso M1 ed M2;
 i transistori M5 ed M6;
 le coppie di transistori MCDne MCDp dello stadio di somma in configurazione «source-
comune».
Di seguito è riportata la densità spettrale di rumore che è stata valutata per via analitica
al fine di fornire una prima stima di quelle che sono le dimensioni dei transistori che
maggiormente contribuiscono al rumore. Per tutti gli altri transistori, non sono stati
adottati particolari accorgimenti in tal senso.




CDpSVCDp (f) + F
2
CDnSVCDn (f)]
dove abbiamo definito i fattori F in questo modo:























mosfet in forte inversione.
Rumore Termico
L’equazione precedente può essere riscritta in termini della densità spettrale di rumore

























(1 + FIB + FCDp + FCDn)
(4.2.1)
Poiché è stato scelto di:
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1. dimensionare la tensione di overdrive della coppia di ingresso al valore (VGS-Vt)IN=
100 mV in modo tale da minimizzare il contributo di rumore termico introdotto
dalla coppia differenziale,
2. è stato fissato F = 1/2 in modo tale da ridurre di un fattore 1/4 la potenza di
rumore associata alle coppie M56, MCDp ed MCDn ,



















La densità spettrale di rumore espressa in termini di rumore flicker diventa:

























avendo scelto F = 1/2, e le seguenti relazioni tra le aree:




al fine di ridurre l’ingombro dei transistori M56, MCDp ed MCDn .
Tail Mosfet e Common Gate
Come già accennato, il contributo di rumore dato da questi transistori non altera signifi-






















al fine di ridurne l’ingombro.
Per i transistori «gate-comune», al fine di massimizzare la dinamica, si è scelto:



















per le stesse motivazioni menzionate riguardo al tail mosfet.
4.2.3 Dimensionamento Coppia di ingresso e Stadio di somma.









ed alla specifica di rumore termico che è stata fissata pari a: en ≡
√SVth = 40nV/√Hz.
Per la corrente IIN si è ottenuto un valore di IIN = 1.67 uA. La corrente di riposo dei
transistori di ingresso è stata dimensionata ad un valore leggermente superiore a quello
valutato analiticamente (pari a 2 μA) poichè non è stato tenuto conto del fattore (1+n1)
e del fatto che i transistori non considerati contribuiscono, se pur in maniera marginale.
1con n definito come
gmb
gm
che tiene conto dell’effetto body.
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Si noti che la corrente IIN, le altre correnti risultano determinate. Il loro valore è riportato
nella seguente tabella:







Tabella 4.2.1: Valori numerici delle correnti di riposo dei transistori della coppia
differenziale e dello stadio di somma.
Stabilita la corrente sulla base della specifica di rumore termico, è possibile determi-
nare il rapporto W/L di tutti i transistori.































































2.3KfNdec = 50µV (4.2.7)
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in una banda di quattro decadi comprese tra 0.01 Hz e 100 Hz. È possibile adesso
determinare la costante flicker kf, la frequenza di corner fk e l’area del transistore:




















essendo Nfp = 35·10-12 V2 μm2, Nfn = 3·10-12 V2 μm2 e Nfp/Nfn = 11.6, parametri
estratti da simulazioni preliminari.
Tenendo, infine, presente che:




risultano dimensionati tutti i transistori della coppia di ingresso e dello stadio di somma
eccetto quelli della batteria flottante e dello stadio di uscita che sono stati dimensionati
sulla base di altri criteri esposti successivamente.
In tabella sono riportati i valori ottenuti:
Transisistore W (µm) L (µm) Transisistore W (µm) L (µm)
M1M2 10.5 5.25 MCDp 10 5
M5M6 6 4.5 MCUp 5 1
M3M4 1.05 5.25 MCDn 4 10.5





Tabella 4.2.2: Dimensionamento dei Transistori della coppia differenziale di ingresso e
dello stadio di somma
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4.2.4 Batteria flottante [1]
Si faccia riferimento alla figura 4.2.4. In figura è illustrato un particolare della batte-
ria flottante (cella di Monticelli) rappresentata dai transistori MMn ed MMp connessa ai
transistori di polarizzazione ed al transistore di uscita MOn. I transistori MMN ed MMP
sono montati in connessione «haed-to-tail» i quali si comportano come un batteria VAB
flottante di valore variabile.
Per un corretto dimensionamento della cella di Monticelli è necessario:
1. dimensionare (VGS-Vt)M al minimo valore possibile per non perdere troppo in
termini di dinamica e massimizzare le prestazioni low-voltage;
2. ridurre il più possibile ilmismatch tra VGSM e la VGS del transistore di polarizzazione
VGSD . Ciò comporterebbe un mismatch tra le correnti IoutN e IoutP e dunque, a
riposo, una tensione di uscita diversa da zero (offset) poiché la differenza |IoutN-IoutP|
scorrerebbe nella resistenza di uscita.
L’equazione alla maglia formata dai transistori MBMD , MBMU , MMN ed MO è:
(VGS − Vt)O = (VGS − Vt)D + (VGS − Vt)U − (VGS − Vt)M
La condizione che si vuole ottenere è
1. VGSU = VGSM a riposo.
2. IMN = IMP =
ICD
2







con IBM <‌< ICD/2 per rendere trascurabile il consumo di potenza
della rete di pol.
2. IO = βOβBMU IBM . Questa relazione rende possibile il controllo della corrente di
riposo di uscita. Infatti, poiché è stato imposto che VGSU = VGSM , segue che VGSD
= VGSO(loop translineare).
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Figura 4.2.4: Batteria flottante (circuito cella di Monticelli).
Sulla base delle precedenti considerazioni, si riportano nella tabella che segue, le
dimensioni dei transistori di figura 4.2.4.







Tabella 4.2.3: Dimensionamento dei transistori impiegati per la corretta polarizzazione
della batteria flottante
4.2.5 Stadio di uscita
Lo stadio di uscita è in classe AB (vedi figura 4.2.5). Questa soluzione è da preferire
rispetto alla soluzione in classe A in quanto gli stadi in classe A, hanno lo svantaggio
di consumare a riposo, una corrente maggiore o uguale a quella che essi sono in grado
di erogare. Per realizzare stadi di uscita capaci di erogare una corrente massima (sia
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positiva che negativa) maggiore del consumo a riposo, occorre utilizzare stadi in classe
AB.
I gm dei transistori di uscita fissano:
1. il primo polo non dominante in quanto ω2 ∼= gmn+gmpCL (si faccia riferimento anche al
paragrafo riguardo la stabilità);
2. la resistenza di uscita per frequenze per cui βA non risulta >‌> 1.
I β, invece, fissano le massime correnti di uscita:












Figura 4.2.5: Stadio di uscita in classe AB ed equivalente circuitale della cella di Monticelli
rappresentato dalla batteria flottante VAB
Il dimensionamento dei transistori di uscita è riportato di seguito.
Transisistore W (µm) L (µm)
MOn 5 2
MOp 15 2
Tabella 4.2.4: Dimensionamento dei transistori di uscita
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4.2.6 Circuito di polarizzazione (bias block)
Si riporta in figura 4.2.6, infine, il circuito utilizzato per polarizzare l’amplificatore.
Figura 4.2.6: Bias Block
La tabella di seguito riporta le dimensioni dei transistori.
Transisistore W ( µm) L ( µm) Transisistore W ( µm) L ( µm)
ME1 3.05 3.05 MR1 4.5 12
ME2 3.05 3.05 MR2 3 6
MB1 10.5 5.25 MR3 0.8 0.7
MB2 10.5 5.25 MR4 0.8 0.7
MB3 5.25 5.25 MR5 3.75 0.7
MB4 4.25 10.5 MR6 3.75 0.7
MB5 12 3
MB6 12 3
Tabella 4.2.5: Dimensionamento dei transistori del circuito di polarizzazione
4.2.7 Stabilità e Compensazione
In molte applicazioni, l’amplificatore operazionale viene chiuso in reazione. In fase di
progetto, è necessario adottare una tecnica di compensazione al fine di rendere stabile
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l’amplificatore nelle condizioni di utilizzo più comuni. In genere, si considera come caso
peggiore per la stabilità la configurazione a guadagno unitario corrispondente a β = −1.
La stabilità è misurata in termini del margine di fase. La specifiche di progetto
impongono un margine di fase φm = 70◦ per una data capacità massima di carico CLmax =
10pF .
Si può dimostrare [27] che la pulsazione a guadagno unitario ω0 e la pulsazione del









: il primo polo non dominante è fissato dal gm dello stadio di uscita e
dalla capacità di carico.
Se si impone la condizione ω2 = σω0 con σ = 3, si ottiene una risposta di tipo «a polo
dominante» ed un margine di fase di 70°. Si dovranno dimensionare opportunamente i
transistori dello stadio di uscita e la capacità CC , al fine di ottenere quella condizione.
Figura 4.2.7: Stadio di uscita pilotato dalla batteria flottante. Sono inoltre visibili la
capacità CC e la resistenza RC
La architettura proposta permette di adottare la tecnica di compensazione che sfrutta
l’effetto Miller. È stata posizionata, pertanto, una capacità CC tra gate e drain dei
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invece, è impiegata per la cancellazione dello zero introdotto dalla capacità CC .







Tabella 4.2.6: Valori numerici
4.3 Amplificatore DDA (Primo Stadio)
Lo schema a blocchi dell’architettura proposta come primo stadio dell’amplificatore da
strumentazione è riportata di seguito.
Figura 4.3.1: Schema a Blocchi del primo Stadio
La soluzione circuitale è mostrata nelle figure 4.3.2 e 4.3.3. Dato che si tratta di
una architettura di tipo «difference differential», essa accetta in ingresso due segnali
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differenziali. Sono necessarie, pertanto, due coppie differenziali come mostrato in figura
4.3.2. Ciascuna delle coppie produce le correnti I1 = gm(V +i −V +fb) e I2 = gm(V −i −V −fb) che
fluiscono nello stadio successivo. Le tensioni VG1 e VG2 mostrate in figura 4.3.3 risultano
pari rispettivamente a: VG1 = rd1 · I1 e VG2 = rd2 · I2 dove con rd1 e rd2 sono state indicate
le resistenze di uscita dello stadio cascode. Le correnti di uscita dei due stadi in classe
A, saranno date da:
Vout1 = gmout · VG1 = gmout · rd1 · I1 = gmout · rd1 · gm(V −i − V −fb)
e
Vout2 = gmout · VG2 = gmout · rd2 · I2 = gmout · rd2 · gm(V +i − V +fb)
La progettazione seguirà le stesse regole già delineate per l’amplificatore operazionale.
Ciò che cambiano sono le specifiche. Particolare attenzione è stata posta alla specifica
di rumore termico. Si richiede, che sia le coppie differenziali di ingresso, che lo stadio di
somma, contribuiscano ciascuno con en = 1nV/
√
Hz di rumore riportato in ingresso al
fine di ottenere en = 2nV/
√
Hz complessivamente.
Figura 4.3.2: Coppie differenziali di ingresso
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Figura 4.3.3: In figura è mostrato lo stadio cascode ed i due stadi di uscita. Sono presenti,
inoltre, i transistori impiegati per la polarizzazione, le resistenze RC e le capacità CC
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4.3.1 Punto di Riposo
Per l’analisi del punto di riposo si faccia riferimento alle coppie differenziali di ingresso
riportate in figura 4.3.2 ed allo stadio di somma di figura 4.3.3. Quest’ultima mostra
anche gli stadi di uscita ed i transistori per la polarizzazione dei transistori gate-comune.
Sulla base delle considerazioni fatte per l’amplificatore operazionale, le correnti di
polarizzazione risulteranno legate dalle seguenti relazioni:
I12 = I34 = I56 = I78 = Isum =
IT
2
dove, con ovvio simbolismo, sono state indicate le correnti che scorrono nei rispettivi
transistori e con Isum è stata indicata la corrente che scorre nei due rami dello stadio
cascode.
4.3.2 Analisi di rumore
L’analisi di rumore svolta per il primo stadio è analoga a quella effettuata per l’ampli-
ficatore operazionale. Verranno riportate nel seguito soltanto le formule strettamente
necessarie per il dimensionamento dei transistori.
Si assuma per ipotesi che non contribuiscono in maniera significativa al rumore totale:
 i transistori in configurazione «gate-comune» dello stadio cascode;
 i transistori MT posizionati sull’asse di simmetria
Detto ciò, i transistori che contribuiscono al rumore sono:
 i transistori delle coppie di ingresso M12 ed M34;
 i transistori M55 ed M78;
 le coppie di transistori MDne MDpdello stadio cascode.
In fase di progetto sono stati fissati i seguenti valori:
1. F = 1/5 in modo da ridurre gli effetti del rumore dei transistori M56, M78, MDn ed
MDp sul rumore totale riportato in ingresso;
2. (VGS-Vt)12 = 100 mV al fine di minimizzare il contributo di rumore termico dei
transistori M12 e M34;






































mentre i contributi di rumore flicker risultano, invece:
























avendo scelto F = 1/5, e scelte le aree in modo che:







in modo tale da ottimizzare l’ingombro.










si è ottenuto un valore per la corrente I12 pari a: I12= 2.65 mA. Il valore della corrente
di riposo è stato scelto pari a 3 mA per avere un certo grado di margine che compensi
l’aver trascurato (1+n) e il contributo marginale di alcuni transistori.
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Tabella 4.3.1: Valori numerici delle correnti di riposo dei transistori del secondo stadio.





































































2.3KfNdec = 1µV (4.3.6)
in una banda di quattro decadi comprese tra 0.01 Hz e 100 Hz. È possibile adesso
determinare la costante flicker kf, la frequenza di corner fk ed l’area del transistore:
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essendo Nfp = 35·10-12 V2 μm2, Nfn = 3·10-12 V2 μm2 e Nfp/Nfn = 11.6, parametri
estratti da simulazioni preliminari.
In tabella sono riportati i valori ottenuti:











Tabella 4.3.2: Dimensionamento dei transistori delle coppie differenziali
È importante notare che:
1. per i transistori montati in configurazione gate-comune si è posto (VGS-Vt) = 100




2. i valori di W ed L differiscono da quelli ottenuti mediante calcoli analitici. Qui si è
fatto uso di una rule-of-thumb per la scelta delle lunghezze di canale in modo tale
da non degradare significativamente il guadagno statico.
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4.3.4 Stabilità e Compensazione
Anche per il primo stadio è stata adottata una tecnica di compensazione mediante la
resistenza RC e la capacità CC posizionate a ponte tra gate e drain degli stadi di uscita.
Le specifiche impongono ancora una volta un margine di fase φm = 70◦ ed una capacità
di carico di CLmax = 10pF .
A differenza del caso precedente, non è stato possibile adottare una tecnica di can-
cellazione «polo-zero». Infatti, date le dimensioni considerevoli dei transistori (e dunque
capacità elevate) e valori di correnti di diversi mA (gm elevati), non è stato possibile
trascurare gli effetti di singolarità aggiuntive rispetto a ω2. Questo è dovuto all’elevato
valore delle capacità parassite della coppia differenziale e dello stadio di somma che ri-
sultano ( «mirror pole», «tail pole» e «gate pole»), dello stesso ordine di grandezza di ω0
e ω2. Lo zero introdotto dalla capacità di compensazione è stato posizionato in modo
tale da compensare la prima di tali singolarità, permettendo di ottenere la condizione di











MOn W = 1700µm
L = 0.7µm
MOp W = 2200µm
L = 0.7µm
Tabella 4.3.3: Dimensionamento dei transistori, della resistenza RC e della capacità CC
che garantiscono la stabilità
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4.3.5 Polarizzazione








Tabella 4.3.4: Dimensionamento dei transistori di polarizzazione
A completamento della trattazione, si riporta il dimensionamento dei componenti
impiegati per la polarizzazione dei transistori. La corrente che scorre nei rami del circuito
di polarizzazione IB = 5.45µA al fine di evitare che un consumo significativo anche di
quest’ultimo.
4.4 Applicazione della tecnica chopper alla architet-
tura proposta
Si passa adesso a descrivere come è stato realizzato il sistema che implementa la tecnica
chopper alla architettura oggetto di questa tesi.
Per questa trattazione, si faccia riferimento allo schema a blocchi già presentato al-
l’inizio di questo capitolo ma che è stato riportato di seguito per completezza. Nello
schema, sono stati evidenziati, in rosso, i tre modulatori MODin, MODout e MODr che
implementano la tecnica chopper, pilotati da due segnali di clock indicati con P1 e P2 a
fasi non sovrapposte.
Tali modulatori implementano l’operazione di moltiplicazione per un’onda quadra
adimensionale che assume alternativamente valore +1 e -1. Poiché l’architettura è di tipo
fully-differential, si dimostra banalmente che questa operazione è possibile semplicemente
scambiando in maniera alternativa gli ingressi del modulatore.
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Figura 4.4.1: Schema di principio del modulatore chopper
Osservando la figura 4.4.1, risulta chiaro che nella fase P1, VIN = VOUT, mentre nella
fase P2, VIN = -VOUT che dimostra quanto affermato poco sopra.
Figura 4.4.2: Schema a Blocchi della Architettura proposta. Sono stati messi in evidenza,
in rosso, i modulatori chopper
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Come già descritto nel capitolo 3 a proposito della tecnica chopper, è necessario un
primo moltiplicatore al fine di traslare il segnale attorno alle frequenze laddove il con-
tributo di rumore è minimo: questa funzionalità è assolta dal modulatore MODin. Il
secondo modulatore, quello di uscita MODout, invece, trasla lo spettro del rumore intro-
dotto dall’amplificatore alle altre frequenze e riporta in banda base il segnale che è stato
precedentemente amplificato.
La figura che segue mostra il generatore di clock a fasi non sovrapposte. L’ingresso
CK è pilotato da un’onda quadra di frequenza pari a 100 KHz definita come frequenza di
chopping. I segnali P1, XP1, P2 e XP2 sono dunque onde quadre alla stessa frequenza
fchop = 100KHz.
Figura 4.4.3: Generatore di clock a fasi non sovrapposte
Ciascuno di questi segnali, pilota le matrici di interruttori mostrate nella loro im-
plementazione circuitale in figura 4.4.4. Essendo costituite da pass-gate, per i motivi
descritti nel seguito, saranno necessari il segnale affermato e quello negato per pilotare
rispettivamente il transistore n e quello p.
Figura 4.4.4: Matrice di interruttori che implementa il modulatore MODin e MODr
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Così facendo, lo spettro del segnale utile risulta traslato attorno alle frequenza k ·
fchop dal primo modulatore; il secondo modulatore trasla le componenti di rumore flicker
attorno ai multipli dispari di fchop mentre riporta in banda base il segnale.
Consideriamo adesso la figura 4.4.5. Essa mostra la catena di reazione costituita dai
resistori R1 e dai condensatori C1 e C2.
Figura 4.4.5: Rete di reazione
Discutiamo questa immagine. Rispetto hai lavori di tesi precedenti, sono state appor-
tate due modifiche:
1. la rete di reazione è stata posta a monte del modulatore MODr;
2. la rete di reazione è del tipo mostrato in figura anziché di tipo resistivo.
Queste modifiche hanno comportato alcuni vantaggi in termini di riduzione dell’offset
ripple.
Con la scelta appena descritta, si ha che l’architettura implementa una funzione di
trasferimento di tipo passa alto. Ciò ha comportato che:
1. a bassa frequenza βDC = 1, ossia A =
1
βDC
= 1: l’offset viene amplificato di un
fattore pari ad 1;
2. alla frequenza fchop, βchop ∼= 1
200
, ossia A =
1
βchop
∼= 200: il segnale viene amplificato





R1 1 G Ω
C1 1 pF
C2 100 pF
Tabella 4.4.1: Dimensionamento della Rete di Reazione
Concludiamo la trattazione con i criteri per il corretto dimensionamento degli inter-
ruttori:
1. per il modulatore di ingresso e quello di reazione, gli interruttori sono stati rea-
lizzati utilizzando delle pass-gate in modo tale da ottenere una resistenza RON =
RONn//RONp indipendente dalle tensioni applicate al modulatore;
2. i modulatori di uscita sono stati realizzati con una matrice di transistori (di tipo p
o n) integrati direttamente nello stadio cascode.
Per un corretto dimensionamento degli interruttori è necessario tener presente che:
1. una RON elevata comporta l’introduzione di un ulteriore contributo di rumore
termico; particolare attenzione va prestata soprattutto al modulatore di ingresso;
2. una RON troppo elevata per i modulatori di uscita potrebbe causare una caduta di
tensione eccessiva e dunque perdita di dinamica;
3. una RON troppo bassa, invece, si traduce in un consumo di area eccessivo che
comporta dei ritardi di commutazione non accettabili a causa della elevata capacità
di gate degli interruttori.
Il dimensionamento è riportato nella tabella che segue:
W (µm) L (µm)
MODin Wp = 70µm Lp = 0.5µm
Wn = 40µm Ln = 0.5µm
MODr Wp = 35µm Lp = 0.5µm
Wn = 20µm Ln = 70µm
MODoutn Wn = 260µm Ln = 0.35µm
MODoutp Wp = 60µm Lp = 0.35µm
Tabella 4.4.2: Dimensionamento degli interruttori
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Capitolo 5
Risultati Sperimentali e Simulazioni
Nel presente capitolo verrà caratterizzata l’architettura proposta sulla base delle simula-
zioni volte alla verifica della correttezza delle ipotesi e della analisi discusse nel capitolo
precedente.
L’amplificatore operazionale e l’amplificatore fully-differential sono stati progettati
separatamente e con specifiche diverse. In questa trattazione, pertanto, verranno propo-
sti i risultati delle simulazioni riguardanti il punto di riposo DC, la risposta in frequenza
e l’analisi di rumore sui circuiti statici (AC, ACNOISE) e l’analisi in transitorio (TRAN).
Nell’ultima parte del capitolo, verrà caratterizzata l’architettura nel suo complesso at-
traverso la simulazione PSS (periodic steady state), necessaria per la stima del rumore
residuo e della risposta in frequenza quando la modulazione chopper è attivata.
5.1 Amplificatore Operazionale
5.1.1 Simulazioni DC
Iniziamo con il caratterizzare l’amplificatore operazionale. La tabella 5.1.1 che segue
riporta i valori delle correnti di riposo estratti da una simulazione DC.
corrente valori µA corrente valori µA
IIN 2.06 ICDp 2.05
IIB 2.05 ICDn 2.05




Tabella 5.1.1: Correnti di riposo relative all’amplificatore operazionale estratte dalle
simulazioni DC
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Le figura 5.1.1 che segue riporta l’andamento della caratteristica ingresso-uscita del-
l’amplificatore operazionale.
Figura 5.1.1: Caratteristica ingresso-uscita dell’amplificatore operazionale
In una ulteriore simulazione è stata verificata la dinamica di modo differenziale di
ingresso. La simulazione di figura 5.1.2 riporta l’andamento delle correnti nei due rami
della coppia differenziale di ingresso.












































Figura 5.1.3: Densità spettrale Rumore RTI (tratto in rosa) ed RTO (tratto in verde)
In figura 5.1.3 è mostrato l’andamento della densità spettrale riportata in ingresso
(tratto rosa in figura) e quella riportata in uscita (tratto verde in figura). Si osserva
anzitutto che alle altre frequenze, il rumore tende a risalire: ciò è dovuto al fatto che a
quelle frequenze contribuiscono al rumore anche i transistori di uscita.
Dalla simulazione sono stati estratti:
 la frequenza di corner del rumore flicker risultata pari a circa fk = 15 kHz ;






5.1.3 Risposta in Frequenza
La risposta in frequenza dell’amplificatore è stata indagata nell’intervallo di frequenze
indicato in figura. Dalle simulazioni è stato possibile estrarre:
 il valore numerico del GBW che è risultato pari a 8 MHz ;
 margine di fase di 63 gradi (di poco inferiore a quello chiesto da specifica);
 il guadagno statico di circa 120 dB.
99









Figura 5.1.4: Risposta in frequenza dell’amplificatore operazionale















Figura 5.1.5: Andamento della fase della Risposta in frequenza dell’amplificatore
operazionale
5.1.4 Risposta al gradino
Una ulteriore verifica della stabilità del sistema è stata messa in atto applicando un gradi-
no di ampiezza 1 V in ingresso all’amplificatore chiuso a buffer. La prima immagine 5.1.6
riporta la risposta ad un gradino di ampiezza tale da mantenere la coppia differenziale di
ingresso nel suo intervallo di linearità. Dal grafico risulta evidente una sovra-elongazione
che può essere attenuata incrementando ulteriormente la capacità di compensazione.
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Figura 5.1.6: Risposta al gradino dell’amplificatore nel caso in cui la coppia differenziale
di ingresso si mantiene in linearità. In verde è riportato l’andamento del gradino di
ingresso. In rosa, è visibile la risposta dell’uscita.
Nella figura 5.2.2 è stata tracciata la risposta dell’amplificatore ad un grande segnale.
In verde è riportata l’ampiezza del gradino di ingresso, mentre in rosa quella dell’uscita.
In questa figura si osserva che l’uscita, ancora una volta, insegue l’ingresso. Poiché è
stato applicato un grande segnale, la risposta dell’uscita è di tipo lineare poiché, essendo
la coppia differenziale di ingresso completamente sbilanciata da un lato, la corrente di
polarizzazione IT «carica a corrente costante» la capacità a ponte. Il sistema si trova,
quindi, in slew-rate.
Figura 5.1.7: Risposta al gradino dell’amplificatore nel caso in cui la coppia differenziale
di ingresso non si mantiene in linearità. In verde è riportato l’andamento del gradino di
ingresso. In rosa, è visibile la risposta dell’uscita.
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5.2 Amplificatore DDA
Si riportano adesso alcune delle simulazioni riguardanti la caratterizzazione del primo
stadio della architettura progettata.
5.2.1 Simulazioni AC
La risposta in frequenza dell’amplificatore è graficata in figura 5.2.1. Dalle simulazioni è
stato possibile estrarre:
 il valore numerico del GBW che è risultato pari a 114 MHz ;
 margine di fase di 65.3 gradi (di poco inferiore a quello chiesto da specifica);
 il guadagno statico di circa 87 dB.












Figura 5.2.1: Risposta in frequenza dell’amplificatore. Andamento del Modulo.
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Figura 5.2.2: Risposta in frequenza dell’amplificatore. Andamento della fase.
Una ulteriore simulazione della risposta in frequenza è stata eseguita sull’amplificatore
reazionato con una rete resistiva. In queste condizioni, il guadagno dell’amplificatore
risulta pari a circa 200 (= 46 dB) come mostrato in figura 5.2.3.




La simulazione Stb consente di valutare il guadagno di anello e dunque la stabilità me-
diante l’uso di una particolare probe. Tale simulazione ci ha permesso di tracciare i
guadagni di modo comune e modo differenziale. Questa particolare topologia, presenta
anche un guadagno di modo comune che deve, pertanto, essere stabilizzato.
Dalla simulazione sono stati ricavati i seguenti parametri di interesse:
 il valore numerico del GBW che è risultato pari a 65.8 MHz ;
 margine di fase di 69.5 gradi (di poco inferiore a quello chiesto da specifica);
 il guadagno statico di circa 98.9 dB.
Figura 5.2.4: Risposta in frequenza del guadagno di modo comune. Andamento del
modulo (tratto in rosa) e della fase (tratto in verde).
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5.2.3 Simulazione Noise
In figura 5.2.5 è riportato l’andamento della densità spettrale di rumore riferita all’ingresso
valutata sul circuito riportato in figura 1.3.7 nel capitolo 4.













Figura 5.2.5: Densità spettrale di rumore RTI (referred to inputs) relativa alle sole coppie
differenziali si ingresso.
La simulazione che segue, riporta, invece, l’andamento della densità spettrale di rumo-
re valutata all’ingresso dell’intero amplificatore DDA. Si è ottenuto un valore di 1.5
nV√
Hz
conforme con le specifiche che richiedevano 2
nV√
Hz
di rumore termico riportato in ingresso.













Figura 5.2.6: Densità spettrale di rumore RTI (referred to inputs) valutata sulla
architettura complessiva.
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5.2.4 Simulazione in transitorio
Nelle figure che seguono, sono riportati gli andamenti delle tensioni di uscita in risposta
ad un gradino differenziale di ingresso. I grafici tracciati di colore verde e rosa rappre-
sentano le uscite prese singolarmente. Il grafico in viola rappresenta, invece, la tensione
differenziale di uscita.
Figura 5.2.7: Risposta al gradino delle due uscite. In verde l’uscita non invertente. In
rosa quella invertente.
Figura 5.2.8: Gradino differenziale di uscita.
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5.3 Simulazioni caratterizzanti l’architettura propo-
sta
L’analisi di rumore ed il tracciamento della risposta in frequenza per un amplificatore
che adotta la tecnica chopper, necessita della simulazione PSS per essere correttamente
caratterizzato. Al fine di valutare le prestazioni dell’architettura proposta, le simulazioni
effettuate su quest’ultima riguardo la stima dell’offset ripple, sono state replicate anche
per un’altra architettura che si diversifica da quella proposta riguardo la rete di reazione.
La prima topologia (vedi figura 5.3.1) è rappresentata dall’architettura oggetto di
questa tesi. La architettura alternativa è mostrata in figura 5.3.2.
Figura 5.3.1: Schema dell’architettura proposta.
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Figura 5.3.2: Architettura alternativa. Il modulatore MODr risulta a monte della rete di
reazione. La rete di reazione è puramente resistiva.
5.3.1 Simulazione PNOISE
La prima simulazione (sulla architettura di figura 5.3.1) è volta a stimare il rumore residuo
riportato in uscita a seguito della modulazione chopper. Nella figura 5.3.3 è riportato
l’andamento della densità spettrale di rumore riferita all’uscita del primo stadio (tratto
in rosso) e quella riferita all’uscita del secondo stadio (tratto in blu).
Grafico in rosso: si riferisce alla densità spettrale di rumore riferita al primo stadio.
Nell’intervallo di frequenze di interesse (circa 10 Hz - 10KHz), è presente soltanto la
componente di rumore termico. Era ragionevole attendersi questo risultato visto che al
primo stadio è stata implementata la tecnica chop. Alle frequenze kfchop sono visibili dei
picchi di ampiezza decrescente man mano che aumenta la frequenza. I picchi confermano
la presenza del chopped offset inevitabilmente presente non essendo stato inserito alcun
filtro passa basso in uscita dal sistema.
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Grafico in blu: si riferisce alla densità spettrale di rumore riferita al secondo stadio.
Si osserva che la curva si discosta da quella in rosso per due motivazioni: la prima è
dovuta al fatto che anche il secondo stadio introduce rumore termico e rumore flicker che
inevitabilmente vanno ad aggiungersi a quello introdotto dal primo stadio. La seconda
motivazione è dovuta al fatto che l’amplificatore operazionale non è stato progettato con
specifiche di rumore flicker stringenti e dunque il suo contributo risulta ben visibile già
da frequenze dell’ordine di 1kHz.












simulazione precedente (si veda grafico di figura 5.2.8).















Figura 5.3.3: Densità spettrale di rumore residuo riportato in uscita RTO (referred to
output).
5.3.2 Simulazioni PAC
L’analisi PAC è l’equivalente dell’analisi AC per circuiti tempo varianti. Anche l’analisi
PAC è quindi un’analisi lineare, ma tempo variante. Per comprendere bene i risultati
dell’analisi PAC occorre tenere presente che la caratteristica di tempo varianza del circuito
in esame risulta in traslazioni in frequenza degli stimoli che vengono applicati al circuito.
Ogni analisi PAC deve essere preceduta da una analisi PSS. Per questo tipo di analisi,
è necessario indicare l’indice massimo delle sidebands Questo numero è collegato con le
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traslazioni in frequenza intrinseche al sistema lineare tempo variante oggetto della PAC
e indica, in valore assoluto, l’indice armonico della massima traslazione in frequenza.
Cioè, detta fchop la frequenza della fondamentale, verranno considerate tutte le traslazioni
in frequenza del tipo ±k · fchop con |k| < Maximumsideband. In altre parole, per
ogni frequenza fs nell’intervallo di frequenze specificate per lo stimolo d’ingresso, viene
calcolata l’uscita a tutte le frequenze fs±|k| ·fchop con |k| ≤ Maximumsideband. Per ogni
grandezza d’uscita si possono vedere contemporaneamente tutte le sideband (cioè l’uscita
calcolata per ogni fs e per ogni k) , oppure si può selezionare una particolare sideband.
Le sideband sono indicate mediante l’indice k di cui sopra.
In figura, è riporta la risposta in frequenza relativa alla sideband di ordine 0. Questa
può essere confrontata con la risposta in frequenza relativa alla stessa architettura, ma
che non implementa la tecnica chopper. Il guadagno a bassa frequenza risulta di poco
inferiore rispetto a quello previsto (pari a circa 200).




























Figura 5.3.4: Risposta in frequenza - Architettura di figura 5.3.1.
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Figura 5.3.5: Risposta in frequenza - Architettura senza applicazione della tecnica chop.
5.3.3 Simulazioni in transitorio
La risposta al gradino applicato in ingresso al circuito di figura 5.3.2 è mostrato di seguito.
In figura ?? è mostrato un particolare di tale andamento che mette in evidenza dei picchi
(offset ripple) alla frequenza di chopping.
Figura 5.3.6: Risposta al gradino. La risposta è riferita all’architettura di figura 5.3.2
Si consideri adesso il grafico di figura 5.3.7. Come risulta evidente, i picchi risultano
notevolmente attenuati rispetto alla situazione precedente. Come descritto nel capitolo
4, l’architettura proposta implementa una funzione di trasferimento di tipo passa alto in
grado di amplificare il segnale di un fattore 1 +
2C2
C1
, mentre l’offset risulta amplificato di
un fattore pari ad 1.
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Figura 5.3.7: Risposta al gradino. La risposta è riferita all’architettura di figura 5.3.1
5.3.4 Simulazione Montecarlo
L’analisi Montecarlo è stata impiegata per simulare il circuito dal punto di vista statistico.
Nella produzione di circuiti integrati, i parametri (elettrici) sono soggetti a variazioni
“random” legate ai processi di fabbricazione all’interno dello stesso chip da componente
a componente. In questo caso si parla di variazione locale e l’effetto è il mismatch tra
dispositivi. Essa può essere usata anche per studiare le variazioni globali; fornisce una
stima delle probabilità che le variabili di uscita siano in certi range.
Sull’architettura in esame è stata eseguita una simulazione Montecarlo riportata in
figura 5.3.8. Il numero di realizzazioni è stato scelto pari a 10. In questo modo è stato
possibile stima della varianza dell’offset ripple. Si è osservata una oscillazione di ± 2.4mV
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Conclusioni
In questo lavoro di tesi è stato progettato un amplificatore dedicato alla lettura
di sensori acustici APV.
L’offset ed il rumore introdotti dall’amplificatore sono stati fortemente at-
tenuati grazie all’applicazione della tecnica chopper al primo stadio dell’archi-
tettura proposta.
L’architettura sintetizzata è equivalente a quella di un amplificatore da
strumentazione a tre operazionali con la semplificazione di alcune strutture che
risultano in comune ed un vantaggio in termini di idoneità alla modulazione
chopper.
La soluzione è risultata robusta per quanto riguarda la reiezione dei termini
di intermodulazione tra rumore e segnale alla frequenza di chopper, prodotti
da una eventuale componente continua nel segnale di ingresso.
Le simulazioni hanno dimostrato che il rumore residuo ottenuto è stato pari
a 2.4nV/
√
Hz nella banda di maggiore interesse per le applicazioni dei sensori
acustici.
Sviluppi futuri potranno prevedere la realizzazione del layout ed il progetto
di un chip comprendente anche i sensori di velocità delle particelle acustiche,
integrati con l’amplificatore sviluppato in questo lavoro di tesi.
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