This paper extends our previous paper (Aizenman, Chinn, and Ito, 2008) and explores some of the unexplored questions. First, we examine the channels through which the trilemma policy configurations affect output volatility. Secondly, we investigate how trilemma policy configurations affect the output performance of the economies under severe crisis situations. Thirdly, we look into how trilemma configurations have evolved in the aftermath of economic crises in the past. We find that trilemma policy configurations and external finances affect output volatility mainly through the investment channel. While a higher degree of exchange rate stability could stabilize the real exchange rate movement, it could also make investment volatile, though the volatility-enhancing effect of exchange rate stability on investment can be cancelled by holding higher levels of international reserves (IR). Greater financial openness helps reduce real exchange rate volatility. These results indicate that policy makers in a more open economy would prefer pursuing greater exchange rate stability and greater financial openness while holding a massive amount of IR. We also find that the "crisis economies" could end up with smaller output losses if they entered the crisis situation with more stable exchange rates or if they continue to hold a high level of IR and maintain greater exchange rate stability during the crisis period. Lastly, we find that developing countries are often found to have decreased the level of monetary independence and financial openness, but increased the level of exchange rate stability in the aftermath of a crisis, especially for the last two decades. This finding indicates how vulnerable developing countries, especially emerging market ones, are to volatile capital flows as a result of global financial liberalization.
Introduction
The global financial crisis that began in 2008 in the United States, but spread far and wide across borders, had dire consequences for economic growth. While the extent of economic damage varied across countries, economists agree that the current downturn is the worst since the Great Depression. Even now, in the fall of 2009, there are only limited signs that global recession has ended.
Just as the traumas of the Great Depression and World War II underpinned an initiative to set up a stable international financial architecture, the ongoing crisis has sparked a call for action.
That action began with the October 2008 meeting of the G20. But that meeting took place in the midst of the financial panic. Now, as G20 prepare to meet in Pittsburgh, it seems that the time is ripe for a comprehensive reevaluation of the international financial architecture -one that will probably be accompanied by changes in the macroeconomic policy combinations adopted by countries..
Whatever configuration of international financial architecture policy leaders consider, they cannot avoid confronting the central policy trilemma in international finance, the existence of the "impossible trinity" The trilemma thesis states that a country simultaneously may choose any two, but not all, of the following three goals: monetary independence, exchange rate stability, and financial integration.
A number of different international monetary and financial arrangements have been in place since the Gold Standard system. Each set of arrangements imposed different choices on countries.. The Bretton Woods system sacrificed capital mobility for monetary autonomy and exchange rate stability. The Euro system is built upon the fixed exchange rate arrangement and free capital mobility, but abandoned monetary autonomy of the member countries. Until recently, developing countries largely pursued monetary independence and exchange rate stability, at the expense of financial openness.
Although the trilemma has widespread adherence in both policy and academic circles, there has been almost no empirical work testing the concept. Our previous paper ) is one of the few exceptions. 1 In that paper, we first develop the "trilemma indexes"
that quantify exchange rate stability, monetary independence, and financial openness. Using these indexes, we have show that the major crises in the last four decades --the collapse of the Bretton Woods system, the debt crisis of 1982, and the Asian crisis of 1997-98 --caused structural breaks in the configuration of the trilemma indexes. We also tested whether the indexes are linearly related to each other and confirmed that a change in one of the trilemma variables induces a change with the opposite sign in the weighted average of the other two. This means countries do face a trade-off of the three policy choices. Armed with these results, we feel confident in predicting that the present turbulence in the global financial markets will challenge the current configuration of trilemma choices among countries.
In , we also investigated the normative question of how the policy choices among the three trilemma policies affect macroeconomic performances such as output volatility, inflation volatility, and the average rate of inflation. We found countries with higher levels of monetary independence tend to experience lower output volatility. We also found that emerging market economies with higher levels of exchange rate fixity tend to experience higher output volatility, though this effect can be mitigated if they hold international reserves at a level higher than 19-22% of GDP. This result is consistent with the observation of many emerging market countries holding massive foreign exchange reserves.
We also found that countries with greater monetary autonomy tend to experience higher inflation, while countries with higher exchange rate stability tend to experience lower inflation.
Furthermore, financial openness helps a country to experience lower inflation, possibly indicating that globalization gives developing countries more discipline than monetary autonomy to a country's macroeconomic management.
While our previous paper shed important light on how the choices between trilemma policies can affect macroeconomic performance, we did not address other important questions relevant to the ongoing financial crisis. This paper deals with those questions. We first identify the channels by which the trilemma policy choices affect output volatility. Second, we focus on the performance of the economies in crisis, and investigate how trilemma policy configurations affect the output loss experienced by these economies. Thirdly, we look into how trilemma configurations have evolved in the aftermath of economic crises in the past, hoping to get some implications for the current crisis.
Section 2 reviews the development of policy configurations based on the trilemma using our "trilemma indexes" . In Section 3, we revisit the statistical analysis of the effect of trilemma policy configurations on macroeconomic performances, namely, output volatility, inflation volatility, and the average rate of inflation, and focus on the channels through which international macroeconomic policy configurations affect output volatility. In Section 4, we investigate the determinants of output losses when a country experiences an economic hardship, not necessarily currency or banking crises. Section 5 concludes.
Development of the Trilemma Dimensions
In , we demonstrate that major crises in the last four decades, --the collapse of the Bretton Woods system, the debt crisis of 1982, and the Asian crisis of 1997-98 --caused structural breaks in the trilemma configurations. Here, we revisit the development of policy configurations pertaining to the trilemma and IR holding, using the updated "trilemma indexes."
The "trilemma indexes" quantify the degree of achievement along three the dimensions for more than 170 countries for the period of 1970 through 2007. The monetary independence index depends on the correlation of a country's interest rates with the base country's interest rate, the exchange rate stability index is measured by the exchange rate volatility, and the degree of financial integration is measured with the Chinn-Ito (2006 capital controls index.
Additional details on the construction of the indexes can be found in the Appendix.
Development of the Trilemma Configurations over Time
Comparing theses indexes provides some interesting insights into how the international financial architecture has evolved over time. Figure 2 shows the development paths of the trilemma indexes for different country groups.
For the industrialized countries (Figure 2a ), financial openness increased in the1980s, and surged in the early 1990s, while exchange rate stability rose at the end of the 1990s, reflecting the introduction of the euro in 1999. The extent of monetary independence has trended downward, particularly after the early 1990s.
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Developing economies not only differ from industrialized ones in terms of not having a distinct divergence among the indexes, but also differ between emerging and non-emerging market ones. 3 For emerging market countries, exchange rate stability declined rapidly from the 1960's through the mid-1980's. After some retrenchment after the early 1980s (in the wake of the debt crisis), financial openness started rising from 1990 onward. For the other developing countries, exchange rate stability declined less rapidly, and financial openness trended upward more slowly. In both cases, though, monetary independence remained more or less trendless.
Interestingly, for the emerging market economies, our indexes suggest a convergence toward the middle ground, even as talk of the disappearing middle rose in volume. This pattern of results suggests that developing countries may have been trying to cling to moderate levels of both monetary independence and financial openness while maintaining higher levels of exchange rate stability -leaning against the trilemma in other words -which interestingly coincides with the period when some of these economies started holding sizable international reserves, potentially to buffer the trade-off arising from the trilemma.
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None of these observations are applicable to non-emerging developing market countries ( Figure 2c ). For this group of countries, exchange rate stability has been the most aggressively pursued policy throughout the period. In contrast to the experience of the emerging market economies, financial liberalization is not proceeding rapidly for the non-emerging market developing economies.
The "Diamond charts" shown in Figures 3 and 4 are also useful for tracing the changing patterns of the trilemma configurations. Each of the charts shows the levels of the three policy goals as well as international reserves (as a ratio to GDP) with the origin normalized so as to represent zero monetary independence, pure float, zero international reserves, and financial autarky. Figure 3 summarizes the trends for industrialized countries, those excluding the 12 euro countries but including Germany, emerging market countries, and non-emerging market developing countries. Willett (2003) has called this compulsion by countries with a mediocre level of exchange rate fixity to hoard reserves the "unstable middle" hypothesis (as opposed to the "disappearing middle" view). 5 Germany is included as one of the "non-Euro industrialized countries" because, unlike the other Euro member countries, Germany retains monetary independence.
That figure reveals that, while both industrialized countries and emerging market countries have moved towards deeper financial integration and declining monetary independence, non-emerging market developing countries have only inched toward financial integration.
Emerging market countries, after giving up some exchange rate stability during the 1980s, have not changed their stance with respect to exchange rate stability, whereas non-emerging market developing countries seem to be remaining at, with some fluctuations, a relatively high level of exchange rate stability. Developing countries in both Asia and Latin America (LATAM) have moved toward exchange rate flexibility, but LATAM countries have rapidly increased financial openness while Asian counterparts have not. The emerging market sub-groups of each regional group exhibit a much smaller difference, however.
6 Yet one key difference between the two groups is that the former holds much more international reserves than the latter. More importantly, Asian emerging market countries have opted for a more balanced combination of the three policy goals, which can easily make one suspect it is the large international reserve accumulation that may have allowed this group of countries to achieve such a trilemma configuration.
Regression Analyses
The above observations of the trilemma and IR configurations do not answer the question of what kind of goals policy makers would like to achieve by choosing a certain policy combination based on the trilemma. In , we tested how the three policy choices individually or interactively could affect the macroeconomic outcomes such as output volatility, inflation volatility, and medium-term inflation rates among developing countries.
Here, we replicate the model that examines the impact of the trilemma configurations and IR holding while controlling for the impact of external finance, which is most useful for examining the impact of the current crisis, given the magnification effect attributed to interlinked financial markets.
The specification is given by:
y it is the measure for macro policy performance for country i in year t. More specifically, y it is either output volatility measured as the five-year standard deviations of the growth rate of per capita real output (using Penn World Table 6 .2); inflation volatility as the five-year standard deviations of the monthly rate of inflation; or the five-year average of the monthly rate of inflation. TLM it is a vector of any two of the three trilemma indexes, namely, MI, ERS, and
KAOPEN.
7 TR it is the level of international reserves (excluding gold) as a ratio to GDP, and
is an interaction term between the trilemma indexes and the level of international reserves, that may allow us to observe whether international reserves complement or substitute for other policy stances.
Financial liberalization has increased its pace over the last two decades. Nonetheless, the increasing volume of cross border transactions of capital is increasingly blamed for economic instability. Motivated by this observation, we incorporate the effect of external financing in our specification by including in the vector ExtFin it variables that capture net FDI inflows, net portfolio inflows, net 'other' inflows (which mostly include bank lending in IFS), short-term debt, and total debt service. For net capital flows, we use the IFS data and define them as external liabilities (= capital inflows with a positive sign) minus assets (= capital inflows with a negative sign) for each type of flows -negative values mean that a country experiences a net outflow capital of the type of concern. Short-term debt is included as the ratio of total external debt and total debt service as is that of Gross National Income (GNI The data set is organized into five-year panels of 1972-1976, 1977-81, 1982-1986, 1987-91, 1992-96, 1997-2001, 2002-06 . All time-varying variables are included as five-year averages.
The regression is conducted for the group of developing countries (LDC) and a subgroup of emerging market countries (EMG).
We use the robust regression method for the estimation because it downweights outliers that can arise in both the dependent variable and explanatory variables such as inflation volatility. 9 Furthermore, for comparison purposes, the same set of explanatory variables is used for the three subsamples, except for the regional dummies.
Estimation Results of the Basic Models

Output Volatility
8 The currency crisis dummy variable is derived from the conventional exchange rate market pressure (EMP) index pioneered by Eichengreen et al. (1996) . The EMP index is defined as a weighted average of monthly changes in the nominal exchange rate, the international reserve loss in percentage, and the nominal interest rate. The weights are inversely related to the pooled variance of changes in each component over the sample countries, and adjustment is made for the countries that experienced hyperinflation following Kaminsky and Reinhart (1999) . For countries without data to compute the EMP index, the currency crisis classifications in Glick and Hutchison (2001) and Kaminsky and Reinhart (1999) are used. 9 The robust regression procedure conducts iterative weighted least squares regressions while downweighting observations that have larger residuals until the coefficients converge. Also, we remove the observations if their values of inflation volatility are greater than a value of 30 or the rate of inflation (as an explanatory variable) is greater than 100%.
The regression results are reported in Tables 1-1 Overall, macroeconomic variables retain the characteristics consistent with what has been found in the literature. In the regressions for output volatility, it is found that the higher the level of income is (relative to the U.S.), the more reduced output volatility is, though the effect is nonlinear. The bigger change occurs on U.S. real interest rate, the higher output volatility of developing countries may become, indicating that the U.S. real interest rate may represent the debt payment burden on these countries. The higher TOT shock there is, the higher output volatility countries experience. This finding is consistent with Rodrik (1998) we showed that financial development interacts with the exchange rate stability in a nonlinear fashion for emerging market economies. Medium-levels of financial development raise the volatility-enhancing impact of exchange rate stability. Highly developed financial markets boosts the effect of financial openness on the reduction of output volatility while underdeveloped 11 The effect of trade openness is found to have insignificant effects for all subgroups of countries and is therefore dropped from the estimations. This finding reflects the debate in the literature, in which both positive (i.e., volatility enhancing) and negative (i.e., volatility reducing) effects of trade openness has been evidenced. The volatility enhancing effect in the sense of Easterly et al. (2001) and Rodrik (1998) is captured by the term for (TOT*Trade Openness) volatility. For the volatility reducing effect of trade openness, refer to Calvo et al. (2004) , Cavallo (2005 Cavallo ( , 2007 , and Cavallo and Frankel (2004) . The impact of trade openness on output volatility also depends on the type of trade, i.e., whether it is inter-industry trade (Krugman, 1993) or intra-industry trade (Razin and Rose,1994) . 12 For theoretical predictions on the effect of financial development, refer to Aghion, et al. (1999) and Caballero and Krishnamurthy (2001) . For empirical findings, see Blankenau, et al. (2001) and Kose et al. (2003) .
financial markets exacerbate output volatility. This last effect highlights the synergistic effects between financial development and financial opening.
Among the trilemma indexes, the monetary independence variable is found to have a significantly negative effect on output volatility; the greater monetary independence one embraces, the less output volatility the country tends to experience. 13 This finding is no surprise, considering that stabilization measures should reduce output volatility, especially more so under higher degree of monetary independence. 14 Mishkin and Schmidt-Hebbel (2007) find that countries that adopt inflation targeting -one form of increasing monetary independence -are found to reduce output volatility, and that the effect is bigger among emerging market countries. 15 This volatility reducing effect of monetary independence may explain the tendency for developing countries, especially non-emerging market ones, to not reduce the extent of monetary independence over years.
More interestingly, the coefficient for exchange rate stability is found to be positive, significantly for model (3) among developing countries, and both models (1) and (3) for emerging market countries. This result implies a stabilizer effect of more flexible exchange rates, as in Edwards and Levy-Yeyati (2005) and Haruka (2007) . However, the interaction term is found to have a statistically negative effect, suggesting that countries pursuing exchange rate stability can dampen output volatility enhancing effects by holding high levels of international reserves. The threshold level of international reserves holding is found to be 12.5% of GDP in model (3) for developing countries and 15.3-17.2% for emerging market countries. The volatility dampening effect can be large for some of the countries as we will discuss later on.
Countries with more open capital account tend to experience lower output volatility according to model (2) in Table 1 -1. However, those with IR holding higher than 23% of GDP experience higher volatility by pursuing more financial openness --a somewhat counterintuitive finding.
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Among the external finance variables, the more 'other' capital inflows, i.e., banking lending or more net portfolio inflows, a country receives, the more likely it is to experience higher output volatility, reflecting the fact that countries which experience macroeconomic turmoil often experience an increase in inflows of banking lending or "hot money" such as portfolio investment. Total debt service is found to be a positive contributor to output volatility while short-term debt does not seem to have an effect. This results contrasts with the conventional wisdom regarding short term external debt. 
Inflation Volatility
The regression models for inflation volatility do not turn out to be as robust as those for output volatility. We do not report the results in the table. The findings on the macro variables are generally consistent with the literature. Countries with higher relative income tend to experience lower inflation volatility, and naturally, those with higher levels of inflation and those which experience currency crises are expected to experience higher inflation volatility. The TOT shock increases inflation volatility, but only for emerging market countries.
The performance of the trilemma indexes appears to be the weakest for this group of estimations overall. However, once the interaction terms are removed from the models, the performance improves (results not reported), and monetary independence is found to be an inflation volatility decreasing factor. FDI inflows appear to contribute to lowering inflation volatility. One possible explanation is that countries tend to stabilize inflation movement to attract FDI. Net portfolio inflows on the other hand positively contribute to inflation volatility.
Medium-run Level of Inflation
16 However, the result of model (2) in Table 1 -1 is consistent with those of models (1) and (3). That is, model (2) predicts that if a country increases its level of monetary independence and financial openness concurrently, it could reduce output volatility. As long as the concept of the trilemma holds true, i.e., the three policy goals are linearly related, which we empirically proved to be true in , the efforts of increasing both MI and KAOPEN is essentially the same as lowering the level of exchange rate stability. Models (1) and (3) predict that lower ERS leads to lower output volatility. But these models also predict that if the country holds IR more than thresholds, it would have to face higher output volatility, which is found in model (2). 17 One might suspect that this result can be driven by multicollinearity between the short-term debt variable and the variables for the various net inflows. However, even when the three net inflow variables are removed from the models, still the total debt service continues to be a positive factor while the short-term debt variable continue to be an insignificant one.
The models for the medium-run level of inflation fit as well as those for output volatility (shown in Columns (4) through (6) in Tables 1-1 and 1-2) . Countries with higher inflation volatility, higher M2 growth, and oil price shocks tend to experience higher medium-run levels of inflation while currency crises lead to higher inflation, possibly reflecting the abortion of fixed exchange rates during the crisis.
Among the trilemma variables, higher exchange rate stability is associated with lower inflation for both developing and emerging market countries, a result consistent with the literature (such as Ghosh et al., 1997) . This finding and the previously found positive association between exchange rate stability and output volatility are in line with the theoretical prediction that establishing stable exchange rates is a trade-off issue for policy makers; it will help the country to achieve lower inflation by showing a higher level of credibility and commitment, but at the same time, the efforts of maintaining stable exchange rates will rid the policy makers of an important adjustment mechanism through fluctuating exchange rates -which would explain the negative coefficient on monetary independence in the output volatility regressions.
Financial openness contributes negatively to inflation in the medium run. The negative association between "openness" and inflation has been frequently remarked upon. 18 This finding may explain the reason why many countries, including developing countries, have experienced synchronized disinflation, with many of them having liberalized trade of goods and services as well as financial assets. Furthermore, the interaction term between the financial openness variable and IR holding is found to be significantly positive for both developing and emerging market countries. For emerging market countries, the interaction term between exchange rate stability and IR holding is also found to be positive. These results may indicate that if the ratio of reserves holding to GDP is greater than some threshold -it ranges around 22-27% of GDP -the efforts of pursuing exchange rate stability and/or financial openness helps increase the level of inflation. This means that countries with excess levels of reserves holding will eventually face a limits foreign exchange sterilization.
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18 Rogoff (2003) argues that globalization contributes to dwindling mark-ups, and thereby, disinflation. Razin and Binyamini (2007) predicted that both trade and financial liberalization will flatten the Phillips curve, so that policy makers will become less responsive to output gaps and more aggressive in fighting inflation. Loungani et al. (2001) provides empirical evidence for the link. 19 Aizenman and Glick (2008) and Glick and Hutchison (2008) show that China, whose ratio of reserves holding to GDP is estimated to be 50%, has started facing more inflationary pressure in 2007 as a result of intensive market interventions to sustain exchange rate stability (though the onset of global crisis has reversed these trends).
Channels to Output Volatility
Given the current state of the world economy, one cannot help but focus on the estimation results for output volatility. One natural question that arises is through what channels do these factors contribute to output volatility. To answer this question, we estimate similar models for output volatility but replace the dependent variable with real exchange rate stability, through which net exports can be affected, and the volatility of investment.
The first three columns in Tables 2-1 and 2-2 are the same as those in Tables 1-1 and 1-2, respectively. The results shown in columns (4) through (6) and those (7) through (9) correspond to the real exchange rate stability and investment volatility specifications, respectively. However, for the estimation of the real exchange rate stability, some of the explanatory variables are changed; the variables for the change in the U.S. real interest rate, fiscal procyclicality, and financial development (measured by private credit creation as a ratio to GDP) are dropped from the estimation, and replaced with inflation volatility, and differentials in inflation volatility between the home and base countries are included instead.
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By comparing the results of these different specifications with different dependent variables, we can make some interesting observations. First, the negative effect of monetary independence on output volatility is consistent with its negative effect on investment volatility.
However, if the level of IR holding is above 15-23% of GDP, higher monetary independence leads to higher volatility in investment. This may be because higher levels of international reserves could lead to higher levels of liquidity, thus to more volatile movements in the cost of capital. Second, while a higher degree of exchange rate stability could (unsurprisingly) induce greater real exchange rate stability, it could also lead to more volatile investment. But as was the case with output volatility, if the level of IR holding exceeds a given threshold, greater exchange rate stability reduces investment volatility. 21 Third, financial openness has a negative impact on both real exchange rate stability and investment volatility. Hence, we can conclude that financial liberalization could help reduce output volatility by making both real exchange rate and investment more stable. The investment volatility regressions show that net portfolio and bank 20 Interest rate differentials are also tested, but did not turn out to be significant. Therefore, they are not included in the estimation. 21 The threshold levels of IR holding are 18% and 28% of GDP in models (7) and (8) in Table 2 -1, respectively. They are 14% and 26% in models (7) and (8) in Table 2 -2, respectively.
lending inflows can be volatility-increasing, although banking lending inflows can reduce real exchange rate volatility.
The fact that the results from the investment volatility specification has greater similarities with the output volatility specification is not surprising. At the same time, different dynamics between the trilemma configurations and real exchange rate stability we found suggests that the international macroeconomic policy configurations can depend upon how much weight policy makers place upon these two policy goals. For example, if policy makers put greater weight on real exchange rate stability, it is better to pursue more exchange rate stability and greater financial openness (or lower levels of monetary independence), which could be volatility enhancing in terms of investment and output, although the answer depends on the level of IR holding. More concretely, the results from model (4) in Table 2 -2 show that greater (weaker) monetary independence increases (decreases) real exchange rate volatility. The result from model (7) indicates that the threshold of IR holding level (as a ratio to GDP) for greater (weaker) monetary independence to have a positive (negative) effect on investment is 16% of GDP whereas that for greater (weaker) exchange rate stability to have a negative (positive) effect is 14%. Hence, if an emerging market country holds a level of IR higher than 16%, and tries to pursue a higher level of exchange rate stability and a lower level monetary independence (i.e., a combination of greater exchange rate stability and greater financial openness), it could achieve lower levels of not only real exchange rate stability, but also investment. 22 This result may explain why many emerging market countries, especially those which are more open to international trade, tend to prefer exchange rate stability and holding a massive amount of IR while also pursuing financial liberalization.
Some Preliminary Analysis on the Determinants of Output Losses during the Crisis
The above investigation focused on the general relationship between the variables of our focus such as the trilemma policy configurations, external finances, and output volatility.
However, the nature of the relationship may differ for the countries that are experiencing severe economic hardships such as currency crises, banking crises, and other economic crises caused by socio-political events. This kind of relationship may be obscured in a panel data analysis such as recounted above, but it can still affect the decision making of policy makers even during "tranquil" time periods. Furthermore, shedding light on such an extreme situation may provide some useful insights for the current crisis. Hence, we will examine how the policy coordination based on the trilemma can affect the performance of the economy that is experiencing some extraordinary situation.
Measure of "Excessive Underperformance"
Construction of the Measure
The first effort we make here is to create a measure that quantifies the output cost of an economic crisis. To construct our measure, we implement the following procedure. First, we calculate the rolling standard deviations with five-year windows of the per capita growth rate for the 1955-2007 period for the industrialized and developing country groupings. Then, if the actual growth rate is below the rolling one standard deviation band, the gap between the actual growth rate and the lower bound of the range is defined to be the measure of "excessive underperformance (severe recession)". 23 Last, if the state of "excessive under-performance" persists more than one year, the gaps will be cumulated as long as the actual growth rate is below the lower band. 24 If recovery takes place for one year immediately after the period of excessive underperformance, but is followed by another excessive underperformance period in the following year, the one year of recovery is still considered to be part of the state of excessive underperformance. 25 Thus, one value of the measure of excessive underperformance is given per economic severity episode.
The state of "excessive under-performance" or simply "crisis" does not necessarily mean either a currency crisis or banking crisis, but rather an unpredictable decline in per capita output growth. Therefore, the "crisis" in this exercise includes not only currency and financial crises, but also economic collapse induced by domestic political disorder, social unrests, and civil wars.
One merit of this index is that it is strict on identifying an economy as a crisis economy when many other ones are also experiencing a crisis because it has to experience an output loss whose 23 If it is above the upper bound, then it can be considered to be "excessive over-performance (boom)". However, we do not look into this issue in this paper. 24 For example, if the actual growth rate is below the band for country X in 1992 through 1996, the gaps for the five years will be added. 25 If the actual growth rate lies within the band in 1994 but below it in 1992-93 and 1995-96, the "crisis period" is considered to be from 1992 to 1996.
magnitude is greater than a threshold that incorporates the variation of the output growth on a global scale. Lastly, due to data limitations, the current global financial crisis is not captured by this measure.
Summary Statistics
With Figure 7 shows that the number of crises has been on the decline trend since the mid-1980s.
Preliminary Regression Analysis on the Effect of the Trilemma Configurations on the
Output Underperformance
Using this measure of severe economic underperformance, we estimate the determinants of the crises while focusing on the impact of the trilemma configurations. The estimation model is defined as:
The dependent variable SIZE_CRISIS it is the measure of "excessive underperformance" of country i in year t. Higher values mean more severe output losses. TLM it and TR it are vectors of two trilemma indexes and the ratio of IR holding to GDP, respectively. ) (
vector of the interaction terms between TLM it and TR it . Control variables are included in the vector X it , and they are relative per capita income level (to the U.S.), its squares, GDP growth rate, and fiscal procyclicality (correlations of detrended real government spending and real GDP series). These control variables are included as the averages over three years prior to years of the first year of underperformance (or just "crisis") -we use the time notation of (t -1) for brevity.
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DUR_CRISIS it is the number of years of underperformance.
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Additionally, the dummies for banking and currency crises as well as the dummy for civil wars were tested, but they are not significant and therefore removed. The currency crisis is based on the exchange rate market pressure (EMP) index as in the precious regressions, and the banking crisis dummy is based on Caprio and Klingebiel (2003) . Another dummy for internal and external military conflict based on the Center for the Study of Civil Wars (CSCW) index on armed conflict was also tested. However, this index turned out to be an insignificant factor, and therefore was removed from the estimation.
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As was in the case with the previous exercise, we focus on the impacts of the trilemma indexes, namely, MI, ERS, and KAOPEN, and IR holding as well as the interactions between IR and the trilemma indexes. These variables are included in two ways. In one set of models, these variables are included as the averages over three years prior to the underperformance as an effort to capture the impact of these variables as "pre-crisis conditions" -we again use the time notation of (t-1) for brevity. As another way of inclusion, we include them as the averages over the years of underperformance so as to examine the during-crisis conditions -we use the time notation of (t).
We use the sample of country-year episodes of excessive underperformance. In other words, the number of observations equals the number of "crises" among less developed countries.
We conduct two sets of OLS regressions, one with pre-crisis conditions of the trilemma 27 The variable for fiscal procyclicality is calculated as the correlation between the de-trended series of real output and real fiscal expenditure over five years since three years are not long enough to provide the general characteristics of fiscal policy. 28 Other control variables that persistently turned out to be insignificant and are therefore removed include: change in the U.S. real interest rate, TOT shocks, trade openness, real exchange rate overvaluation, regional dummies, and the GDP growth rate of industrialized countries during the crisis. 29 The CSCW index is not a perfect dummy for armed conflicts. It tends to be a little too inclusive. For example, the United Kingdom had been for many years until recently considered to be a country with "internal armed conflicts" because of IRA's activities, although the country as a whole did not appear to be one with "internal conflicts." The Philippines has been also a country with internal conflicts due to occasional anti-government movements by Muslim resurgences.
configurations, MI (t-1) , ERS (t-1) , KAOPEN (t-1) , IR (t-1) , and their interactions, and the other with MI (t) ,
ERS (t)
, KAOPEN (t) , IR (t) and their interactions.
The reason why we have these two separate models is as follows. The model with the pre-crisis conditions would control for endogeneity and may yield some results about how precrisis conditions affects the size of the crisis. The model with the during-crisis variables may entail the risk of endogeneity, but may provide some insights about how policy decisions made during the crisis can affect the size of the crisis. Table 3 presents the estimation results for the regression on the output cost of economic crises. The first six columns of the table show the results of the estimation models with pre-crisis trilemma configurations, whereas the next six columns report those of the estimation models with the trilemma conditions during the economic crisis. We implement the OLS estimation, and report heteroskedasticity-consistent standard errors.
Estimation Results
The macroeconomic control variables behave as theory predicts. A country with a higher level of per capita income experiences a smaller output loss once it experiences a crisis, though its effect is nonlinear. A country that enters a crisis after experiencing an economic boom tends to experience a larger output loss in a crisis. The tendency among developing countries to have procyclical fiscal policy is often noted as one of the weaknesses of these countries' macroeconomic management, and we find that procyclical fiscal policy does indeed lead to greater output losses among crisis economies. The estimated coefficient on the duration of the crisis is found to be significantly positive, indicating that if a crisis lasts for one more year, the output loss will be larger by about 3 percentage points.
The estimated coefficient on financial development is persistently negative, though never statistically significant. An economy more open to international trade prior to the crisis tends to weather the crisis well. This result is consistent with the experience of the economies that were affected by the Asian crisis of 1997-98.
Among the trilemma variables, in terms of the pre-crisis conditions, only the extent of exchange rate stability seems to matter for the size of output loss for crisis economies. An economy with a greater extent of exchange rate stability tends to experience a smaller output loss once it experiences an economic crisis. The level of IR holding prior to the crisis does not seem to matter as much. Financial openness seems to be an output loss reducer, but it is not statistically significant.
In the regressions incorporating the during-crisis conditions, the amount of IR holding does now matter. The greater the level of international reserves a crisis country retains even after a crisis breaks out, the smaller the resulting output loss. The variable for exchange rate stability does again enter positively to the estimation model but this time with greater statistical significance. It appears that a country that can sustain the stability in its exchange rate movement can signal to the investors in both domestic and international capital markets, so that it should not have to lose its access to the markets. Also, an economy with a stable exchange rate can avoid facing high volatility in the prices of goods and services.
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The effect of monetary independence in the midst of crises is also found to be significant, but is a little more difficult to interpret. It is found to be a negative factor to the cost of economic crisis, but only up to the threshold of IR holding as 14-15% of GDP. Above it, the impact of greater monetary independence will be positive. The negative impact of greater monetary independence is easier to interpret, as we found in the regression for output volatility, because it reflects the stabilizing function of monetary independence. Using the results from model (8) in Table 4 , we can conjecture that, for the countries that hold IR greater than 14-15% of GDP, to reduce the cost of output losses from experiencing an economic crisis, it is better to retain higher levels of exchange rate stability and lower levels of monetary independence. 31 Pursuing both weaker monetary independence and greater exchange rate stability means the country of concern must pursue a higher level of financial openness since these three policy goals need to be linearly related. Considering that the level of IR holding as 14-15% of GDP is well below the average of IR as a ratio to GDP as of 2008 (it is about 21%), the countries with the level of IR holding above the threshold must be relatively more open economies. For those economies, it seems to be better to pursue greater financial openness rather than retaining greater monetary independence and exchange rate stability. 30 One reviewer pointed out that the finding that exchange rate stability and holding ample IR could help reduce the size of output loss sounds tautological, because crises usually lead to output loss through the balance sheet effect. It could be tautological if we were focusing on the currency crises. However, as we mentioned previously, our definition of the "crises" is more general so that it includes not only currency or banking crises, but also dire economic situations caused by other, potentially non-economic factors. Hence, as long as our identification crisis is not limited to currency crises, the above finding is not tautological. 31 Since 1996, the average ratio of IR to GDP among developing economies has been about 14%. As of 2008, it is about 21% after dropping from the highest level (24%) of 2007.
Policy Discussions
The above finding seems to contradict our previous finding that greater exchange rate stability leads to greater output volatility unless the economy of concern holds foreign exchange reserves. However, we must keep in mind that the above empirical analysis is only conducted for the sample of crisis economies; the two sets of regression analyses are conducted on two different samples. The finding that greater exchange rate stability can be helpful in a crisis situation, and the finding that exchange rate stability could be output-reducing can be consistent as they apply to different periods.
We can connect this interpretation with the well-known "fear of floating" thesis. That is, while greater exchange rate stability can be output volatility enhancing in tranquil times, it can help countries once they experience economic crises. Therefore, countries can be discouraged to adopt more flexible exchange rates.
We have previously seen that the output volatility enhancing effect of greater exchange rate stability can be mitigated by holding levels of IR higher than certain thresholds. Furthermore,
we have also seen that many countries do not attempt to adopt a policy combination of exchange rate stability and IR holding enough to lessen output volatility. However, Figure 2 shows that developing countries, especially non-emerging market developing countries, continue to maintain high levels of exchange rate stability, which can be evidence of the fear of floating.
The analogy to the peso problem is clear. Even if economic crises are not that frequent, policy makers are motivated to prepare for costly crises, by maintaining exchange rate stability.
Pursuing pure exchange rate stability can make countries prone to higher output volatility because the exchange rate cannot function as automatic stabilizer. However, if a country holds a higher level of foreign reserves, it can mitigate the absence of the automatic stabilizing function of the exchange rate. In addition, we find in Table 3 that having a higher level of IR can allow a country to prepare for an economic crisis as well. Hence, countries that hold high levels of IR can afford to adopt more flexible exchange rates. This may explain why emerging market countries, most of which are large IR holders, have adopted more flexible exchange rates than non-emerging market developing countries.
Does a Regime Change in the Aftermath of a Crisis?
As we write this paper, the global crisis is still far from over. Although there are some signs of recovery or slow down of the plummeting, it is uncertain whether the recovery, if there is, will be sustainable. While many of both industrialized and developing countries are facing a crisis situation on a global scale, some countries are experiencing more severe economic situations than others.
As a last exercise, we will examine one natural question that can arise from the above analysis : if we assume that countries are currently experiencing a "crisis" (in our sense), what kind of financial systems will countries pursue in the aftermath of the current crisis?
For this question, we can only present our plausible expectations from the above analyses.
For that, we conduct mean-equality tests of the trilemma indexes before and after the crisis which we identify using the above measure of excessive underperformance. More specifically,
we test the equality of each of the indexes between three years before the first year of a crisis and three years after the last year of the crisis for the full sample and the subsamples of IDC, LDC, and EMG during the time period between 1970 and 2007. Unlike in the period before the waves of financial globalization hit these economies, it may probably not be a good policy option to adopt a freely flexible exchange rate regime as a means to overcome an economic hardship.
If countries react to the current global crisis as they have in the last two decades, it is very likely that developing countries will try to reduce the level of monetary independence and tighten capital controls policy. However, it is premature to make such a prediction.
Concluding Remarks
In the midst of the most severe and persistent crisis since the Great Depression, economists are reevaluating international macroeconomic policies and rethinking about the architecture for international financial markets. For that effort, we need to inform ourselves on how the international financial architecture can affect the macroeconomic performance of individual economies. Theoretically, we know that any international architecture would be bound by the "impossible trinity" or "trilemma" that posits a country cannot achieve all three policy goals of monetary independence, exchange rate stability, and financial openness. Despite its significance, this theory had not been widely tested empirically due to the lack of appropriate metrics to measure the extent of achievement in the three policy goals. Our previous paper attempted to fill the deficiency by developing the "trilemma indexes" and confirmed the validity of the theory. In this paper, we extended our analysis and explored some of the questions that were not addressed in our previous paper. Second, we investigated how trilemma policy configurations could affect the output performance of the economies that are experiencing severe circumstances. We find that the "crisis economies" could end the crisis situation with smaller output losses if they entered the crisis with more stable exchange rates. Furthermore, the crisis country that maintains a higher level of IR and greater exchange rate stability during the crisis period could reduce the size of output loss.
Last, we asked the question of how trilemma configurations will evolve once the current crisis is over. Using the data for the last four decades, we have shown that developing countries are more likely to decrease the level of monetary independence and financial openness but increase the level of exchange rate stability in the aftermath of an economic crisis, which has been the case especially for the last two decades. This finding indicates how vulnerable developing countries, especially emerging market countries, are to volatile capital flows.
Appendix: Construction of the Trilemma Measures
Monetary Independence (MI)
The extent of monetary independence is measured as the reciprocal of the annual correlation of the monthly interest rates between the home country and the base country. Money market rates are used.
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The index for the extent of monetary independence is defined as:
where i refers to home countries and j to the base country. By construction, the maximum and minimum values are 1 and 0, respectively. Higher values of the index mean more monetary policy independence. 37, 38 Here, the base country is defined as the country that a home country's monetary policy is most closely linked with as in Shambaugh (2004) . The base countries are Australia, Belgium, France, Germany, India, Malaysia, South Africa, the U.K., and the U.S. For the countries and years for which Shambaugh's data are available, the base countries from his work are used, and for the others, the base countries are assigned based on IMF's Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER) and CIA Factbook.
Exchange Rate Stability (ERS)
To measure exchange rate stability, annual standard deviations of the monthly exchange rate between the home country and the base country are calculated and included in the following formula to normalize the index between zero and one:
The data are extracted from the IMF's International Financial Statistics (60B..ZF...). For the countries whose money market rates are unavailable or extremely limited, the money market data are supplemented by those from the Bloomberg terminal and also by the discount rates (60...ZF...) and the deposit rates (60L..ZF...) series from IFS. 37 The index is smoothed out by applying the three-year moving averages encompassing the preceding, concurrent, and following years (t -1, t, t+1) of observations. 38 We note one important caveat about this index. Among some countries and in some years, especially early ones, the interest rate used for the calculation of the MI index (see footnote 7) is often constant throughout a year, making the annual correlation of the interest rates between the home and base countries (corr(i i , i j ) in the formula) undefined. Since we treat the undefined corr the same as zero, it makes the MI index value 0.5. One may think that the policy interest rate being constant (regardless of the base country's interest rate) is a sign of monetary independence. However, it can reflect the possibilities not only that 1) the home country's monetary policy is independent from the base country's; but also 2) the home country uses other tools to implement monetary policy than manipulating the interest rates, such as changing the required reserve ratios and providing some window guidance (while leaving the policy interest rate unchanged); and/or that 3) the home country implements a strong control on financial intermediary, including credit rationing, that makes the policy interest rate appear constant. To make the matter more complicated, some countries have used 2) and 3) to exercise monetary independence while others have used them while strictly following the base country's monetary policy. The bottom line is that it is impossible to incorporate these issues in the calculation of MI without over-or under-estimating the degree of monetary independence. Therefore, assigning an MI value of 0.5 for such a case should be a reasonable compromise. However, it does not preclude the necessity of robustness checks on the index, which we plan to undertake.
Merely applying this formula can easily create a downward bias in the index, that is, it would exaggerate the "flexibility" of the exchange rate especially when the rate usually follows a narrow band, but is de-or revalued infrequently. 39 To avoid such downward bias, we also apply a threshold to the exchange rate movement as has been done in the literature. That is, if the rate of monthly change in the exchange rate stayed within +/-0.33 percent bands, we consider the exchange rate is "fixed" and assign the value of one for the ERS index. Furthermore, single year pegs are dropped because they are quite possibly not intentional ones. 40 Higher values of this index indicate more stable movement of the exchange rate against the currency of the base country.
Financial Openness/Integration (KAOPEN)
Without question, it is extremely difficult to measure the extent of capital account controls.
41 Although many measures exist to describe the extent and intensity of capital account controls, it is generally agreed that such measures fail to capture fully the complexity of realworld capital controls. Nonetheless, for the measure of financial openness, we use the index of capital account openness, or KAOPEN, by Ito (2006, 2008) . KAOPEN is based on information regarding restrictions in the IMF's Annual Report on Exchange Arrangements and Exchange Restrictions (AREAER). Specifically, KAOPEN is the first standardized principal component of the variables that indicate the presence of multiple exchange rates, restrictions on current account transactions, on capital account transactions, and the requirement of the surrender of export proceeds. 42 Since KAOPEN is based upon reported restrictions, it is necessarily a de jure index of capital account openness (in contrast to de facto measures such as those in Lane and Milesi-Ferretti (2006) ). The choice of a de jure measure of capital account openness is driven by the motivation to look into policy intentions of the countries; de facto measures are more susceptible to other macroeconomic effects than solely policy decisions with respect to capital controls. 44 The data set we examine does not include the United States. 39 In such a case, the average of the monthly change in the exchange rate would be so small that even small changes could make the standard deviation big and thereby the ERS value small. 40 The choice of the +/-0.33 percent bands is based on the +/-2% band based on the annual rate, that is often used in the literature. Also, to prevent breaks in the peg status due to one-time realignments, any exchange rate that had a percentage change of zero in eleven out of twelve months is considered fixed. When there are two re/devaluations in three months, then they are considered to be one re/devaluation event, and if the remaining 10 months experience no exchange rate movement, then that year is considered to be the year of fixed exchange rate. This way of defining the threshold for the exchange rate is in line with the one adopted by Shambaugh (2004) . 41 See Chinn and Ito (2008) , Edison and Warnock (2001) , Edwards (2001) , Edison et al. (2002) , and Kose et al. (2006) for discussions and comparisons of various measures on capital restrictions. 42 This index is described in greater detail in Chinn and Ito (2008) . 43 De jure measures of financial openness also face their own limitations. As Edwards (1999) discusses, it is often the case that the private sector circumvents capital account restrictions, nullifying the expected effect of regulatory capital controls. Also, IMF-based variables are too aggregated to capture the subtleties of actual capital controls, that is, the direction of capital flows (i.e., inflows or outflows) as well as the type of financial transactions targeted. 44 The original dataset covers 181 countries, but data availability is uneven among the three indexes. MI is available for 172 countries; ERS for 182; and KAOPEN for 178. Both MI and ERS start in 1960 whereas KAOPEN in 1970 . For MI and ERS are updated to 2008 while KAOPEN is updated only to 2007 because the information ion AREAER is available up to 2007. implemented. * significant at 10%; ** significant at 5%; *** significant at 1%. The dummy for Sub-Saharan countries is included in the regressions for output and inflation volatility, so are the dummies for Latin America and Caribbean and East Europe and Central Asia in the regression for the level of inflation. "Trade openness" that is insignificant is omitted from presentation to conserve space. implemented. * significant at 10%; ** significant at 5%; *** significant at 1%. The dummy for Sub-Saharan countries is included in the regressions for output and inflation volatility, so are the dummies for Latin America and Caribbean and East Europe and Central Asia in the regression for the level of inflation. 38 Robust regressions are implemented. * significant at 10%; ** significant at 5%; *** significant at 1%. The dummy for Sub-Saharan countries is included in the regressions for output and inflation volatility, so are the dummies for Latin America and Caribbean and East Europe and Central Asia in the regression for the level of inflation. Notes: Robust standard errors in brackets. * significant at 10%; ** significant at 5%; *** significant at 1%. These control variables are included as the averages over three years prior to years of the first year of underperformance (or just "crisis"). For the sake of brevity, we use the time notation of (t -1) for the variables that refer to the pre-crisis conditions and (t) for those which refer to the conditions during the crisis. 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 2010 year Number of 'crises', IDC Number of 'crises', LDC Number of 'excessive underperformance, 1955-2007 
