(Theorem 3.1). An easy consequence is that subsequence numbers are unimodal, meaning there do not exist indices i<j<k with Si > S, and Sj < Sk. In Section 4, each number in the central interval S;, S, _, is seen to be at least as large as S;, i --r-i being assumed. This result, which is proved using logarithmic concavity, can be regarded as a stronger form of the more transparent inequality S, --S, _,. David C. Kurtz [4] The point is that (P1) and (P2) hold in many other triangular arrays whose rows are LC. Examples include the triangles corresponding to the Stirling numbers of the first kind, the Stirling numbers of the second kind, and the divided central differences of zero. In fact, in each of these triangles, (P1) and (P2) hold in the strict sense, so that the respective numbers (rows) are SLC, meaning LC with the defining inequalities made strict. SLC for these numbers is not new, but our focus on (P1) and (P2) appears to be. See Kurtz [4] , who lists other references. Details are omitted in favor of two other examples. Toward the first, numbers c(i, j, n) are defined by (l+x+... +x"-')' _ c(i, j, n)x' for integers n>1, i: 0,0 ;j-i (n -1). Since c (i, j, 2) = (f), these numbers can be viewed as generalized binomial coefficients. Pascal's recurrence takes the form n-1 c(i, j, n)= 1 c(i -1, j -k, n).
Tanny and Zuker [7) prove SLC for the numbers
for 0; j=i (n -1)/n. The triangular array A, whose i th row is given by (2), turns out to satisfy (P1) and (P2), both with the strict inequality, so that (2) is SLC, thus extending the result of Tanny and Zuker. See Section 6. The numbers c(i, j, n) fit into the subsequence number context in other ways. If P(r, n) is the r-long RP on n letters, then P, (r, n) -P, (r -1, n) = c(i, r-i, n), which is Lemma 1.5. Also, Lemma 3.4, which was contrived to prove LC for subsequence numbers, surprises us by fitting the corresponding proof (Lemma 6.3) for the coefficients (2) .
The other example for (P1) and (P2) comes from polynomial multiplication. A polynomial f (x) = ao + a, x+... + a x" is called LC (resp. SLC) if ao, a,..... a are positive and LC (resp. SLC). (Alternating coefficients are easily accommodated, as in [3] . ) If f (x) and g (x) are LC (resp. SLC), then so is their product f (x )g (x). This has been independently proved by S. G. Hoggar [3] and J. Randolph Stonesifer [5, 6] . From the polynomials f(x) and g(x), a triangular array A is formed by taking, as row i, the coefficients of f (x )g, (x), where g, (x) is the degree i truncation of g(x). If f(x) and g(x) are LC, then (P1) and (P2) hold; if they are SLC, then (P2) holds in the strict sense. See Section 7. Polynomial products frequently arise from direct factorizations. Hoggar, who conjectures that the chromatic polynomial of a graph is LC, points out that if a graph G can be partitioned into mutually disconnected graphs G, and G2, then the chromatic polynomial for G 'is the product of those for G, and G2. Stonesifer [6] has made some progress on a similar conjecture for the Whitney polynomial of a geometric lattice L, whose coefficients are the Whitney numbers Wk (L) [2, p. 132] . If L is the direct product of L, and L2, then the Whitney polynomial for L is the product of those for L, and L2. Finally, if S is a sequence, define the subsequence polynomial by S(x) = So+ S, x +... +S, x'. If S is a concatenation TU where T and U are on disjoint alphabets, then S(x) = T(x)U(x). In contrast to chromatic and Whitney polynomials, every subsequence polynomial is known to be LC (Theorem 3.1).
Repeated permutations
Throughout this section, the alphabet a= {a,, a2, ... , Q } will not vary, so that "repeated permutation", unqualified, will be understood relative to this fixed alphabet a. If S= (s,, s2i ... , s, ) and T =( ti , t2, ... , tq ), then ST denotes the concatenation (Si, s2, ..., s,,, t1, t2, ... , tq ). SCT means S is a subsequence of T. M(S, T) is the longest initial part of S, (s,, s2, ... , s; ), which is a subsequence of T. Then M(S, T) =S iff SCT. M(S, T) could be the empty sequence E, of length zero. ISI is the length of S. M(S) is the longest sequence (s,, s2, ... , s, ) which is RP. Given S and T, we write S= TX only if there is a sequence X making this true, in which case X is completely determined. Similarly, for S= XT. Thus, for any S, we can write S= M(S)X, thereby defining X; and for any S and T, we can write S= M(S, T)Y. Theorem 1.1. Let P be a repeated permutation, and let S be any sequence of the same length from the same alphabet. Then the respective subsequence numbers satisfy P, --S, for each i. If P; = S, for each i, then S is itself a repeated permutation.
The proof will be an immediate consequence of the following two lemmas: For an arbitrary sequence Q, let Q' be obtained from 0 by changing every a to b, and every b to a. Then, for T= AB', IT=ISI and p(T)> p(S). Now select some iE {0,1,2, ... ,1S}, and let a (resp. T) be the set of distinct i-long subsequences of S (resp. T). We are ready to define the map f: a -+ T. Let UE Cr. Then UCS= AB, so that U= M(U, A)Y = XY, where X and Y, thus defined, satisfy XCA and YCB. Let o, consist of just those U= XY in a for which Y is of the form aZ where Xb C A, and let Cr2 consist of the remaining sequences in if. If UE a",, then U is of the form XaZ, and we set f (U) = XaZ'. Note that, in this case, f (U) CT= AB' because the first term of B' is a. If UEQ 2i taking U in the form XY, we set f (U) = XY', which is clearly a subsequence of T.
Thus f is a mapping from Cr into 'r, but is it 1-1? Toward this, we claim that for any UEv, Q, contains only the sequence 1 12. The only non-image in T is 100, and it is of the type constructed in Lemma 1.3.
If P(r, n) denotes the r-long n-ary RP, then, as we have seen, P, (r, n) is the maximum of S, taken over all r-long n-ary sequences S. The average S call it M, (r, n), is also available. Proof. Let F(r, i) be the number of r-long n-ary sequences containing, as a subsequence, a particular i-long n-ary sequence T. Suprisingly, these "supersequence" numbers are independent of T, in contrast to the situation with subsequence numbers. Apparently F(r, 0) = n' and F(r, i) = F(r -1, i -1) + (n -1)F(r -1, i) if r>0 and i >0, from which follows F(r, i)=ý(n-1y(r) and the formula to be proved.
The subsequence numbers P, (r, n) can be expressed in terms of the generalized binomial coefficients c(i, j, n). Lemma 1.5. P, (r, n) -P, (r -1, n) =c (i, r-i, n).
Proof. Deferred to Section 2. Theorem 1.6. P, (r, n) =± c(i, k-i, n).
Proof. This follows from the preceding lemma. The non-zero summands are for i-_ k<i, n.
The referee suggested inclusion of Theorems 1.4 and 1.6, and also furnished reference [1) . The numbers c(i, j, n) are discussed further in Section 6.
Elementary subsequence structure
The lemmas gathered here are needed to prove LC (Section 3) and to study central intervals of subsequence numbers (Section 4). As before, S is a sequence of length r from the alphabet a= {a,, a2,.. ., 6j. Let S, be the number of distinct i-long subsequences of S which end with a,. Surely E; is always zero, where E is the empty sequence. We now complete the proof of Lemma 1.5. Using Lemma 2.3, induction on r in Lemma 1.5, and Pascal's recurrence, we get P, (r, n)=P; (r-1, n)+P; _, (r-1, n)-P; -, (r-n-1, n).
The reader will find Lemma 2.3 useful as the basis for a programmable algorithm for computing subsequence numbers for a given sequence. 
where the indices are assumed to be within meaningful bounds. It follows that the subsequence numbers S0, S...... S, of any sequence S are LC.
Before giving the proof, we need three purely technical lemmas relating ratios of sums of non-negative numbers. The same lemmas will also be useful in discussing generalized binomial coefficients (Section 6) and polynomial multiplication (Section 7). Here A, B, C, D, X, Y represent non-negative numbers. (3), (4), (5), (6), (7) are easily checked, the proof of (P1) is complete. Proof. Assume (i), (ii), (iii) are true for all sequences shorter than S; they are certainly true for the empty sequence E. We verify them for sequences S of length ISI=r>_1.
Proof of (i). First we treat only the case jT=r -1. Let S= Ta;. If i=0, we get S, -So = 1-1 = T-1 -To. Next, let i>0. By Lemma 2.3, (i) becomes T,
-; + T. 
Generalized binomial coefficients
Our main result on generalized binomial coefficients c (i, j, n) is Theorem 6.1. Let a triangular array A be defined by A (i, j) = c(in) when this is not zero (when i>0 and 0<j <_ i (n -1)/n ). Then (PI) A i, '>A (i -1, j) and
provided the indices are within meaningful bounds. It follows that the sequence
where k= [i(n -1)/n], is SLC.
The proof is briefly postponed. The last statement generalizes a result of Tanny and Zuker [7] , who prove that the sequence
The following is part of the array A for n=3: and that kEN implies k+1EN.
(This is related to the central limit theorems. ) We have not yet been able to prove this.
