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For one-dimensional noetherian local rings we introduce the notion of normal arithmetic 
genera using their Hilbert-Samuel functions. We give various characterizations and structure 
theorems for curve singularities with normal arithmetic genera zero or one. 
Introduction 
In [4] and [5], the author introduced the notion of various genera of a noetherian 
local ring. The aim of this paper is to study these genera, especially the normal 
arithmetic genera, in the case of one-dimensional local rings (or curve singularities). 
First, we consider the gluings of a finite number of local rings and introduce the 
notion of local rings which are good crossings. Especially, we examine the genera 
of local rings which are obtained by gluings. Then we give various characterizations 
and structure theorems for curve singularities with normal arithmetic genera zero 
or one. 
0. Preliminaries 
Throughout this paper, R denotes a one-dimensional analytically unramified 
noetherian local ring with maximal ideal m and residue field k. Hence the comple- 
tion Z? of R is reduced and the integral closure R of R in its total quotient ring Q(R) 
is a finitely generated R-module. For simplicity, we assume that k is an infinite field. 
Let I be an m-primary ideal of R. Then the first neighbourhood ring (or the 
blowing-up) B(Z) with respect to 1 is defined by 
B(Z) = fi (I”: I”) 
n=O 
(cf. [2, 31). If XR is a minimal reduction of Z (or equivalently, x~Z and Zi? =xR), 
then ZB(Z) =xB(Z), and we have 
f(R/Z”) = e(Z)n - I(B(Z)/R) + I(Z”B(Z)/Z”) 
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for all n 2 0, where e(l) is the multiplicity of I. The integral closure of I is denoted 
by I, and we say that I is integrally closed if j=I. We have r=IR fl R, and 
l(R/I”) = e(I)n - l(R/R) + l(I”R/In) 
for all nr0. We define the genus g(l), the arithmetic genus p,(I), the L-l-genus 
g,(I) and the normal arithmetic genus p,(I) of I by 
g(l) = /@(0/R), 
and 
p,(I) = g(I) -e(I) + [(RN) = I(IB(I)/I), 
g,(I) = e(I) - 1(1/12), 
j&(I) = /(R/R) -e(I) + /(R/i) = I(IR/I), 
respectively (cf. [4, 51). The normal genus g(R) of R is defined by 
g(R) = I(i&‘R). 
Also, we write B(R), g(R), p,(R), g,(R) and Pa(R) instead of B(m), g(m), p,(m), 
go(m) and B,(m) respectively. Finally, we define the reduction exponent 6(I) and 
the normal reduction exponent F(I) of I by 
6(I) = min{n (xl” = In+’ for some XEI} 
and 
6(I) = min {n ( xIF = I f~+l for some xE:I and all mzn}. 
We say that R has the (residually) rational normalization if R/n = R/m for any max- 
imal ideal n of R. 
1. Gluings of local rings 
Let (R1,m,,k),...,(R,,m,,k) 
gluing (or the amalgamation) 
following pull-back diagram: 
R-nRi 
I i=l 
k-nk, 
be local rings with the same residue field k. By the 
of R ,, . . . . R,, we mean the ring R defined by the 
where k-+ k’ is the diagonal mapping. Hence R is identified with the subring 
x,.) E fi Ri 1 pi = ~j in k for all i, j 
i=l 1 
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of the ring R’ := nL=, Rj. (Here _?; denotes the image of xi in k.) It is easy to see 
that in this case R is a local ring with the maximal ideal m = mR’= ml x ... x m, and 
the residue field k. Conversely, a local subring (R, m, k) of R’ with m =mR’= 
ml X . ..xm.isagluingofR,,..., R,. The canonical mappings R -+ R; are surjective. 
If we put Z;=Ker(R+Ri), then Ri~RR/Z;, Z,+I,=m for all i#j, nr=, I,=0 and 
R’/R 5 k’- ‘. If each Ri is an integral domain, then I,, . . . , Z, are the minimal prime 
ideals of R, and we say that R is a good crossing. In other words, a local ring R 
is a good crossing if it is an amalgamation of a finite number of local integral 
domains. If Z? is a good crossing, then we say that R is an analytically good crossing. 
Assume that each Rj is a one-dimensional analytically unramified noetherian local 
ring. Then so is R and we have 
and 
Q(R) z ;fii Q(4), Ra fi R,, 
i= 1 
B(R) E fi B(R;). 
i=l 
Moreover, the following sequence is exact: 
O-G(R)+ fi G(R,)-tk’-‘4, 
i=l 
where G(R) = BnzO m”/m”+ ‘. Hence, we have 
e(R) = i e(R;), emb(R) = i emb(Ri), 
,=I ,=I 
g,,(R) = ;iI g,(R;), g(R) = i g(R;)+r- 1, 
i= 1 
P,(R) = ,i P,(R), g(R) = i g(Ri)+r-1, 
i=l i=l 
and 
P,(R) = i P,W;). 
I=1 
2. Good crossings and genera of curve singularities 
Let (R, m, k) be a one-dimensional analytically unramified noetherian local ring 
with minimal prime ideals pl, . . ..p.. Put 
R; = R/p;, mj = m/p;, R’= n Ri. 
i=l 
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Then 
(m” : m”) c (ItfR’ : mnR’) = n (my : my> 
i=l 
for all IZ. Hence B(R) is a subring of the ring fll=, B(Ri). If R is a good crossing, 
i.e., mR’= m, then we have B(R) = nr=, B(Ri). We omit the routine proof of the 
following lemma: 
Lemma 2.1. Put B(R) = B and nr= 1 B(R,) = B’. Then 
e(R) = i e(Ri), g(R) = i g(R;) + I(R’/R) - I(B’/B), 
r=l i= 1 
p,(R) = C p,(Ri)+ l(mR’/m) - I(B’/B). 
i=l 
Moreover, we have 
I(mR’/m) = I(R’/R) -p(R’/R) 
and 
,u(R’/R) = r- 1, 
where p(M) denotes the minimal number of generators of an R-module M. Cl 
Proposition 2.2. The following conditions are equivalent: 
(1) B(R) = UT=, B(R,). 
(2) pa(R) = Cl= 1 Pa(Ri) + lW’/m). 
(3) R’ c B(R). 
Proof. The equivalence of (1) and (2) follows from Lemma 2.1. That condition (1) 
implies condition (3) is trivial. Finally, assume that condition (3) is satisfied. Then 
for n+O, we have 
B(R) = (m” : m”), B(R,) = (m: : ml), 15 i% r, 
and 
m”=m”R’=m;x...xm:. 
Therefore, B(R) = ni= 1 B(Ri). 0 
Corollary 2.3. R is a good crossing if and only ifp,(R) = CT=, p,(R,) and B(R) = 
II;=, B(R;). 0 
Assume that the conditions in Proposition 2.2 are satisfied, and put t= 
min {n 1 R’c(m” : m”)}. Then it is easy to see that 
6(R) = max{t,6(Ri) 1 l~i~r}. 
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In particular, if R is a good crossing, then 
6(R) = max{l,G(R,) 1 1 ri~r}. 
The following proposition is similar to Lemma 2.1, and we omit the proof: 
Proposition 2.4. (1) We have 
and 
g(R) = c g(R;) + I(R’/R) 
i=l 
p,(R) = c p,(R;) + Z(mR’/m). 
i=l 
(2) R is u good crossing if and only ifpa = Cl=, P,(Ri). 
(3) p,(R) = 0 if and only if R is a good crossing and p,(R;) = 0 for all i. 0 
Proposition 2.5. Assume that R is a Gorenstein local ring which is not an integral 
domain. Then R is a good crossing if and only if r = 2, pi + p2 = m and emb(R/p,)= 
r(R/p,), where r(R/‘pi) denotes the Cohen-Macaulay type of R/pi. 
Proof. Assume that R is a good crossing. Then 
r- 1 = I(R’/R) = /(R/R : R’) = /(R/m) = 1, 
and ~ER’/R=RR/~,+P~, Hence r=2 and p1+p2=m. 
Conversely, assume that r = 2 and pi + p2 = m. Then 
R’/R s R/p, + p2 = R/m, 
and this implies that mR’=m. Thus R is a good crossing. Let Ki be the canonical 
module of R/p,. Then 
K, x K2 G Horn, (R/p,, R) x Horn, (R/p,, R) 
E Horn, (R’, R) 
=m=m,xm,. 
Hence Kizmj, which implies that emb(R,) = r(R;). 0 
Remark. If R is a good crossing, then we have 
jc, WC) 5 r(R) + (r- l)(embW - 1). 
3. Curve singularities with p,(R) = 0 
First, we recall some properties of p,(Z) and Pa(Z) (cf. 14, 51). 
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Proposition 3.1. (1) p,(Z)> g,(Z)>O, and each one of the conditions p,(I) = 0, 
g4 (I) = 0, 6(I) I 1 implies the others. On the other hand, the equality p,(I) = g4 (I) 
holds if and only if 6(I) I 2. 
(2) Assume that I is integrally closed. Then p,(I) = 0 if and only if 8(Z) I 1, or 
equivalently 6(Z)< 1 and I” is integrally closed for all n. 0 
Corollary 3.2. (1) p,(R) = 0 if and only if emb(R) = e(R). 
(2) p,(R) = 1 if and only if emb(R) =e(R)- 1 and the graded ring G(R) is 
Cohen-Macaulay. 
(3) pa(R) = 0 if and only ifemb(R) = e(R) and mn is integrally closed for all i. 0 
A minimal prime ideal of R is called a branch of R. The number of branches of 
R is equal to the number of maximal ideals of R, and is denoted by b(R). Let 
n,, . . . , n, be the maximal ideals of R, and let q i, . . . , qS be the branches of R. Sup- 
pose that mR = nf’ ... n,’ and put fi = [R/ni : R/m]. Then we have 
e(R) = i eif, = i e(R/qi)L b(R), 
i=l i=l 
and the following conditions are equivalent: 
(1) e(R) = b(R); 
(2) R/mR is reduced and R has the rational normalization; 
(3) R/q; is a discrete valuation ring for all i. In this case, we say that all branches 
of R are smooth. 
We define the conductor number c(R) of R by c(R) = l(R/R : R). If R is not a 
discrete valuation ring, then the following inequalities hold: 
b(R) 5 e(R) I g(R) + 15 c(R). 
Hence c(R) - e(R)zp,(R), and each one of the conditions c(R) - e(R) =p,(R), 
c(R) = g(R) + 1, p,(R) = 0, c(R) = e(R) implies the others. Moreover, c(R) #e(R) + 1, 
and if R is Gorenstein, then c(R) = e(R) + 2 if and only if g(R) = e(R) = 2. 
From the exact sequence 
0 + R/f-t R/Ii? + R/Ii? f R -+ 0, 
we have e(1) - l(R/f) = l(R/IR + R). Hence if IC J, then j?,(l)<&(J). (On the 
other hand, p,(Z)<p,(J) does not hold in general.) We say that R is an Arf ring 
if p,(I) = 0 for any integrally closed m-primary ideal I of R (cf. [2]). 
Theorem 3.3. The following conditions are equivalent: 
(1) a,(R) = 0. 
(2) p,(I) = 0 for any m-primary ideal Z of R. 
(3) Ij=p for any m-primary ideal I of R. 
(4) R is an Arf ring and all powers of an integrally closed m-primary ideal of R 
are integrally closed. 
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(5) R is an Arf ring and IJ=iJ for any m-primary ideals I, J of R. 
(6) R is a discrete valuation ring or c(R) = g(R) + 1. 
Moreover, if R is Gorenstein, then these conditions are also equivalent to the 
folio wing condition :
(7) R is a discrete valuation ring, or e(R) = 2 and mn is integrally closed for all n. 
Proof. The equivalence of (l), (2) and (6) follows from the above remarks. The 
equivalence of (2) and (4) follows from Proposition 3.1(2). Clearly, condition (5) 
implies condition (4). Condition (2) implies condition (3) by Proposition 3.1(2). 
Assume that condition (2) is satisfied. Then IR =I for any m-primary ideal Z of R. 
Hence for any m-primary ideals I, J of R, we have fi= IJR = (IR)(JR) = ZJ. Thus 
condition (5) is satisfied. Assume that condition (3) is satisfied. Let XR be the 
minimal reduction of m. Then xm = (xR)(z) =x2R = 2 = m2. Hence 6(m) 5 1. We 
show by induction that mn is integrally closed for all n. For n = 2, this is trivial. If 
n is even and n = 2m, then 
by the induction hypothesis. If n is odd and n = 2m + 1, then 
~~2m+l~~2(m+l)~,mil.mm+'~~m+'.~m+'~~~2"+1~ 
Hence m2m+l=m2m+1. Thus condition (1) is satisfied. Finally, for condition (7), 
see [4, Corollary 5.51. 0 
Corollary 3.4 (cf. [4, Proposition 5.61). Any seminormal ring is an Arf ring. 0 
Example. The rings k[[X,,...,X,]]/(X,X, 1 i#j) and k[[te,te’1,...,t2e~1]], ez2 
are Arf rings. The former is seminormal and the latter is not seminormal. 
Theorem 3.5 (cf. [l]). Assume that R contains a field which is isomorphic to k, and 
that R has the rational normalization. Then p,(R) =0 if and only if the completion R 
of R is isomorphic to an amalgamation of the rings of the type k[ [t’, tet ‘, . . . , t2ep ‘I]. 
Proof. Assume that R is a complete integral domain. Then p,(R) = 0 if and only if 
mR = m, or equivalently, 
R=k+mR=k+tek[[t]] =k[[te,te+l,...,tze-l]], 
where e = e(R) and R = k[[t]]. In the general case, p,(R) = 0 if and only if pa(R) = 0. 
Let ql, . . . . qS be the minimal prime ideals of 2. Then by Proposition 2.4(3), 
a,(@ = 0 if and only if R^ is an amalgamation of R/qi and B,(R^/qi) = 0 for all i. 
This implies our assertion. 0 
Proposition 3.6. The following conditions are equivalent: 
(1) g(R)=b(R)- 1. 
(2) p,(R) = 0 and e(R) = b(R). 
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(3) R is an analytically good crossing, and all branches of R are smooth. 
(4) R is seminormal and has the rational normalization. 
Proof. We may assume that R is complete. The equivalence of (1) and (2) is trivial. 
(1) * (3). Put R’=nDEMin(Rj R/p. Then ,LI(R’/R)II(R’/R)II(R/R), p(R’/R)= 
b(R) - 1 and /(R/R) =g(R). Hence, 
g(R) = b(R) - 1 H ,u(R’/R) = I(R’/R) and I(R’/R) = /(R/R) 
H mR’= m and R=R’ 
(2) * (4). 
H R is a good crossing and all branches of R 
are smooth. 
p,(R) = 0 and e(R) = b(R) 
H pa(R) = 0, R/mR is reduced and R has the rational normalization 
H R is seminormal and has the rational normalization. 
This completes the proof. 0 
4. Curve singularities with p,(R) = 1 
Theorem 4.1. Assume that R is Gorenstein. Then the following conditions are 
equivalent: 
(1) i%(R) = 1. 
(2) F(m) = 2. 
(3) g(R) =2 (in this case e(R) =2), or emb(R) =e(R) - 1 and mn is integrally 
closed for all n (in this case e(R) 2 3). 
Proof. (1) * (3). Since O<p,(R) %p,(R) = 1, we have p,(R) =0 or p,(R) = 1. If 
p,(R) = 0, then e(R) = 2 (cf. [4, Corollary 5.21) and g(R) =p,(R) + e(R) - 1 = 2. On 
the other hand, assume that p,(R) = 1. Then since p,(R) =p,(R) = 1, we have R = 
B(R)=(m”: m”) for all n22 and emb(R)=e(R)- 1, e(R)?3 by [5, Theorem 3.61 
and [4, Theorem 5.11. Thus for all nz 2, we have m”R =m” and m” = m”R fl R = 
mn. 
(3) * (2). If g(R) =2, then m2Rc R and 
l(R/m2R) + /(m2R/$) = /(R/R) + .!(R/m2) 
= I(R/m2R + R) + l(R/$) = I(R/m’R). 
Thus m2R =a, that is R = (m2 : m2). This implies that 8(m)< 2. If F(m) I 1, then 
pa(R) = 0 and e(R) = 2, which implies that g(R) = 1, a contradiction. Hence 8(m) = 
2. If emb(R) = e(R) - 1 and mn is integrally closed for all n, then 6(m) =6(m) = 2 by 
[4, Corollary 5.21. 
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-- 
(2) * (1). Since R = (m2 : mz), 2 is contained in the conductor c := (R : R) of R. 
Hence 
g(R) = l(R/R) = I(R/c) 
-- 
I /(R/m*) = 1(R/m2) -/(R/R) 
= I (R/m2R) - 1 (R/R) 
= 2e(R) -g(R). 
Hence g(R)<e(R) and p,(R) =g(R)- e(R)+ 15 1. If pa(R) =O, then z(m)5 1, a 
contradiction. Therefore p,(R) = 1. This completes the proof. 0 
Theorem 4.2. Assume that R is an analytically irreducibIe Gorenstein local ring 
and contains a field which is isomorphic to k. Then p,(R) = 1 if and only if I? is 
isomorphic either to k[[t2, t’]] or to k[[t’, tet’, . . . . t2e-2]J, e23. 
Proof. The ‘if’ part is easy and already known (cf. [4, Example 5.91). The ‘only if 
part: We may assume that R is complete. Then 
R = Wtll, m2RCc := (R-R), 
and 
2e(R) = I(R/m2R) 2 I (R/c) = 21&R) = 2e(R). 
Hence c = m2R = t*‘k[[t]], where e = e(R). If S = k[[t’, te+ ‘, . . . , tZed2, tZe, t2e+ ‘, . ..I] 
(namely S=k[[t” t’]] or k[[t’,t”” 
On the other hand, 
9 .*., t2e-2]], ez3), then RcS because t2eP’$R. 
e(R) = l(R/R) > /(R/S) = e(R). 
Therefore R = S. This completes the proof. 0 
Proposition 4.3. Assume that R contains a field which is isomorphic to k. Then 
g(R) = b(R) if and only if R satisfies one of the following conditions: 
(1) I? is an amalgamation of k[[t2, t3]] and a finite number of discrete valuation 
rings (in this case p,(R) = 0); 
(2) pa(R) = 1 and all branches of R are smooth. 
Proof. We may assume that R is complete. Assume that g(R)= b(R). Since 
e(R) - 1 <g(R) = b(R) 5 e(R), 
we have g(R)= b(R) =e(R)- 1 or g(R) = b(R) =e(R). In the first case, we have 
p,(R) = 0 (hence R is a good crossing), and if ql, . . . , q, are the branches of R, then 
s+ 1 = e(R) = c e(R/q,). 
i=l 
Hence e(R/q,) = 2 for some i and e(R/qj) = 1 for all j # i. In the second case, we 
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have J?&,(R) = 1 and e(R) =b(R), namely, all branches of R are smooth. Thus R 
satisfies (1) or (2). 
The converse assertion is clear. 0 
5. Curve singularities with B(R) = R 
Here we consider curve singularities which can be normalized by blowing-up one 
time. It is clear that p,(R) = 0 if and only if p,(R) = 0 (i.e., emb(R) = e(R)) and 
B(R) = R. 
Lemma 5.1. (1) B(R) = & if and only if mn is integrally closed for all n r 6(m). 
(2) The ring G(R):= On20 m”/m”+ 1 is a subring of the ring R/mR [_%‘I and is 
Cohen-Macaulay. 
(3) If one of G(R), Proj G(R), R/mR is reduced, then so are the others. 
Proof. (1) We have only to show the ‘only if’ part. If n 2 6(m), then by [4, Theorem - 
5.11, we have R = B(R) = (m” : m”). Hence m”R =m” and m” = m”R n R = mn. - 
(2) Let XR be a minimal reduction of tn. Then, since m” = m”R n R, 
____ 
G(R) = @ m”/m”+i 
II>_0 
C @ m"R/m" + ‘R 
II20 
= n~Ox”R/X n+lR ERR/mR[X], 
and the initial form of x in G(R) is a regular element. 
(3) Since Proj G(R) z SpecR/mR, the assertion follows from (2). q 
Remark. For the conditions of G(R) and Proj G(R) being reduced, see 161. In par- 
ticular: If R has the rational normalization, then Proj G(R) is reduced if and only 
if B(R) =R and all branches of R are smooth; G(R) is reduced if and only if 
Proj G(R) is reduced and G(R) is Cohen-Macaulay. 
Proposition 5.2. The following conditions are equivalent: 
(1) p,(R)= 1 and B(R)=R. 
(2) p,(R) = 1 and emb(R) i e(R) - 1. 
(3) emb(R) = e(R) - 1 and m” is integrally closed for all n. 
Proof. (1) * (2). Since B(R) = R, we have p,(R) ‘p,(R) = 1. On the other hand, 
since p,(R) = 1, we have emb(R) = e(R) - 1 by Corollary 3.2(2). 
(2) * (3). By Proposition 3.1, 
1 = j&(R) r p,(R) L g,,(R) 2 1. 
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Hence a,(R) =p,(R) =g, (R) = 1. Therefore, B(R)=R, emb(R)=e(R)- 1 and 
6(m) I 2 by Proposition 3.1(l). Hence mn is integrally closed for all n by Lemma 
5.1(l). 
(3) = (1). By Lemma 5.1(2), the graded ring G(R)=G(R) is Cohen-Macaulay 
and g,(R) = 1. Hence p,(R) = 1 by Corollary 3.2(2). The fact that B(R) =R is 
clear. 0 
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