Abstract. Algorithmic meta-theorems state that certain families of algorithmic problems, usually defined in terms of logic, can be solved efficiently. This is a survey of algorithmic meta-theorems, highlighting the general methods available to prove such theorems rather than specific results.
Introduction
Faced with the seeming intractability of many common algorithmic problems, much work has been devoted to studying restricted classes of admissible inputs on which tractability results can be retained. A particularly rich source of structural properties which guarantee the existence of efficient algorithms for many problems on graphs comes from structural graph theory, especially graph minor theory. It has been found that most generally hard problems become tractable on graph classes of bounded tree-width and many remain tractable on planar graphs or graph classes excluding a fixed minor.
Besides many specific results giving algorithms for individual problems, of particular interest are results that establish tractability of a large class of problems on specific classes of instances. These results come in various flavours. Here we are mostly interested in results that take a descriptive approach, i.e. results that use a logic to describe algorithmic problems and then provide general tractability results for all problems definable in that logic on specific classes of inputs. Results of this form are usually referred to as algorithmic meta-theorems. The first explicit algorithmic meta-theorem was proved by Courcelle [3] establishing tractability of decision problems definable in monadic second-order logic (even with quantification over edge sets) on graph classes of bounded tree-width, followed by similar results for monadic second-order logic with only quantification over vertex sets on graph classes of bounded clique-width [4] , for first-order logic on graph classes of bounded degree [45] , on planar graphs and more generally graph classes of bounded local tree-width [23] , on graph classes excluding a fixed minor [20] , on graph classes locally excluding a minor [6] and graph classes of bounded local expansion [13] .
The natural counterpart to any algorithmic meta-theorem establishing tractability for all problems definable in a given logic L on specific classes of structures are corresponding lower bounds, i.e. results establishing intractability results for L 1991 Mathematics Subject Classification. Primary 68Q19; Secondary 68Q25. c 0000 (copyright holder) with respect to structural graph parameters. Ideally, one would aim for results of the form: all problems definable in L are tractable if a graph class C has a specific property P, such as bounded tree-width, but if C does not have this property, then there are L definable properties that are hard.
Early results on lower bounds have either focused on graph classes with very strong closure properties such as being closed under minors [37] , or on very specific graph classes such as the class of all cliques [4] . Recently, however, much more general lower bounds have been established giving much tighter bounds on the tractability of monadic second-order logic [30, 34] and first-order logic [31] with respect to structural parameters.
In this paper we give a survey of the most important methods used to obtain algorithmic meta-theorems. All these methods have a model-theoretic flavor. In the first part of the paper we focus on upper bounds, i.e. tractability results. Somewhat different to the existing surveys on algorithmic meta-theorems [26, 31] , this survey is organised along the core methods used to establish the results, rather than the specific classes of graphs they refer to. We put an emphasis on the most recent results not yet covered in the earlier surveys. In particular, we devote the longest section of this article to the recent linear time algorithm for deciding first-order definable properties on graphs of bounded expansion [13] , which was established by a completely new technique that we call the "Colouring Technique" here. Moreover, for the first time we also survey lower bounds for algorithmic meta theorems, most of which are very recent as well.
Preliminaries
We assume familiarity with basic concepts of logic and graph theory and refer to the textbooks [14, 27, 10] for background. Our notation is standard; in the following we review a few important points.
If M, N are two sets, we define M∪N as the disjoint union of M and N , obtained by taking the union of M and a copy N of N disjoint from M . We write Z for the set of integers and N for the set of non-negative integers.
All graphs in this article are finite, undirected and simple, i.e., have no multiple edges and no self loops. We denote the vertex set of a graph G by V (G) and its edge set by E(G). We usually denote an edge between vertices v and w as vw, i.e., without parenthesis. We use standard graph theoretic notions like sub-graphs, paths and cycles, trees and forests, connectedness and connected components, the degree of a vertex, etc, without further explanation. Occasionally, we also need to work with directed graphs (for short: digraphs). Here we also use standard terminology.
A graph G is a minor of a graph H (we write G H) if G is isomorphic to a graph obtained from a subgraph of H by contracting edges. (Contracting an edge means deleting the edge and identifying its endvertices.) A graph H is an excluded minor for a class C of graphs if H is not a minor of any graph in C.
All structures in this article are finite and without functions. Hence a signature is a finite set of relation symbols and constant symbols. Each relation symbol R ∈ σ is equipped with its arity ar(R) ∈ N. Let σ be a signature. A σ-structure A is a tuple consisting of a finite set V (A) of elements, the universe, for each relation symbol R ∈ σ of arity r an r-ary relation R(A) ⊆ V (A) r , and for each constant symbol c ∈ σ a constant c(A) ∈ V (A). (Hence if σ contains constant symbols then V (A) must be nonempty.) A signature is relational if it contains no constant symbols, and a structure is relational if its signature is. A signature is binary, if the arity of all relation symbols in it is at most 2. The order |A| of a σ-structure A is |V (A)| and its size ||A|| is |σ| + |V (G)| + R∈σ |R(G)|.
1 For σ-structures A, B, we write A ∼ = B to denote that A and B are isomorphic.
We may view graphs as {E}-structures, where E is a binary relation symbol. The Gaifman-graph G(A) of a σ-structure A is the graph with vertex set V (A) and edge set {bc : there is an R ∈ σ and a tuple a ∈ R(A) such that b, c ∈ a}. Here and elsewhere, for a tuple a = (a 1 , . . . , a k ) and an element b we write b ∈ a instead of b ∈ {a 1 , . . . , a k }.
We denote the class of all structures by S and the class of all graphs by G. If C is a class of graphs, we let S(C) be the class of all structures with Gaifman graph in C. If C is a class of structures and σ a signature, we let C(σ) be the class of all σ-structures in C.
Let σ be a relational signature and A, B ∈ S(σ). Then A is a substructure of B (we write
ar(R) for all R ∈ σ then A is an induced substructure of B. For a set W ⊆ V (B), we let B[W ] be the induced substructure of B with universe W , and we let
Formulas of first-order logic FO are built from variables ranging over elements of the universe of a structure, atomic formulas R(t 1 , . . . , t k ) and t 1 = t 2 , where the t i are terms, i.e., variables or constant symbols, the usual Boolean connectives ∧, ∨, →, ¬, and existential and universal quantification ∃x, ∀x, where x is a variable.
In monadic second order logic MSO we also have "set variables" ranging over sets of elements of the universe, new atomic formulas X(t), where X is a set variable and t a term, and quantification over set variables. In the context of algorithmic meta-theorems, an extension MSO 2 of MSO is often considered. MSO 2 is a logic only defined on graphs, and in addition to variables ranging over sets of vertices it has also variables ranging over sets of edges of a graph. The generalisation of MSO 2 to arbitrary structures is known as guarded second-order logic GSO. It has variables ranging over relations of arbitrary arities, but for relations of arity greater than one only allows guarded quantification ∃X ⊆ R and ∀X ⊆ R, where R is a relation symbol.
We write ϕ(x 1 , . . . , x k ) to denote that the free variables of a formula (of some logic) are among x 1 , . . . , x k , and for a structure A and elements a 1 , . . . , a k ∈ V (A), we write A |= ϕ[a 1 , . . . , a k ] to denote that A satisfies ϕ if x i is interpreted by a i . Furthermore, we let
If ϕ is a sentence, i.e., a formula without free variables, we just write A |= ϕ to denote that A satisfies ϕ.
Algorithmic Meta-Theorems and Model-Checking Problems
As described in the introduction, the algorithmic meta-theorems we are interested in here have the following general form:
Algorithmic Meta Theorem (Nonuniform Version). Let L be a logic (typically FO or MSO), C a class of structures (most often a class of graphs), and T a 1 Up to constant factors, ||A|| corresponds to the size of a representation of A in an appropriate model of computation, random access machines with a uniform cost measure (cf. [19] ).
class of functions on the natural numbers (typically the class of all linear functions or the class of all polynomial functions). Then for all L-definable properties π of structures in C, there is a function t ∈ T and an algorithm that tests if a given structure A ∈ C has property π in time t(||A||).
Of course we may also restrict the algorithm's consumption of memory space or other resources, but most known meta-theorems are concerned with running time.
(One notable exception is [15] .) We note that in MSO we can define NP-complete properties of graphs, for example 3-colourability. Hence unless P = NP, there are MSO-definable properties of graphs for which no polynomial time algorithm exists. All FO-definable properties of graphs have a polynomial time algorithm, but the exponent of the running time of the algorithm will usually depend on the formula defining the property. There are generally believed assumptions from parameterized complexity theory (see [12, 21] ) which imply that for every constant c there are FO-definable properties of graphs that cannot be decided by an O(n c )-algorithm, where n is the size of the input graph.
Stated as above, meta-theorems are non-uniform in the sense that there is no direct connection between a property π and the corresponding algorithm. It would certainly be desirable to be able to construct the algorithm from an L-definition of the property. Fortunately, we usually obtain such uniform versions of our metatheorems, which can be phrased in the following form:
Algorithmic Meta Theorem (Uniform Version). Let L be a logic, C a class of structures, and T a class of functions on the natural numbers. Then there is an algorithm that, given an L-sentence ϕ and a structure A ∈ C, decides whether A satisfies ϕ. Moreover, for every L-sentence ϕ there is a function t ϕ ∈ T such that the running time of the algorithm on input ϕ, A is bounded by t ϕ (||A||).
Hence in this uniform version, our meta-theorems are just statements about the complexity of model-checking problems. The model-checking problem for the logic L on the class C of structures is the following decision problem:
Given an L-sentence ϕ and a structure A ∈ C, decide if A satisfies ϕ. We denote this problem by MC(L, C). It is well-known that both MC(FO, G) and MC(MSO, G) are Pspace-complete [49] . Hence we cannot hope to obtain polynomial time algorithms. We say that MC(L, C) is fixed-parameter tractable (for short: fpt) if it can be decided by an algorithm running in time
for some function f and some constant c. Here k denotes the length of the input formula ϕ and n the size of the input structure A. We say that MC(L, C) is fpt by linear time parameterized algorithms if we can let c = 1 in (3.1). Now for T being the class of all linear functions, we can concisely phrase our algorithmic meta-theorem as follows:
Algorithmic Meta Theorem (Uniform Version for Linear Time). Let L be a logic and C a class of structures. Then MC(L, C) is fpt by linear time parameterized algorithms. This is the form in which we usually state our meta-theorems. Even though we usually think of the L-sentence ϕ as being fixed, we may wonder what the dependence of the running time of our fixed-parameter tractable model-checking algorithm on ϕ is, i.e., what we can say about the function f in (3.1). For all known metatheorems f is easily seen to be computable. However, f usually grows very quickly. Even for very simple classes C (such as the class of all trees, which is contained in all classes that appear in the meta-theorems surveyed in this article), it has been shown [24] that, under generally believed complexity theoretic assumptions, all fpt algorithms for MC(FO, C), and hence for MC(MSO, C), have a non-elementary running time (i.e., f grows faster than any stack of exponentials of fixed-height).
Part I: Upper Bounds
In this first part of the paper we consider the most successful methods for establishing algorithmic meta-theorems.
The Automata Theoretic Method
The automata theoretic approach to algorithmic meta-theorems can best be explained with a familiar algorithmic problem, regular expression pattern matching. The goal is to decide whether a text matches a regular expression (or equivalently, has a sub-string matching a regular expression). One efficient way of doing this is to translate the regular expression into a deterministic finite automaton and then run the automaton on the text. The translation of the regular expression into the automaton may cause an exponential blow-up in size, but running the automaton on the text can be done in time linear in the length of the text, so this leads to an algorithm running in time of O(2 k + n), where k is the length of the regular expression and n the length of the text. In practise, we usually match a short regular expression against a long text. Thus k is much smaller than n, and this algorithm, despite its exponential running time, may well be the best choice.
We can use the same method for MSO model-checking on words, suitably encoded as relational structures. By the Büchi-Elgot-Trakhtenbrot Theorem [2, 16, 48] , we can translate every MSO-formula ϕ to a finite automaton A ϕ that accepts precisely the words satisfying the formula. Hence to test if a word W satisfies ϕ we just need to run A ϕ on W and see if it accepts. This leads to a linear time fpt algorithm for MSO model-checking on the class of words. The same method even works for trees. Since we are going to use this result later, let us state it more formally: with every finite alphabet Σ we associate a signature τ Σ consisting of two binary relation symbols E L and E R and a unary relation symbol P a for every a ∈ Σ. A binary Σ-tree is a τ Σ -structure whose underlying graph is a tree in which E L is the "left-child relation" and E R is the "right-child relation" and in which every vertex belongs to exactly one P a . Let B Σ denote the class of binary Σ-trees.
Theorem 4.1 ( [11, 46] ). For every finite alphabet Σ, the model-checking problem MC(MSO, B Σ ) is fpt by a linear-time parameterized algorithm.
The Reduction Method
In this section, we will show how logical reductions can be used to transfer algorithmic meta-theorems between classes of structures. We start by reviewing syntactic interpretations or transductions, a well known tool from model theory. Recall that for a formula ϕ(x) and a structure A, we denote by ϕ(A) the set of all tuples a such that A |= ϕ[a].
Definition 5.1. Let σ, τ be signatures and let L ∈ {MSO, FO}. A (onedimensional) L-transduction from τ to σ is a sequence
formulas where for all relation symbols R ∈ σ, the number of free variables in ϕ R is equal to the arity of R. Furthermore, for all τ -structures A such that A |= ϕ valid and all constant symbols c ∈ σ there is exactly one element a ∈ V (A) satisfying ϕ c .
If A is a τ -structure such that A |= ϕ valid we define Θ(A) as the σ-structure B with universe V (B) := ϕ univ (A), R(B) := ϕ R (A) for each R ∈ σ and c(B) := a, where a is the uniquely defined element with {a} = ϕ c (A).
Finally, if C is a class of τ -structures we let Θ(C) :
Here, ϕ * is obtained from ϕ by recursively replacing
• first-order quantifiers ∃xϕ by ∃x(ϕ univ (x) ∧ ϕ * ) and quantifiers ∀xϕ by ∀x(ϕ univ (x) → ϕ * ), • second-order quantifiers ∃Xϕ and ∀Xϕ by ∃X ∀y(Xy → ϕ univ (y)) ∧ ϕ * and ∀X ∀y(Xy → ϕ univ (y)) → ϕ * respectively and • atoms R(x) by ϕ R (x) and • every atom P (u), where u is a sequence of terms containing a constant symbol c ∈ σ and P ∈ σ ∪ {=} by the sub-formula ∃c (ϕ c (c ) ∧ P (u ), where u is obtained from u by replacing c by c and c is a new variable not occurring elsewhere in u. The following lemma is easily proved (see [27] ). Transductions map τ -structures to σ-structures and also map formulas back the other way. This is not quite enough for our purposes as we need a mapping that takes both formulas and structures over σ to formulas and structures over τ . Definition 5.3. Let σ, τ be signatures and L ∈ {MSO, FO}. Let C be a class of σ-structures and D be a class of τ -structures. An L-reduction from C to D is a pair (Θ, A), where Θ is an L-transduction from τ to σ and A is a polynomial time algorithm that, given a σ-structure A ∈ C, computes a τ -structure
The next lemma is now immediate.
Note that if the algorithm A in the reduction is a linear time algorithm then we can also transfer fixed-parameter tractability by linear time parameterized algorithms from MC(L, D) to MC(L, C). Of course, we can also apply the lemma to prove hardness of MC(L, D) in cases where MC(L, C) is known to be hard. In our context, L-reductions play a similar role as polynomial time many-one reductions in complexity theory. We start with two simple applications of the reduction technique.
Example 5.5. The first example is a reduction from graphs to their complements. Let Θ := (ϕ valid , ϕ univ , ϕ E ) be a transduction from σ graph to σ graph defined by ϕ valid = ϕ univ := true and ϕ E (x, y) := ¬E(x, y). Then, for all graphs G, Θ(G) is the complement of G, i.e. the graph G := (V (G), E(G)).
Now if A is the algorithm which on input G outputs G, then (Θ, A) is a firstorder reduction reducing a pair (G, ϕ), where G is a graph and ϕ ∈ FO, to (G, Θ(ϕ)) such that G |= ϕ if, and only if, G |= Θ(ϕ).
Hence, if C is the class of complements of binary trees then this reduction together with Theorem 4.1 implies that MC(FO, C) is fpt. The same is true for
MSO.
Obviously, the same reduction shows that if D is any class of graphs for which we will show MC(FO, D) to be fpt in the remainder of this paper, then MC(FO, C) is also fpt, where C is the class of graphs whose complements are in D.
Example 5.6. In this example, we transfer the fixed-parameter tractability of MSO model-checking from binary to arbitrary Σ-trees. Let us fix a finite alphabet Σ, and let σ Σ be the signature consisting of the binary relation symbols E and a unary relation symbol P a for every a ∈ Σ. A Σ-tree is a τ Σ -structure whose underlying graph is a directed tree with edges directed away from the root in which every vertex belongs to exactly one P a .
With every Σ-tree T we associate a binary Σ-tree B T as follows: we order the children of each node of T arbitrarily. Now each node has a "first child" and a "last child", and each child of a node except the last has a "next sibling". We let B T be the binary Σ-tree with V (B T ) = V (T ) such that E L (B T ) is the "first child" relation of T and E R (B T ) is the "next sibling" relation. Clearly, there is a linear time algorithm A that computes B T from T . (More precisely, the algorithm computes "some" B T constructed in the way described, because the tree B T depends on the choice of the ordering of children.)
Now we define an MSO-transduction Θ = (ϕ valid , ϕ univ , ϕ E , (ϕ Pa ) a∈Σ ) from τ Σ to σ Σ such that for every Σ-tree T we have Θ(B T ) ∼ = T . We let ϕ valid = ϕ univ (x) := true and ϕ Pa (x) := P a (x) for all a ∈ Σ. Moreover, we let
We leave it to the reader to verify that in B T this formula indeed defines the edge relation of T .
The rest of this section is devoted to a more elaborate application of the reduction technique: we will show that monadic second-order logic is fpt on all classes of structures of bounded tree-depth, a concept introduced in [40] . We first need some preparation.
In the following, we shall work with directed trees and forests. As before, all edges are directed away from the root(s). The height of a vertex v in a forest is its distance from the root of its tree. The height of the forest is the maximum of the heights of its vertices. A vertex v is an ancestor of a vertex w if there is a path from v to w. Furthermore, v is a descendant of w if w is an ancestor of v.
We define the closure of a forest F to be the (undirected) graph clos(F ) with vertex set V (clos(F )) := V (F ) and edge set E(clos(F )) := {vw | v is an ancestor of w}.
Definition 5.7 ([40]).
A graph G has tree-depth d if it is a sub-graph of the closure of a rooted forest F of height d. We call F a tree-depth decomposition of G.
It was proved in [40] that there is an algorithm which, given a graph G of treedepth at most d, computes a tree-depth decomposition in time f (d) · |G|, for some computable function d. For our purposes, an algorithm for computing approximate tree-depth decompositions will be enough. One such algorithm simply computes a depth-first search forest of its input graph. In [40] it was shown that a simple path of length 2 d has tree-depth exactly d. As the tree-depth of a sub-graph H ⊆ G is at most the tree-depth of G, no graph of tree-depth d can contain a path of length greater than 2
d . This implies the following lemma.
Lemma 5.8. Let G be a graph of tree-depth d and let F be a forest obtained from a depth-first search (DFS) in G. Let F be the closure of F . Then G ⊆ F and the depth of F is at most 2 d .
We will now define an FO-reduction from the class D d of graphs of tree-depth at most d to the class of Σ d -trees, for a suitable alphabet Σ d . For simplicity, we only present the reduction for connected graphs. We fix d and let k = 2 d and
≤k , the set of all {0, 1}-strings of length at most k. We first associate a Σ d -tree T G with every connected graph G ∈ D d . Let T be a DFS-tree of G. By Lemma 5.8, the height of T is at most k, and G ⊆ clos(T ). We define a Σ d -labelling of the vertices of T to obtain the desired Σ d -tree T G as follows: let v ∈ V (T ) be a vertex of height h, and let u 0 , . . . , u h−1 , v be the vertices on the path from the root to v in T . Then v is labelled by i 0 . .
. It is not difficult to show that T G can be computed from G by a linear time algorithm A.
We leave it to the reader to define a first-order transduction Θ from σ Σ k to {E} such that for every connected graph G ∈ D d we have Θ(T G ) = G. This yields the desired reduction.
By Example 5.6 and Theorem 4.1 we obtain the next corollary.
is fpt by a linear time parameterized algorithm.
The Composition Method
The next method we consider is based on composition theorems for first-order logic and monadic second-order logic, which allow to infer the formulas satisfied by a structure composed of simpler pieces from these pieces. The best known such composition theorems are due to Feferman and Vaught [18] .
Let L be either first-order or monadic second-order logic. Recall that the quantifier rank of an L-formula is the maximum number of nested quantifiers in the formula (counting both first-order and second-order quantifiers). Let A be a structure, a = (a 1 , . . . , a k ) ∈ V (A) k and q ∈ N. Then the q-type of a in A is the set tp
As such, the type of a tuple is an infinite class of formulas. However, we can syntactically normalise first-order and second-order formulas so that every formula can effectively be transformed into an equivalent normalised formula of the same quantifier-rank and furthermore for every quantifier-rank there are only finitely many pairwise non-equivalent normalised formulas. Hence, we can represent types by finite sets of normalised formulas. We will do so tacitly whenever we work with types in this paper. The following basic composition lemma can easily be proved using Ehrenfeucht-Fraïssé games (see [36] for a proof).
As an application and an illustration of the method, we sketch a proof of Courcelle's well-known meta-theorem for monadic second-order logic on graphs of bounded tree width. A tree decomposition of a graph G is a pair (T, β) where T is a tree and β a mapping that assigns a subset β(t) ⊆ V (G) with every t ∈ V (T ), subject to the following conditions:
The width of a tree decomposition (T, β) is max{|β(t)| : t ∈ V (T )} − 1, and the tree width of a graph G is the minimum of the widths of all tree decompositions of G. Intuitively, tree width may be viewed as a measure for the similarity of a graph with a tree. Bodlaender [1] proved that there is an algorithm that, given a graph G of tree width w, computes a tree decomposition of G of width w in time 2
It is an easy exercise to show that every graph G of tree-depth at most h also has tree-width at most h.
Theorem 6.2 ([3]
). Let C be a class of graphs of bounded tree-width. Then MC(MSO, C) is fpt by linear time parameterized algorithms.
Proof sketch. Let G ∈ C and ϕ ∈ MSO be given. Let w be the tree width of G (which is bounded by some constant), and let q be the quantifier rank of ϕ. We first use Bodlaender's algorithm to compute a tree decomposition (T, β) of G of width w. We fix a root r of T arbitrarily. For every t ∈ V (T ), we let T t be the sub-tree of T rooted at t, and we let G t be the induced subgraph of G with vertex set u∈V (Tt) β(u). Moreover, we let b t be a (w + 1)-tuple of vertices that contains precisely the vertices in β(t). (Without loss of generality we assume β(t) to be nonempty.)
Now, beginning from the leaves, we inductively compute for each t ∈ V (T ) the type tp Gt MSO,q (b t ). We can do this by brute force if t is a leaf and hence |G t | ≤ w +1, and we use Lemma 6.1 if t is an inner node.
Finally, we check whether ϕ ∈ tp
Courcelle's theorem can easily be generalised from graphs to arbitrary structures, and it can be extended from monadic to guarded second-order logic (and thus to MSO 2 on graphs). An alternative proof of Courcelle's Theorem is based on Theorem 4.1 and the reduction method of Section 5.
By a similar application of the composition method it can be proved that MC(MSO, C) is fpt for all classes C of graphs of bounded clique width (see [4] ). Further applications of the composition method can be found in [5, 36] .
Finally, let us mention an analogue of Courcelle's theorem for logarithmic space, recently proved in [15] : for every class C of graphs of bounded tree width, there is an algorithm for MC(MSO 2 , C) that uses space O(f (k)·log n), where f is a computable function and k, n denote the size of the input formula and structure, respectively, of the model-checking problem.
Locality based arguments
In Section 5 we have seen how logical reductions can be used to transfer tractability results from a one class of structures to another. In this section we will look at a tool that will allow us to transfer tractability results from a class C of a structures to the class of all structures that locally look like a structure from C.
We start with a simple example to explain the basic idea. Recall that a homomorphism from a graph H to a graph G is a function π : V (H) → V (G) such that whenever uv ∈ E(H) then π(u)π(v) ∈ E(G). The graph homomorphism problem asks, given two graphs H and G, whether there is a homomorphism from H to G. The homomorphism problem can trivially be solved in time O(|G| |H| · |H| 2 ). The question is if we can solve it in time f (|H|)|G| c , for some computable function f and constant c. In general, this is not possible, but it becomes possible if the graph G is "locally simple".
To explain the idea, suppose first that H is a connected graph. Then if there is a homomorphism π from H to G then the distance between any two vertices in the image π(H) is at most |H| − 1. To exploit this observation, we define the k-neighbourhood of a vertex v in a graph G to be the subgraph of G induced by the set of all vertices of distance at most k from v. Then to test if there is a homomorphism from a connected k-vertex graph H to a graph G, we test for all v ∈ V (G) whether the (k − 1)-neighbourhood of v contains a homomorphic image of H. Of course in general, this does not help much, but it does help if the (k − 1)-neighbourhoods in G are structurally simpler than the whole graph G. For example, if the girth of G (that is, the length of the shortest cycle) is at least k, then the (k −1)-neighbourhood of every vertex is a tree, and instead of testing whether there is a homomorphism from H to arbitrary graph we only need to test whether there is a homomorphism from H to a family of trees (of depth at most k − 1), and this is much easier than the general homomorphism problem. Or if the maximum degree of G is d, then the order of the (k − 1)-neighbourhood of every vertex in G is less than (d + 1)
k , and instead of testing whether there is a homomorphism from H to graph of arbitrary size we only need to test whether there is a homomorphism from H to a family of graphs of size less than (d + 1)
k . To apply the same method if H is not connected, we just check for each connected component of H separately if there is a homomorphism to G.
We can apply the same idea to the model-checking problem for first-order logic, because by Gaifman's Locality Theorem, first-order logic is local in the following sense: if σ is a relational signature and A is a σ-structure, we define the distance d A (a, b) between any two vertices a, b ∈ V (A) to be the length of the shortest path from a to b in the Gaifman-graph G(A) of A. 2 We define the r-neighbourhood N A r (a) of a vertex a ∈ V (A) to be the induced substructure of A with universe
. Hence, truth of an r-local formula at an element a only depends on its r-neighbourhood. A basic local sentence is a first-order sentence of the form
where ϑ(x) is r-local. Here dist(x, y) > 2r is a first-order formula stating that the distance between x and y is greater than 2r.
Theorem 7.1 (Gaifman's Locality Theorem [25] ). Every first-order sentence is equivalent to a Boolean combination of basic local sentences. Furthermore, there is an algorithm that, given a first-order formula as input, computes an equivalent Boolean combination of basic local sentences.
We can exploit Gaifman's Theorem to efficiently solve the model-checking problem for first-order logic in structures that are "locally simple" as follows: Given a structure A and a first-order sentence ϕ, we first compute a Boolean combination ϕ of basic local sentences that is equivalent to ϕ. Then we check for each of the basic local sentences appearing in ϕ whether they hold in A. We can easily combine the results to check whether the Boolean combination ϕ holds. To check whether a basic local sentence of the form (7.1) holds in A, we first compute the set T (ϑ) of all a ∈ V (A) such that N A r (a) |= ϕ[a], or equivalently, A |= ϕ[a]. For this, we only need to look at the r-neighbourhoods of the elements of a, and as we assumed A to be "locally simple", we can do this efficiently. It remains to check whether T (ϑ) contains k vertices of pairwise distance greater than 2r. It turns out that this can be reduced to a "local" problem as well, and as A is "locally simple", it can be solved efficiently.
This idea yields the following lemma, which captures the core of the locality method. We say that first-order model-checking is locally fpt on a class C of structures if there is an algorithm that, given a structure A ∈ C, an element a ∈ V (A), a sentence ϕ ∈ FO, and an r ∈ N, decides whether N A r (a) |= ϕ in time f (r, |ϕ|) · |A| O(1) , for some computable function f . 23, 6] ). Let C be a class of structures on which first-order modelchecking is locally fpt. Then MC(FO, C) is fpt.
Maybe surprisingly, there are many natural classes of graphs on which firstorder model-checking is locally fpt, among them planar graphs and graphs of bounded degree. The most important of these are the classes of bounded local tree width. A class C of graphs has this property if for every r ∈ N there is a k ∈ N such that for every G ∈ C and every v ∈ V (G) we have tw(N G r (v)) ≤ k. Examples of classes of graphs of bounded local tree width are all classes of graphs that can be embedded in a fixed surface, all classes of bounded degree, and (trivially) all classes of bounded tree width. Bounded local tree width was first considered by Eppstein [17] in an algorithmic context (under the name "diameter tree width property").
In [6] Lemma 7.2 is applied in a context that goes beyond bounded local tree width to show that first-order model-checking is fpt on all classes of graphs locally excluding a minor.
Colouring and Quantifier-Elimination
In Section 7 we have seen a method for establishing tractability results based on structural properties of r-neighbourhoods in graphs. Another way of presenting the locality method is that we cover the graph by local neighbourhoods which have a simpler structure than the whole graph. More generally we could use other forms of covers, i.e. cover the graph by arbitrary induced sub-graphs whose structure is simple enough to allow tractable model-checking. The main difficulty is to infer truth of a formula in the whole graph from the truth of (possibly a set of) formulas in the individual sub-graphs used in the cover. In the case of neighbourhood covers, Gaifman's locality theorem provided the crucial step in the construction which allowed us to reduce the model-checking problem in the whole graph to modelchecking in individual r-neighbourhoods.
In this section we present a similar method. Again the idea is that we cover the graph by induced sub-graphs. However this time r-neighbourhoods will not necessarily be contained in a single sub-graph. This will make combining model-checking results in individual sub-graphs to the complete graph much more complicated.
The method we present is based on vertex colourings of graphs. Basically, we will colour a graph with a certain number c of colours, where c will depend on the formula we want to check, such that for some k < c, the union of any k colours induces a sub-graph of simple structure.
This technique was first developed by DeVos et al. [9] for graph classes excluding a fixed minor. They showed that if C excludes a minor then there is a constant d such that any G ∈ C can be 2 coloured so that any colour class induces a graph of tree-width at most d. See also [7, 8] for generalisations and algorithmic versions of this result and various applications.
The technique was later generalised by Nešetřil and Ossona de Mendez to graph classes of bounded expansion [38] and to nowhere dense classes of graphs [41] . In this section we will show how this can be used to establish tractability results for first-order model-checking on graph classes of bounded expansion.
To formally define classes of bounded expansion we first need some preparation. Recall that a graph H is a minor of G if it can be obtained from a sub-graph G ⊆ G by contracting edges. An equivalent, sometimes more intuitive, characterisation of the minor relation can be obtained using the concept of images. An image map of H into G is a map µ mapping each v ∈ V (H) to a tree µ(v) ⊆ G and each edge e ∈ E(H) to an edge µ(e) ∈ E(G) such that if u = v ∈ V (H) then µ(v) ∩ µ(u) = ∅ and if uv ∈ E(H) then µ(uv) = u v for some u ∈ V (µ(u)) and v ∈ V (µ(v)). The union v∈V (H) µ(v) ∪ e∈E(H) µ(e) ⊆ G is called the image of H in G. It is not difficult to see that H G if, and only if, there is an image of H in G.
The radius of a graph is G is the least r such that there is a vertex v ∈ V (G) with G = N G r (v). For r ≥ 0, a graph H is an minor at depth r of a graph G, denoted H r G, if H has an image map µ in G where for all v ∈ V (H), µ(v) is a tree of radius at most r. Definition 8.1 (bounded expansion). Let G be a graph. The greatest reduced average density of G with rank r is
A class D of graphs has bounded expansion if there is a computable 3 function f : N → N such that ∇ r (G) ≤ f (r) for all G ∈ D and r ≥ 0. Finally, a class C of σ-structures has bounded expansion if {G(A) : A ∈ C} has bounded expansion, where G(A) denotes the Gaifman-graph of the structure A (see Section 2).
As every graph of average degree at least c · k √ log k, for some constant c, contains a k-clique as a minor [28, 29, 47] , it follows that every class of graphs excluding a minor also has bounded expansion.
The next definition formally defines the concept of colourings such that any constant number of colour classes together induce a sub-graph of small tree-depth.
Definition 8.2. Let σ be a signature. Let C be a class of σ-structures of bounded expansion and let A ∈ C.
(1) Let γ : V (A) → Γ be a vertex colouring of A. If C ∈ Γ s is a tuple of colours, we write A C for the sub-structure of A induced by the union {v ∈ V (A) : γ(v) ∈ C} of the colour classes in C.
It was shown in [38, 39] that for graph classes of bounded expansion, td-kcolourings using a constant number of colours exist and can be computed efficiently. To demonstrate the application of td-k-colourings for model-checking, we prove the following result that will be used later.
Theorem 8.4 ([42]
). Let σ be a signature and let C be a class of σ-structures of bounded expansion. There is a computable function f : N → N such that given an existential first-order formula ϕ ∈ FO[σ] and a σ-structure A ∈ C, A |= ϕ can be decided in time f (|ϕ|) · |A|.
Proof. W.l.o.g. we assume that ϕ is in prenex normal form, i.e. of the form ϕ := ∃x 1 . . . ∃x q ϑ, with ϑ quantifier-free. Let q be the number of quantifiers in ϕ.
Using Theorem 8.3 we first compute a td-q-colouring γ : V (A) → Γ of A, where Γ is a set of N C (q) colours, in time f 1 (q) · |A|, for some computable function f 1 .
Clearly, A |= ϕ if, and only if, there are vertices a 1 , . . . , a q ∈ V (A) such that A |= ϑ[a] and therefore A γ(a1),...,γ(aq) |= ϕ. Hence, A |= ϕ if, and only if, there is a tuple C ∈ Γ q such that A C |= ϕ. Therefore, to check whether A |= ϕ we go through all tuples C ∈ Γ q and decide whether A C |= ϕ. As all A C have tree-depth at most q, by Corollary 5.9, this check can be performed in time f 2 (q) · |A|, where f 2 is a computable function. Hence, the complete algorithm runs in time
We are now ready to state the main result of this section. Our presentation follows [33] .
Theorem 8.5 ( [13] ). Let σ be a relational signature and let C be a class of σ-structures of bounded expansion. Then MC(FO, C) is fpt by linear time parameterized algorithms.
We first give a high-level description of the proof. Given a structure A ∈ C and a formula ϕ with at mostuantifiers, we will define an equivalence relation of finite index on q-tuples of elements such that if a, b fall into the same equivalence class then they satisfy the same formulas of quantifier-rank at most q. The equivalence class of a tuple a is called its full type. Suppose that for each tuple b of length at most q we can compute its equivalence class. Then, to decide whether A |= ϕ, we can use the naive evaluation algorithm, i.e. for each quantifier we test all possibilities. However, as equivalent tuples satisfy the same formulas, we only need to check one witness for each equivalence class and therefore we can implement the evaluation algorithm in constant time, depending only on the size of the formula. For this to work we need to compute the full types by a linear time fpt algorithm.
We proceed in stages. As a first step we define for each k-tuple C of colours the local type of quantifier-rank q of a tuple a of elements in A C . If two tuples have the same local type in some A C then they satisfy the same first-order formulas in A C up to quantifier-rank q.
The second step is the definition of the global type of a tuple a, which is simply the collection of all local types of a in the individual sub-graphs A C , for all C of length at most k (see Definition 8.13 ). We will show that global types can be defined by existential first-order formulas.
Finally, we will use the global types as the basis for the definition of full types. A full type of a tuple a describes the complete quantifier-rank q first-order type of a and therefore determines which formulas of quantifier-rank at most q are true at a. The main difficulty is to decide which full types are realised in the structure. For this we will show that each full type can be described by an existential first-order formula.
The existential formulas describing full types in a structure A will not be over the structure A itself, but over an expansion of A by the edges of tree-depth decompositions. We first introduce these expansions and then define the various types we are using.
Recall (from Section 6) that the first-order q-type tp A FO,q (a) of an element a ∈ V (A) in a structure A is the class of all first-order formulas ϕ(x) ∈ FO[σ] of quantifier-rank at most q such that A |= ϕ [v] . As we are only dealing with first-order logic in this section, we drop the index FO from now on.
Notation. For the rest of this section we fix a signature σ and a class C of σ-structures of bounded expansion. Let k, q ≥ 0 and let c := (3k + q + 4) · 2 k+q+1 . Let A ∈ C be a structure and γ : V (A) → Γ be a td-(k + q)-colouring of A, where Γ is a set of N C (k + q) colours. As before, for each tuple C ∈ Γ k+q , let A C be the sub-structure of A induced by the elements {v ∈ V (A) : γ(v) ∈ C}. For each C we fix a depth-first search (DFS) forest F C of G(A C ) and add a self-loop to every root of a tree in F C . Finally, we agree that for the rest of this section all formulas are "normalised" (see beginning of Section 6). In particular, this implies that we can test effectively whether a formula belongs to a given type. To increase readability, the formulas stated explicity in this section will not be normalised. However, they can easily be brought into normalised form as the normalisation process for first-order formulas is effective. Recall that, by Lemma 5.8, the closure of a DFS-forest F C is a tree-depth decomposition of A[C] and as A C has tree-depth at most k + q the lemma implies that the height of F C is at most 2 k+q .
, and
Note that A(γ) depends on the particular choice of F C and is therefore not unique. But the precise choice will never matter and all results remain true independent of a particular choice of DFS-forest.
Essentially, to obtain A(γ) we fix a tree-depth decomposition for each substructure induced by k + q colours and add the edges of the decomposition to A, giving them a different edge colour F C for any tuple C ∈ Γ k+q . Furthermore, for each v ∈ V (A) and each sub-structure (A C , F C ) induced by k + q colours C which contains v we label v by its q-type in (A C , F C ). The reason we work with DFSforests rather than general tree-depth decompositions is that we can add the edges of a DFS-forest to A without introducing new edges in the Gaifman-graph. Hence, if C is a class of σ-structures of bounded expansion then the class {A(γ) : A ∈ C and γ a td-(k + q)-colouring of A} also has bounded expansion for all choices of γ and DFS-forests.
Local types.
We show next that the formulas true at a given tuple a in a sub-structure (A C , F C ) only depend on the formulas true at each individual element a i and the relative position of the a i within the tree-depth decomposition. By adding the edges of the tree-depth decomposition to the structure A(γ), this relative position becomes first-order definable in A(γ), a fact that will be used later in our model-checking algorithm.
Definition 8.7. Let C ∈ Γ k+q be a tuple of colours and let x, y ∈ V (A C ) be two vertices contained in the same tree in F C .
• The least common ancestor lca C (x, y) of x and y in F C is the element of F C of maximal height that is an ancestor of both x and y.
• We define lch C (x, y) to be the height of lca C (x, y) in F C and define lch C (x, y) := ∞ if x and y are not in the same component of F C .
The following simple lemma shows that lch C and lca C are first-order definable in (A C , F C ) for all C ∈ Γ k+q .
Lemma 8.8. For all r ≤ 2 k+q there is a first-order formula lch C r (x, y) ∈ FO[F C ] of quantifier-rank at most 2 k+q + 1 such that for all a, b ∈ V (A C ) we have
The next lemma says that truth of a formula ϕ(x) of quantifier-rank at most q at a tuple a := (a 1 , . . . , a k ) only depends on the relative position of the a i and the formulas of quantifier-rank at most (k + q)2 k+q+1 true at each a i .
Lemma 8.9. Let C ∈ Γ k+q and let ϕ(x 1 , . . . , x k ) ∈ FO[σ ∪ {F C }] be a formula of quantifier-rank at most q.
If
We are now ready to define the first equivalence relation on tuples of vertices, the local type of a tuple.
Definition 8.10 (Local Types).
(1) For all C ∈ Γ k+q we define the set Loc(C, σ, k, q) of local types as the set of all tuples
where t i is a finite set of formulas ϕ(x) ∈ FO[σ∪{F C }] of quantifier-rank at most c and r i,j ≤ 2 k+q for all i, j. (2) For C ∈ Γ k+q and a := a 1 , . . . , a k ∈ V (A C ) we define the local type loc q (a; C) ∈ Loc(C, k, q) as
We will prove next that the local type loc q (a; C) := (t 1 , . . . , t k , (r i,j ) 1≤i<j≤k ) of a tuple a of vertices completely describes the formulas of quantifier-depth at most q which are true at a within the sub-structure (A C , F C ). Note that we require the t i to be quantifier-rank c-types of a i even though we are only interested in formulas ϕ(x 1 , . . . , x k ) of quantifier-rank q. The reason for this will become clear in the following lemma.
Lemma 8.11. Let l := (t 1 , . . . , t k , (r i,j ) 1≤i<j≤k ) ∈ Loc(C, σ, k, q) be a local type. Then for all formulas ϕ(x) with quantifier-rank at most q and all k-tuples a ∈ V (G) k with loc q (a, C) = l, (A C , F C ) |= ϕ[a] if, and only if, if t 1 contains the formula
where T (k+q)·2 k+q+1 is the finite set of all formulas in FO[σ∪{F C }] of quantifier-rank at most (k + q) · 2 k+q+1 .
Proof. Recall that the height of F C is at most 2 k+q . Hence, by Lemma 8.8, the quantifier-rank of the formula ϕ * is at most c. Choosing a 1 , . . . , a k as witnesses for x 1 , . . . , x k it is
Hence, by Lemma 8.9, a and b satisfy the same formulas of quantifier-rank at most q in (A C , F C ) and
Recall that we are only working with normalised formulas in this section. However, the normalisation process for first-order formulas is effective and hence a normalised version of the formula ϕ * can be computed effectively from the formula ϕ. Hence, the lemma implies that whether a tuple a with local type l satisfies a formula ϕ(x) within some (A C , F C ) can be read off directly from the local type l independent of the actual tuple a. This motivates the following definition. Definition 8.12. A local type l defined as l := (t 1 , . . . , t k , (r i,j ) 1≤i<j≤k ) ∈ Loc(C, σ, k, q) entails a formula ϕ(x 1 , . . . , x k ) of quantifier-rank at most q, denoted l |= ϕ, if t 1 contains the formula ϕ * (x 1 ) defined in Lemma 8.11.
Global types.
As the second step towards defining the full type of a tuple a we now define the global type of a, which is the collection of their local types over all combinations of colours. Definition 8.13.
(1) We define Glob(Γ, σ, k, q) := { l C C∈Γ k+q : l C ∈ Loc(C, σ, k, q)}.
(2) For a ∈ V (G) we define the global type of a as glob q (a, Γ) := loc q (a, C) C∈Γ k+q ∈ Glob(Γ, σ, k, q).
We now extend Lemma 8.11 to tuples having the same global type in G. However, this only applies to existential formulas and can be shown to be false for formulas with quantifier alternation. Proof. Let ϕ(x 1 , . . . , x k ) ∈ FO[σ] be an existential first-order formula with at mostuantifiers. W.l.o.g. we assume that ϕ is in prenex normal form, i.e. ϕ := ∃z 1 . . . z q ϑ(x, z), where ϑ is quantifier-free.
Suppose A |= ϕ[a]. Let u 1 , . . . , u q be witnesses for the existential quantifiers in ϕ, i.e. A |= ϑ[a, u], and let C := (γ(a 1 ), . . . , γ(a k ), γ(u 1 ), . . . , γ(u q )). Then, A C |= ϕ[a] and therefore loc q (a, C) entails ϕ. As b has the same global type as a it also has the same local types, i.e. loc q (b, C) = loc q [a, C] and therefore A C |= ϕ(b). As the argument is symmetric, this concludes the proof.
2
Again we define entailment between types and formulas.
Definition 8.15. Let l := l C C∈Γ k+q ∈ Glob(Γ, σ, k, q) and let ϕ(x) ∈ FO[σ] be an existential formula with at mostuantifiers and k free variables x 1 , . . . , x k . The type l entails ϕ, denoted l |= ϕ, if there is C ∈ Γ k+q such that l C entails ϕ.
Lemma 8.16. For each l ∈ Glob(Γ, σ, k, q) there is an existential first-order formula ϕ l (x) such that for all a ∈ V (A) k , glob q (a, Γ) = l if, and only if,
Furthermore, the formula depends only on Γ, σ, k and q but not on a specific colouring or structure.
Proof. Suppose l := (l C ) C∈Γ k+q , where l C := (t 1 , . . . , t k , (r i,j ) 1≤i<j≤k ) are local types. For each l C define
if, and only if, loc q (a; C) = l C . Hence.
says that the global type of x is l. 2
Full Types.
Finally, we give the definition of full types, the main equivalence relation between tuples used in our algorithm. We will define the full type ft We show next that the full type of a tuple can be described by an existential first-order formula. As a consequence, we can check in linear time whether a full type is realised. For this, we first establish two lemmas which show that we can express Boolean combinations of existential formulas in a structure A ∈ C by an existential formula. However, this formula will not be over A but over an expansion A(γ) for a suitable td-l-colouring γ : V (A) → Γ, for some l. The next lemmas therefore no longer refer to the structure A ∈ C and colouring γ fixed at the beginning and we therefore state them in full generality. Proof. W.l.o.g. we can assume that ϕ is in prenex normal form, i.e. of the form ϕ := ∃yϑ, where ϑ is quantifier-free.
By Lemma 8.14, A |= ϕ[a] if, and only if, glob q (a, Γ) |= ϕ. It follows that a does not satisfy ϕ in A if glob q (a, Γ) |= ϕ.
As, by Lemma 8.16 , global types l can be expressed by existential formulas ϕ l , we can express that A |= ϕ(a) by the existential FO Proof. To define an existential formula ϕ I equivalent to ψ I we have to replace the ¬∃ϕ i (x) parts by existential statements. Let q be the maximum number of quantifiers in any ϕ i , 1 ≤ i ≤ n and let q := q + 1. Let Γ be a set of N C (k + q) colours.
As ∃xϕ i is an existential formula, Lemma 8. Note that each step increases the signature and number of colours so that we finally obtain r and τ as required.
As a consequence of the previous lemma we get that the set of types realised in a given structure can be computed in parameterized-linear time.
Corollary 8.22. Let C be a class of bounded expansion. There is a computable function f : N → N such that on input A ∈ C, q ≥ 0 and a td-q-colouring γ :
. Model-checking in classes of bounded expansion. We are now going to describe our model-checking algorithm for classes of bounded expansion. Let C be a class of σ-structures of bounded expansion and A ∈ C. Let ϕ ∈ FO[σ] be a formula with at mostuantifiers. W.l.o.g. we assume that ϕ is in prenex normal form and of the form ϕ := ∃x 1 Q 2 x 2 . . . Q q x q ϑ(x 1 , . . . , x q ) with ϑ quantifier free and Q i ∈ {∃, ∀}. For i ≥ 1 we define ϕ i (x 1 , . . . , x i ) := Q i+1 x i+1 . . . Q q x q ϑ.
We can now check whether A |= ϕ as follows. First, we compute a td-q-colouring γ : V (A) → Γ of A. By Corollary 8.22 there is a computable function f : N → N such that the sets R q i , for i ≤ q, can be computed in time f (q) · |A|. For each t ∈ R q 0 we can now simply test whether t |= ϕ and return true if such a type exists.
It is easily seen that the algorithm is correct. Furthermore, its running time only depends on the size of ϕ and the size of 1≤i≤q R i q−i which again depends only on ϕ and σ.
Hence, by Corollary 8.22 and Theorem 8.3 the algorithm runs in time f (|ϕ|)·|G|, for some computable function f : N → N. This concludes the proof of Theorem 8.5.
Part II: Lower Bounds
In the previous part we have presented a range of tools for establishing tractability results for logics on specific classes of graphs. In this section we consider the natural counterparts to these results, namely lower bounds establishing limits beyond which the tractability results cannot be extended. Ideally, we aim for logics L such as FO, MSO 1 or MSO 2 for a structural property P L such that model-checking for L is tractable on a class of structures if, and only if, it has the property P L . As the general model-checking problem for FO, MSO 1 , MSO 2 is Pspace-complete, any proof that model-checking for any of the logics is not fpt on a class C would separate Ptime from Pspace. We can therefore only hope to find such a property subject to assumptions from complexity theory and possibly subject to further restrictions.
In this section we first review recent lower bounds for monadic second-order logic with edge set quantification (MSO 2 ) and then comment briefly on lower bounds for FO and MSO 1 .
Lower Bounds for MSO with Edge Set Quantification
In this section we review the known lower bounds for monadic second-order logic MSO 2 . To make the results as strong as possible, we will concentrate on simple undirected graphs.
Recall that by Courcelle's theorem (Theorem 6.2), MSO 2 model-checking is fixed-parameter tractable on any class of structures of bounded tree-width. The aim of this section is to establish intractability results for classes of graphs of unbounded tree-width. As explained above, the lower bounds reported below are conditional on some complexity theoretical assumptions. Consequently, the results usually are proved by a reduction from some NP-hard problems.
At the core of all results reported below is the observation that the run of a Turing machine M on some input w ∈ {0, 1} * can be simulated by an MSO 2 formula on a suitable sub-graph of a large enough grid. Here, the (n × m)-grid is the graph G n,m with vertex set {(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m} and edge set { (i, j), (i , j ) : |i − i | + |j − j | = 1}. Essentially, the grid provides the drawing board on which the time space diagram of a run of M on w can be guessed using set quantification. This yields the following result which is part of the folklore (see [32] for an exposition).
Theorem 9.1. Let G * := {H ⊆ G n×n : n > 0} be the class of sub-graphs of grids. If Ptime = NP then MC(MSO 1 , G * ) is not fpt.
We can use the result to obtain the following lower bound for MSO 1 on graph classes closed under taking minors, first obtained by Makowsky and Mariño. The result follows from Theorem 9.1 and the following structural result about graph classes with large tree-width established by Robertson and Seymour [44] . Theorem 9.3 (Excluded Grid Theorem [44] ). There is a computable function f : N → N such that for all k ≥ 0, every graph of tree-width at least f (k) contains a (k × k)-grid as a minor.
It follows that if C is closed under minors and has unbounded tree-width, then the Excluded Grid Theorem implies that G * ⊆ C. Intractability of MSO 2 on C therefore follows from Theorem 9.1. The generalisation to topological minors can be proved along the lines using walls instead of grids.
However, another consequence of the excluded grid theorem is that any (topological) minor closed class C of graphs of unbounded tree-width has very large tree-width, as it contains all grids and therefore graphs whose tree-width is roughly the square root of their order. Hence, there is a very large gap between the classes of graphs of bounded tree-width to which Courcelle's tractability results apply and the lower bound provided by Theorem 9.2.
To close this gap we will establish lower bounds for classes C of graphs of unbounded tree-width. Towards this aim we first need to measure the degree of unboundedness of the tree-width of classes C of graphs. We will do so by relating the tree-width of a graph in C to its order. Definition 9.4. Let σ be a binary signature. Let f : N → N be a function and p(n) be a polynomial.
The tree-width of a class C of σ-structures is (f, p)-unbounded, if for all n ≥ 0 (1) there is a graph G n ∈ C of tree-width tw(G n ) between n and p(n) such that tw(G n ) > f (|G|) and (2) given n, G n can be constructed in time 2 n ε , for some ε < 1.
The degree of p(n) is called the gap degree. The tree-width of C is poly-logarithmically unbounded if there are polynomials p i (n), i ≥ 0, so that C is (log i , p i )-unbounded for all i.
The next theorem shows that essentially MSO 2 model-checking is fixed-parameter intractable on any class of graphs closed under sub-graphs with logarithmic tree-width. A similar result for classes of coloured graphs (but not closed under sub-graphs) was obtained in [30] .
Theorem 9.5. [35, 34] Let C be a class of graphs closed under sub-graphs, i.e. G ∈ C and H ⊆ G implies H ∈ C.
(1) If the tree-width of C is (log 28γ n, p(n))-unbounded, where p is a polynomial and γ > 1 is larger than the gap-degree of C, then MC(MSO 2 , C) is not fpt unless Sat can be solved in sub-exponential time 2 o(n) . (2) If the tree-width of C is poly-logarithmically unbounded then MC(MSO 2 , C)
is not fpt unless all problems in the polynomial-time hierarchy can be solved in sub-exponential time.
At its very core, the proof of the previous result also relies on a definition of large grids in graphs G ∈ C. However, as the tree-with of graphs in C is only logarithmic in their order, the excluded grid theorem only yields grids of double logarithmic size which is not good enough. Instead the proof uses a new replacement structure for grids, called grid-like minors developed by Reed and Wood [43] . These structures do not exist in the graphs G ∈ C itself but only in certain intersection graphs of paths in G which makes their definition in MSO much more complicated. See [34] for details.
The previous results narrow the gap to Courcelle's theorem significantly. But clearly there still is a gap, between classes of bounded tree-width and those of superlogarithmic tree-width. In [37] , Makowsky and Mariño exhibit a class of graphs of logarithmic tree-width which is closed under sub-graphs and on which MSO 2 model-checking becomes tractable. So there is no hope to improve the results in the previous theorem to classes with sub-logarithmic tree-width.
All previous results refer to classes which are closed under sub-graphs (or allow colourings which in some sense amounts to the same thing). We have seen that MSO 1 is fixed-parameter tractable even on classes of bounded clique-width. As clique-width is not closed under sub-graphs, one might wonder if even MSO 2 could be tractable on such classes. The question was answered in the negative by Courcelle et al. in [4] who showed that MSO 2 model-checking is not even tractable on the class of cliques, unless Exptime = NExptime. The model checking problem on the class of cliques might be considered as being slightly artificial. It is worth noticing, therefore, that the observation that MSO 2 is not tractable on classes of bounded clique-width has subsequently been observed also in purely algorithmic form [22] on graph classes of bounded clique-width. In particular, they show that problems such as Hamiltonian Path, which are MSO 2 but not MSO 1 definable, are W[1]-hard when parameterized by the clique-width.
Further results on lower bounds
We close this part by commenting on lower bounds for first-order logic. It was shown in [31] that if a class C of graphs is closed under sub-graphs and not nowhere dense, then it has intractable first-order model-checking (subject to some technical condition). A class of graphs is nowhere dense if for every r ≥ 0 there is a graph H r such that H r r G for all G ∈ C. Nowhere dense classes of graphs are slightly more general than classes of bounded expansion considered in Section 8. Hence, there is again a gap between the lower and upper bound for first-order logic.
Finally, very little is known about lower bounds for MSO 1 . Again, if C has unbounded tree-width and is closed under minors or topological minors then it has intractable model-checking (unless P = NP). To obtain similar results as Theorem 9.5, we would first have to find an analogue of grid-like minors but to date not even a good candidate is known. Hence, we first need to understand obstructions for rank-and clique-width much better before any lower bounds can be shown.
