An experimental comparison of shape classification methods based on autoregressive modeling and Fourier descriptors of closed contours is carried out. The performance is evaluated using two independent sets of data: images of letters and airplanes. Silhouette contours are extracted from non-occluded 2-D objects rotated, scaled and translated in 3-D space. Several versions of both types of methods are implemented and tested systematically. The comparison clearly shows better performance of Fourier-based methods, especially for images containing noise.
Introduction
Classification of two-dimensional shapes regardless of their position, size, and orientation is an important problem in pattern recognition. Among the areas of applications for invariant 2-D shape recognition are industrial inspection, classification of chromosomes, target recognition, and scene analysis. The methods proposed for 2-D shape description include global statistical approaches based on a method of moments [1] [2] , Fourier analysis of some function derived from the boundary [3] - [10] , and autoregressive (AR) models [11] - [15] . A statistical classifier using a set of scaling, rotation, translation, and the starting point invariant features computed by the chosen approach is then used to designate the unknown shape to one of the prototype classes.
Recently, a considerable amount of interest has been devoted to classification principles based on autoregressive models and Fourier descriptors of contours. Several approaches based on these two principles have been proposed. In these methods, different types of models are used to describe the boundary of the given shape, and the features derived from the AR model or the Fourier transform can also differ. Most of the methods have been tested with a small set of sample shapes and very few comparisons to other methods have been made. Clearly, there is considerable need for an objective evaluation of the relative performance of the different approaches.
In this paper, an experimental comparison of different AR and Fourier-based methods in nonoccluded 2-D boundary shape recognition is carried out. The performance is evaluated by using two independent sets of data: images of letters and airplanes. The sensitivity of the methods to small shape distortions is tested with similar test objects, and to large distortions both by arranging perspective distortion at varying degrees to the images and by adding noise to the boundaries. A nonparametric kNN classifier with leave-one-out and holdout test principles is used to determine the classification performance.
Fourier and AR-based shape description
The shape description methods implemented in our experiments are presented in block diagram in Fig. 1 . The following three paragraphs explain each method more closely.
Boundary models
The implemented Fourier and AR-based methods use 1-D boundary representations of a 2-D object. A boundary is considered as a closed sequence of successive boundary pixel coordinates (x i , y i ). Representations derived from the coordinate chain (often called signatures) are, e.g., closed boundary curvature, centroidal distance and complex coordinate functions.
A curvature function is a function of angular changes of a boundary tangent. Curvature at a boundary point i can be expressed as a differentiation of successive tangent values calculated in window w (see Fig. 2) , ,
where N is the number of boundary points. Because the function is closed, it can be considered to be periodical 
A centroidal distance function expresses the distance of the boundary points from the centroid (x c , y c ) of the object (see Fig. 3) .
A complex coordinate function is simply the coordinates of the boundary pixels in an object centered coordinate system, represented as complex numbers (4) The periodicity in (2) applies also to (3) and (4) . All the functions above are translation invariant, i.e., the functions are insensitive to the placement of the object in the picture plane. 
Fourier-based features
Fourier transformation of boundary signatures has been popular for reconstruction and classification purposes [4] - [10] . Fourier transformation of a boundary signature function generates a complete set of complex numbers, the Fourier descriptors. These descriptors represent the shape of the object in a frequency domain. The lower frequency descriptors contain information about the general shape, and the higher frequency descriptors contain information about smaller details. For classification purposes, a subset of the Fourier descriptors is often enough to discriminate different shapes. Because practical applications use discrete data, it is reasonable to employ discrete Fourier transforms (DFT). In our experiments, data was sampled to N=2 n samples, so the use of FFT was possible.
Translation invariance comes from the nature of the functions (1), (3) and (4) . Orientation invariance is normally achieved by phase normalization [5] [7] . Because we decided not to use phase information, we took a simpler approach to achieve orientation invariance by using the absolute values of the descriptors [7] . Scale invariance is achieved by dividing the absolute values of the descriptors by the absolute value of the DC descriptor or the first non-zero frequency component, depending on the method. Four different Fourier-based methods were implemented.
The Curvature Fourier method first samples the curvature function (1) to N samples and transforms it using FFT. Because (1) is real, the Fourier descriptors are the same in both the positive and the negative frequency axes. The features are obtained by dividing the absolute values of the positive frequency components by the absolute value of the DC component.
The Radius Fourier method is similar to the Curvature Fourier method except it uses the centroidal distance function. The feature vector for the Curvature Fourier and the Radius Fourier methods is (5) where F i denotes the ith component in the Fourier spectrum.
The Contour Fourier method transforms directly the complex coordinates of the contour. Now the descriptors from the negative frequency axis are also essential. The DC component depends only on the position of the shape, and thus is not needed. The absolute value of the first non-zero frequency component is used to scale the absolute values of the other descriptors to obtain the features. The feature vector for the Contour Fourier method is (6) The A-Invariant method also uses the complex coordinate function. Features are achieved from the Fourier descriptors by applying a normalization procedure to remove the effects of affine transformations [9] [10]. The feature vector for the A-invariant method is .
where the A i are computed from equation
where U = Fourier transformation of the x components of contour points, V = Fourier transformation of the y components of contour points and p is a constant (e.g. 1).
AR-based features
Time-series models and especially autoregressive modelling have recently been used for calculating shape descriptors [11] - [15] . A linear autoregressive model expresses a value of a function (or time-series) as a linear combination of a certain number of preceding values. An error term is also present in the model. The general form [11] of the closed AR-model of a function f is , (9) where are the AR-model coefficients to be estimated and to be used as features. m is the model order, i.e., tells how many preceding function values the model uses. Estimation produces values also for and .
is the current error term or residual. is proportional to the mean of function values. The algorithms for estimation of the are represented in [12] and [15] . Four methods based on autoregressive modeling were implemented.
The Curvature AR method is similar to the Curvature Fourier method, but instead of calculating the Fourier descriptors, the AR coefficients and the error term are calculated. This method provides m real coefficients and the scale independent ratio as features for classification. The Radius AR method [12] , [13] corresponds to the Curvature AR method, except the function it uses is the centroidal distance function. The feature vector for the Curvature AR and Radius AR methods is .
The Contour AR method [15] models directly the contour complex coordinate pixel-function. The real and imaginary parts of the complex autoregressive coefficients are considered as separate features, .
The CPARCOR method [15] of order m collects information from m AR models of order 1-m. The feature vector is . (12) where is the last term of the AR model of order i.
Setup of experiments 3.1 Test image sets
Two sets of images which have been popular in the literature were used: images of the English alphabet (Letters) and images of military airplanes [1] (Airplanes). We decided to divide these two basic image sets into two subcategories: one having noticeable differences between the objects of different classes, and one where the differences are small. This offers 'an easy' and 'a difficult' case to test the methods. The former case tells about the discrimation power of the features in general, and the latter about the ability to describe small variations.
The Letters image set contains 26 lowercase letter images (a-z, font helvetica) and six different types of fonts for the letters a,e and n. The Airplanes image set contains images of 17 types of aircraft and five to six images of different warloads of three types of aircraft. Thus four test sets are created: 1) dissimilar letters (a-z), 2) similar letters (a,e,n with different fonts), 3) dissimilar airplanes and 4) similar airplanes (different warloads). One image of each original was digitized to 488x512 grayscale image. Because the methods under test are invariant to orientation and the frequency content of mirror symmetrical objects is similar, the letters b,d,p and q as well n and u were grouped to belong in one class.
Two types of geometric transformations were applied to the digitized images in each set. The first type of geometric transformation (2-D) is the change of scale and orientation in plane. This transformation tests the scale and rotation invariance of the features. Scale changes are selected randomly in the range 0.5 -1.5 times the size of the original picture. Orientation changes in 10°s teps, so 36 images from each original image are generated. The second type of transformation (3-D) simulates perspective distortion. The object plane was rotated three-dimensionally around x and y axes. These transformations are divided into three classes by the x and y axis rotation angle (the severity of the perspective distortion): plane rotation in the range ±10° -±30°, ±30° -±40°, and ±40° -±50°. The scale of the images changes between 0.75 -1.5 times the size of the original. No change in orientation was applied in this case. 36 images of each original image of each 3-D transformation class were generated. Accordingly, each of the four basic test sets contains four separate transformation groups: 1) the 2-D transformations, and 2) the 3-D transformations with the plane rotation in the range ±10° -±30°, 3) ±30° -±40° and 4) ±40° -±50°, respectively for each transformation group, 36 images from each original picture are generated, segmented and traced for boundary. The boundary function is low-pass filtered with a gaussian filter (std.dev. 1/2 of sample spacing) to avoid the alias effect and then sampled to N=2 n equispaced [13] samples. The total size of all the test sets is { 4 transformation groups x 36 variations x ( 26 dissimilar letters + 18 different fonts + 17 dissimilar airplanes + 16 different warloads ) = } 11088 boundaries.
The sensitivity of the methods against noise is tested by introducing random Gaussian noise to the boundary points (x i , y i ) [16] [17] . The noisy coordinates are given by ,
where d is the distance between successive boundary points, r is a sample from the Gaussian N(0, 1) distribution, c is a parameter which controls the amount of noise (set to 0.9, like in [17] ) and is the tangent angle at boundary point i. As with the worst case in [17] , 40% of the boundary points are corrupted with noise. Noisy versions are generated from the 2-D transformed dissimilar letters and dissimilar airplanes test sets. Examples of the boundaries are presented in Fig. 4 .
Classification tests
The goal of the experiments is to compare the classification performance of the methods presented above. It was considered important to consistently use the same classifier to test all the methods. A non-parametric classifier (kNN) was used to achieve reliable results, even if the classes do not separate themselves clearly in the feature space.
The features calculated by each method from each transformation group were stored in separate sample sets. Two types of classification tests were performed to sample sets [18] : 1) leave-one-out tests to test each of the sample sets, and 2) holdout tests, where the samples of each of the 3-D tranformed sample sets are tested against the feature space built up with the corresponding 2-D sample set. From the point of view of the test objects, in the leave-one-out tests the feature space is covered well with the same type of objects, while in holdout tests it is not. The objects in the 3-D test sets in holdout tests represent unexpected cases. The noisy 2-D test sets were classified only by leaveone-out tests. d)
The AR-based features were normalized to have a zero mean and a standard deviation of one for each feature axis in a sample set to obtain an equally weighted feature space which appeared to provide better results. The feature space normalization for Fourier-based features did not improve results, so it was not used.
An overview of the setup of the experiments is presented in Fig. 5 .
Experimental results
The classification tests were performed systematically with a large variation of parameter values. During the tests, a suitable range for each parameter was tested systematically, and only the best classification results of each method were tabulated.
Basic parameters
A common parameter to all the methods is the number of samples N from the boundary function. The classification tests were performed with the N values of 16, 32 and 64, but experiments were made also with smaller and larger values of N. However, the results degraded with the values of N smaller than 16, and did not improve with the values of N larger than 64. The Fourier-based methods will perform a little better with a higher number of samples than with a smaller number, but the AR-based methods seem to favour a smaller number of samples. In each test, the N value giving the best classification result was chosen to be the one to be used in the final result table.
It was necessary to select a suitable AR model order, and experiments were performed in the value range of 1 -16. The best model order seemed to be quite case dependent, on average being five (see Table 1 ). Therefore the model order of five was used in all experiments.
The window size w of the curvature function was chosen to be 9. Tests were made with other values for w, and even with a dynamic window size which depends on the length of the boundary, but this did not have much effect on the classification performance. Tests were performed in the range of 1-10 to find the best k value for the kNN classifier. A k value of three was found to yield good results with adequate reliability in all the methods.
Results
The percentages of correct classification for each method for all 2-D and 3-D transformed test sets are presented in Tables 2 and 3 . The percentage in the similar cases is the average of the three classifications made (a,e,n with different fonts and three airplanes with different warloads). Tests were made with three N values (16, 32 and 64) for each method, and the best results were chosen for the tables. The percentage of correct classification for the noisy objects is presented in Table 4 .
The Fourier-based methods achieved the best results mostly with 32 samples with the Letters, but with the Airplanes 64 samples were often needed. The AR methods performed best in leaveone-out tests mostly with N = 16. However, the Curvature AR method needed as many as 64 samples. In holdout tests the situation changed so that 32 or 64 samples were necessary.
An average of the classification percentages was computed from the results of the leave-one-out tests separately for the groups similar objects and dissimilar objects (from Table 2 ). The rankings of the methods are tabulated in Table 4 .
Discussion
Fourier-based descriptors performed clearly better than AR-based descriptors in leave-one-out classification tests. We suspect that a basic reason for this difference is the following. AR models are most appropriate to model such signals which have distinct modes in their frequency spectrum. In our test objects, this is not the case but they all have quite a similar spectrum with one large concentration of power at low frequencies. The models therefore do not capture the geometric shape as well as Fourier descriptors which are complete descriptors. Thus the discrimination performance is not as good, and even gets worse when objects look similar.
The AR-based methods outperform Fourier-based methods with airplane objects in holdout tests. We assume that the reason is the following. Fourier-based features describe global geometric properties of object contours whereas AR-based features describe local properties. Local geometric primitives in airplanes are straight line segments which do not change much when perspective distortion is applied. The distortion does not therefore worsen the performance of AR-based meth- ods very quickly. However, global shape of airplanes changes more rapidly due to perspective distortion which, therefore, has a large impact on Fourier descriptors. In summary, both methods perform poorly in these tests but the performance of Fourier-based methods decays faster. The A-Invariant method indicated the best endurance when the degree of perspective distortion was gradually raised. The relative performance was especially prominent in the hold-out tests with dissimilar letters. This result was expected because other methods were not designed to handle 3-D geometric distortions. The Contour Fourier method demonstrated its superiority with noisy objects.
CPARCOR had the greatest success among the AR-based methods. It seems that the ability to combine several AR models with a different model order enables the method capture signal charasteristics better than using just one model with a fixed model order. The second best was the Contour AR method which, as with CPARCOR, utilizes a complex form of contours in feature computation.
With noisy objects the performance of the AR methods fall far under the performance of the Fourier methods. This is also due to the global nature of the Fourier features and the local nature of the AR features. The curvature function showed its weakness with noisy boundaries. The local curvatures change dramatically when noise is added. The centroidal distance appeared to work surprisingly well, even better with 2-D airplanes than the A-invariant method.
The good classification results of nearly all methods in the simple test cases with no perspective distortion should not be regarded as a merit for them. The succesful test runs with the simple region features (complexity, elongatedness [19] , and the ratio of centroidal distance mean and standard deviation) show that the basic recognition situation is just that simple ( Table 2) .
The computational complexities of the feature extraction methods do not differ dramatically, especially if a recursive implementation of AR is used (see CPARCOR). But if matrix inversion is utilized in AR the Fourier-based methods are faster. However, in the classification stage the ARbased methods are faster than the Fourier-based methods, due to the much shorter feature vectors.
A general observation is that maintaining the complex flavor of contour data in feature extraction enhances the discrimination ability of both Fourier and AR-based methods.
Conclusions
The leave-one-out tests clearly show the performance differences between the Fourier-based and AR-based methods. The Fourier-based methods were the best performers in most test cases.
The most attractive Fourier-based methods are the Contour Fourier and A-invariant methods, especially when perspective distortion and noise is present. The CPARCOR method looks most promising among the AR methods, but generally the performance of the AR methods does not achieve the level of the Fourier methods. With noisy images the performance of the AR methods falls quickly. In general, the boundary models based on the complex coordinate function seem to have a good ability to describe the shape of the objects. The centroidal distance function was quite good with noisy images, whereas the curvature function failed entirely. Table 5 . Rank ordering and the average percentage of correct classification of the methods in the leave-one-out tests for 2-D and 3-D transformed objects (Table 2) .
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