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 一方，文献[6]では，Circle of Fifthsの調の類似性に着目をし，写像によって得られたハー
モニー情報を用いて，調性の推定を行っている．本研究では[6]の手法を踏襲し，Belloら[3]
























つである Doubly Nested Circle of Fifths(DNCOF)から生成され，本論では「DNCOFベクトル」
と呼ぶ．DNCOFベクトルは抽象度の高い和音情報であることから，おおまかな和音情報が
得られ，この和音情報を応用で認識精度の向上が期待できる． 
 本論では，第 2 章で計算機を用いた音響信号処理について述べる．第 3 章では和音に関






















 )(nx , [ }1,,2,1,0{ −= Nn L ]・・・ディジタル化された音響（音声）信号 
)(kX , [ }1,,2,1,0{ −= Nk L ]・・・離散フーリエ変換（Discrete Fourier Transform: DFT）
されたスペクトル 





ある．ここでは，これらの窓によって切出された N点の信号を )(nx として話を続ける． 














π  , )10( −≤≤ Nk  （2.2.1） 
当然ながら図 2.2.1 にも示されるように，このスペクトル )(kX は離散逆フーリエ変換



















π  , )10( −≤≤ Nn  （2.2.2） 



























 , )10( −≤≤ Nk  （2.2.3） 


























































































































図 2.2.2 単時間スペクトル分析のための時間窓 
 
2.3. 高速フーリエ変換 














NWnxkX     NN eW
π2
−
=               （2.3.1） 
これを直接計算すると入力信号が実数の場合， 2N 回の複素乗算を必要とする．例えば
1024 点 DFT を計算するには 202 回の乗算が必要となり，膨大な量が問題となる．そこで，
このような問題を解決するために考えられたのが FFT であり，FFT の発見によりディジタ
ル信号処理技術が飛躍的に発展したとも言える． 
 ここで qN 2= のときの DFTの高速化を考える． 
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      ただし， )()12(),()2( 10 nbnxnbnx =+=              （2.3.3） 























図 2.3.1 FFTパワースペクトル 
 
2.4. 短時間フーリエ変換 









図 2.4.1 STFTの不確定性原理 
 
2.5. 定 Q変換 






このような問題は，バンド幅が周波数に比例して変化する定 Q変換（Constant Q Transform）




図 2.5.1 定 Q変換とフーリエ変換のバンド幅[8] 
(上：定 Q変換，下：フーリエ変換) 
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∑=                       （2.5.1） 
w（n,k）は解析窓であり，その長さが N（k）で binポジション k の関数である．このとき k














=                              （2.5.2） 














                             （2.5.3） 
Sはサンプリング周波数であり，Qはその中心周波数で処理されるサイクル数である． 













（ⅰ）連続信号 )(0 tx があるとする． )(0 tx 短区間 ],0[ L で観測された信号とおいてフーリエ









































                         
（2.6.2） 
式（2.6.1）および式（2.6.2）において，T は周期， nTn, は LnT ≤ を満たす整数である． 
 
（ⅱ）（ⅰ）で求めたフーリエ係数を用いて観測区間 ],0[ L における残差信号 ),( Ttε とその


























2),()( ε                                                       （2.6.4） 
次に式（2.6.4）における )(TE を最小とする周期 1T と，そのフーリエ係数 )(),( 11 TCTS  を
求める． 
 





























                           （2.6.5） 
そして，この )(1 tx を原信号とみて（ⅰ）～（ⅲ）を繰り返す． 
 
（ⅳ）（ⅰ）～（ⅲ）の処理を所望数数の M回繰り返すことで，はじめの観測信号 )(0 tx は










































                    （2.6.6） 
)(tR ：分析残差信号                                                       
 

































図 2.7.1 クロマベクトルのイメージ 
 












図 2.7.2 クロマベクトル計算の流れ 
 








cq 　　　              (2.7.1) 















このようにして，チューニングされた 12binクロマベクトル ChromaPimod12を得る． 
 
 





























                           
(3.1.1)  
を満たす．また， 
12 2 ff =                              （3.1.1） 
を満たすとき f2 の音は f1 の音より 1 オクターブ高いといい，2 音はほぼ同じ音と認識され
る．これを繰り返すことによって，f1 の音と 2n×f1（n : 整数）の音はほぼ同じ音と認識さ
れる． 















































 以下の表 3.1.1に，実用的な範囲における音名とその周波数の対応表を示す． 
 
表 3.1.1 平均律による音名とその周波数表[Hz] 
 0 1 2 3 4 5 6 7 8 9 
C 16.35 32.70 65.14 130.81 261.63 523.25 1046.50 2093.00 4186.01 8372.02 
C# 17.32 34.65 69.30 138.59 277.18 554.37 1108.73 2217.46 4434.92 8869.84 
D 18.35 36.71 73.42 146.83 293.66 587.33 1174.66 2349.32 4698.64 9397.27 
D# 19.45 38.89 77.78 155.56 311.13 622.25 1244.51 2489.02 4978.03 9956.06 
E 20.60 41.20 82.41 164.81 329.63 659.26 1318.51 2637.02 5274.04 10548.08 
F 21.83 43.65 87.31 174.61 349.23 698.46 1396.91 2793.83 5587.65 11175.30 
F# 23.12 46.25 92.50 185.00 369.99 739.99 1479.98 2959.96 5919.91 11839.82 
G 24.50 49.00 98.00 196.00 392.00 783.99 1567.98 3136.96 6271.93 12543.85 
G# 25.96 51.91 103.83 207.65 415.30 830.61 1661.22 3322.44 6644.88 13289.75 
A 27.50 55.00 110.00 220.00 440.00 880.00 1760.00 3520.00 7040.00 14080.00 
A# 29.14 58.27 116.54 233.08 466.16 932.33 1864.66 3729.31 7458.62 14917.24 














 #・♭などの変化記号を考慮せずに，五線上の高さが同じ 2 音の音程を「1 度」と呼ぶ．
そして 1ステップ離れた（2音分にまたがる）音程を「2度」，2ステップ離れた音程を 3度
と呼び（以下，同様），7ステップ離れたオクターブは「8度」となる． 





表 3.1.2 音程の測定法[12] 
音程名 
五線上の     全音の      半音の 
ステップ数    ステップ数    ステップ数 
完全 1 度 0     =      0    +     0 
短 2 度 1     =      0    +     1 
長 2 度 1     =      1    +     0 
短 3 度 2     =      1    +     1 
長 3 度 2     =      2    +     0 
完全 4 度 3     =      2    +     1 
増 4 度 3     =      3    +     0 
減 5 度 4     =      2    +     2 
完全 5 度 4     =      3    +     1 
短 6 度 5     =      3    +     2 
長 6 度 5     =      4    +     1 
短 7 度 6     =      4    +     2 
長 7 度 6     =      5    +     1 















 最も基礎的な和音はある音（根音）の上方に 3度と 5度関係にある音（第 3音，第 5音）
を積み重ねた三和音（トライアド）である．構成音程の違いにより，長三和音（major：長
三度と完全 5度），短三和音（minor：短 3度と完全 5度），増三和音（augmented：長 3度と
増 5度），減三和音（diminished：短 3度と減 5度）の 4種が存在する． 
 
図 3.1.1 長三和音，短三和音，増三和音，減三和音の例[12] 
 
 三和音に根音から 7 度上方の音（第 7 音）を重ねたものを七の和音（セブンスコード）




図 3.1.2 属七の和音，長七の和音，短七の和音，減五短七の和音，減七の和音[12] 
 






図 3.1.3 和音の転回形[12] 
 
 また，根音以外の音が最低音に置かれる状態を，和音の転回という．最低音に第 3 音が
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表 3.1.3 サフィックスと構成音の音程の組み合わせ 
根音以外の構成音 
サフィックス 
3 度族 5 度族 その他 
なし(major) 長 3 度 完全 5 度   
m 短 3 度 完全 5 度   
sus4 完全 4 度（※） 完全 5 度   
dim 短 3 度 減 5 度 長 6 度 
aug 長 3 度 増 5 度   
7（b5） 長 3 度 減 5 度 短 7 度 




調は，今日では，平均律に基づく 12 の音それぞれを主音とする長・短調，すなわち 24







表 3.1.4 サフィックスと構成音の音程の組み合わせ 
調 スケール 構成音 備考 
diatonic C, D, E, F, G, A, B 一般的な長調 
pentatonic C, D, E, G, A 民謡などでよく用いられる C major 
(ハ長調) 
blue note C, D, Eb, F, Gb, A, Bb 
minor キーの構成音に近いが，major
に分類される 
natural minor A, B, C, D, E, F, G C majorと構成音が等しい 
harmonic minor A, B, C, D, E, F, G#  A minor 
(イ短調) 
melodic minor 
A, B, C, D, E, F#, G#（上行時）， 




おおざっぱにいえば，根音の種類は 12種で，長 / 短の 2タイプしかないので，ほとんど
の場合，「長調」「単調」のみである．blue noteスケールは diatonicと組み合わせて用いられ
るため楽典上長調として扱われる特殊なスケールの 1 つである．pentatonic は diatonic に完





5 度上）を主音とする調（属調），及び下属音（完全 5 度下）を主音とする調（下属調）と
近親関係にある．この関係が連鎖したものを Circle of Fifths（5度圏）という．図ではさら
に，円の内側に各々の平行調を書き加えて，使用の便宜を図っている． 
 























トニック(T)機能 ： Ⅰ，Ⅵ，Ⅲ（およびそれぞれ七の和音） 
ドミナント(D)機能 ： Ⅴ，Ⅶ，Ⅲ（およびそれぞれ七・九の和音） 











T→D→T型 ： Ⅰ→Ⅴ→Ⅰ，Ⅰ→Ⅴ7→Ⅵなど 
T→S→D→T型 ： Ⅰ→Ⅳ→Ⅴ→Ⅰ，Ⅳ→Ⅱ7→Ⅴ7→Iなど 
T→S→T型 ： Ⅰ→Ⅳ→Ⅰなど 
 
 
3.2. Spiral Array Model 
 











調にはそれぞれ，主要 3和音（tonic, dominant, sub-dominantと呼ばれる和音で，ハ長調の
場合，それぞれ C, G, Fの和音がそれにあたる．）という重要な和音を 3つ持つ．それらが表
す点からさらに 3 角形をつくり，その代表点をその調を表す点として定義することが出来
る．それらは和音螺旋のさらに内側にキー螺旋を形成する． 











































                    （3.2.1） 
 
k は音高を表すインデックス，h は螺旋の上下の開き具合を表す定数である．音高の点は
完全五度の間隔で並んでいるので，ある音高 P(k)を根音としたとき P(k + 1)，P(k + 4)と
によって 3 和音を一つ作ることができる．空間上でこの 3 点は 3 角形を成し，その重み付
き重心を和音の点と定める． 






iwwww 　　                         
wi は重みであり，和音を構成する 3 つの音が和音に対してどれほどの重要度を持ってい
るかを表している．楽典上，根音≧5度音≧3度音という重要性を持っているため（3.2.3）
式のような関係性を盛り込んである．ある和音 C(k)を tonic と考えたとき，C(k + 1)を
dominant, C(k－1)を sub-dominantとするような調性が一つ存在する．C(k),C(k + 1), C(k－1) 
を頂点とする 3角形を考え，その重み付き重心をその調の点と定める． 
 






3.3. Doubly Nested Circle of Fifths 





図 3.3.1  Doubly Nested Circle of Fifths[3] 
 

















































（Non-Negative Least Square）問題を解いて得られるNNLS chromaを提案するものもある[21]． 
 また，従来手法における認識の手法は，次の 4つのパターンに大別される． 
 




































図 5.1.1 DNCOF生成フロー 
 





 はじめに 2.5 を参考に定 Q スペクトルを求める．なお，ここでは定 Q 変換は 96Hz から









































PiP tChromawtC nin                    (5.1.2) 
BPCPCP === 1110 ,#, L または min11min1min0 ,#, BPCPCP === L  
 




けをする．ここでは，i 番目の倍音には 0.6i-1だけ振幅を加え，最終的に振幅の合計が 1にな
るよう正規化を行う．結果として，図のように重みを定めた． 
 





(1) DNCOFを円に見立て，majorと minorそれぞれ各和音の方向に向かうベクトル u を用意 
 









 (3) それぞれにおいて，コードベクトル C(t)の要素倍する 
 
















































































































































     (5.1.4) 


























  (5.1.5) 
)]()()([)( FmajGmajCmaj tCtCtCtCmaj 　　　　 L=                (5.1.6) 
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θ                       (5.1.8) 





























5.2.1. Hidden Markov Model 









(a) 状態集合:Σ={Si | 0≦i≦M} 
想定するモデルがとりうる状態を定義する． 
 
(b) 状態遷移確率:A={aij=P(SiSl | 0≦i, j≦M)} 
  状態間の遷移しやすさを規定する．全ての i,j について ai,j を定め，遷移しえない状態の
組み合わせの状態遷移確率は 0とする． 
 
(c) 出力確率:B={f(o;Si) | 0≦i≦M } 
  状態 Si において，信号 o を出力する確率．信号が有限個の確率事象の生起である場合に
は，確率値 
fi(o)=P(o | Si)  ただし ΣoP(o | Si)               (5.2.1) 
として定義される． 
 





















モデルλが観測系列 O = o1,o2, ...,oTを生成する場合において，時刻 t で状態 i から状態 j
に遷移する確率ξt(i,j)を次のように定める． 
 
















① =λ         : （局所的な）収束状態 
②P(O| )> P(O|λ) : シンボル系列 O を出力するより最適なモデルλを推定 
 
Baum-Welchアルゴリズムは，学習データの尤度を最大にするようにパラメータを学習す
る．ただし，基本的には gradient 学習によるパラメータ収束の学習方法であるため，local 
maxmum の方向にしか学習は進まない．そのため初期値が重要になる．音響モデルでは通
常 left-lightモデルが使用されるため あまり問題にならないが，全ての状態が全ての状態に
接続される Ergodic HMMでは，この初期値が問題になる． 
(5.2.6) 
 37
5.2.3. 和音認識のための HMM設定 
以下の図のように，和音認識を行うための HMM設定として前項の（a）～（e）を定める． 
 
図 5.2.1 DNCOFベクトルを用いた HMMのモデル 
 
 
(a) 状態集合：Σ={Si | 0≦i≦M} 
各状態を各和音 Cmajor, C#major, …,Bminorに対応させる．つまり全 24状態が定義される．
また，ここでは初期状態，終了状態は特に規定しない． 
 







C C C C 
B♭m B♭m B♭m B♭m 










図 5.2.2 状態遷移確率の例（180曲学習後） 
 
(c) 出力確率：B={f(o;Si) | 0≦i≦M } 





(d) 出力信号系列：o(t)(t = 0, …, T) 
ここでは DNCOF列そのものに相当する． 
 










図 5.2.3 最尤パス推定 
 
時刻 においてある和音 T を表した状態 STであったとする．このときの確率は，前の状態
から STへ遷移して，状態 ST で o(t)を出力するのであるから， 
 
P(ST | t) = P(ST | t－1)P(Si | ST) f(o(t);ST) 
 
と表せる．ここで，Si は複数通りあるが，P(ST | t)を最大にするようなパスのみ記憶して
おけばよい． 
P(Si | t) =max{ P(ST | t－1) P(Sj | ST) f(o(t);ST)} 
 
J = argmax{P (Sj | t－1) P(Sj | ST) f(o(t);ST)} 
 
つまり，P(Si | t)を最も高い確率にするには Sj(t,i)→Si という遷移を行えばいい，というこ
とがわかる．このようにして，最終フレームまで P(Si | t)を計算し，さらにその中で最大の
確率を持つ状態を決める． 















ここで，DNCOFベクトルを特徴ベクトルとして，The Beatlesのアルバム(Please Please Me, 
Beatles For Sale)の 28曲に対し，和音認識を試みた．実験パラメータは以下のように定めた． 
 
表 6.1.1 実験環境 
楽曲形式 wavデータ，リニア PCM 
実験楽曲 Beatlesのアルバムより全 28曲 
(Please Please Me, Beatles For Sale) 
学習曲数 The Beatlesのアルバム 
179曲の正解データ[26]を利用 
扱う和音 majorと minorの 24種 
サンプリング周波数 11025 Hz 
チャネル数 1（モノラル） 
A4の周波数 440 Hz 
ウインドウサイズ 8192サンプル (0.74秒) 




なお，本研究で扱う和音は majorと minorの 24種のみとし，正解データは[]に公開されて
いるラベルデータを使用した．このラベルには major, minor以外の和音も含まれるので，根


















 クロマベクトルでは，根音が同じである majorと minorは 3音の構成音のうち 1音が違う
だけなので，誤まって認識される可能性が高い．例えば，正解は C majorであるのに，認識
結果が C minor となることが考えられる．しかし，DNCOF ベクトルでは，DNCOF 順で両








C C C C 
B♭m B♭m B♭m B♭m 











D , F#m, Bだとする．そして，そのフレームでのクロマベクトルよる候補が E, D, Aだとす
る．ここで，E, D, Aのうち DNCOFベクトルでの候補に DNCOF順で一番近い和音は Dに
なるので，クロマベクトル候補における順位を入れ替え，出力されるラベルは Dとなる． 
 








表 6.4.1 特徴ベクトルの違いによる認識結果 
特徴ベクトル Please Please Me （14 曲の平均） 
Beatles For Sale 
（14 曲の平均） 28 曲全体 
DNCOF ベクトル 35.3% 38.5% 36.9% 
クロマベクトル[27] 41.3% 47.8% 44.5% 
クロマベクトル 
+ DNCOF 情報 42.3% 48.1% 45.2% 
 






1位: E  （確率：38.9%) 
2位: D   （確率：31.4%） 
3位: A   (確率：13.2%) 










































































































f              (ap.1) 


























κ              (ap.2) 
パラメータκは集中度，μは平均方向を表す． 
 以下に von Mises分布の確率密度関数を示す． 
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