While increasing amounts of complex information are becoming available on the web, there is, beyond keywordbased search and listing of results, a paucity of user interface paradigms and implementations that support interaction, exploration, and assimilation of information. This paper describes our design of a novel framework to address this deficiency. The proposed framework supports both direct search behavior as well as more exploratory search strategies through multiple-perspective visualization and interaction with search results. The approach is developed around the twin themes of supporting data context and facilitating effective interactions between users and data. The system supports data context through determination of semantic correlations between web pages and extraction of the spatio-temporal data contained therein. A multipleperspective environment is then used to display semantic and spatio-temporal relationships as well as to provide intuitive views of the data, specifically through web page thumbnail, map, and timeline modules. The environment supports direct interactions with the data through a reflective interface by which user selections in any one panel highlight the corresponding information in other panels. In this environment, visual cues and explicit facilities to model space and time aid in recognition, querying, and exploration of information as well as in representation and reasoning with complex relationships (such as spatio-temporal, causal, evolutionary) in the data. Experimental studies of a quantitative and qualitative nature demonstrate the efficacy of the system in facilitating both information extraction and discovery.
Introduction
The World-Wide-Web has evolved to become one of the primary repositories of information available to us. The universal interface to this repository is through websearch technology, the development of which has, till now, occurred under the predominant emphasis of retrieving the most relevant results for a query and presenting the results in a manner so as to improve retrieval efficiency. Today, the state-of-the-art attempts to satisfy these goals through extensive indexing of web sites, key word-based analysis of page content, analysis of hyperlink and usage patterns using concepts such as link popularity, and finally, a listing of the retrieved results based on page ranking. The success of current systems in retrieving results for well defined information-lookup type queries is impressive and underscores the popularity of search technologies.
These same methodologies for determining page relevance may, however, lead to results that are biased or unrepresentative of the available information. Consider an example of this phenomenon using two specific sample queries: "flowers" and "apple" [9] . In the first case, the vast majority of top results are online florists. This is representative of a general trend for searches that involve products available for sale online, whereby results related to shopping are ranked highly. The "apple" query shows further shortcomings of using page-ranking alone to determine relevance. The results in this case are heavily biased towards "Apple Computer" due to the disproportionate online presence of the technologically apt. This reflects a general trend for polysemous queries, where different meanings of a term are unrepresented at worst, or displayed interspersed with each other at best. The latter case may be observed for the query "eclipse" which shows results for solar and lunar eclipses scattered among results for the Eclipse software development environment.
Moreover, the emergence of the web as a ubiquitous resource has impacted the nature of queries. In [17] , the authors posit that the notion of an "information need" is insufficient to describe modern web search behavior, which is better described using a trichotomy of navigational, informational, and resource. The first of these refers to the situation in which a user is looking for a specific website. The second is significantly broader, encompassing such things as: (1) directed queries to learn something specific about a topic; (2) undirected queries to simply acquire more information about a topic; and (3) search for suggestions for further research directions. The last category, resource, includes goals such as downloading, entertainment, or interaction.
It is evident that most current search technology is inadequate to facilitate the majority of these goals. To use a simple example, users with a navigational goal are seeking a specific website. According to [22] , 58% of web page accesses are to pages previously seen. In addition, humans process images much more rapidly than text [26] . Why then are search results so heavily biased towards textual rather than visual cues? Furthermore, while current systems are generally quite good at information extraction (directed queries), they fail to assist users in exploring the information available on a topic (undirected queries) or interacting with it.
We therefore propose a conceptually different way to approach web-search that allows users to view and interact with the information space relevant to the query from multiple perspectives including semantic similarity of content, temporal characteristics of the information, spatial characteristics of the information, as well as perceptual (appearance-based) characteristics of the relevant web-pages. Any subsequent interactions with the data can be carried out in through one (or a combination) of these "views". Furthermore, the proposed approach emphasizes a gestalt presentation and interaction with results across each localized view. This holistic perspective provides a powerful mechanism for discerning patterns and relationships in the data as well as for supporting exploratory interactions with it.
Our approach involves solving the following core challenges: Determining semantically correlated web pages: We use Latent Semantic Analysis (LSA) and term frequencyinverse document frequency (TFIDF) weighting on the textual content to identify pages that are semantically related. A two-stage clustering method is then used to group semantically related hits. Recognizing these relationships, dynamically for each query, allows us to support data context, present an overview of the information space, and manage the presentation of large number of hits by grouping related hits together. Identifying generic and semantically meaningful perspectives: In addition to the above semantic clustering, we utilize the spatio-temporal characteristics of information related to a query as generic views of the data. The content of each web page is analyzed to identify any available geographical and temporal information. A significant percentage of the test questions in the NIST TREC 2004 Question Answering track [24] relate to location or time data ("when," "where," "in what year," etc.). This underscores the value of location and time as contextual clues for both retrieval and assimilation of information. Moreover, discerning and displaying such spatio-temporal characteristics help in understanding relationships that underlie the data. Our choice of space and time as additional perspectives on the data is also motivated by experiments indicating that spatio-temporal interfaces support highly intuitive and rapid exploration and access of the retrieved data [20] .
Supporting efficient and effective interactions between users and the retrieved information:
We propose an interface that employs direct manipulation techniques [8] to facilitate natural user-system interactions ( Figure 1 ). One component of the interface consists of previews of retrieved web pages in the form of thumbnails. Both the temporal and spatial displays allow users to examine information at varying resolutions of time and space. Furthermore, in the interface various views of the data (such as those across time, space, and semantically related groups) are tightly linked to each other, so that interactions in terms of any one of them are instantaneously reflected in all the views (for example, selecting a region of space leads all links related to it to be highlighted in all of the other views). This is essential for maintaining context.
We begin this paper with an overview of prior research and commercial approaches that have targeted the problem of user-information interaction during web search (Section 2). A description of our approach is presented in Section 3, followed by detailed views of the Text Analysis and Clustering modules in Sections 4 and 5. Sections 6 and 7 describe extraction and display of spatio-temporal information. We then present experimental results and evaluations of our system in Section 8. The paper is concluded with a synopsis of our work in Section 9.
Previous work
The traditional approach to document correlation has been manual classification using a taxonomy, or hierarchy of descriptors. With regard to web pages, this approach, although semantically very meaningful, is fundamentally limited because: (1) developing taxonomies and assigning them to web pages is very costly [25] and (2) this approach cannot keep pace with the rapidly increasing number of documents on the web. The Open Directory Project overcomes these limitations to some degree through taxonomy-based classification using a large global community of volunteer editors. The value of ODP is underscored by its use both in Google Directory and AOL Search.
Due to these limitations, various researchers in both industry and academia have utilized linguistic techniques to develop alternate forms of presentation for web search results through automated clustering. [2] and [5] provide surveys of recent approaches to the problem of grouping search results. These include a number of engines that perform on-the-fly clustering, the best known of which is Vivisimo [25] . Other efforts include [2] , which proposes hierarchical clustering of results using web page summaries, or "snippets." A conceptually different approach to classifying web pages is suggested in [10] where a URL-based classification strategy is employed. The commercial product Grokker provides hierarchical clustering with the added feature of an interactive visual display of the results [4] .
An alternate approach to organization of results uses automatic classification into predefined categories. One such effort is the search engine Northern Light, which attempts to organize results by clustering them into categories predefined in library sciences [13] . Clever Search [11] filters search results using WordNet [27] senses. WordNet-based approaches are fundamentally limited, however, for a number of reasons. Most salient among them is that many query strings (particularly those containing multiple words and/or proper names) are not included in the WordNet lexicon. Furthermore, in cases when the query string is found, the desired sense might not be. For example, the two included senses of the word "apple" relate to the fruit, while "Apple Computer" is completely excluded.
Notwithstanding certain technical overlaps, our interpretation of the problem and solution philosophy differs fundamentally from the above approaches. Essentially, all the above approaches consider the problem as that of summarizing hits from web search. In contrast, our goal is to support efficient and effective interactions between users and retrieved information in holistic ways. The aforementioned summarization is but one of the consequences of determining semantically correlated pages in our approach. Additionally, our key goals also include supporting data context, providing information overview, and providing cues for proactive querying. Finally, in terms of quantitative criteria, such as access complexity, the reflective multimodal presentationinteraction environment proposed by us performs significantly better than the aforementioned approaches.
Overview of the system
The system consists of several interactive modules as shown in Figure 2 . First, the Web Page Retrieval module obtains the query from the user interface and submits it to a search engine. Each of the web pages in the results list is accessed for its textual content and its thumbnail (when available) is retrieved from [1] . The text is then processed by each of three modules: Text Analysis, Location Extraction, and Time Extraction. The first module preprocesses the text, extracts key terms, and builds a term frequency matrix, which is subsequently adjusted and weighted as described below. The resulting feature vectors are used to calculate document correlation values. These are passed to the Clustering module, which first uses the correlation values to construct clusters and then merges similar clusters using web page categorization information from the Open Directory Project (ODP) [14] . The clustered web pages are displayed with appropriate labels in one panel of the user interface.
The Location Extraction module extracts geographical information from the text of each web page through crossreferencing with a comprehensive gazetteer of world locations [28] . The Time Extraction module extracts temporal information by searching the text for common date formats. The data obtained from each of these modules is subsequently displayed on the Map and Timeline components of the user interface. The aforementioned thumbnails are displayed on another panel of the interface.
A major feature of the user interface is the reflectivity of the different views, so that selecting information in one highlights its corresponding characteristics in the others. For example, selecting a cluster of documents displays only the thumbnails associated with the web pages it contains. Similarly, only the spatio-temporal data for these web pages is shown on the map and timeline. This encourages multiple-perspective user interaction with the data and enables information assimilation using both visual and textual cues. Additionally, it allows users to explore the information for relationships and trends.
Determining correlated web pages 4.1 Preprocessing
The textual content as well as meta-data (empirically determined to yield better results than the text alone) of each web page is first preprocessed to remove html tags, punctuation, capitalization, non-English words, and numbers. The text is then stop-word filtered to remove terms with low semantic content (e.g., "our" and "this"). In the next step, the Porter stemming algorithm is executed on the terms, by which they are truncated to their pseudoroots (explained below) [16] . This allows words that are morphological variants of each other (e.g., "acts" and "actor") to be viewed as the same for frequency counting. The term lists for each document are then used to construct a term-frequency matrix, where each row denotes a term and each column a document. In the final stage of preprocessing, terms appearing in all documents or in only one are removed due to being of no value in discerning relationships between documents.
Term frequency adjustment
We experiment with a number of term frequency adjustment schemes in order to maximize both the correlation between similar documents and the distance between dissimilar documents (with the ultimate goal of obtaining semantically-meaningful clusters). We use Latent Semantic Analysis (LSA) and Term Frequency-Inverse Document Frequency (TFIDF) weighting as the base cases and then combine the techniques to improve the results. In order to compare different system configurations/parameters, we begin by manually clustering search results for a given query to obtain ground-truth clusters. For each document we then calculate its average correlation with documents in the same ground-truth cluster and its average correlation with documents outside the cluster. We define the best optimal configuration as that which maximizes the in-cluster and out-of-cluster difference.
Latent Semantic Analysis.
LSA is a well-known statistical method for inferring word meanings by the contexts in which they are appear [12] . It is especially useful for overcoming problems of synonymy and polysemy. The technique uses singular value decomposition (SVD) to decompose the term-frequency matrix {X} as follows:
where {S} is a diagonal matrix of scaling values. The dimensionality of the solution is then reduced by truncating {S} and thereby retaining only the largest eigenvectors. This step serves to reduce the amount of noise in the data and bring forth latent correlations. The term-frequency matrix is then reconstructed. An additional consideration is that the final result is very sensitive to the number of eigenvectors. We empirically determined that calculating the difference between contiguous eigenvalues and truncating the {S} matrix at the location of the largest drop yields consistently good correlation values. 
Term Frequency-Inverse Document Frequency.
TFIDF is a term weighting scheme that down-weights common terms and emphasizes uncommon terms [18] . The technique is motivated by the observation that terms uncommon in a given domain give better discernment between documents in that domain. The TFIDF value of a term is given by:
where TF(i,j) is the frequency of term i in document j, and the inverse document frequency (IDF) of term i is calculated as follows using a (generally large) background set of documents from the domain of interest:
where N is the total number of documents in the background set, and DF(i) is the number of background set documents in which the i th term occurs.
The feature vector for each document may optionally be normalized prior to weighting. In [18] , the authors suggest the use of normalization in cases where there is large variability of vector lengths to eliminate bias towards larger documents. Despite the fact that we use only the meta-data plus first 100 words in each document after stop-word filtering (empirically determined to give correlation values as good as greater numbers of words), this variability does exist because many web pages contain very little textual content. We therefore use a simple normalization that divides each term frequency by the total number of words in the document.
TFIDF on LSA.
We propose to combine TFIDF and LSA to reap the benefits of each technique and thereby achieve better correlation values than either utilized alone. Specifically, the intuition lies in using LSA to map the data to an eigenspace and thereby expose correlations and then to apply TFIDF to augment the prominence of important terms. For purposes of comparison, we also combine the techniques in the reverse order (as done in [6] which shows better precision-recall results for LSA applied after TFIDF as opposed to LSA used on plain term frequencies).
Using a test set of 20 web pages, we first experiment with different choices of background sets for TFIDF applied on top of LSA. Specifically, a static background set of 1656 web pages is compared with a small, dynamically-generated background set consisting of the first 50 search results. The latter effectively uses a more limited definition of the problem domain, defining it as those web pages retrieved as a consequence of the query. This is motivated by the heterogeneity of information on the web and the observation that terminology that is common in one field may be very esoteric in another. For example, while the term "compound" is somewhat uncommon in normal English usage, the opposite would be the case in chemistry and finance. As a result, it would be less valuable for discerning relationships between documents in these domains. As expected, using the differences between average in-cluster and out-of-cluster values shows the dynamic background set to indeed yield better and more consistent results (Figure 3(A) ) for which reason it is utilized in subsequent experiments.
Using the same measure, comparing results obtained from LSA, TFIDF, and their two combinations shows consistently better values for TFIDF applied after LSA (Figure 3(B) ). We therefore consider this the optimal configuration.
Determining document similarity
We compare 3 similarity measures: Pearson, cosine, and Euclidean. For two vectors y a and y b , the [0,1]normalized Pearson correlation is given by [21] : 
where is the average feature value of vector y and 1 denotes perfect similarity.
The cosine similarity uses the angle between vectors to determine their similarity. This insensitivity to vector length makes it a popular measure for calculating document similarities. The cosine measure is given by [21] : 
where 1 again denotes perfect similarity and 0 total dissimilarity.
In contrast, the Euclidean metric measures the distance between vectors. Consequently, it is unbounded on the positive side and perfect similarity is given by a distance of zero. To compensate for these characteristics and thereby cast the Euclidean metric into a form suitable for comparison with Pearson and cosine, we utilize its [0,1]normalized form, which may be computed as [21] : 
Again using the in-cluster and out-of-cluster difference, the results show that Pearson performs considerably better than the cosine and Euclidean measures (Figure 3(C) ). For this reason, the Pearson correlation is used to generate clustering results.
Presentation of correlated pages
The presentation of correlated pages is done by grouping them in labeled clusters obtained from the Clustering module, which groups the documents in two stages and labels the resultant clusters. The first stage is driven by the correlation data and uses a variant of the Kmeans algorithm to generate clusters. In the second stage, web page category information from ODP is used to merge similar clusters. The display of search results as semantically-meaningful clusters is particularly conducive to understanding the information space when query terms are polysemous (as in the aforementioned "apple" query) or when the results show thematic associations (such as florists and botany for the "flowers" query).
Data-driven clustering
We first employ a variant of the K-means clustering algorithm to perform clustering of the documents based on correlation values. We adapt the basic K-means because, while these algorithms are efficient, they are severely limited by the need to specify K (the number of clusters) in advance. Since the appropriate number of clusters is a function of the search results, it is impossible to use a fixed value of K. We therefore use a data-driven approach to determine K as follows. As an additional modification, we employ the K-medoids algorithm [7] , which is a variation of the K-means algorithm that uses actual data points as centers of clusters. An implementation advantage of the K-medoids algorithm lies in that it does not require re-computation of the distance between objects and cluster medoids every time the medoids change. This is due to the constraint that a medoid also be an object in the cluster [7] .
The clustering algorithm takes as its input the table of correlation values and a threshold value T which is used to determine when two documents can be considered to be similar. For a given cluster, if any two objects in the cluster have similarity value lower than T, the cluster becomes a candidate for "splitting". Analogously, for two clusters, if all documents have pair-wise similarity values higher than T, the clusters become candidates for "merging." A cluster is defined to be "stable" if for any two documents in the cluster, the similarity value is higher than T and the similarity value of a document in this cluster with any document in another cluster is less than T. The algorithm is initialized with the value of K = 1 and K is incremented or decremented when a split or merge occurs. The point at which all clusters become stable automatically determines K and acts as a stopping criterion.
Let the symbol S(i,j) represent a measure similarity between documents i and j. Also let FC represent the final cluster set. The clustering algorithm is initialized with K = 1 and FC = {}. As the initial step, the entire data set is checked for stability. If the conditions for stability do not hold (that is, there is more than 1 cluster), the value of K is incremented and the following steps are executed:
Initialization of cluster centroids: The cluster centroids are seeded by selecting the K points of highest density. The density-based initialization ensures that the clustering is focused on keyregions, rather than around sparse outliers.
Medoid identification: For each cluster define its medoid as the document for which the sum of similarity values to all other documents in the cluster is maximum:
) , ( max arg (7) Voronoi Tessellation: The documents are partitioned into Voronoi regions.
Check the clusters for splitting and merging. Update the cluster set FC appropriately. Iterate the above steps till all clusters become stable.
Output the final cluster set FC.
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Category-driven clustering
ODP is a large, manually-constructed index of web sites constructed and maintained by a global network of volunteer editors who categorize web pages according to a defined taxonomy. For example, the web site for the New York Stock Exchange is categorized as "Top/Business/Investing/Stocks and Bonds/Exchanges." This information allows us to group semantically similar documents together despite differences in data that may lead to low correlation values. We obtain category information (when available) for all search results and use this information as follows:
Truncate the last level of the hierarchy for categories with depth greater than 7 levels. Merge clusters containing documents with the same categorization.
Merge clusters containing documents with categorizations of ancestor/descendant nature (such as "Top/Business/Investing/Stocks and Bonds" and "Top/Business/Investing/Stocks and Bonds/Exchanges/Organizations") as long as the ancestor has depth greater than 3 levels. It is noteworthy, however, that there is an absence of ODP categorization for about half of the search results we used to test the system. Other factors that limit the influence of this second stage of clustering include: (1) a lack of category matches across clusters and (2) documents with the same categories already appearing in the same cluster. While we initially over-cluster in the first stage by using a somewhat high threshold of 0.93, if any of these cases are found (no cluster merges due to the aforementioned reasons), we cluster again after dropping the threshold to 0.90 (because data-driven clustering must suffice in these cases). We empirically determined that this clustering scheme yields slightly better results than initially clustering at the lower threshold value.
Cluster labeling
Clusters are labeled using the 3 terms that appear in the most documents contained in the cluster. When multiple words satisfy the criterion, those with the highest TFIDF values are selected. However, the terms at this point have already undergone stemming in the preprocessing phase and so exist not in their original forms but as pseudoroots. This refers to root forms of words which may not be words themselves. For example, "rac" is the pseudoroot of "race" and "racing." Since pseudoroots cannot be used for labeling, we maintain two term lists when constructing the term-frequency matrix. The first contains the pseudoroots while the second contains the shortest word found that is truncated to the pseudoroot at the same index. This index allows the pseudoroots chosen as cluster labels to be mapped to real words.
Location extraction, display and interaction
The Location Extraction module cross-references the web page text with lists of world locations constructed using a comprehensive gazetteer [28] to extract names of countries, states/provinces (for the United States, Canada, United Kingdom, and Australia), and cities.
A major factor that degrades precision of location extraction systems is name ambiguity, which consists of two types: locations with the same name and locations that are also words. We deal with these issues by looking for a city name only if the country or state of which it is a part is found in the document text. We further limit ambiguities by including only those cities with populations of 10,000 or greater. The exception is major world cities, which are included even without mention of their countries or states. The second issue is also dealt with by treating only capitalized terms as potential locations.
For each document, the following steps are executed to extract relevant location information:
The country code top-level domain (where available) is extracted from the URL and mapped to its corresponding country. Major world region names (such as the "Middle East" or "Southeast Asia") mentioned in the documents are extracted. The country index is used to extract all other countries mentioned in the document. The state index is referenced to extract all included state and province names. Cities with populations over 10,000 in the included regions, countries, and states are extracted.
Major world city names are extracted regardless of whether or not their encompassing regions are contained. All location names found are saved as a hierarchy of continent, country, state/province, and city, with all fields above the extracted name populated using the aforementioned location indices.
Display and interaction with the spatial data is implemented primarily through the use of the OpenMap Java toolkit [15] . Since display and selection of locations through OpenMap requires latitude and longitude values, the same location indices are used to map cities to their respective coordinates. Cities appearing in the documents are thereby indicated on the map, where circle size varies logarithmically with the number of documents containing that location [23] . After the initial display, the user may select areas of interest either through a single click on the location, or by dragging a rectangle across the area. The list of extracted locations is parsed to determine which (if any) lie fully or partially within the selected area (in the case of point selections, within 0.5 degrees of it). To disambiguate user intent, the user is then presented with the list of cities, states, and countries thus obtained, and may select one or all of them. Doing so highlights the documents affiliated with the selected location. Conversely, selecting a cluster of search results refreshes the map, displaying only the locations associated with the documents in the cluster.
Time extraction, display, and interaction
The textual content of each web page is also parsed to extract any available temporal information. Specifically, this is done by pattern matching of the following date formats (as well as slight variations) using regular expressions: dd/mm/yy, dd/mm/yyyy, mm/dd/yy, mm/dd/yyyy (only the year is retained when there is ambiguity, such as in "04/03/2005") mm/yyyy, mm/yy, mm/dd (when there is no ambiguity) dd MonthName yyyy, MonthName dd yyyy, MonthName yyyy, MonthName 'yy numbers preceding BC/AD/BCE/CE numbers following the word "year" 4-digit numbers between 1700 and 2099 Dates without a year are assigned the one (if any) that appears within 13 characters after them. Else, they are removed from consideration.
Since the above list incorporates the majority of common date formats, recall of time extraction is quite high. Moreover, since it is very unusual to see the above patterns (except for the last) used for other than dates, precision of this component is very high as well.
The extracted data is displayed on a timeline, which supports different levels of granularity. This allows users to switch between year, month, and day views of the temporal information. If a user selects a date, the documents affiliated with that date are indicated. Similarly, selecting a cluster of results refreshes the timeline, showing only the dates related to the documents contained in the cluster.
Experiments 8.1 Display of multiple-perspective, reflective views
The sample query "Dali" is executed on the system with results as shown ( Figure 1 ). Two major clusters are seen, the first referring to the painter "Salvador Dali" and the second showing the DALI protein database. These are labeled fairly accurately as follows:
"salvador," "art," "dal" "protein," "structure," "index" Selecting these clusters displays the corresponding set of thumbnails shown (Figure 4) .
The remaining three clusters are singletons, containing web pages about "Dali restaurant," "Dali travel guide," and "Dali loudspeakers." While the overall clustering is very accurate, the labeling is considerably worse in this case:
"authentic," "directions," "spanish" "guide," "city," "history" "based," "countries," "sq" This result may be understood as follows. Since all terms in singleton clusters occur in exactly one document, those with the highest TFIDF are selected as labels. Since uncommon terms have high IDF values, however, these are favored in label selection, which may yield inaccurate labeling of singleton clusters.
In the user interface snapshot shown, Salvador Dali's birthday, May 11, 1904 , has been selected on the timeline. This serves to highlight the document containing that date, the thumbnail of which is displayed. Locations contained in the document are highlighted on the map and contain Catalonia, Spain, Dali's place of birth. 
Analysis of clustering
The purposes of clustering documents include: Reduction of the cognitive load for the user by decreasing the number of links to peruse Providing an understanding of the information space by bringing related links/motifs together Providing a high-level browse capability on the textual content through labeling of clusters We evaluated the system vis-à-vis these objectives. To assess performance with respect to the first, we counted the number of clusters as a rough measure of the reduction in data size. Success in attaining the second objective was determined by appraising correctness of clusters, while performance with regards to the third was evaluated through analysis of the accuracy of algorithmically-derived cluster labels.
The test set for the first two analyses consisted of 10 queries on a spectrum of real-world topics, while that of the third experiment used a 3-query subset of the same. The number of results was limited to 20 documents for ease of analysis, however, the system is capable of handling much greater volumes of data. Results were The results for the first experiment (Table 1) show an average data size reduction of 67% with categories and 52% without, which was calculated as the percent difference between the number of clusters and the number of documents they contain. This level of decrease in data volume is clearly advantageous for the user, provided that the clustering of the documents is accurate.
In order to quantify accuracy of clustering, we manually analyze the coherence of the clusters obtained by submitting each of the 10 queries to the system. Documents that are irrelevant to the cluster to which they are assigned are tallied over all of the clusters for a given query to determine overall percent correctness of clustering, found on average to be 83% for both cases (Table 1 ). Since this approach clearly favors small clusters, it is critical to view these results in light of those from the previous experiment, which favors low thresholds or large clusters. It is noteworthy, however, that addition of categories improves data reduction (as expected) without degrading correctness. This indicates that, for these examples, the category-based merges are appropriate.
Evaluation of location and time extraction
The effectiveness of the location and time extraction modules was evaluated by comparison with manual information extraction. The test set consisted of the first 20 documents retrieved for each of 3 queries ("eclipse," "computer," and "cell phone"). The documents were first parsed manually, and all unambiguous location and date information was tagged. The automatically-extracted information was then compared with its manually-curated counterpart. Both location and time extraction show values in the mid-90% range for recall, indicating that the vast majority of geographical and temporal information is successfully extracted. As for precision, 99% of extracted temporal data and about 88% of extracted geographical data are correct. The comparatively low value for location is due primarily to the aforementioned naming ambiguity. 
User evaluations
The system was evaluated through quantitative and qualitative user studies. In the first case, fifteen users each ran a set of 5 queries on our system as well as on Google, Vivisimo, and Grokker. The first 3 queries and their information goals were predefined for the users with two of the three designed to involve spatio-temporal information. The first query required the users to find where an eclipse predicted to occur in 2008 will be visible, the second was a search for the nutritional content of peanuts, and the third asked for the year in which American pioneer Johnny Appleseed traveled through certain states. The last two of the five queries were userdefined in order to test the applicability of our approach to random queries. As a rough measure of efficiency of information access, the time and number of mouse clicks it took users to reach their information goal were automatically recorded. Both of these measures are significant because the first uses speed to quantify efficiency while the second uses ease of access.
The averages show our system outperforming the others. The standard deviations, however, are particularly noteworthy ( Table 2 ). In fact, the most salient feature of the results seems to be the huge variability between users. The average seconds per click for each user was computed and seen to vary from about 4 to 12, a threefold difference. Two users were found in general to take three times the average amount of time and click thrice as much, thereby affecting the average and standard deviation considerably. Even they, however, were able to reach their information goal in less time using our application, which displays considerably lower values for the standard deviation compared to the others in all cases but one (where it is comparable to that of Google). This greater consistency of results implies that our system is especially effective for users who do not access desired information quickly. Overall, our system performs considerably better than Vivisimo and Grokker and as well as Google. Worth mentioning, however, is the fact that most users are novices with respect to our system but experienced users of Google.
As for qualitative evaluations, our interface and presentation of results also received the highest score on average ( Figure 5 ) and the majority of users found the components of the interface useable and useful.
Conclusion
In this paper, we have presented a novel paradigm for multiple-perspective user-information interaction in web search. Its design encompasses two major tasks:
Determination and effective presentation of semantic correlations between web pages Design of a user interface that supports direct interaction with the data The former is accomplished through determination of semantic correlations between documents and displaying related documents as clusters. This supports data context and enables more rapid understanding of the information space. The latter is captured through a multipleperspective reflective environment. Exploration is further facilitated through components that support spatiotemporal characteristics of the data, while web page thumbnails provide important visual cues for information preview and recognition.
Experiments validate the efficacy of the approach. Most importantly, user studies indicate its strengths, not just for rapid information localization, but also for supporting more effective information assimilation than current state-of-the-art approaches. Finally, research in developing interaction paradigms for multimedia [19, 20] , suggests the possible effectiveness of the interaction metaphors we propose in dealing with information search in a web that increasingly contains non-textual media.
With the rapid proliferation of information, rich in complexity and heterogeneity, on the web, we believe that multiple-perspective, interactive approaches such as ours will become increasingly important front-ends for effective retrieval and assimilation of web-based information.
