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We theoretically consider the effect of a spatially periodic modulation of the superconducting
order parameter on the formation of Majorana fermions induced by a one-dimensional system with
magnetic impurities brought into close proximity to an s-wave superconductor. When the magnetic
exchange energy is larger than the inter-impurity electron hopping we model the effective system
as a chain of coupled Shiba states. While in the opposite regime, the effective system is accurately
described by a quantum wire model. Upon including a spatially modulated superconducting pairing,
we find, for sufficiently large magnetic exchange energy, the system is able to support a single pair
of Majorana fermions with one Majorana fermion on the left end of the system and one on the
right end. When the modulation of superconductivity is large compared to the magnetic exchange
energy, the Shiba chain returns to a trivially gapped regime while the quantum wire enters a new
topological phase capable of supporting two pairs of Majorana fermions.
PACS numbers: 74.20.-z,74.25.Ha, 73.63.Nm, 75.75.-c
I. INTRODUCTION
The interest in topological properties of physical sys-
tems has increased following the discovery of topologi-
cal insulators1 and superconductors.2,3 These new phases
of matter have garnered much attention for their ex-
otic physical properties and prospective use in classi-
cal and quantum computation.4–8 In particular, one-
dimensional topological superconductors host Majorana
fermions (MFs) at their boundaries with nontopological
systems which may be used in nearly decoherence-free
manipulation of quantum bits.9–14
Recent theoretical15–20 and experimental21,22 efforts
have been made to engineer such MFs by placing mag-
netic adatoms on the surface of a superconductor. When
the magnetic exchange between an adatom and the quasi-
particles in the bulk superconductor is sufficiently strong,
a local Shiba state23–25 with energy inside the super-
conducting gap is formed. A chain of such adatoms
creates many Shiba states that can hybridize and form
a band, which can itself support zero energy MFs at
the ends of the chain.17,21 Alternatively, when the mag-
netic exchange energy is small compared to the inter-
adatom coupling, a one-dimensional band with helical
magnetic order, via the Ruderman-Kittel-Kasuya-Yosida
interaction,18–20 is formed in the adatom chain itself
that, analogous to a one-dimensional quantum wire with
proximity-induced superconductivity,26–28 can form MFs
at the ends of the chain.22
It is known that magnetic impurities within supercon-
ductors cause a local decrease in the superconducting or-
der parameter.29–38 When the exchange energy is of the
order the Fermi energy, the pairing potential can be re-
duced to zero and even reverse sign,31,33 forming a local
pi-junction. Away from the impurity, the superconduct-
ing gap returns to the bulk value described by a power-
law dependence with the lengthscale set by the Fermi
wavelength. Consequently, a chain of such impurities in-
duces a periodic spatial modulation of the pairing poten-
tial. The effect of such modulation of the superconduc-
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FIG. 1. Schematic of our setup of a chain of helically ordered
magnetic impurities with pitch 2kha and magnetic dipole mo-
ment S on top of a conventional s-wave superconductor with
bulk gap ∆0, where a is the distance between adjacent im-
purities. At the point of each impurity, the superconducting
order parameter is locally reduced by ∆′.
tivity strength on the formation of MFs in a chain of spin
impurities has not been studied. In this paper, we ad-
dress this in both previously mentioned regimes. When a
band of Shiba states is formed and the interatomic elec-
tron hopping can be neglected,17,39 we find two phases as
a function of the magnetic exchange energy and periodic
decrease in pairing potential: one in which there are no
MFs and one in which there is a single pair of MFs with
one on the left end of the system and one on the right
end. Conversely, when the interatomic electron hopping
is larger than the magnetic exchange energy, the system
can support three phases: in addition to the known trivial
phase with no MFs and the topological phase supporting
a single pair of MFs,28 for a sufficiently large amplitude
in the inhomogeneity of the order parameter, two pairs of
MFs can be realized with two (orthogonal) MFs on the
left end of the system and two on the right end.
The paper is organized as follows. In Sec. II, we detail
the Shiba chain model with periodic decrease in super-
conductivity that we use to find the MF bound state
solutions, allowing us to qualitatively describe the phase
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2diagram as a function of this decrease in superconductiv-
ity and magnetic exchange energy. Using the model of a
quantum wire in Sec. III, we again construct the phase
diagram, as a function of the same control parameters by
explicitly finding the MF wavefunctions. We conclude in
the final section, Sec. IV, by considering the implication
on current experimental realizations of magnetic impu-
rity chains and suggest systems where these effects would
be most pronounced.
II. SHIBA CHAIN MODEL
We begin with the case when the inter-impurity cou-
pling strength is small compared to the magnetic ex-
change strength with the quasiparticles in the supercon-
ductor. However, before we model a chain of magnetic
impurities, we recall the properties of a single magnetic
impurity within a conventional s-wave superconductor.
We consider the Hamiltonian36
H = ξpτz + ∆(r)τx − JS · σδ(r) , (1)
where ξp = p
2/2m − µ is the dispersion of the quasi-
particles with momentum p and mass m in the nor-
mal metal phase, µ is the chemical potential, and ∆(r)
is the local superconducting pairing potential at po-
sition r. The Pauli matrices τ (σ) act in Nambu
(spin) space in the basis (Ψ↑,Ψ↓,Ψ
†
↓,−Ψ†↑) where Ψσ
(Ψ†σ) are the electron creation (annihilation) operators.
Here, J is the magnetic exchange interaction strength
between the magnetic impurity and the quasiparticles;
S = (cosφ sin θ, sinφ sin θ, cos θ) is the magnetic mo-
ment of the impurity, treated as classical variable. We
consider a homogenous pairing potential, ∆0 with a lo-
cal decrease at the position of the impurities given by
∆(r) = ∆0− l3∆′δ(r) that models a reduction in the gap
by ∆′ in the volume l3 around the impurity.
Defining α = piνFJS and α
′ = piνF l3∆′, where νF is
the density of states at the Fermi energy and S = |S|,
one may show that, when α < α′, there are four in-gap
bound state solutions with wavefunction at the position
of the impurity r = 0:
ψ+ =
( | ↑〉
| ↑〉
)
, ψ− = −
( | ↓〉
| ↓〉
)
,
χ+ =
( −| ↑〉
| ↑〉
)
, χ− =
( | ↓〉
−| ↓〉
)
, (2)
where
| ↑〉 =
(
cos θ/2
eiφ sin θ/2
)
, | ↓〉 =
(
e−iφ sin θ/2
− cos θ/2
)
. (3)
These bound states have energies E+,+, E+,−, E−,+, and
E−,−, respectively, where
Eσ,τ
∆0
= τ
1− β2σ,τ
1 + β2σ,τ
. (4)
Here, τ is the eigenvalue of τx, σ is the eigenvalue of
S · σ, and βσ,τ = τα′ + σα. When α > α′, the magnetic
exchange energy overcomes the decrease in superconduct-
ing order parameter and there are only two solutions, ψ+
and χ−, to Eq. (5).
Next, to model a chain of such impurities (see Fig. 1),
we consider the Hamiltonian
H = ξpτz + ∆(r)τx −
N∑
i=1
JiSi · σδ(ri − r) , (5)
where ri are the positions of the N impurities and take
the local decrease in superconductivity as ∆(r) = ∆0 −
l3
∑N
i=1 ∆
′
iδ(ri). In the following we consider identical
impurities, so that Ji = J , |Si| = S, and ∆′i = ∆′.
We consider a planar helix, θi = pi/2, with pitch kh,
φi = 2khri, where θi and φi parameterize the magnetic
dipole moment at ri according to Eq. (3).
The four-component Bogoliubov-deGennes (BdG)
spinor ψ(ri) with energy E at ri satisfies the cou-
pled equations which we find following the procedure of
Ref. [17]
ψ(ri) = (αJˆisi · σ + α′Jˆiτx)ψ(ri)
+
∑
j 6=i
(αΓˆijsj · σ + α′Γˆijτx)ψ(rj) , (6)
where si = Si/Si and
Jˆi =
E + τx∆0√
∆20 − E2
,
Γˆij =
[
(E + τx∆0) sin(kF rij)√
∆20 − E2
+ τz cos(kF rij)
]
e−rij/ξE
kF rij
.
(7)
The distance between impurities at ri and rj is rij =
|ri−rj |, kF (vF ) is the Fermi wave vector (Fermi velocity)
of the superconductor in the normal metal state and ξE =
~vF /
√
∆20 − E2. We only consider the regimes when the
bound states are close to the chemical potential, βσ,τ ≈
±1, so that the uncoupled states have energy Eσ,τ ≈
τ∆0(1 − |βσ,τ |). Further, we expand to lowest order in
the coupling between impurity sites 1/kF r.
There are two regimes of the Shiba band model [see
Eq. (6)] accessible in this approximation. When the mag-
netic exchange energy is greater than the decrease in su-
perconductivity (α > α′ but not necessarily α  α′),
there are only two bands in the spectrum and, because
β+,+ = β−,− ≈ 1, both are near the chemical poten-
tial. When the magnetic exchange energy is much smaller
than the decrease in superconductivity (α  α′ ≈ 1),
there are four bands in the spectrum: two slightly above
the chemical potential at energy with energy difference
2α, E±,+ = ∆0(1− α′ ∓ α), and two at −E±,+. We ex-
clude the regime α < α′, because, although two of the
particle-hole partners will have a energy near the chemi-
cal potential, the other pair will have energy somewhere
3between the chemical potential and the gap edge and thus
are not captured by our approximation.40
When α > α′, while keeping α + α′ ≈ ±1, there are
only two bands within the gap. We construct an effective
Hamiltonian by projecting Eq. (6) onto the unperturbed
eingenspinors of Eq. (2), ψ+ and χ−, to obtain a 2N×2N
matrix equation, Heff1 φ1 = Eφ1 for an N impurity chain
written in the basis (ψ+i, χ−i), where (see Appendix A
for some useful identities)
Heff1 =
(
heffij ∆
eff
ij
(∆effij )
† −heffij
)
,
heffii = E+,+ , ∆
eff
ii = 0 ,
heffij = −∆0
e−rij/ξ0
kF rij
sin(kF rij)〈↑, i| ↑, j〉 ,
∆effij = ∆0
e−rij/ξ0
kF rij
cos(kF rij)〈↑, i| ↓, j〉 , (8)
for i 6= j. Here, ψ+i and χ−i (| ↑, i〉 and | ↓, i〉) are the
spinors defined in Eq. (2) [in Eq. (3)] at ri. After tak-
ing the Fourier transform (see Appendix B) and making
a unitary rotation by pi/2 around the x axis in Nambu
space, the Hamiltonian takes the off-diagonal form
Heff1 = h1τy + ∆1τx , (9)
with eigenvalues and eigenvectors ± = ±
√
h21 + ∆
2
1 and
(h1 + ±, ∆1)
T
, respectively, where
h1 =
∆0
kFa
={ln [f(kF + k+)f(kF − k+)
×f(kF + k−)f(kF − k−)]}+ ∆0(1− α− α′) ,
∆1 = − ∆0
kFa
<
{
ln
[
f(kF + k+)f(kF − k+)
f(kF + k−)f(kF − k−)
]}
. (10)
f(k) = 1− exp(−a/ξ0 + iak), k± = k ± kh, and a is the
impurity spacing.41 Here, <[F (kF , k±)] = [F (kF , k±) +
F (−kF ,−k±)]/2 and =[F (kF , k±)] = [F (kF , k±) −
F (−kF ,−k±)]/2i which reduce to the real and imaginary
parts, respectively, when k± is real. The zero energy solu-
tions are defined by h1 = ±i∆1. In order to find the MF
solution, we linearize Eq. (10) around the Dirac points in
the continuum limit 1/a kF , kh. When kF > kh there
are four Dirac points,
k1 = 0 , k2 = pi/a ,
k3 = −k4 = −
√
k2F − k2h . (11)
When kF < kh, there are only two Dirac points, k1 and
k2. We Fourier transform the linearized Hamiltonian
back into real space and find the zero energy eigenvectors
are Φ±µ (r) = (±i, 1)T eikµr−κ
±
µ r, where r = |ri−r0| = ri0
is the distance away from the left end written as a con-
tinuous variable, and
κ±1 = ±pi
k2F − k2h
2kh
, κ±2 = ±(3− α− α′)
kF
kha
,
κ±3 = κ
±
4 = ∓pikh/2 . (12)
When kF > kh µ = 1, . . . , 4, while µ = 1, 2 when kF <
kh, as there are only two Dirac cones.
In order for a MF to form at the left end of the chain,
r = 0, the wave function must vanish at both infinity,
ΦM (r → ∞) = 0, and the left end, ΦM (0) = 0. To
satisfy the former boundary condition, one must choose
the values of κ±µ in Eq. (12) corresponding to exponen-
tially decaying solution. Therefore, because Φ+µ and Φ
−
ν
are orthogonal, the latter condition can be satisfied if
and only if two different κ+µ or κ
−
µ have the same sign,
i.e., κ±µ κ
±
ν > 0 for µ 6= ν, which is true only when
0 < kh < kF . In this case, we find the Majorana wave
function, up to normalization, to be
ΦM (r) = eipi/4[Φ−3 (r)− Φ−4 (r)] , (13)
in agreement with Ref. [39] in the special case that α′ →
0. One finds a Majorana wave function on the opposite
side of the chain, using an analogous argument, taking
Φ−µ → Φ+µ .
When the decrease in the local superconductivity is
much larger than the magnetic exchange energy, α′  α,
while keeping all uncoupled Shiba energies near the chem-
ical potential, Eσ,τ ≈ 0, one must use all four solutions
of the uncoupled impurity [Eq. (2)]. Following the same
procedure as the two band model, one may show that
there are not MFs possible in this parameter regime. See
Appendix C for technical details.
Collecting our results in a qualitative phase diagram
(Fig. 2), we find that for a hybridized Shiba band to be
in a topologically nontrivial phase the bands must sat-
isfy three conditions. First, the uncoupled Shiba states
must be approximately within the width of the band
(∼ ∆0/kFa) to the chemical potential, so that some of
the bands are filled and some are empty. Second, the
magnetic exchange energy must be large enough com-
pared to the reduction in superconductivity, α & α′, so
that there are two bands near the chemical potential.
Lastly, kF > kh.
III. QUANTUM WIRE MODEL
In this section, we consider the regime where the
magnetic exchange interaction between the spins of the
electrons of the bulk superconductor with the magnetic
atoms forming the chain is much smaller than the intra-
chain electron hopping. The superconductor induces a
proximity gap in the chain of magnetic atoms which, in
the ground state, are helically ordered with pitch twice
the Fermi wave vector, 2kF ,
18–20 where the Fermi wave-
length is now defined by the Fermi level of the wire. As
such, we model the chain as a quantum wire with a helical
magnetic order on top of a superconductor by
H0 =Hkin +HZ +Hsc . (14)
The contributions to the Hamiltonian from the kinetic
energy, magnetic exchange interaction, and proximity in-
4α
α
0
1
1
Nontopological
1/kFa
1 MF
α
α
α
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α
α
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α
FIG. 2. Qualitative phase diagram for the helical impurity
chain as modeled by a Shiba band within the bulk supercon-
ductor. The system is able to support a single pair of MFs
if the Shiba band is near the chemical potential (within the
bandwidth), α + α′ ≈ 1, the decrease in superconductivity
is smaller than the magnetic exchange energy, α′ . α, and
the pitch of the helix is larger than the Fermi wavelength,
0 < kh < kF . The grey region cannot be described by our
model. Otherwise, the system is topologically trivial.
duced superconductivity are given by
Hkin =
∑
σ
∫
dr Ψ†σ(r)
[
(−i~∂r)2
2m
− µ
]
Ψσ(r) ,
HZ = ∆z
∑
σ,σ′
∫
dr Ψ†σ(r)[cos(2kF r)σx
+ sin(2kF r)σy]σσ′Ψσ′(r) ,
Hsc =
∆0
2
∑
σ,σ′
∫
dr [Ψσ(r)(iσy)σσ′Ψσ′(r) + h.c.] ,
(15)
respectively, where m is the effective electron mass, µ
is the chemical potential of the wire, ∆0 is the uni-
form proximity induced superconducting order param-
eter, and ∆z is the splitting energy of two opposite spin
directions (as a result of the magnetic exchange inter-
action). The operator Ψσ (Ψ
†
σ) destroys (creates) an
electron with spin σ =↑, ↓ and σi are the Pauli matri-
ces acting on spin space. The Hamiltonian can be lin-
earized around ±kF by expressing the electron operators
in terms of slowly varying left and right movers,18,26,28
Ψσ(r) = Rσ(r)e
ikF r +Lσ(r)e
−ikF r to obtain two modes,
ψr = (R↑, L↓, R
†
↑, L
†
↓) and ψl = (L↑, R↓, L
†
↑, R
†
↓), of op-
posite helicity, where ψr and ψl are written in Nambu
space. The components of the Hamiltonian density, H0,
defined by
H0 =
1
2
∫
drψ†H0ψ = 1
2
∫
drψ†(Hkin +Hsc +HZ)ψ ,
(16)
reduce to
Hkin = (−i~vF∂r)σz ⊗ 1⊗ ρz ,
HZ = ∆zσx ⊗ ηz ⊗ (1 + ρz)/2 ,
Hsc = ∆0σy ⊗ ηy ⊗ 1 , (17)
after dropping all fast oscillating modes where ψ =
(ψr, ψl) and vF is the Fermi velocity. Here, ηi and ρi
are the Pauli matrices acting in Nambu space and mode
space (e.g., ρx exchanges ψr and ψl), respectively; ψr and
ψl are uncoupled by H0.
If the superconducting order parameter is not uni-
form, we include a spatial modulation of ∆˜. One may
show that after dropping fast oscillating modes, the
only additional contribution to the Hamiltonian, HI =
(1/2)
∫
dr ψ†HIψ, is modulation of the superconducting
order with wavelength λF /2,
HI = ∆′σy ⊗ ηy ⊗ ρx , (18)
where ∆′ is the amplitude of the Fourier mode of ∆˜ at
2kF ; HI mixes the modes ψr and ψl.
The bulk spectrum of the full Hamiltonian, H = H0 +
HI ,42 is given by
E2σσ′ = (~vF k)2 + ∆20 + ∆′2 + (∆0 + σ∆z/2)2 + (∆z/2)2
+ 4σ′
√
(~vF k∆′)2 + (∆0 + σ∆z/2)2(∆′2 + ∆2/4) .
(19)
The eight eigenstates of H with zero energy, Eσσ′ =
0, after transforming to the electron-hole basis,
(Ψ↑,Ψ↓,Ψ
†
↑,Ψ
†
↓), and dropping fast oscillating terms, can
be written as Φ±i (r) = χ
±
i exp(−κ±i r) (see Appendix D)
where i = 1 . . . 4 and
~vFκ±1 = −
1
2
[
∆z ±
√
(∆z − 2∆0)2 − 4∆′2
]
,
~vFκ±2 = −
1
2
[
−∆z ±
√
(∆z + 2∆0)2 − 4∆′2
]
,
~vFκ±3 = −
1
2
[
−∆z ±
√
(∆z − 2∆0)2 − 4∆′2
]
,
~vFκ±4 = −
1
2
[
∆z ±
√
(∆z + 2∆0)2 − 4∆′2
]
.
(20)
As in the previous section, our goal is to construct a
MF wave function that satisfies the boundary conditions.
Our strategy is to identify the zero energy solutions that
decay exponentially with increasing r; the sign of the real
part of the wave vectors in Eq. (20) changes as κ±i goes
through zero as a function of the parameters ∆z, ∆0, and
∆′. One may see from Eq. (20) that this happens when
5∆z = |∆20 −∆′|2/∆0 wherein the gap closes and there is
a change in the topological phase.
When 0 ≤ ∆z < (∆20−∆′2)/∆0, the solutions that de-
cay exponentially are Φ−1 , Φ
−
2 , Φ
−
3 , and Φ
−
4 . However,
because Φ±i (r) are mutually orthogonal for any value of
r, one cannot form a MF that satisfies the boundary con-
dition at the wire end and therefore this phase defined
by that boundary is trivial.
If ∆z > |∆20 − ∆′2|/∆0, the decaying solutions are
Φ−2 , Φ
+
3 , Φ
−
3 , and Φ
−
4 . We find one MF wave function
satisfying the boundary conditions:
ΦM1 (r) =i[(~vFκ
−
3 + ∆0 −∆′)Φ+3 (r)
− (~vFκ+3 + ∆0 −∆′)Φ−3 (r)] . (21)
Therefore, this region is topologically nontrivial. When
∆′ = 0, the solution and topological criteria (∆z > ∆0)
reduces to the result found in Ref. [28].
When 0 < ∆z < (∆
′2−∆20)/∆0, the decaying solutions
are Φ+2 , Φ
−
2 , Φ
+
3 , and Φ
−
3 . In this regime ∆
′ > |∆0±∆z|,
so that κi acquire an imaginary part and the decay length
of the MF solutions is set by 1/∆z. We find, in addition
to the MF already constructed, ΦM1 (r), another MF at
the same end
ΦM2 (r) =i[(~vFκ
−
2 + ∆0 −∆′)Φ+2 (r)
− (~vFκ+2 + ∆0 −∆′)Φ−2 (r)] . (22)
If 0 = ∆z < (∆
′2−∆20)/∆0 we may still construct two MF
solutions satisfying the boundary conditions but they are
delocalized, i.e., the decay length is infinite. Although
ΦM1 and Φ
M
2 are orthogonal, there is no inherent symme-
try in the system that prevents two MFs at the same end
from splitting, e.g., they are not Kramer’s pairs. One
may show that an infinitesimal deviation away from a
planar helix will split the MF energies away from zero.
If this deviation is small, which is expected for systems
with large anisotropy, the splitting is negligible and the
energy of the two pairs of MFs remains within the gap.
Our results are summarized as a phase diagram (Fig. 3)
as a function of ∆′ and ∆z, fixing ∆0 6= 0. For a suf-
ficiently small magnetic field and decrease in supercon-
ductivity, the system is a conventional s-wave supercon-
ductor and therefore has no MFs. When ∆0∆z is larger
than the difference in squares of ∆0 and ∆
′, the system
is in the known phase of the one-dimensional topological
superconductor supporting a single pair of MFs.28 Fi-
nally, when ∆′ is larger than the superconducting gap in
the bulk and the magnetic exchange energy is sufficiently
small but finite, 0 < ∆z < (∆
′2 − ∆20)/∆0, we find the
system is capable of supporting two pairs of MFs, with
two MFs on the left end of the system and two on the
right end.
IV. CONCLUSIONS
We have studied a chain of helically ordered magnetic
impurities on a conventional s-wave superconductor, in-
∆
∆z0
∆
z >
(∆ 2
0 −∆ 2
)/∆
0
∆
z <
(∆ 2
0 −∆ 2
)/∆
0
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2
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)/∆0
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FIG. 3. Qualitative phase diagram for the helical impurity
chain as modeled by a quantum wire with proximity induced
superconductivity as a function of control parameters ∆′ and
∆z in units of ∆0 6= 0. In the parameter regimes 0 ≤ ∆z <
(∆20−∆′2)/∆0 the system is nontopological, while when ∆z >
|∆20 − ∆′2|/∆0 and 0 < ∆z < (∆′2 − ∆20)/∆0 the system
supports one and two pairs of MFs, respectively. When ∆z =
0 and ∆′ > ∆0, although two MF solutions can be found, the
system is gapless and thus the MFs are not localized states.
cluding a periodic spatial decrease in the proximity in-
duced superconducting order parameter: first, when the
band is formed by adjacent Shiba states within the bulk
superconductor (Sec. II) and second, when the band is
formed within the one-dimensional atomic chain with in-
duced superconductivity (Sec. III). In both cases, if the
magnetic exchange energy and the decrease in supercon-
ductivity are small compared to the bulk superconduct-
ing gap, then the systems are topologically trivial. Also
for both scenarios, when the magnetic exchange energy
is much larger than both the bulk superconductivity and
local decrease in superconductivity, the system is able to
support one pair of MFs. However, when the local sup-
pression of the superconducting order parameter is large,
comparable to the bulk order parameter itself, then the
two models differ: for the Shiba band there are no MFs
while in the quantum wire regime there are two pairs of
MFs.
For many experimental setups where magnetic
adatoms are placed on the surface21,22, the magnetic
exchange interaction cannot generate a large enough
decrease in superconducting order to move away from
the single MF pair topological phase.29–38 Alterna-
tively, we propose an experimental setup to observe
two pairs of MFs wherein a quantum wire is placed
on top of bulk superconductor with spatially alter-
6nating 0-pi phase along the direction of the wire.44–46
Perhaps the simplest realization of such a system is
to make a two-dimensional superconductor-ferromagnet-
superconductor junction with periodically varying thick-
ness of the ferromagnetic layer. By grounding one super-
conductor, the other will have a spatially alternating 0-pi
phase according to the period of change in thickness of
the ferromagnetic layer. A quantum wire on top of such
a superconductor inherits this phase, due to proximity
induced superconductivity. Because, for our purpose, a
pi phase is effectively a decrease in the superconducting
order by twice the the bulk value, we expect that in such
an experimental setup, for sufficiently small magnetic ex-
change interaction, one may detect two MFs at a single
end of the wire.
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7Appendix A: Shiba Eigenvectors Identities
The solutions to Eq. (5) satisfy a number of identities which, for completeness we list here,
sj · σ|ψσ/χσ, j〉 = σ|ψσ/χσ, j〉 ,
iτy|ψσ, j〉 = −|χσ, j〉 , iτy|χσ, j〉 = |ψσ, j〉 ,
τz|ψσ, j〉 = −|χσ, j〉 , τz|χσ, j〉 = −|ψσ, j〉 , (A1)
and
〈ψ+, i|ψ+, j〉 = 〈↑, i| ↑, j〉 = cos(θi/2) cos(θj/2) + eiφj−iφi sin(θi/2) sin(θj/2) ,
〈ψ−, i|ψ−, j〉 = 〈↓, i| ↓, j〉 = eiφi−iφj sin(θi/2) sin(θj/2) + cos(θi/2) cos(θj/2) ,
〈ψ+, i|ψ−, j〉 = −〈↑, i| ↓, j〉 = −e−iφi sin(θi/2) cos(θj/2) + e−iφj sin(θj/2) cos(θi/2) ,
〈ψ−, i|ψ+, j〉 = −〈↓, i| ↑, j〉 = −eiφj sin(θj/2) cos(θi/2) + eiφi sin(θi/2) cos(θj/2) ,
〈ψσ, i|χσ′ , j〉 = 0 . (A2)
We perform a unitary rotation17 to obtain the more convenient form
〈↑, i| ↑, j〉 = e(iφi−iφj)/2 cos(θi/2) cos(θj/2) + e−(iφi−iφj)/2 sin(θi/2) sin(θj/2) ,
〈↓, i| ↓, j〉 = e(iφi−iφj)/2 sin(θi/2) sin(θj/2) + e−(iφi−iφj)/2 cos(θi/2) cos(θj/2) ,
〈↑, i| ↓, j〉 = −e−(iφi−iφj)/2 sin(θi/2) cos(θj/2) + e(iφi−iφj)/2 sin(θj/2) cos(θi/2) ,
〈↓, i| ↑, j〉 = −e−(iφi−iφj)/2 sin(θj/2) cos(θi/2) + e(iφi−iφj)/2 sin(θi/2) cos(θj/2) , (A3)
which is, written in terms of the helix wave vector, kh,
〈↑, i| ↑, j〉 = eikhxij cos2(θ/2) + e−ikhxij sin2(θ/2) ,
〈↓, i| ↓, j〉 = eikhxij sin2(θ/2) + e−ikhxij cos2(θ/2) ,
〈↑, i| ↓, j〉 = −e−ikhxij sin θ + eikhxij sin θ = 2i sin θ sin khxij ,
〈↓, i| ↑, j〉 = −e−ikhxij sin θ + eikhxij sin θ = 2i sin θ sin khxij , (A4)
where xij = (i− j)a.
Appendix B: Fourier Transform
We would like to Fourier transform the spatially dependent quantities found in Sec. II. For a planar helical spin
texture, the entries in Eq. (8) and Eq. (C1) can, in general be written as
e−rij/ξ
kF rij
Aσ
(
eikF rij + σe−ikF rij
) (
eikhxij + σ′e−ikhxij
)
, (B1)
using the identities from the Appendix A. Performing a Fourier transform, we find
∞∑
j=−∞
e−rij/ξ
kF rij
eikxijAσ
(
eikF rij + σe−ikF rij
) (
eikhxij + σ′e−ikhxij
)
=
∞∑
j=1
e−aj/ξ
kFaj
Aσ
(
eikF aj + σe−ikF aj
) [
eikaj
(
eikhaj + σ′e−ikhaj
)
+ e−ikaj
(
e−ikhaj + σ′eikhaj
)]
=
∞∑
j=1
e−aj/ξ
kFaj
Aσ
(
eikF aj + σe−ikF aj
) [
(eik+aj + e−ik+aj) + σ′(eik−aj + e−ik−aj)
]
=
∞∑
j=1
e−aj/ξ
kFaj
</=
{[
ei(kF+k+)aj + ei(kF−k+)aj
]
+ σ′
[
ei(kF+k−)aj + ei(kF−k−)aj
]}
=− 1
kFa
</= ln
[
f(kF + k+)f(kF − k+)f(kF + k−)σ′f(kF − k−)σ′
]
, (B2)
8where Aσ = 1/2i
(1−σ)/2, k± = k ± kh, <[F (kF , k±)] = [F (kF , k±) + F (−kF ,−k±)]/2 {=[F (kF , k±)] = [F (kF , k±) −
F (−kF ,−k±)]/2i} corresponds to σ = 1 (σ = −1), f(k) = 1− exp(−a/ξ + ika), and we have used the summation
∞∑
j=1
xj
j
= − ln(1− x) , (B3)
for |x| < 1.
Appendix C: α′  α Shiba Band
Projecting Eq. (6) onto the four bands, we obtain a 4N × 4N matrix equation, Heff2 φ2 = Eφ2 with
Heff2 =
(
h¯effij ∆¯
eff
ij
∆¯effij −h¯effij
)
(C1)
in the basis (ψ+i, ψ−i, χ−i, χ+i), where (see Appendix A)
h¯effii = ∆0
(
1− α− α′ 0
0 1 + α− α′
)
, ∆¯effii = 0 , (C2)
and
h¯effij = ∆0
e−rij/ξ
kF rij
sin(kF rij)
( −〈↑, i| ↑, j〉 〈↑, i| ↓, j〉
〈↓, i| ↑, j〉 −〈↓, i| ↓, j〉
)
,
∆¯effij = ∆0
e−rij/ξ
kF rij
cos(kF rij)
( 〈↑, i| ↓, j〉 −〈↑, i| ↑, j〉
−〈↓, i| ↓, j〉 〈↓, i| ↑, j〉
)
,
(C3)
for i 6= j. Upon Fourier transforming (see Appendix B), we obtain a 4× 4 matrix
Heff2 = τz ⊗ (h11 + h2σx + ∆zσz) + τx ⊗ (∆11 + ∆2σx) , (C4)
where
h2 = − ∆0
kFa
=
{
ln
[
f(kF + k+)f(kF − k+)
f(kF + k−)f(kF − k−)
]}
,
∆2 =
∆0
kFa
<{ln [f(kF + k+)f(kF − k+)f(kF + k−)f(kF − k−)]} ,
∆z = −α∆0 . (C5)
∆1 is as in Eq. (10) while h1 is as in Eq. (10) after taking α = 0. The eigenvalues of this matrix are
ε2± =h
2
1 + h
2
2 + ∆
2
1 + ∆
2
2 + ∆
2
z ± 2
√
(h1h2 + ∆1∆2)2 + ∆2z(h
2
1 + ∆
2
2) . (C6)
Because α 1, we take ∆z = 0, wherein the zero energy eigenvectors are (0, 0, ± 1, 1)e−ik±ν r−κ±ν r, where ν = 5, 6,
when 1/a  kF , kh and the condition on k, so that ε± = 0, simplifies to h1 − i∆1 = ∓(h2 − i∆2). In the small
spacing limit, we find four Dirac points at
k±5 = −k∓6 = ±kh + pi/3a (C7)
with decays
κ±5 = −κ±6 = kF
2 + (1− α′)
2
√
3
. (C8)
Applying the same argument as in the two band model, because κ±5 κ
±
6 < 0, we cannot construct a MF that satisfies
the boundary conditions.
9Appendix D: Quantum Wire Zero Energy Wave Functions
The full 8× 8 Hamiltonian density, H = H0 +HI , from Sec. III is, in matrix form,
−i~vF∂r ∆z 0 −∆s 0 0 0 −eiθ∆′
∆z i~vF∂r ∆s 0 0 0 e−iθ∆′ 0
0 ∆s −i~vF∂r −∆z 0 e−iθ∆′ 0 0
−∆s 0 −∆z i~vF∂r −eiθ∆′ 0 0 0
0 0 0 −e−iθ∆′ i~vF∂r 0 0 −∆s
0 0 eiθ∆′ 0 0 −i~vF∂r ∆s 0
0 eiθ∆′ 0 0 0 ∆s i~vF∂r 0
−e−iθ∆′ 0 0 0 −∆s 0 0 −i~vF∂r

(D1)
with four zero energy solutions
φ1 =

i
∆0−~vFκ±1
∆′
−∆0−~vFκ±1∆′
−i∆0−~vFκ±1∆′
−∆0−~vFκ±1∆′−i
1
i
1

eκ
±
1 r , φ2 =

i
∆0−~vFκ±2
∆′
∆0−~vFκ±2
∆′
−i∆0−~vFκ±2∆′
∆0−~vFκ±2
∆′
i
1
−i
1

eκ
±
2 r , φ3 =

−i∆0+~vFκ±3∆′
−∆0+~vFκ±3∆′
i
∆0+~vFκ±3
∆′
−∆0+~vFκ±3∆′
i
1
−i
1

eκ
±
3 r , φ4 =

−i∆0+~vFκ±4∆′
∆0+~vFκ±4
∆′
i
∆0+~vFκ±4
∆′
∆0+~vFκ±4
∆′−i
1
i
1

eκ
±
4 r ,
(D2)
in the basis (R↑, L↓, R
†
↑, L
†
↓, L↑, R↓, L
†
↑, R
†
↓). Upon
Transforming from the basis of the left-right moving operators to the electron-hole operators (Ψ↑,Ψ↓,Ψ
†
↑,Ψ
†
↓) and
dropping fast oscillating terms, we find the solutions given in Eq. (D2) to become
Φ±1 =
−~vFκ±1 + ∆s∆′

−ie−ikF r
eikF r
ieikF r
e−ikF r
+

−ieikF r
e−ikF r
ie−ikF r
eikF r

 e−κ±1 r ,
Φ±2 =
−~vFκ±2 + ∆s∆′

e−ikF r
−ieikF r
eikF r
ie−ikF r
+

eikF r
−ie−ikF r
e−ikF r
ieikF r

 e−κ±2 r ,
Φ±3 =
−~vFκ±3 + ∆s∆′

−ie−ikF r
−eikF r
ieikF r
−e−ikF r
−

−ieikF r
−e−ikF r
ie−ikF r
−eikF r

 e−κ±3 r ,
Φ±4 =
−~vFκ±4 + ∆s∆′

e−ikF r
ieikF r
eikF r
−ie−ikF r
−

eikF r
ie−ikF r
e−ikF r
−ieikF r

 e−κ±4 r , (D3)
respectively.
