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Abstract
In this paper we study the computational complexity of functions that have efficient card-based
protocols. A study of card-based protocols was initiated by den Boer [6] as a means for secure
two-party computation. Our contribution is two-fold: We classify a large class of protocols with
respect to the computational complexity of functions they compute, and we propose other encodings
of inputs which require fewer cards than the usual 2-card representation.
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1 Introduction
A study of card-based protocols as a means for secure two-party computation was initiated
by den Boer [6]. In this scenario, we have two players – Alice and Bob – who hold inputs x
and y respectively. Their goal is to securely compute a given function f on those inputs. By
secure computation, we mean that the players learn nothing from observing the computation
except for what is implied by the output f(x, y). Den Boer introduced a model where the
inputs x and y are encoded by a sequence of playing cards and the players operate on the
cards to compute the function. They can use additional cards for computation. In particular,
den Boer showed how to securely compute AND of two bits using five cards in total.
Crépeau and Kilian [5] improved this results. They represent each input bit by two
face-down cards: 1 is represented as ♡♣, and 0 as ♣♡. They provided a secure protocol
for AND which takes two bits b1 and b2 represented by two face-down cards and outputs
b1 ∧ b2 represented again by two face-down cards. Since NOT can be obtained by swapping
the two cards representing a given bit this allows to use their technique to compute any
function. This allow us to evaluate any Boolean circuit on the inputs by a protocol of length
proportional to the size of the circuit and using a number of auxiliary cards that corresponds
to the width of the circuit.
Nishida et al. [19] reduced the number of auxiliary cards to 6 for any Boolean function.
For most functions, the protocol will be of exponential length as it essentially evaluates the
DNF of f . Several other works studied the number of cards necessary for computing various
elementary functions such as AND and XOR [8, 12, 10, 9, 19, 21, 17, 14, 16, 12, 1, 10].
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Motivated by the question what can be efficiently computed by such protocols and how
many cards one needs to compute various functions, in this work, we investigate secure
efficient protocols that are protocols of polynomial length. Our contribution is two-fold: We
classify a large class of protocols with respect to the computational complexity of functions
they compute, and we propose other encodings of inputs which require fewer cards than the
2-card representation. We summarize our results next:
1. We show that oblivious protocols of polynomial length that do not modify their input
(they are read-only) and use only a constant number of auxiliary cards compute precisely
the functions in NC1, the class of functions computed by Boolean circuits of logarithmic
depth. (Alternatively, NC1 is the class of functions computed by Boolean formulas of
polynomial size.) By oblivious protocol we mean a protocol whose actions depend only
on the current visible state.
2. Oblivious read-only protocols of polynomial length with a logarithmic number of auxiliary
cards correspond to the class of functions computable by polynomial-size branching
programs. (This class is also known as L/poly, the non-uniform version of deterministic
log-space.)
3. We also investigate protocols that use a constant number of auxiliary cards but are
allowed to use the cards representing the input for their computation provided that
they guarantee that by the end of the computation the input will be restored to its
original value. We show that such protocols can compute functions that are believed to
be outside of NC1. For example, they can compute languages that are complete for NL,
the non-deterministic log-space. Hence, read-only protocols are presumably weaker than
protocols that may modify their input.
4. We study alternative encodings of inputs that are more efficient that the 2-card encoding.
We look at 1-card encoding where 1 is represented by ♡ and 0 by ♣. In this encoding, Alice
and Bob need only one card per bit to commit the bit. We show similar complexity results
for this encoding as for the 2-card encoding: read-only protocols with a constant number
of auxiliary cards are NC1, with a logarithmic number of cards it is the non-uniform
log-space, and if we allow using the input cards for computation we get potentially more
powerful protocols.
A disadvantage of the 1-card protocol is that it still needs a supply of n cards ♡ and n
cards ♣ to represent any n-bit input. Although, if one restricted his attention to inputs
that contain the same number of 1’s and 0’s, it would suffice to have n/2 cards ♡ and n/2




5. We propose a new 1/2-card encoding which requires only n/2 cards ♡ and n/2 cards ♣ to
represent any n-bit input. The 1/2-card encoding is obtained from the 2-card encoding by
removing from each pair of cards one card, in total one half of the ♡-cards and one half of
the ♣-cards. There is an empty space left instead of each removed card. There is a way
for each player to encode his input so that the other player learns no information about
the opponent’s input. We show that using this encoding we can simulate any read-only
protocol that uses 2-card encoding. Hence, any NC1 function on n bits can be securely
computed using only n + O(1) cards, counting also the input cards. We do not know how
to securely perform protocols for 1/2-card encoding that would modify their input.
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1.1 Previous Work
As mentioned above, a study of card-based protocols was initiated by den Boer [6] who
introduced a secure 5-card protocol for computing AND. However, this protocol does not
produce output in a face-down 2-card format, thus it can not be used for designing protocols
for arbitrary function. Since then a lot of work was done in improving AND protocols and
other primitive functions. Crépeau and Kilian [5] provided a 1-party card-based protocol
where the player can pick a random permutation π with no fixed point and the player has
no information about π. They introduced an AND protocol, which takes two bits b1, b2
represented in the 2-card format as input and outputs two cards which represent b1 ∧ b2 in
face-down 2-card format. They also introduced a protocol for copying a bit in the 2-card
format, which is used during simulation of circuits. Their protocols with a protocol for NOT
(which is trivial) can be used for computing any Boolean function f and the number of used
cards is at most linear in the size of a circuit (using AND and NOT gates) computing f .
However, during the computation they use helping cards of other suits then ♣ and ♡. Niemi
and Renvall [18] improved it and they designed a protocol computing arbitrary function f
which uses only cards of suits ♣ and ♡. They also introduced a protocol to copy a single card
with almost perfect security – the card suit is revealed only with a small probability. Such
protocol cannot exist with perfect security as was proved by Mizuki and Shizuya [15]. The
copying and AND protocols were further improved and simplified in [21, 17, 14, 16, 12, 1, 10].
Nishida et al. [19] proved that any Boolean function f : {0, 1}n × {0, 1}n → {0, 1} can
be computed with 4n cards encoding the input and 6 additional helping cards. Mizuki [13]
proved that at most 2n + 2 is needed to compute AND of n bits. Francis et al. [8] provided
protocols and tight lower bounds on the number of cards needed for computing any two-bit
input two-bit output function. Other lower bounds for AND of 2 bits and of n bits in various
regimes were provided by Koch et al. [12, 10] and by Kastner et al. [9].
The security of card-based protocols is provided by shuffling the cards – one player shuffles
the cards (applies some random permutation to them) in a way so that the other player has
no information about the new order of shuffled cards. Koch et al. [12] provided a 4-card AND
protocol. However, they used a non-uniform distribution for picking a random permutation,
which is difficult to perform by humans. Nishimura et al. [20] suggested an “easy-for-human”
procedure how to apply a shuffling permutation picked from a non-uniform distribution using
envelopes.
Koch and Walzer [10] studied private function evaluation. In this setting, Alice has an
encoding of some program P which computes a function f . They studied various models,
thus the program P can be a Turing machine, RAM, a circuit, or a branching program. Bob
has an encoding of a string x and their goal is to compute securely f(x). (Again, after the
computation they know only f(x) and they have no other information about each other
input, i.e., Alice has no other information about x and Bob has no other information about
f .) They proved that such universal computation exists for those models. They did not
study the complexity of such simulations. Whereas, we study complexity of computing a
function f when the input to f is divided between Alice and Bob.
One can distinguish two types of attack.
1. Passive: honest-but-curious player – she follows the protocol but she wants to retrieve as
much information as possible about the other player input.
2. Active: malicious player – she can deviate from the protocol.
Koch and Walzer [11] proved that if a passive-secure protocol Π uses only uniform closed
shuffles (each shuffling permutation is picked uniformly from some permutation group) then
the protocol Π can be transformed into an active-secure protocol.
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2 Preliminaries
2.1 Card-based Protocols
In this section we define card-based protocols which securely compute some Boolean function
on a joint input of Alice and Bob. Alice gets an input x ∈ {0, 1}n and Bob gets an input y ∈
{0, 1}n, and their goal is to compute f(x, y) for some function f : {0, 1}n × {0, 1}n → {0, 1},
while not revealing anything about their input to the other player. The protocol proceeds
first by Alice and Bob committing their input into a sequence of cards, and then operating
on the cards together with some auxiliary cards. At the end of the protocol, the players
learn the output f(x, y).
In this section we consider the usual 2-card encoding of the input, where each input is
represented as a sequence of cards, two cards per bit: value 1 is represented by ♡♣ and
value 0 is represented by ♣♡ where the cards are put face-down on the table. Hence each
player needs 2n cards to commit his input. All the cards have the same back, say blue. In
the beginning, face-down cards representing the player inputs are in front of the players.
Between them, there is a deck of s prescribed auxiliary cards of ♡ and ♣. There is available
some empty space on the table to operate with the cards. We assume that the cards are
placed on the table in some specific positions (locations), numbered 1, . . . , m, where:
1, . . . , 2n are positions of Alice’s input cards,
2n + 1, . . . , 4n are positions of Bob’s cards,
4n + 1, . . . , 4n + s are the initial positions of the helping cards in the deck,
4n + s + 1, . . . , m are initially empty positions.
We call the positions 1, . . . , 4n as the input positions and the remaining positions as the
work space. We say a position is occupied if there is a card on it, otherwise, it is empty. We
denote an empty position by ×. Let q = m− 4n denote the amount of the work space. We
assume q = O(s). Thus, there are 4n + s cards on the table and 4n + q = m positions.
The players can move their input cards and cards from the deck to the work space and
back. Formally, the basic actions which can be executed by the players are:
Move(p, i, j): The player p moves a card from the position i to position j.
Shuffle(p, T, Γ): The player p applies a random permutation from Γ to the cards on the
table on positions T ⊆ {4n + 1, . . . , m}.
Turn(p, i): The player p turns the i-th card on the table face-up if it is face-down, and vice
versa.
The protocol specifies which action to take next based on the sequences of visible states
seen on the table so far. The current visible state of the table is what an external viewer
could observe, that is which positions are currently occupied and what is the top of each
card laying on the table. If there are c distinct cards then there are at most (c + 2)m distinct
visible states. Hence, based on the sequence of visible states from the beginning of the
game the protocol specifies which action to take next or whether to end. In the end, the
protocol specifies which cards represent the output of the run of the protocol. (They might
be face-down.) We say the protocol Π computes a function f : {0, 1}n × {0, 1}n → {0, 1} if
for all inputs x, y ∈ {0, 1}n, on the inputs x and y the protocol outputs f(x, y). The length
of the protocol is the maximum number of actions executed by the protocol over all inputs
(x, y) ∈ {0, 1}n × {0, 1}n and all possible outcomes of shuffling. We say that a protocol is
oblivious if the action executed next depends only on the current visible state and the number
of actions taken so far.
The shuffling operation provides randomness for the execution of the protocol. Hence,
the sequence of visible states the protocol passes through is a random variable. We will say
that a protocol is secure if for any pair of inputs (x, y) and (x′, y′) to Alice and Bob, where
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f(x, y) = f(x′, y′), the distribution of the sequence of visible states of the protocol on inputs
(x, y) and (x′, y′) is the same. Notice, that this implies that neither of the players learns
anything about the input of the other player except for what is implied by f(x, y).
Often we will be interested in protocols that provide their output encoded in face-down
cards. In such a scenario we will require for the security of the protocol that the distributions
of visible states during the protocol will be identical for all input pairs (x, y).
We say the protocol is robust if a cheating player, that is a player who deviates from the
protocol, is either caught by reaching an invalid visible state (where cards have unexpected
values or positions) or the distribution of visible states does not leak any information about
the other player input except for what would be leaked by honest players. In particular, if
say Bob is cheating and Alice is honest, for a robust protocol we require that for any two
inputs x, x′ of Alice and any input y of Bob, where f(x, y) = f(x′, y), the distribution of the
sequence of visible states during the game on inputs (x, y) and (x′, y) is the same. We will
be designing only robust oblivious protocols.
We say the protocol is read-only if the value of cards placed on the input positions
1, . . . , 4n is always the same whenever a position is occupied.
Let s-SP be the class of function families {fn : {0, 1}n × {0, 1}n → {0, 1}}n≥0 for which
we have a sequence of secure read-only oblivious protocols, one for each n, which are of
length polynomial in n, with deck size s and work space size 2s. (At the beginning the first
s work space positions are occupied by the deck of cards, and the remaining s positions are
empty). We might allow s to be a function of n. We define a class of secure polynomial-length
protocols SP =
⋃
s≥1 s-SP. That is a function belongs to SP if it has polynomial length
protocols which use a constant number of auxiliary cards and constant size work space.
2.2 Branching Programs
A branching program B is a directed acyclic graph G such that each vertex has out-degree
either 2 or 0. The set of edges E of the graph G is split into two sets, zero-edges E0 and
one-edges E1, in such a way that every vertex v of out-degree 2 is incident to exactly one
outgoing zero-edge and exactly one outgoing one-edge. Each vertex of out-degree 2 is labeled
by an index ℓ ∈ [n], by [n] we mean a set {1, . . . , n}.
A branching program B is layered if the vertices are partitioned into layers L1, . . . , Ld.
The edges go only from a layer Li to a layer Li+1 (for all i < d). Vertices of out-degree 0 are
exactly vertices in the layer Ld. The number of layers d is the length of B and the width w
of B is the maximum size of its layers, i.e., w = maxi |Li|.
A layered branching program is oblivious if vertices in the same layer have the same label.
A branching program is a permutation branching program if each layer has exactly w vertices
and for every two consecutive layers Lj and Lj+1 zero-edges and one-edges form matching
M0j and M1j , respectively. We can view the matchings M0j and M1j as two permutations
π0j , π
1
j : [w]→ [w]. Note that we can rearrange all layers such that all permutations π0j are
identities.
One vertex of in-degree 0 is an initial vertex v̄. Some vertices of out-degree 0 are
denoted as accepting vertices. The computation of a branching program B on an input string
x ∈ {0, 1}n proceeds as follows. It starts in the initial vertex v̄ which is the first active vertex.
Suppose v is an active vertex and ℓ ∈ [n] is the label of v. If the out-degree of v is 2, then the
next active vertex is determined by the zero- or one-edge according to the value of xℓ. More
formally, let e = {v, v′} be the edge in Exℓ . Then, the vertex v′ is the new active vertex.
We repeat this procedure until a vertex u of out-degree 0 is reached. An input x ∈ {0, 1}n
is accepted if and only if u is an accepting vertex. The branching program B computes a
function f : {0, 1}n → {0, 1} if it accepts exactly those x ∈ {0, 1}n such that f(x) = 1.
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The class of functions PB contains all the functions computable by layered branching
programs of constant width and polynomial length. A permutation branching program
is restricted if it has exactly one accepting vertex vacc and exactly one rejecting vertex
vrej in the last layer Ld. The computation of a restricted permutation branching program
ends always in the vertices vacc or vrej and it accepts an input if it ends in the accepting
vertex vacc. A class w-PBP contains Boolean functions which are computable by restricted
permutation branching programs of width w and polynomial length. We use the famous
Barrington’s theorem [2], which says that constant-width (permutation) branching programs
are as powerful as NC1-circuits.
▶ Theorem 1 (Barrington [2]). PB ⊆ NC1 ⊆ 5-PBP.
3 Simulating Branching Programs
In this section, we prove one of our main theorems that read-only oblivious protocols of
polynomial length that use constant work space compute the same functions as polynomial-
size constant-width branching programs.
▶ Theorem 2. SP = NC1.
To simulate a branching program by SP-protocol we need an oblivious implementation of
copying a bit in the committed 2-card format. We use a procedure by Crépeau and Kilian [5].
It is straightforward to implement the procedure to be oblivious. We state the proof of the
following theorem for the sake of completeness.
▶ Theorem 3. There is a secure oblivious protocol that takes a bit b in 2-card representation
placed in the work space and produces two 2-card copies of the bit in the work space. The
protocol needs an auxiliary deck with three cards ♡ and three ♣ with the same back as the
input bit.
Proof.





2. She turns the last six cards. Both, Alice and Bob, apply a random cyclic shift (denoted










3. They apply a random cyclic shift to the first four cards.




4. She turns the first four cards face-up.
a. If the sequence is alternating (i.e., ♡♣♡♣ or its shift) then b = b′. Thus, the last 4
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b. Otherwise (i.e., ♡♣♣♡ or its shift) then b = 1− b′. Thus, the last 4 cards represent
two copies of negation of b. In that case, she switches the fifth with the sixth card and





Alice and Bob might want to turn over and shuffle the first four left-over auxiliary cards
after step 4. The last four cards represent two copies of b face-down in the 2-card format.
To make the protocol oblivious we must implement both 4.a) and 4.b) by the same
number of actions. To do so we include additional actions in 4.a) which have no effect
such as shuffling a single card.
It is clear the described protocol is secure. The only step where they can gain some
information about b is Step 4, when Alice turns some cards. However, the cyclic shifts
in Steps 2 and 3 were done by both players. Thus, Alice reveals the alternating sequence
(♡♣♡♣) in Step 4 with the probability exactly 12 (independently on the value of b) even if
one of the players would be cheating. Thus, the protocol is secure. ◀
To prove NC1 ⊆ SP we use as the first step Barrington’s theorem [2]. By Barrington’s
theorem, each function f : {0, 1}n × {0, 1}n → {0, 1} from NC1 can be computed by a
polynomial length width-5 restricted permutation branching program. We will build a
protocol that simulates the actions of the branching program layer by layer. We will keep
track of the image of the initial vertex of the branching program. For that, we will use five
cards ♡♣♣♣♣, where the position of ♡ corresponds to the image of the initial vertex (the
active vertex), and we will apply the permutations prescribed by the branching program on
those five cards. If the input variable assigned to a particular level of the branching program
is set to 1 we are expected to perform the permutation otherwise we are supposed to do
nothing, i.e., apply the identity permutation. Any permutation can be decomposed into a
sequence of simple transpositions (swaps) so we will use swaps conditioned by the input
variable to either permute the five cards or leave them the way they are. We will implement
the following primitive: Alice and Bob want to conditionally swap two cards α, β according
to the value of bit b represented in the face-down 2-card form in the work space without
revealing the value of b. They also want to make sure that if b = 1 the swap occurs and if
b = 0 the swap does not occur.
▶ Theorem 4. Let α̃, β̃ be two sequences of face-down cards of the same length in the work
space, and let γ δ be a face-down 2-card representation of b in the work space. There is a
secure oblivious protocol such that during the protocol players swap the sequences α and β if
and only if b = 1. The protocol uses two auxiliary cards ♣.
Proof. The swapping protocol works as follows.
1. Alice rearranges the input cards together with two auxiliary face-up cards ♣ as follows:
♣γ α̃ ♣δ β̃
Thus, if b = 0 we have ♣♣α̃♣♡β̃ and if b = 1 we have ♣♡α̃♣♣β̃. The players do not
know which situation are they in.
2. Both, Alice and Bob, apply a random cyclic shift to the cards, e.g.:
α̃ ♣δ β̃ ♣γ
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3. Alice turns the cards γ and δ representing b face-up. She knows what cards to turn,
as the cards γ and δ are preceded by ♣ face-up. At the end she reorders the sequence
(keeping the cyclic order) so that ♣♣ are the first cards, e.g.:
α̃♣♡β̃♣♣ → ♣♣α̃♣♡β̃
If b = 0 then γδ = ♣♡ and the sequences α̃β̃ are not swapped. On the other hand if
b = 1 then γδ = ♡♣ and the sequences are swapped.
Note that the cards in α̃ and β̃ are face-down during the whole protocol. It is also clear that
this is a secure and robust protocol, and it can be implemented obliviously. In Step 3 the
cards δ and γ representing the bit b are revealed. However, because of random cyclic shifts
in Step 2 (again done by both players), these cards are in the order ♡♣ with probability 12 ,
independently of the value of b. Thus the swapping protocol is secure. ◀
▶ Remark 5. We point out that there is a more efficient swap protocol that does not use any
auxiliary card. In step 2 Alice and Bob could perform random bisection cut introduced by
Mizuki and Sone [17]. During the random bisection cut, they split the deck into two halves
of the same number of cards and then they swap them or not (at random). Thus, in step
3 of the swap protocol, they would know which cards they should turn, even without the
face-up ♣ cards. Mizuki and Sone [17] also introduced a more more efficient copy protocol (it
uses 6 cards instead of 8) but it also uses the random bisection cut. We prefer the standard
random cut as it is easier to cheat during the random bisection cut.
Now we prove the first inclusion of Theorem 2.
▶ Theorem 6. 5-PBP ⊆ SP.
Proof. Let f : {0, 1}n × {0, 1}n → {0, 1} be a function in 5-PBP. Then, the function f can
be computed by a branching program P with the following properties:
1. Each layer has exactly 5 vertices. The input vertex is the first vertex in the first layer.
The computation ends either in the accepting vertex vacc or in the rejecting vertex vrej.
2. The permutation from each layer i to the layer i + 1 corresponding to 0 is the identity.
Alice and Bob represent the first layer as ♡♣♣♣♣, each card represents one vertex in the
layer. The card ♡ represents the active vertex in the layer (the initial vertex in the first
layer). We call these 5 cards the program cards. Alice and Bob put the program cards at the
work space and turn them face-down. Alice and Bob simulate the program P layer by layer.
They apply permutations determined by P to the program cards according to the player’s
input bits. Suppose we have a representation of the active vertex in the i-th layer and we
want to calculate the active vertex at the (i + 1)-th layer. Without loss of generality the
label of the i-th layer is Alice’s bit xℓ (otherwise the roles of Alice and Bob are reversed).
Thus, we want to apply some permutation ρi ∈ S5 to the program cards if xℓ = 1 and keep
the order of the program cards if xℓ = 0.
We decompose the permutation ρi into transpositions τ1 ◦ · · · ◦ τr. For j = 1, . . . , r, Alice
will apply the transposition τj to the program cards. She runs the protocol Γ1 of Theorem 3
to get cards γ, δ representing her bit xℓ in the work space. More formally, after the execution
of Γ1, there are two pairs of cards such that each pair represent the bit xℓ in the 2-card
format. She puts one pair back to the input positions, i.e., the protocol Π is indeed read-only.
We denote the cards of the second pair as γ and δ. Alice will use them for a conditional
swap. She runs the protocol Γ2 given by Theorem 4 (applied to the cards γ, δ and to the
two program cards which should be affected by the transposition τj). That is, Alice swaps
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the two cards that τj is acting on if and only if xℓ = 1. After applying this procedure for all
transpositions τ1, . . . , τr, the permutation ρi got applied to the program cards if and only if
xℓ = 1 (otherwise the order of the program cards does not change).
Alice and Bob repeat this procedure for each layer of the branching program. Let α be
the card representing the accepting vertex vacc and β be the card representing the rejecting
vertex vrej at the end of the simulation. The cards α, β represent the output of the program.
If the input is accepted, then the accepting vertex vacc is active at the end of the simulation
and thus the card α has suit ♡ and the card β has suit ♣. Thus, the cards α, β represent 1.
On the other hand, if the input is rejected, then the rejecting vertex vrej is active. Thus, the
cards α, β have suits ♣ and ♡, respectively, and they represent 0.
The protocol Π is clearly SP-protocol as the players only sequentially apply the copying
protocol Γ1 and the swapping protocol Γ2 to the program cards. We claim the simulation
protocol Π is secure. Both protocols Γ1 and Γ2 are secure. The other helping cards which
are not used only during a single run of Γ1 or Γ2 are exactly the program cards. They are
placed face-up from the deck and then turned face-down for the rest of the protocol. Thus,
the program cards could only reveal the output f(x, y) at the end of the protocol (if they
are turned face-up) and no other information. Therefore, we conclude that protocol Π is
secure. ◀
Now we prove the opposite inclusion of Theorem 2.
▶ Theorem 7. SP ⊆ PB.
Proof. Consider a family of functions {fn : {0, 1}n × {0, 1}n → {0, 1}}n≥0 for which we
have a sequence of secure read-only oblivious protocols, one for each n, which are of length
polynomial in n, with deck size s and work space size 2s. Let c be the number of different
cards used by the protocol. At any moment, the work space can be in at most (2c + 1)2s
different states which we call the internal states of the protocol. For any n ≥ 1 we will build
a width-(2c + 1)2s branching program of the same length Tn as the protocol for fn. Each
layer of the branching program consists of vertices where each vertex corresponds to one
internal state of the protocol. We need to define edges between the layers of the branching
program.
Let v be a vertex at layer t ∈ {0, . . . , Tn− 1}. It corresponds to some internal state which
in turn determines a visible state that together with t determines the action taken by the
protocol at such a state. We define the edges based on the type of that action. If the action
is a move of a card from some input position into the work space then node v queries the
value of the corresponding input variable and the outgoing edges lead to nodes corresponding
to internal states that reflect a move of the card into the work space. If the action is a shuffle
operation then node v queries variable x1 and irrespective of its value both outgoing edges
go to the node in the next layer corresponding to the internal state obtained by applying one
of the allowed permutations. (The particular choice of the permutation does not matter.)
Similarly, for a turn of a card or a move of a card within the work space or out from the
work space, the edges will go into a node that reflects the internal state after the move. Note
that during an execution of a secure read-only protocol, the players never turn any card
at an input position. Thus, the suit of a turned card is always determined by the current
internal state. Therefore, we can add edges for a turn action without querying any specific
input bit. In the last layer, we designate vertices that correspond to accepting states of the
protocol as accepting all other nodes will be rejecting.
It should be clear from the construction that the resulting branching program computes
fn and has the required properties. ◀
Theorem 2 is a corollary of Theorems 6 and 7 and Barrington’s theorem (Theorem 1).
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4 Simulating Turing Machines
In this section, we will look at computation that obliviously and securely computes on
committed inputs in 2-card representation. The exact split of the input between Alice and
Bob is irrelevant in this section so we assume that the total length of the input is n bits.
The protocols are expected to preserve the committed inputs: Although they may be allowed
to modify the committed input during the computation, by the end of the computation
the committed input must be restored to its original form. The protocols do not leak any
information about the committed inputs except for what can be derived from the output
cards if they are inspected. The protocols can be carried out by either player. To guarantee
robustness and security shuffle operations should be always done by both players. (We use
only uniformly random shuffle and random cyclic shift so performing them twice does not
change their output distribution.)
▶ Theorem 8. Let s(n) ≥ log n be a non-decreasing function. Let f be a function computable
by a Turing machine in space s(n). Then f is in O(s(n))-SP.
Let SEL : {0, 1}3 → {0, 1} be the selection function that SEL(c, b, a) = a if c = 0 and
SEL(c, b, a) = b otherwise.
Proof. We describe the algorithm for the protocol in high-level form and leave details of
the construction to the interested reader. Let f be computable by a Turing machine M .
Without loss of generality, we assume M uses a binary alphabet, on inputs of length n it uses
work space exactly s(n) bits and computes for t(n) steps. The output of M is determined by
the first bit of its work tape. We will simulate the computation of M step by step.
The protocol will use 8s(n) + 4 log n + O(1) auxiliary cards. Two blocks w and w′ will
represent 2s(n) bits, each, and two blocks p and j will represent log n bits each. In addition
to that there is a block q of O(1) bits, and some additional auxiliary bits. We need a constant
number of positions to be empty. All the bits are encoded in 2-card representation. The
block w represents the content of the work tape of M , 2 bits per tape cell, where the second
bit indicates the presence of the work tape head on that particular tape cell. The block p
encodes in binary the current position of the input head of M . The block q encodes the
internal state of M .
The protocol simulates one step of M as follows: first, it determines the value b of the
bit scanned by the input head, then it calculates into w′ the content of the work tape of M
after this step. Then it updates the internal state, the input head position p, and switches
w′ and w.
To determine b the protocol looks at each input bit xi one by one and records the one
that has an index corresponding to p. Set b to 0. For i = 1, . . . , n, the protocol copies xi into
some work space b′, it sets j to represent i, obliviously compares p and j while recording the
result into c. (Comparing bit strings can be done by an NC1 circuit so there is an oblivious
protocol for that of poly-logarithmic length.) From c, b and b′ we can calculate the new
value of b by evaluating SEL(c, b, b′). This can be done obliviously. After processing all the
input bits, b has the value of the currently scanned input bit.
Now, we can determine w′, the content of the work tape of M after this step of the
computation. We compute w′ cell by cell. The value of each cell is a function of the input
bit b, M ’s state q, and the previous content of the cell in w together with the content of
adjacent cells. Hence, the value of each bit of w′ is a function of constantly many bits and
can be computed obliviously.
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After computing w′, we can also calculate d, the direction in which the input head of M
should move, and the new state q′ of M . This can be done by scanning w for the work tape
position, and recording the relevant information for q′ and d when we pass over the current
work cell similarly to determining the value of the input bit b.
From p and d, we obliviously calculate the next position of the input head into j. (Each
bit of j can be computed by an NC1 circuit from p and d.) Finally, we switch the contents of
w and w′, p and j, and q and q′.
We repeat this procedure t(n) times. In the end, the first bit of w indicates the output
of M .
As each step of the computation can be implemented securely, obliviously, and robustly,
we obtain a secure, oblivious, and robust protocol for f that uses O(s(n)) work space and
O(s(n)) auxiliary cards. ◀
As the card-based protocols allow for non-uniformity by protocols using O(log n) work
space we can simulate not only log-space Turing machines but also polynomial-size branching
programs (the non-uniform log-space). The above proof can be extended to Turing machines
taking advice: the protocol can provide the advice bit by bit during the phase when the
input is scanned bit by bit to determine b. (We assume that the advice is provided to the
Turing machine on bit positions with index > n. For those positions instead of copying the
non-existent input bits, the protocol hardwires the appropriate bit into b′. As the advice is
the same for each input, this can be done publicly.)
By essentially the same proof as Theorem 7 we can obtain a simulation of oblivious, read-
only secure protocols that use a logarithmic amount of work space by branching programs of
polynomial size. Let O(log n)-SP =
⋃
k(k + k log n)-SP. We get:
▶ Theorem 9. The class of functions computable by polynomial-size branching programs
equals to O(log n)-SP.
4.1 Read-write Protocols
So far we have looked only at read-only protocols. If we remove the condition to be read-only
we get a potentially larger class of functions computable by such protocols. When the
protocol is not read-only, we still require the protocol to restore its input into the original
state by the end of the computation. We also require the protocol to be secure so not to leak
any information about the input except for what is implied by the protocol output cards.
We give examples of functions that can be computed by protocols modifying their input
which we conjecture are outside of the read-only protocol class with similar bound on the
work space. Proving this conjecture would amount to separating NC1 from log-space, a major
open problem in complexity theory.
Let s(n) be a non-decreasing function such that log n ≤ s(n) ≤ n/2 log∗ n. Let g :
{0, 1}n → {0, 1} be in NC1, and h : {0, 1}n−s(n) log∗ n → {0, 1} be a function computable by a
Turing machine in space O(s(n)) and polynomial time. Define f : {0, 1}n → {0, 1} as follows:
f(x) =
{
g(x) if xn+1−s(n) log∗ n · · ·xn ̸= 0 · · · 0,
h(x1 · · ·xn−s(n) log∗ n) otherwise.
▶ Theorem 10. The function f defined above is computable by secure robust oblivious
protocols of polynomial length that use a constant amount of work space.
Proof. The protocol for f proceeds as follows. It first computes the OR of the input bits
xn+1−s(n) log∗ n · · ·xn using a protocol for NC1 functions where the output c of the protocol
is encoded in 2-card representation in its work space. Then it computes the value g of g(x)
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encoded in 2-card representation in the work space. Finally, it uses the cards representing
input bits xn+1−s(n) log∗ n · · ·xn to simulate the computation of a Turing machine for h as
in the proof of Theorem 8. The simulation is done so that if c = 1 then nothing is done
to the input (the simulation is vacuous) and if c = 0 the simulation is really happening.
The simulation uses the input bits xn+1−s(n) log∗ n · · ·xn to store w, w′, p and j (from the
simulation), everything else is done in the actual work space of constant size. Whenever the
simulation wants to write some value a into an input position used for the simulation, it copies
the value into the work space, it copies there the current value d of the destination position,
computes SEL(c, a, d) and replaces cards in the destination by the output of SEL(c, a, d).
(Hence, if c = 0 nothing has happened.) Reading a value can be done by copying the
particular bit into the work space and then working with the copied cards. This way the
input is undisturbed if c = 1 and it is overwritten if c = 0. At the end of simulation, the
protocol copies the output bit h, which is the first bit of w into the actual work space, and
writes value 0 to all input bits xn+1−s(n) log∗ n · · ·xn conditionally on c = 0. (Bit values read
from the storage, taking part in the vacuous computation, will be the same throughout
the computation. So the simulations of the NC1 circuits implementing various steps of the
computation will be secure.)
Finally, the protocol computes SEL(c, h, g) which is the output of the protocol. All parts
of the protocol can be done securely and obliviously. (This is true also when c = 0 and the
simulation of the Turing machine is bogus.) The protocol restores its committed input by
the end of the computation. ◀
One can also use the technique of catalytic computation to construct protocols for
functions not know to be in NC1. Buhrman et al. [3, 4] show how to use memory which
contains some information for computation while restoring the memory to its original content
by the end of the computation. For example, they can solve the connectivity on directed
graphs this way, the problem CONN(G): Given an n×n adjacency matrix of a directed graph
G decide whether there is a path from vertex 1 to vertex n. They present a polynomial-size
program for CONN(G), which uses 3n2 +1 work registers and n2 input registers, each holding
one bit of information. The program consists of instruction of the form
ri ← ri ⊕ u · v,
where u and v are arbitrary registers different from ri or constants 0 and 1. The program
is oblivious, so it is a straight line program consisting of such instructions. The program
has the property that all registers are guaranteed to have the initial value by the end of the
computation except for one specified work register which contains the output value. It is
straightforward to implement each such an instruction by secure and robust protocol since
the instructions are computable in NC1.
This allows to design an oblivious, secure protocol of polynomial length with constant
work space for a function f ′ : {0, 1}4n2 → {0, 1} that is defined as: f ′(G1, G2, G3, G4) = 1 if
and only if from the vertex 1 we can reach the vertex n in each of the graphs represented by
adjacency matrices G1, G2, G3 and G4. Such a function is unlikely to be contained in NC1,
as CONN(G) is known to be complete for nondeterministic log-space computation. Hence,
it is unlikely that protocols that are allowed to modify their input could be simulated by
read-only protocols using similar resources.
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5 More Efficient Input Encodings
5.1 1-Card Encoding
In this section, we consider other ways how Alice and Bob can commit their input which use
fewer cards. The first natural encoding is to represent each bit 1 by face-down card ♡ and
bit 0 by ♣. These cards would be stored in front of the players in input positions 1, . . . , 2n.
Whenever the players want to operate with the committed bit they need to extend it to
2-card representation.
There are two ways we know how to do it. Niemi and Renvall [18] gave a protocol that is
able to extend the bit without knowing its value. However, there is a small probability of
leaking the value of the bit being extended. The probability is inversely proportional to the
number of cards used for the protocol. Hence, one would need a large number of helping
cards in order to make sure that the probability of leaking information is negligible. That
would erase any savings from the 1-card representation.
The other way which we use here is to allow the player who owns the particular input
bit to extend it using a designated deck of two face-down cards ♣ and ♡. Once the bit is
extended it can be copied by the protocol from Theorem 3, the first card of the first copy can
be put back in the input position, the second card can be put back into the auxiliary deck,
and the second copy can be used for further computation. The auxiliary deck containing the
same cards as earlier should be shuffled by both players at the end of this procedure. The
protocol is robust since a player cheating by extending the input bit by a wrong card will be
caught in Step 4 of the copying protocol.
For this procedure, we need to augment our set of actions by the action of extending
a bit by a complementary card from a designated deck. This action can be performed by
shuffling the auxiliary deck, then peeking at the value of the card we are extending, and
selecting the complementary card by peeking at each card in the deck.
With this operation in mind, we need to extend the definition of protocol security. We
say a protocol is secure from Alice if for any pair of inputs (x, y) and (x, y′) to Alice and Bob,
the distribution of the sequence of visible states of the protocol together with the sequence
of cards seen by Alice while peeking at them during the extension action on inputs (x, y)
and (x, y′) is the same. Similarly, the protocol is secure from Bob if for any pair of inputs
(x, y) and (x′, y) to Alice and Bob, the distribution of visible states and cards peeked at by
Bob will be the same on both inputs (x, y) and (x′, y). The protocol is secure if it is secure
from both Alice and Bob.
Using the extension action we can perform all read-only protocols that used the 2-card
bit commitment of inputs even for inputs committed in 1-card representation. They will be
secure as long as the player performing each extension is the owner of the input bit as seeing
his/her input bits does not affect the security definition. Hence, the power of the model stays
essentially the same with this modification.
Security becomes more of an issue for protocols that are allowed to modify their inputs.
Yet, we can prove a result similar to Theorem 10 for slightly modified function f ′. Let
g : {0, 1}n → {0, 1} be in NC1, and h : {0, 1}n−s(n) log∗ n → {0, 1} be a function computable
by a Turing machine in space O(s(n)) and polynomial time, where log n ≤ s(n) ≤ n/2 log∗ n..
Define f ′ : {0, 1}n → {0, 1} as follows:
f ′(x) =
{
g(x) if xn+1−s(n) log∗ n · · ·xn ̸= 0101 · · · 01,
h(x1 · · ·xn−s(n) log∗ n) otherwise.
We assume s(n) log∗ n is even, and the first half of xn+1−s(n) log∗ n · · ·xn is held by Alice
and the other half by Bob. The other bits can be split between the players arbitrarily.
STACS 2021
26:14 Barrington Plays Cards
▶ Theorem 11. The function f ′ defined above is computable by secure robust oblivious
protocols of polynomial length that use a constant amount of work space and 1-card encoding
of input bits.
Proof. The protocol for f ′ proceeds similarly to the one in Theorem 10. It first verifies
whether the input bits xn+1−s(n) log∗ n · · ·xn differ from 0101 · · · 01 (assuming their number is
even) using protocol for NC1 functions. The output c of the verification is encoded in 2-card
representation in the work space. Then the protocol computes the value g of g(x) encoded in
2-card representation in the work space. Up until this point, we use the protocol described
above to extend input bits into 2-card representations by the player who owns the input bit.
Now we want to use the cards representing input bits xn+1−s(n) log∗ n · · ·xn to simulate
computation of a Turing machine M for computing h = h(x1, . . . , xn−s(n) log∗ n) as in the
previous proofs. We will use these input cards for storage when c = 0 and when c = 1 we will
keep them intact. In the former case, we will eventually reset the input bits/cards to the initial
state. Let I be positions of cards which represent bits x1 · · ·xn−s(n) log∗ n at the beginning of
the protocol. Thus, the cards on the positions I represent (in the 1-card encoding) the input
for M . These cards will be in a read-only regime during the whole computation. Let J be
the positions of cards representing xn+1−s(n) log∗ n · · ·xn. The cards on J will represent in
2-card encoding the content of tapes of M during the computation. Thus, |J | = s(n) log∗ n
but the cards on J will represent 12 s(n) log
∗ n bits. As xn+1−s(n) log∗ n · · ·xn = 0101 · · · 01 (if
c = 0), the cards on J represent 12 s(n) log
∗ n zeros at the beginning of the protocol.
The simulation proceeds in a similar way as the simulation in proof of Theorem 10. For
reading bits from I that encode the input bits to M we use the same 1-card extension
protocol as above to copy them into work-space. Now, we need procedures that will read and
write bits in 2-card representations from positions J . However, if c = 1 some two consecutive
positions would not represent a bit correctly (the two cards on them would have the same
suit). The read/write procedures need to work and be secure even in this case. The players
cannot simply inspect the cards on positions J because they may represent some intermediate
results of the computation.
First, we describe how to read a bit b encoded in J . We want to create a 2-card
representation of bit b in work space if c = 0 or a valid 2-card representation of some bit if
c = 1. The bit b is represented by 2 cards α, β on positions in J . Note that α and β can be
of the same suit if c = 1. Suppose Alice owns the positions in J representing the bit b, the
case of Bob’s positions is symmetric. First, Alice will add complementary cards to α and β
as follows. Alice prepares the sequence: ♣♣α♣♡β, then she turns the second and fifth card
face-down to get a sequence
♣?α♣?β.
Bob shuffles the six cards cyclically at random. Now, Alice extends the card preceding each
♣ that is face-up (cards α and β) by a complementary card to the right taken from an
auxiliary deck. Alice sees the suit of the cards α and β during this action but she does not
know their actual order. Bob shuffles the cards cyclically again and turns face-up the cards
following the two ♣ that are face-up. Now, by a cyclic shift, they rearrange the cards so that
they look like
♣♣αα♣♡ββ,
where α and β are cards complementary to α and β, respectively. They can copy each of the
card pairs α, α and β, β to verify that Alice used complementary cards and the pairs α, α
and β, β indeed represent two bits in 2-card encodings.
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By following this protocol, Alice learns whether the two cards α, β have the same suit or
are distinct. If the suits are the same she also learns the suit. However, in that situation
c = 1 and she already knew all this information. In the later case, she knows that the bits
at those input positions are distinct, but she knew that already. She does not learn their
relative order because of the shuffle by Bob. Thus, she does not know whether they were
altered since the beginning of the protocol or not.
To finish the read procedure, Alice copies the pair α, α (by the protocol of Theorem 3)
to get two copies represented by cards α′, α′, α′′, α′′. She returns the cards α′′ and β back
to the positions in J from which she moved the cards α and β at the beginning. The cards
α′ and α′ are used further in the computation. Other cards (α′′, β) are moved back to the
auxiliary deck. If the cards α and β have different suits then the cards α′, α′ represent the
bit b, as the card α and α′ have the same suit. If the cards α and β have the same suit then
the cards α′, α′ are a valid representation of some bit b′. However, in that case c = 1 and
the value of b′ is irrelevant for the computation. Bit values read from the storage, taking
part in the bogus computation, will be consistent throughout the computation. Thus, the
simulations of the NC1 circuits implementing various steps of the computation are secure.
Now, we describe how to store a bit in 2-card encodings on to some positions in J . Again,
suppose we want to store a bit b on to positions owned by Alice and occupied by cards
γ1 and γ2. Let α and β be cards representing b. We want a procedure that will do the
following. If c = 0 then the cards γ1 and γ2 are replaced by cards of the same suits as α
and β, respectively. Otherwise, if c = 1 then the new cards need to have the same suits
as γ1 and γ2. First, Alice will add complementary cards to γ1 and γ2 to get a sequence
γ1, γ1, γ2, γ2 (she proceeds in the same was as in the read procedure above). Let d1 and d2
be bits represented by γ1, γ1 and γ2, γ2, respectively. She creates two copies of b, negates the
second one, and computes a1 = SEL(c, b, d1) and a2 = SEL(c, 1− b, d2). Let δ1, δ1 and δ2, δ2
be cards representing a1 and a2 respectively. If c = 0 then the cards δ1, δ2 represent the bit
b. If c = 1 then the cards δ1 and δ2 have the same suits as the cards γ1 and γ2, respectively.
Thus, Alice moves the cards δ1 and δ2 into the positions of the cards γ1 and γ2 and moves
the rest of the cards to the deck.
To avoid leakage of information from the way Alice picks the cards from the auxiliary
deck when picking a card of a particular suit, she proceeds as follows. She knows how many
cards of that suit are in the deck. Thus, she shuffles the cards at random and then proceeds
left to right to pick one of the cards of that suit uniformly at random. To achieve that she
picks each card of the desired suit with probability 1/(k + 1), where k is the number of
unseen cards of the desired suit still in the deck. This process guarantees that Alice will pick
a card from a completely random position.
In this way the protocol can use xn+1−s(n) log∗ n · · ·xn to compute h = h(x). After
obtaining value h it outputs SEL(c, h, g). ◀
Hence, also in the case of the 1-card representation of the input one can take advantage
of the input cards to compute functions that seem unattainable with read-only protocols.
5.2 1/2-Card Encoding
In the 1/2-card encoding we represent value 1 by either ♡× or ×♣, and value 0 by either
♣× or ×♡. Here × represents an empty bit position. To commit her input Alice picks n/2
of her input bits, and for those input bits, she leaves the empty spot × in the position of ♡,
for the remaining bits she leaves the empty spot in place of ♣ (in the 2-card encoding of the
bit). This way, she uses exactly n/2 cards ♣ and ♡ to commit her input. It is easy to verify
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that for each bit there is exactly 1/2 probability that the missing card will be on the left.
Hence, the positions of the missing cards do not leak any information about her input. Bob
proceeds in the same way to commit his input.
After committing their inputs they can run any read-only protocol similar to the case of
1-card encoding. Whenever an input bit is needed it is copied into a 2-card representation
by essentially the same protocol as in the case of 1-card encoding.
This means that we need only n + O(1) cards to compute any NC1 function on n-bit
inputs.
We do not know how to implement protocols which could modify their inputs. Modifying
an input bit would require either picking the empty spot in the representation at random
(which could lead to using substantially more cards of each type) or reusing the cards that
are there. In the latter case we do not know how to do it without leaking information.
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