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Abstract
The steady laminar natural convection of a fluid having chemical reaction of order n past a semi-infinite vertical plate is
considered. The solution of the problem by means of one-parameter group method reduces the number of independent variables
by one leading to a system of nonlinear ordinary differential equations. Two different similarity transformations are found. In each
case the set of differential equations are solved numerically using Runge–Kutta and the shooting method. For each transformation
different Schmidt numbers and chemical reaction orders are tested.
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1. Introduction
Natural convection flow is the fluid motion due to buoyancy forces depending on the fluid density gradient and
gravitational force. Such flows have wide band applications in different engineering fields and technological processes
such as the chemical coating of flat surfaces.
The problem of steady-state natural convection induced by chemical diffusion from a vertical plate was reported by
Levich [9] in 1962. This plate is immersed in a fluid solution having a concentration c0(x) > 0. When the plate touches
the solution, a chemical reaction takes place inducing a change of concentration and implying density gradients in the
presence of gravitational field. This problem was investigated by Gebhart et al. [7] and Mulolani et al. [12] through
Birkhof’s [5] transformation method. In 2002 Muthukumaraswamy et al. [13] proposed a numerical solution of a
first-order homogeneous chemical reaction. A further investigation of the Schmidt number effect on the reaction
rate and mass diffusion process was carried out by Rahman et al. [16] through perturbation expansions about an
additional similarity variable depending on the concentration. Recently Postelnicu [17] numerically investigated the
characteristics of natural convection of a vertical surface.
The mathematical technique used in the present analysis is a group transformation of the variables, leading to
a similarity representation of the problem. In this method developed by Morgan [11] a group is assumed; and
consequently, the general form of the invariants is deduced. The requirement of invariance of equations under the
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Nomenclature
Latin characters
a group unity element
c dimensional species concentration
c0 concentration next to the vertical plate
c∞ concentration in the ambient fluid
D chemical molecular diffusivity
F vertical velocity after transformation
g gravitational acceleration
G group
k chemical rate constant
m aspect transformation ratio of y with respect to x for case 1
n order of chemical reaction
Q, T real-valued coefficients
r aspect transformation ratio of y with respect to x for case 2
S subgroup
Sc Schmidt number ν/D
u velocity in x direction
v velocity in y direction
x vertical distance
y horizontal distance from the plate surface
Greek characters
β volumetric coefficient of expansion with concentration
ν = µ/ρ kinematic viscosity of fluid
ρ fluid density
ψ stream function
η similarity variable
assumed group generates a set of simple simultaneous equations whose solution determines the specific form for the
invariants see [6,10]. This method adopted by Abd El Malek proved [1] to be efficient [2–4,14,15] for the analysis of
various boundary layer flow problems.
In the present work, we provide an analytical and numerical solution for natural convection induced by a chemical
reaction adjacent to a vertical plate, using the group transformation method. Under the application of one-parameter
group, the governing partial differential equations and boundary conditions are reduced to ordinary differential
equations with appropriate boundary conditions. The obtained differential equations are solved numerically using
the shooting method.
2. Mathematical formulation
We are in the present study concerned with the convection and diffusion within a thin boundary layer adjacent
to the vertical plate immersed in a fluid having a chemical reaction of order n. For this, it is convenient to consider
an idealized system composed of a semi-infinite plate set in a fluid of infinite extent. The natural convection from a
vertical plate is described by the equations
∂u
∂x
+ ∂v
∂y
= 0 (2.1)
u
∂u
∂x
+ v ∂u
∂y
− gβ(c − c∞)− ν ∂
2u
∂y2
= 0 (2.2)
394 A.S. Rashed, M.M. Kassem / Journal of Computational and Applied Mathematics 222 (2008) 392–403
Fig. 1. Vertical plate model.
u
∂c
∂x
+ v ∂c
∂y
+ k(c − c∞)n − D ∂
2c
∂y2
= 0 (2.3)
subjected to the boundary conditions
u(x, 0) = v(x, 0) = 0, c(x, 0) = c0(x) (2.4)
lim
y→∞ u(x, y) = limy→∞ v(x, y) = 0, limy→∞ c(x, y) = c∞ = 0 (2.5)
u, v are respectively the velocities of the fluid in x and y directions as illustrated in Fig. 1, g is the acceleration due
to gravity, β is the volumetric coefficient of expansion with concentration, D is the mass diffusivity, k is the chemical
rate constant, c is the chemical concentration inside the boundary layer, ν is the kinematic viscosity, c0(x) is the
concentration next to the wall, c∞ is the concentration of the ambient fluid far from vertical plate.
Eq. (2.1) is eliminated through a transformation of the velocities u, v
u = ∂ψ
∂y
, v = −∂ψ
∂x
(2.6)
and the concentration at the wall is normalized
C (x, y) = c (x, y)
c0 (x)
(2.7)
from (2.6) and (2.7) in (2.2) and (2.3), we obtain
∂ψ
∂y
∂2ψ
∂x∂y
− ∂ψ
∂x
∂2ψ
∂y2
− gβc0(x)C − ν ∂
3ψ
∂y3
= 0 (2.8)
∂ψ
∂y
[
c0(x)
∂C
∂x
+ C dc0(x)
dx
]
− c0(x)∂ψ
∂x
∂C
∂y
+ kcn0(x)Cn − Dc0(x)
∂2C
∂y2
= 0 (2.9)
subjected to boundary conditions
∂ψ (x, 0)
∂y
= ∂ψ (x, 0)
∂x
= 0, C(x, 0) = 1 (2.10)
∂ψ (x, y)
∂y
→ 0, ∂ψ (x, y)
∂x
→ 0, C(x, y)→ 0 for y→∞. (2.11)
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3. Group formulation of the problem
A one-parameter group G is used to reduce the system of partial equations to a system of ordinary differential
equations as follows
G : S¯ = Qs(a)S + T s(a) (3.1)
where S, S stand for the system variables before and after transformation, Qs , T s are real-valued coefficients at least
differentiable in the group parameter (a). First and second partial derivatives of the dependent variables with respect
to independent variables are defined as
S¯i¯ =
(
Qs
Qi
)
Si
S¯i¯ j¯ =
(
Qs
QiQ j
)
Si j
 i, j = x, y (3.2)
where S stands for dependent variables (ψ,C and c0).
A transformation of (2.8) following (3.1) and (3.2) definitions leads to
∂ψ¯
∂ y¯
∂2ψ¯
∂ x¯∂ y¯
− ∂ψ¯
∂ x¯
∂2ψ¯
∂ y¯2
− gβ c¯0 (x)C (x, y)− ν ∂
3ψ¯
∂ y¯3
= H1(a)
(
∂ψ
∂y
∂2ψ
∂x∂y
− ∂ψ
∂x
∂2ψ
∂y2
− gβc0 (x)C (x, y)− ν ∂
3ψ
∂y3
)
(3.3)(
Qψ
Q y
Qψ
QxQ y
)
∂ψ
∂y
∂2ψ
∂x∂y
−
(
Qψ
Qx
Qψ
(Q y)2
)
∂ψ
∂x
∂2ψ
∂y2
− (Qc0 QC )gβc0C
− ν
(
Qψ
(Q y)3
)
∂3ψ
∂y3
+ R1 = H1(a)
(
∂ψ
∂y
∂2ψ
∂x∂y
− ∂ψ
∂x
∂2ψ
∂y2
− gβc0C − ν ∂
3ψ
∂y3
)
(3.4)
where
R1 = −gβ
(
Qc0TCc0 + QCT c0C + T c0TC
)
. (3.5)
For invariant transformation H1(a) is equated to one and R1 to zero, hence;
T c0 = TC = 0 (3.6)
Qψ = (Q y)3 , QC = 1
Qc0
, Qx = (Q y)4 . (3.7)
Similarly (2.7) is transformed, leading to
QψQC
QxQ y
Qc0 = Q
ψQc0
QxQ y
QC =
(
QC
)n (
Qc0
)n = QCQc0
(Q y)2
= 1 (3.8)
a simplification of (3.8) shows that
QC = Qc0 = 1 (3.9)
this result satisfies the boundary condition (2.10). Moreover T y = 0, as y = 0 at the edge of the plate. Then combining
(3.7)–(3.9) we obtain the following group structure;
G

G1
{
x¯ = (Q y)4x + T x
y¯ = Q y y
G2
ψ¯ = (Q
y)3ψ + Tψ
C = C
c¯0 = c0
(3.10)
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where G1, G2 stands for the subgroups of independent and dependent variables and the dash stands for the
transformation of variables.
3.1. Group transformation of the system
The boundary layer flow equations order is reduced by one if it satisfies the first-order linear differential equation,
Morgan theorem [11]
5∑
i=1
(αiui + βi )∂ui
∂ui
= 0 (3.11)
where ui and ui stand for the variables before and after transformation and
αi = ∂Q
si (a)
∂a
(3.12)
βi = ∂T
si (a)
∂a
. (3.13)
3.2. Transformation of the independent variables
The similarity variable η(x, y) is obtained invoking (3.11)
(α1x + β1) ∂η
∂x
+ α2y ∂η
∂y
= 0 (3.14)
(3.14) solution lead to two cases;
Case 1. α1, β1 6= 0
η(x, y) = y(α1x + β1)m, m = −α2
α1
(3.15)
where m is the aspect transformation ratio of y with respect to x and will be defined later.
Case 2. α1 = 0, β1 6= 0
β1
∂η
∂x
+ α2y ∂η
∂y
= 0 (3.16)
η(x, y) = yer x , r = α2
β1
. (3.17)
This latter case is known as a helical group transformation [18]. Value of r will be defined later. Both cases (1, 2)
are summarized in Table 1.
Table 1
Similarity variable η = ypii (x) derived for cases 1 and 2
Case 1 η = ypi1(x) pi1(x) = (α1x + β1)m ,m = − α2α1
Case 2 η = ypi2(x) pi2(x) = er x , r = α2β1
3.3. Transformation of the dependent variables
The invariant transformations of the concentration inside the boundary layer C and at the wall edge c0 are
determined from (3.10) group structure
C (x, y) = C (η) (3.18)
c0 (x) = c0 (x) (3.19)
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and the stream function is obtained from an application of Morgan theorem (3.11).
(α1x + β1)∂g3(x, y;ψ)
∂x
+ α2y ∂g3(x, y;ψ)
∂y
+ (α3ψ + β3)∂g3(x, y;ψ)
∂ψ
= 0 (3.20)
g3(x, y;ψ) = φ1(ψ/ω(x)) = F(η). (3.21)
Assuming that φ1 equal unity leads to;
ψ(x, y) = F(η)ω (x) . (3.22)
The functions c0(x) and ω(x) will be determined later.
3.4. Reduction of the problem to a system of ordinary differential equations
Introducing the transformed variables (3.18), (3.19) and (3.22) in the original differential equation (2.8) we obtain;
d3F (η)
dη3
+ A1C (η)+ A2F (η) d
2F (η)
dη2
− (A2 + A3)
(
dF (η)
dη
)2
= 0 (3.23)
where
A1 = gβ c0 (x)
νωpi3
,
A2 = dω/dx
νpi
,
A3 = ω (dpi/dx)
νpi2
.
(3.24)
Similarly (2.9) reduces to;
d2C (η)
dη2
+
( ν
D
A2
)
F (η)
dC (η)
dη
− A4C (η) dF (η)dη − A5 [C (η)]
n = 0 (3.25)
where
ν
D
A2 = dω/dxDpi , A4 =
ω (dc0/dx)
c0Dpi
, A5 = kc
n−1
0
Dpi2
. (3.26)
In order to reduce (3.23) and (3.25) to a system of ordinary differential equations, the coefficients; Ai (i = 1, 2 . . . 5)
must be constants or functions of η. Their derivation leads to two different cases.
Case-1; η = y(α1x + β1)m
For A5 = k/D and A4 = 1D , in (3.26) we obtain;
c0(x) = [pi1 (x)] 2n−1 = (α1x + β1) 2mn−1 (3.27)
ω(x) = n − 1
2mα1
(α1x + β1)m+1 (3.28)
where c0(x) is the concentration of chemicals next to the wall and ω(x) is part of the stream function described in
(3.22). As it appears in (3.27) the concentration next to the wall depends on reaction order n and on transformation
ratio m. From (3.27) and (3.28) in (3.24) we obtain;
A1 = 2mα1gβ
(n − 1)ν (α1x + β1)
2m
n−1−(4m+1) (3.29)
A2 = (n − 1) (m + 1)2νm (3.30)
A3 = n − 12ν . (3.31)
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For A1 to be constant, (α1x + β1) exponential must be equated to zero, giving;
2m
n − 1 − 4m − 1 = 0 (3.32)
m = n − 1
6− 4n , n 6=
3
2
. (3.33)
From (3.33) in (3.27) the concentration next to the wall reduces to;
c0 (x) = (α1x + β1)
1
(3−2n) (3.34)
and becomes infinite at n = 3/2. From (3.15) and (3.28) provided that α2 = 1 we obtain;
ω(x) = (1− n)(α1x + β1)m+1. (3.35)
Notice from (3.22) and (3.35) that no stream exists at n = 1. A further reduction of constants is obtained by replacing
for m in (3.29) and (3.30)
A1 = −2gβ
(n − 1) ν
A2 = 5− 3n2ν , n 6= 1.
Then substituting for the constants in the differential equations (3.23) and (3.25) we obtain;
d3F
dη3
− 2gβ
(n − 1)ν C +
(
5− 3n
2ν
)
F
d2F
dη2
−
(
2− n
ν
)(
dF
dη
)2
= 0 (3.36)
d2C
dη2
+
(
5− 3n
2D
)
F
dC
dη
−
(
1
D
)
C
dF
dη
−
(
k
D
)
Cn = 0 (3.37)
subjected to the boundary conditions
η = 0⇒
F(0) = 0F ′(0) = 0C(0) = 1 η→∞⇒
{
F ′(∞) = 0
C(∞) = 0. (3.38)
Eqs. (3.36) and (3.37) are not applicable for n = 1 and 3/2.
Case-2; η = yer x
Following steps similar to case 1, i.e: A5 = kD , A4 = 1/D but setting pi2 (x) = erx in (3.27) we successively
obtain;
c0 (x) = e 2rn−1 x (3.39)
ω(x) = n − 1
2r
er x (3.40)
A3 = A2 = n − 12ν (3.41)
A1 = 2rgβ
ν (n − 1)e
(
2r
n−1−4r
)
x
. (3.42)
A1 is a constant value if
2r
n − 1 − 4r = 0 (3.43)
this implies
n = 3/2 (3.44)
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and r may assume any value. Invoking these results (3.41) and (3.42) reduce to;
A1 = 4gβ
ν
(3.45)
A2 = 14ν = A3 (3.46)
and (3.23) and (3.25) reduce to
d3F
dη3
+
(
4gβ
ν
)
C +
(
1
4ν
)
F
d2F
dη2
−
(
1
2ν
)(
dF
dη
)2
= 0 (3.47)
d2C
dη2
+
(
1
4D
)
F
dC
dη
−
(
1
D
)
C
dF
dη
−
(
k
D
)
C3/2 = 0 (3.48)
subjected to the boundary conditions (3.38).
4. Numerical results and discussion
The numerical solution of the problem is investigated for different Schmidt numbers and chemical orders n, using
Runge–Kutta and the shooting method. The boundary conditions are completed for both cases 1 and 2, by guessing
two additional conditions at η = 0; F ′′(0),C ′(0) and the solution is iterated on through the shooting method, to satisfy
the remaining boundary conditions at η = ∞. The system parameters values adopted here are; gβ = 1, k = 10−3/s,
ν = 10 in2/s. For case 1 values of n = (0, 0.5, 1.1 to 1.4, 5/3, 2) are tested while for case 2, only n = 3/2 is
considered. The results obtained in each case; the vertical velocity F ′(η) and concentration of chemicals C(η) are
plotted versus η.
4.1. Case 1
Eq. (3.37) is rewritten as a function of Schmidt number as follows;
d2C (η)
dη2
= Sc
ν
[
−
(
5− 3n
2
)
F (η)
dC (η)
dη
+ C (η) dF (η)
dη
+ kCn (η)
]
(4.1)
and (3.36) remains unchanged. The problem is then solved for different reaction orders n. For example the
decomposition of nitrogen pentoxide and the radioactive disintegration of unstable nuclei is a first-order reaction
while the gas phase thermal decomposition of nitrogen dioxide and hydrogen iodide are both examples of
second-order reactions. Third-order reactions are extremely rare in engineering practice [12]. The value n = 1.2
corresponds to the gelatinization rate of rice and potatoes starches and in general the value of n between 1 and
1.5 corresponds to polymerization of substances like Methyl methacrylate or styrene monomer in the presence of
chlorotrimethylsilane [8]. Both are used in the manufacture of resins and plastics coating.
For Sc = 0 the velocity profile is depicted in (Fig. 2a) showing an over hump that attains a maximum for n = 1.2,
then slightly diminish to two third of its value, for n = 5/3 and 2.
In Fig. 2b the velocity is plotted for fractional reaction order (1 < n < 1.5) and Sc = 0.1. The same rise in
velocity (Fig. 2b) is observed at n = 1.1. In Fig. 2c the concentration c(η) is plotted for (1 < n < 1.5). Within range
(0 < η < 2) the variation of n shows a sensitivity of species depletion due to changes in concentration [12].
The Schmidt number is then gradually increased from 0 to 0.5 as illustrated in Figs. 3–5 showing a decrease in the
maximum values attained by the velocities and a reduction of the convective layer to 2/3 of its value, as Sc varies
from 0 to 0.5. This had to be expected as the viscosity present in the Schmidt parameter (Sc = ν/D), reduces the
convection layers widths and heights. A further investigation on the concentration results for Sc = 0, in a linear
distribution of reaction species for all values of n is depicted in Fig. 6. This profile agrees with the low viscosity of
the fluid. On the other hand the concentration profile in Fig. 7 (Sc = 0.5) shows a net curvature. This is due to the
increase of fluid viscosity in the latter case.
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Fig. 2a. Vertical velocity profile for Sc = 0 and various chemical reaction orders 0 < n < 2.
Fig. 2b. Vertical velocity profile for Sc = 0.1 and fractional chemical reaction order; 1 < n < 1.5.
Fig. 2c. Concentration profile for Sc = 0.1 for fractional reaction order 1 < n < 1.5.
4.2. Case 2
In Figs. 8 and 9 the velocity and concentration are plotted for constant n = 1.5 and different Schmidt numbers. In
both figures the convective and concentration layers get thinner with the increase of viscosity.
A.S. Rashed, M.M. Kassem / Journal of Computational and Applied Mathematics 222 (2008) 392–403 401
Fig. 3. Vertical velocity profile for Sc = 0.01 and various chemical reaction orders, 0 < n < 2.
Fig. 4. Vertical velocity profile for Sc = 0.1 and various chemical reaction orders; 0 ≤ n ≤ 2.
Fig. 5. Vertical velocity profile for Sc = 0.5 and various chemical reaction orders 0 ≤ n ≤ 2.
5. Conclusion
Two types of similarity transformations are obtained here by the group transformation method: the translational
transformation η = y(α1x + β1)m and the helical transformation η = yer x , described in Seshadri and Na [18]. A
comparison of cases 1 and 2 shows that it is possible to obtain the latter from the first by setting n = 3/2 in (3.36) and
(3.37).
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Fig. 6. Concentration for Sc = 0 and various n 0 ≤ n ≤ 2.
Fig. 7. Concentration profile for Sc = 0.5 and different n.
Fig. 8. Velocity profile for n = 1.5 and various Schmidt numbers.
The relation between the aspect ratio m and the chemical reaction order n expressed in (3.33) is new and physically
means that the similarity transformation of y with respect to x is regulated by the reaction order n.
In both cases 1 and 2, it is observed that decreasing the Schmidt number increases the velocity level and reduces
the convective diffusive region. No graphical comparison with Mulolani [12] was possible as the parameter values
were not given in the latter. It remains that all the figures obtained here, agree with Mulolani’s analysis.
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Fig. 9. Concentration profile for n = 1.5 and various Schmidt numbers.
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