Abstract-This paper addresses the problem of energy consumption in the Metropolitan Area Networks that employ Carrier Grade Ethernet. The objective is to minimize the energy consumption of nodes and links, managing the traffic through the Multiple Spanning Tree Protocol (MSTP), where the spanning trees are appropriately chosen from a given set and matched with the traffic demands. We present a modelling framework, a resolution approach and comment on the different features that affect energy performance.
I. Introduction
Minimizing energy consumption in the area of Telecommunication Networks has become an increasingly important issue as the Internet continues its grow. Significant energy could be saved by applying energy efficiency concepts. However, even though there has been remarkable results in the area of energy efficient wireless devices, the concept of energy efficiency is just beginning to surface in wireline networking (for an overview see the pioneering work of [1] ).
In this paper we deal exclusively with the energy efficiency of Metro Networks and, in particular, Carrier Grade Ethernet. Simplicity and the high bandwidth available at low cost made Ethernet an attractive choice in various networking deployments. Nowadays Ethernet is no longer confined to be used in LANs, but its high speed versions are also employed in server interconnections, MANs, WANs and Carrier Networks. However, Metro Networks have different requirements from the early LAN. As such, traditional Ethernet did not have the characteristics required in Carrier Grade networks and needed to be enhanced if it has to meet these requirements. Therefore, the past few years have seen significant innovations around Ethernet standards in order to meet recent requirements.
Most of the new standards developed for Carrier Grade networks rely on Spanning Tree Protocols (STP). The STP is responsible for building a loop-free logical topology over the physical one using a shortest path approach and ensuring connectivity among all nodes.
978-1-4577-0351-5/11/$26.00 c 2011 IEEE An evolution of STP, the Multiple Spanning Tree Protocol (MSTP), guarantees better performances in terms of network utilization, recovery time in case of failures, load balancing and Qos functionality. It allows a switch to participate in multiple spanning trees, providing a flexible way to implement traffic engineering in Metro Ethernet. In these networks, traffic flows are defined on a per VLAN basis (the simplest VLAN that can be considered is an E-Line VLAN , i.e., a point-to-point VLAN that carry a single commodity) and routing of the traffic flows is done through the network based on Spanning Trees (STs), so that when a VLAN is assigned to a ST Instance (STI), its traffic flow is routed between its end nodes through the unique path defined by the assigned STI.
In this paper, we exploit the specific features of the Multiple Spanning Tree Protocol to reduce the energy consumption of Carrier Ethernet deployment. To the best of our knowledge, this is the first time such an approach is taken for Carrier Ethernet. The reminder of the paper is described as follows. Section II gives a brief review of previous related work on energy consumption and Spanning Tree design. The proposed optimization model is explained in Section III. In Section IV the solution approach is presented. Finally, some computational results are listed in Section V. Conclusions and a brief discussion for future works are presented in Section VI.
II. Related work
There has been several approaches to reduce power consumption. For instance, it has been proposed to adaptively vary the link rate in order to match the offered load or utilization [2] . Other attempts focus on the possibility of introducing a low power "sleep" mode for idle links in order to obtain energy savings [3] . In [4] a protocol that coordinates how routers go into power saving mode without degrading quality of service nor network connectivity is proposed. For an overall survey on other methods introduced in green networking, the reader is referred to [5] .
The IEEE 802.1s standard that deals with the Spanning Trees (STs) does not provide any criterion on how to map STs to VLANs, despite the importance * of choosing the appropriate ones to facilitate network management. These points are crucial for the good performance of the MSTP. As a result, traffic engineering of Ethernet using Multiple Spanning Trees is a widely researched topic.
In [6] , [7] and [8] the authors claim the importance of an opportune cost metric in the tree construction algorithm. In [9] and [10] the authors propose a technique to determine the MSTP parameters configuration that minimizes the impact of network failures and optimizes load balancing. This objective is achieved minimizing the Worst case Link Load (WLL) and the Average Link Load (ALL). Some other algorithms are presented in [11] and [12] , having as objective the load balancing.
This article proposes to use the IEEE 802.1s Multiple Spanning Tree Protocol in order to minimize the energy consumption of a given network, finding the best subset of spanning trees and the best mapping of the traffic demands to them. In the next section, this approach will be introduced.
III. Energy Optimization

A. System description
Consider an Ethernet Carrier network composed by switches connected through point-to-point links. The network could be represented by a graph consisting of nodes and edges. Since Ethernet uses full-duplex links, traffic in both directions must be considered separately. For this reason, edges must be distinguished from arcs, where an arc is equivalent to a directed edge. Each edge has a known full-duplex capacity and an energy consumption, as well as each node has an energy consumption. The network supports a set of VLANs, each of which carries a single commodity characterized by its origin node, its destination node and its traffic demand.
The model presented in this article aims at finding the best Spanning Trees among a given set of Spanning Trees covering the network and map them to the VLANs that must be routed, minimizing the energy spent by the network itself. The idea of the energy management scheme is that nodes and arcs that carry no traffic can be switched off (in other words, are put in sleep mode), while ensuring full connectivity of the network. This leads to use the fewest possible number of nodes and arcs. For example, suppose that the links in bold in the network of Figure 1 are the ones through which the traffic is routed. If a portion of traffic is sent between node S and node D, this flow, considering the minimization of the energy consumption, should be assigned to a Spanning Tree whose paths between the source and the destination node belongs to the portion of the network which has already been employed (therefore avoiding nodes A, B and C).
The traffic flows are routed over the network over paths defined by the Spanning Trees the VLANs have been assigned to. Assigning a VLAN to a Spanning Tree means determining the route that should be taken by the traffic of that VLAN. Assigning it to a different Spanning Tree means to route it over a different path. An example is given in Figure 2 . Note that the links that do not carry traffic (even the ones belonging to the Spanning Tree matched with the considered VLAN) can be switched off.
B. Notational description
After a brief description of the modelling philosophy, additional notation is required before presenting the formulation of the model. The notation is divided in model parameters and decision variables:
Model parameters N the set of nodes, each of which represents a switch. E the set of edges, each of which represents an undirected link between two nodes. G(N, E) the graph composed by nodes and edges representing a network. A the set of arcs, which are directed links between nodes. Q the set of VLANs to be routed. S the set of Spanning Trees. o q ∈ N the origin node of the VLAN q ∈ Q. b q ∈ N the destination node of the VLAN q ∈ Q. d q ∈ R + the traffic demand of the VLAN q ∈ Q.
* c {ij} ∈ R + the full-duplex capacity of the edge {i, j} ∈ E. ε {ij} ∈ R + the energy consumption of the edge {i, j} ∈ E. ε i ∈ R + the energy consumption of the node i ∈ N . K ∈ N the maximum number of Spanning Trees that can be mapped with the VLAN. a sq ij = 1 if arc (i, j) ∈ A is in the path of the Spanning Tree s ∈ S for the VLAN q ∈ Q, and 0 otherwise. The last parameter is as crucial as complex. It is a binary parameter that defines if a VLAN could be routed over a link accordingly to the Spanning Tree it is has been matched to.
Decision variables
The problem of limiting the energy consumption of the network routing the VLAN through the best Spanning Trees while continuing to ensure full connectivity and the management of all requests can be formulated using four decision variables.
The first variables state which STs have been chosen in the solution among the set S: λ s is equal to 1 if Spanning Tree s ∈ S is chosen in the solution, and it is 0 otherwise.
The mapping between VLANs and STs is defined by the second binary variables: φ q s is equal to 1 if VLAN q ∈ Q is assigned to Spanning Tree s ∈ S, and it is 0 otherwise.
Finally, the last two groups of variables are those that determine whether a node or an edge respectively are switched on or not: x {ij} is equal to 1 if edge {i, j} ∈ E is switched on, and it is 0 otherwise; y i is equal to 1 if node i ∈ N is switched on, and it is 0 otherwise.
C. The energy management optimization model
Objective function
The term z 1 is composed of two parts. The first is the energy consumption of the switched on nodes and edges belonging to the network. The second is the consumption of the elements in sleep mode. It is weighted by the parameter β, that is set to 0.1 according to Energy Efficient Ethernet (EEE) estimates.
Constraints (2) are the capacity constraints for each arc (i, j). If the edge {i, j} is switched off, no traffic can be routed on it.
Constraints (3) guarantee that a single VLAN q can be assigned to a Spanning Tree s only if s has been chosen in the solution.
Constraints (4) guarantee that each VLAN q is assigned to one Spanning Tree s.
Constraint (5) guarantees that no more than a fixed number K of trees are in the solution.
Constraints (6) guarantee that a node i can be switched off only if there are no active links incoming or outgoing from that node.
IV. Solution approach
The resolution approach is closely related to the choice of network instances and Spanning Tree choices. The networks considered have been randomly generated through an instance generator implemented in the C++ programming language. Having fixed the number of nodes and edges, the program is able to generate a network randomly choosing the edges from a full-mesh grid, maintaining these edges in the network with a predetermined probability p and discarding the other. In these networks, all the links capacity were set to 100 Gbps. Concerning traffic demands, they too have been generated through the instance generator. Origin and destination have been randomly selected among all nodes and their bandwidth requests have been randomly generated between 0.1 Gbps and 10 Gbps.
To present computational results we have chosen a Cisco CRS-3 16-Slot Single-Shelf System [13]. This device is compatible with the Cisco CRS-3 1-Port 100 Gigabit Ethernet Interface Modules, each of which is responsible for the ingress and the egress packet processing, so that in order to build up a 100 Gbps full-duplex link, we must employ two modules (one at each end).
Regarding the energy consumption parameters, they have been estimated from the device datasheets. The maximum power consumption of a router when chassis is fully configured with line cards and with traffic running is estimated to be 12320 Watts, while the energy consumption of a single line card is 150 Watts (therefore the * energy consumption of a full-duplex link is considered to be 300 Watts). Finally, the power consumption in the low-power mode is assumed to be 10% of that in the active mode, in line with the estimates provided by different manufacturers during the standardization process of Energy Efficient Ethernet (EEE) [3] .
In addition to data on network topologies and traffic matrices, the model needs to have as input a large number of Spanning Trees for the considered networks. These were obtained through the Algorithm ST GEN-ERATION, which then adds them to the set S.
Kruskal's algorithm has been used in order to find the Spanning Trees which are the elements of the set S. Each Spanning Tree has been generated by assigning random costs to the links with a uniform distribution, so that Kruskal's algorithm could give at each cycle a different Spanning Tree as output.
The function MinCost(E) provides the minimum cost link in the set E. The procedure NoLoop(BestEdge) determines if the edge given as input will create a loop and adds it to the set T ree if not. The procedure is defined by the Algorithm BestEdge.
In Algorithm IV.2 variable comp[i] indicates which component of the temporary Tree the node i belongs to. Its default value is zero. Given an Edge (i, j) four cases must be considered:
• neither node i or j belongs to the tree (comp[i] = comp[j] = 0). In this case the edge (i, j) will not create loops and can be added to the set T ree; • node i (or j) does not belong to the tree, while node j (or i) has already been added to the tree. Again the edge is added without creating loops; • both nodes i and j already belong to the set T ree but in two disconnected components (comp[i] = comp[j]). In this case the edge can be added and the two components are merged.
• both nodes i and j already belong to the set T ree in the same connected component (comp[i] = comp[j] = 0). In this case the edge cannot be added, otherwise it would create a loop.
The function criterion(T ree) provides an additional criterion to decide whether to add or not the considered tree to the set S. If not mentioned, it's default value is 1.
Finally, function Update(cost) assigns new costs to the links, according to the uniform distribution. When a tree is complete, it is added to the set S, and also saved into a parameter T such that T [i, j, s] = 1 if edge i, j belongs to the Spanning Tree s.
Other ways to generate trees have also been considered. In the first alternative, function criterion(T ree) has been calibrated in such a way that only the trees which involve as few edges as possible could be added to the set S. In this case, the function has been set to 1 only when the number of edges employed to route traffic through the considered tree was below a threshold. Another option concerns the function to update the edge costs. In this case, at the end of each cycle a fixed value is added to the cost of every edge. This value is related to the number of times each edge has been chosen to belong to a tree, in order to discourage the choice of the edges that have been selected more often. This method should generate trees as diverse as possible. However, these alternative tree generator methods do not produce better results than the ones obtained with the basic one.
The data concerning the Spanning Trees are then used in the model in the form of the binary parameter a sq ij previously defined.
The values for parameter a sq ij are calculated, through a flow formulation, before running the model for each possible association between Spanning Trees and commodities. Note that given a Spanning Tree s ∈ S and a VLAN q ∈ Q, then the path between the origin node o q and the destination node b q is unique in s and the values of parameter a sq ij are uniquely determined. a sq ij must satisfy the following constraints:
Once the best subset of Spanning Trees and the best mapping of the traffic demands (VLANs) to them is known, then optimization model (1)- (6) can be run using CPLEX and AMPL. Thus, the traffic flows are routed over the network over paths defined by the STs the VLANs have been assigned to in such a way that a portion of the network is forced by the objective function of the model to remain unused. This makes possible to turn off the elements of that portion of the network, which are put into sleep mode to conserve energy. This leads to use the fewest possible nodes and arcs, while continuing to ensure full connectivity and the management of all requests.
V. Numerical results
In the following paragraphs the results obtained from the optimization of different networks are shown. These optimizations can be summarized as follows in Table I , according to the data analysed.
Results were initially obtained by solving the optimization model as a function of the number of VLANs |Q| to be routed. Figure 3 shows how much energy is saved by putting to sleep a portion of the network according to the model, compared to the fully switched on consumption.
The data relates to networks of different sizes (different |N | and |E|). It is easy to see that the big savings are obtained with the largest networks, since small networks (from 10 to 20 nodes) are forced to keep active most of their network elements even to route small amounts of traffic. Note that the energy savings achieved decreases proportionally with the increase on the routed VLANs, until the network is saturated and no more savings can be obtained. As expected, the biggest savings are also achieved in case of low traffic levels, when it is easier to find unused network elements. All values are averaged over 15 different instances. Concerning the mean computational time required to solve the model, it varies from less than 2 seconds to 1000 seconds for the biggest networks, when up to 60 VLANs are considered. This is the time limit that has been imposed.
In all cases it was considered that a maximum number of K = 5 Spanning Trees were chosen out of |S| = 30 possible Spanning Trees. Actually most of the switches support up to 15 Multiple Spanning Tree Instances, but increasing the allowed number of instances to more than 5 does not produce significant benefits, as shown by Table II .
Moreover, as regards to the number of trees used, it tends to be less than 5 (up to even a single tree) when the energy objective function is considered, according to Table III The tests also show that increasing the size of set S does not improve the performance of the model in terms of energy savings, but merely expands the computational time. Figure 4 shows the results obtained solving problem P 1 for a network with |N | = 10 Nodes, |E| = 31 Edges * and |Q| = 60 VLANs. The links on which traffic is routed are in bold. 
VI. Conclusions
In this article we have presented an optimization model and a resolution approach for the optimal energy management of Carrier Ethernet networks using the MSTP. We have been able to evaluate the amount of savings that are involved in the scheme and how different network features affect energy consumption. We found that energy savings are more important in larger networks and that from the energy standpoint, there is an ideal number of trees that should be included in the solution.
Future work includes the improvement of the proposed model by adopting exact methods to generate the Spanning Tree via column generation, the introduction of load balancing indexes and an extensive experimental evaluation in real Metropolitan area networks.
