Abstract. In this paper we derive two a posteriori upper bounds for the heat equation. A continuous, piecewise linear finite element discretization in space and the Crank-Nicolson method for the time discretization are used. The error due to the space discretization is derived using anisotropic interpolation estimates and a post-processing procedure. The error due to the time discretization is obtained using two different continuous, piecewise quadratic time reconstructions. The first reconstruction is developed following [AMN06], while the second one is new. An adaptive algorithm is developed. Numerical studies are reported for several test cases and show that the second error estimator is more efficient than the first one. In particular, the second error indicator is of optimal order with respect to both the mesh size and the time step when using our adaptive algorithm.
1. Introduction. A posteriori error analysis is at the base of refinement/coarsening procedures in mesh adaptivity techniques. An impressive amount of work is available for a huge number of problems, as evidenced by the reviews [AO00, Ver96, BR03] and the references therein. The goal is to derive an easily computable bound of the error in order to ensure global control of the solution. The theory is particularly well developed in the case of elliptic problems, see for instance [AO93, Ver96] . In the case of parabolic problems, most papers deal with the Euler implicit discretization in time, see for instance [Pic98, BBM05, CF04] , or higher order discontinuous Galerkin methods [EJ91, EJ95] . However, little attention was paid to the popular Crank-Nicolson method for parabolic problems until the recent papers [AMN06, AMN07] . It was observed there that, applying energy techniques with a standard continuous, piecewise linear approximation in time would fail in recovering an error estimator of the optimal order. The so-called Crank-Nicolson reconstruction was then introduced which is an appropriate continuous, piecewise quadratic polynomial function in time that can be explicitly constructed from the numerical solution. In [AMN06] this reconstruction is considered in the case of a semi-discrete time discretization of a general parabolic problem. This approach is generalized in [AMN07] to Runge-Kutta and Galerkin methods.
In the present paper, we are interested in the fully discrete situation taking the example of the linear heat equation ∂u/∂t − ∆u = f discretized in space by continuous piecewise linear finite elements and in time by the Crank-Nicolson method. We extend the results of [AMN06] to the fully discrete case by introducing piecewise quadratic (in time) reconstructions of the numerical solution and using them to obtain a posteriori error estimates. We consider two reconstructions. The first one is a direct transposition of the reconstruction from [AMN06] to our fully discrete setting whereas the second one is new. It is based on a finite difference approximation of ∂ 2 u/∂t 2 rather than an approximation of ∂f /∂t + ∆(∂u/∂t) and thus formally resembles the reconstruction from [AMN07] . A posteriori upper bounds are derived for both reconstructions and are used to construct an adaptive algorithm for both the time step and the space step. Numerical experiments show that the first error estimator does not lead to an optimal rate of convergence with respect to the time step when using our adaptive algorithm, especially in situations when the error is mainly due to the space discretization. On the contrary, the second error estimator always provides a fair representation of the true error. Another feature of our work is the use of finite elements on highly anisotropic triangulations. We pursue the approach to anisotropic finite elements developed in papers [Pic98, Pic03, Pic06] , which are in turn based on the theory developed in [FP03, FP01] . The theory in this paper is thus presented in the anisotropic framework and the numerical tests are done on examples that lead naturally to highly stretched meshes. Note, however, that our a posteriori error bounds can be applied also in the isotropic setting, i.e. when the triangulation satisfies the minimum angle condition. The outline of the paper is as follows. In the next section, we present the model problem and its time and space discretization. We will then introduce in Section 3 some definitions and notations relative to the mesh anisotropy. The a posteriori error estimates for the two reconstructions are presented in Section 4. Section 5 is devoted to the description of an adaptive algorithm in space and time. A numerical study is carried out for several test cases in Section 6.
The heat equation and its discretization. Consider a polygonal domain Ω of R
2 with boundary ∂Ω. Given a final time T > 0, a function f : Ω × (0, T ) → R and an initial condition u 0 : Ω → R, we consider the following problem: find u : Ω × (0, T ) → R such that
in Ω × (0, T ),
(2.1)
For the sake of simplicity, homogeneous Dirichlet boundary condition are considered. However, the analysis can be extended to mixed Dirichlet-Neumann boundary conditions, see Example 6.2 at the end of the paper. We suppose henceforth f ∈ L 2 (0, T ; H −1 (Ω)), u 0 ∈ L 2 (Ω) and seek (see for example [DL92] ) a solution u ∈ W with W = {w ∈ L 2 (0, T ; H 1 0 (Ω)) and ∂w/∂t ∈ L 2 (0, T ; H −1 (Ω))} such that u(·, 0) = u 0 and
where < ·, · > denotes the duality pairing between H −1 (Ω) and H 1 0 (Ω). In order to describe the time discretization corresponding to (2.2), we introduce a partition of the interval [0,T] into subintervals I n = [t n−1 , t n ], n = 1, . . . , N , such that 0 = t 0 < t 1 < · · · < t N = T and we denote the time steps by τ n = t n − t n−1 . For any 0 < h < 1, let T h be a conforming triangulation of Ω into triangles K (not necessarily satisfying the minimum angle condition) with diameter h K less than h. We define by V h the usual finite element space of continuous, piecewise linear functions on T h :
and we set
We suppose that f ∈ C 0 (0, T ; L 2 (Ω)) and u 0 ∈ C 0 (Ω). We set f n (·) = f (·, t n ) and we compute u 0 h = r h u 0 where r h is the Lagrange interpolant corresponding to V 0 h . The Crank-Nicolson scheme consists in seeking u
Throughout the paper the following notations will be used for n = 1, . . . , N :
With these notations, we can rewrite (2.3) as
, we introduce the continuous, piecewise linear approximation in time defined for all t ∈ I n by
3. Anisotropic finite elements. In order to describe the mesh anisotropy we introduce some definitions and properties taken from in [FP03, FP01] . For any triangle K of T h , we consider T K : K → K, the affine application which maps the reference triangle K into K. Let M K ∈ R
2×2
and t K ∈ R 2 be the matrix and the vector defining such a map, we have
Since M K is invertible, it admits a singular value decomposition
where R K and P K are orthogonal and Λ K is diagonal with positive entries. In the following we set
with the choice λ 1,K ≥ λ 2,K . We refer to §2. of [Pic06] for examples of such a transformation. Let us now recall some results on interpolation on anisotropic meshes proved in [FP01, FP03] . The classical minimum angle condition is not required in this context. However, for each vertex, the number of neighboring vertices should be bounded from above, uniformly with respect to the mesh size h. There is another restriction on the mesh (see [Pic03] for a rigorous definition and illustrations) that prevents, loosely speaking, the stretching directions r 1,K , r 2,K from changing too abruptly between the adjacent triangles of the mesh. We suppose in the rest of this paper that the family T h meets the above mentioned restrictions. In practice, the BL2D anisotropic mesh generator [BL96] that we have used meets these restrictions.
h be the Clément interpolation operator [Clé75] . There is a constant C independent of the mesh size and aspect ratio such that, for any v ∈ H 1 (Ω) and any K ∈ T h we have:
λ i,K and r i,K are given by (3.1) and G K (v) is the following 2 × 2 matrix
where K represents the set of triangles of T h having a common vertex with K.
4.
A posteriori error estimates.
4.1. Piecewise quadratic reconstructions of the numerical solution. It was observed in [AMN06] that a direct use of u hτ in an a posteriori error analysis would lead to a suboptimal estimate. It was proposed there to work rather with a piecewise quadratic time reconstruction of the numerical solution. We now recall briefly the construction of [AMN06] made for a Crank-Nicolson discretization of an abstract evolutionary equation
posed in a Hilbert space V , where A is a positive definite, selfadjoint, linear operator on V with the dense domain in V . We discretize the last equation in time as
and consider the linear interpolation
and the quadratic one
see (3.5) in [AMN06] . The latter reconstruction allows an a posteriori error estimate to be obtained for (4.1), which is of optimal second order.
We return now to the heat equation (2.2) and its discretization (2.3) or equivalently (2.4). Comparing (2.4) and (4.1) we can interpret the operator A in (2.4) as the finite dimensional approximation of −∆ in (2.4). This analogy allows us to introduce the following quadratic reconstruction,
where u hτ is defined in (2.5) and w
This reconstruction is the analogue of (4.2) in the case of the heat equation discretized both in space and in time. We will refer to u hτ as the two-point reconstruction since it involves only u n h and u n−1 h . We will use it to construct an upper bound for the error analogous to that of [AMN06] . However, considering the numerical results obtained with the time error estimator based on u hτ , we can not conclude that it gets the optimal rate of convergence with respect to the time step when using our adaptive algorithm. That is why we propose in the next paragraph an alternative quadratic reconstruction.
As a motivation, we observe that w n h in (4.3) is formally an approximation of ∂f /∂t + ∆∂u/∂t in the time slab I n . And the latter is equal to ∂ 2 u/∂t 2 by (2.1). It seems natural then to try to replace w n h in (4.3) by a finite difference approximation of ∂ 2 u/∂t 2 . We introduce thus
where
Note that u hτ is again continuous piecewise quadratic in time. We will refer to it as the three-point quadratic reconstruction since it involves u . Note that u hτ , u hτ and u hτ coincide at all times t 1 , . . . , t N .
Remark 4.1. The reconstruction u hτ restricted to the time interval I n is the unique quadratic polynomial which coincides with u n−2 h , u n−1 h , u n h at time t n−2 , t n−1 , t n , respectively. Indeed, denoting the latter by P n (x, t) we observe that it is equal to u hτ at t = t n−1 and t = t n and u hτ is linear in time on I n . Hence necessarily
h . Then we find C n deriving P n twice in t and taking into account that P n (·, t n−2 ) = u n−2 h . We thus find that C n = ∂ 2 n u h /2 and recover (4.5).
Remark 4.2. The requirement that w n h vanish on the boundary can seem inconsistent with the nature of the finite element problem for it, which does not contain any derivatives and thus does not require boundary conditions. We note however, that w n h can be interpreted as an approximation of ∂f /∂t + ∆∂u/∂t = ∂ 2 u/∂t 2 . As u is equal to zero on ∂Ω, its second derivative in time is also equal to zero there. Consequently, it is reasonable to define w n h as an element of V 0 h .
4.2.
A posteriori error estimates. We will now present the two error indicators based on u hτ and u hτ and used subsequently in our adaptive algorithm. In both cases, a standard energy technique is used that leads to combined error indicators in space and time. The estimator in space is similar to the one considered in [Pic03, Pic06] . In what follows we keep the notations of Sections 2 and 4.1 and set e = u − u hτ , e = u − u hτ , e = u − u hτ .
4.2.1. The upper bounds for the error. We announce now our main results: Theorem 4.3. Let f be the linear interpolant of f defined by
and suppose that the mesh is such that there exists a constant c independent of the time step, mesh size and aspect ratio such that
Then there is a constant C independent of the time step, mesh size and aspect ratio such that
Here [·] denotes the jump of the bracketed quantity across an internal edge, [·] = 0 for an edge on the boundary ∂Ω, and n is the unit edge normal (in arbitrary direction).
Remark 4.5. The bounds in Theorems 4.3 and 4.4 are not traditional a posteriori error estimates since they involve ω K ( e) or ω K ( e) and hence the gradient of the exact solution u. A way to approximate it by a computable quantity was proposed in [Pic03, Pic06] . The resulting error estimator was proved very efficient for several problems, in particular the Poisson equation and the Euler discretization of the heat equation. We will also apply this technique in constructing our error estimators and the adaptive algorithm for the Crank-Nicolson scheme in this paper.
Remark 4.6. As we will see in Section 5, our anisotropic adaptive algorithm ensures assumptions (4.7) and (4.9) to be fulfilled with c = 1. A similar assumption has been made in [Pic06] in order to prove a lower bound in the framework of the Laplace problem.
Remark 4.7. In the case of isotropic meshes λ 1,K λ 2,K h K , the above a posteriori error estimates become
, without having to assume (4.7) or (4.9), but with a constant C depending on the mesh aspect ratio.
Remark 4.8. The last three terms in the error estimates of both Theorem 4.3 and 4.4 will be used to estimate the error due to the time discretization. When u is smooth enough, the error e in the L 2 (0,
, thus the first of these three terms are of optimal order. The terms involving ∇w h n and ∇∂ 2 n u h are of optimal order provided
are bounded uniformly with respect to h and τ . The last terms are even of a higher order if we keep h proportional to τ 2 which is the natural choice in view of the error behavior O (h + τ 2 ). We will prove here only Theorem 4.4 because the proof of Theorem 4.3 can follow the same lines with even less technicalities. We first need the following result.
Proposition 4.9. Let u hτ be defined by (4.5) and f by (4.8), then we have
h and for any t ∈ I n , 2 ≤ n ≤ N Proof. We choose any 2 ≤ n ≤ N and t ∈ I n in this proof. We have from (4.5) that
Then, using (2.6), we have for all
We invoke now (2.3) at the time t n−1
It suffices now to insert (4.12) in (4.11) to obtain the result.
Proof of Theorem 4.4. We choose any 2 ≤ n ≤ N and t ∈ I n . Using (2.6), (4.10) and Proposition 4.9, we obtain for all v ∈ H 1 0 (Ω) and all
Then taking v = e and v h = I h e and integrating by parts on each triangle K, we obtain 1 2
Using the fact that ab =
2 , the Cauchy-Schwarz inequality, Proposition 3.1, the Poincaré inequality, the inequality ab ≤ 1 2p a 2 + p 2 b 2 , for all p ∈ R + and the relation
where C 1 is the constant of Proposition 3.1 and C 2 is the constant in the Poincaré inequality. Error equidistribution inequality (4.9) combined with Proposition 3.1 implies that
We have then
Finally, use the second inequality of (4.13) in (4.14), choose
2 ), and integrate (4.14) between t = t n−1 and t = t n , to obtain
where C = max(1, 2C 1 , pC 1 , p). Summing up this inequality on n and noting that e(t n ) = e(t n ) ∀n, leads to the final result.
A posteriori error indicators.
As already noted in the previous section, the upper bounds for the error derived in Theorems 4.3 and 4.4 are not traditional a posteriori error estimators since they involve ω K ( e) and ω K ( e) and hence u. Therefore, following [Pic03, Pic06] , we introduce the Zienkiewicz-Zhu error estimator [ZZ87, ZZ92] , namely, the difference between ∇u hτ and an approximate L 2 (Ω) projection onto V h :
where Π h (∇u hτ ) ∈ V h is defined by its values at each vertex P as
Our error indicator is then obtained by replacing
Approximating in such a way G K ( e) in Theorem 4.3 and G K ( e) in Theorem 4.4, we define the anisotropic space error estimator η A as
where the contributions η A K,n are defined on each triangle K of T h and each time interval I n as
We introduce now two time error estimators: η T corresponding to the two-point reconstruction u hτ (cf Theorem 4.3) and η T corresponding to the three-point reconstruction u hτ (cf Theorem 4.4) defined respectively by
The contributions η T K,n and η T K,n are computed on each triangle K of T h and each time interval I n via
and for n ≥ 2,
.
(4.17) In our implementation, all the integrals between t n−1 and t n are approximated by the midpoint rule.
In order to measure the quality of our estimators, the estimated error is compared to the true error introducing the so-called effectivity index . Thus, we define the following effectivity indices in space and time
We will also check the behavior of the Zienkiewicz-Zhu error estimator. We thus introduce the corresponding global estimator and the effectivity index
4.4. A numerical study of the error estimators with uniform time steps and mesh size. We study here the effectivity indices corresponding to the two error estimators η T and η T on several test cases for which the error comes either from the space discretization, or from the time discretization, or from both of them. We consider the problem (2.1) with Ω = (0, 1) × (0, 1), the unit square, T = 1, and the exact solution u given by case (a)
u(x, y, t) = sin(15πt) sin(πx) sin(πy), case (b)
u(x, y, t) = sin(πt/2) sin(10πx) sin(10πy), case (c) u(x, y, t) = sin(πt) sin(πx) sin(πy).
Note that in case (a) the error should be mainly due to the time discretization, while in case (b) it should be mainly due to space discretization. Case (c) provides an example in which the error comes from both time and space discretization. The numerical results are reported in Tables 4.1-4.3. Isotropic meshes and constant time steps are used in all the experiments of this section.
Referring to Table 4 .1, we observe that the computed error in the test case (a) is mainly due to the time discretization. Indeed, for a given time step, the error does not depend on the space step Table 4 .2 Convergence results using uniform isotropic meshes and constant time steps, case (b).
h, and for constant h, the error is divided by 4 when the time step τ is divided by 2. Moreover the two time error estimators η T and η T behave as the true error. Referring to Table 4 .2, case (b), the error is now mainly due to space discretization. We observe that for constant h, the error does not depend on the time step τ , that the space effectivity index stays close to 2.5 and that the Zienkiewicz-Zhu error estimator is asymptotically exact. Thus, when the error is mainly due to the space discretization we can see that the space error estimator η A behaves as the true error. Table 4 .3 Convergence results using uniform isotropic meshes and constant time steps, case (c).
Finally, we consider the case (c), Table 4 .3, where the error comes from both time and space discretizations. We observe that the error in the L 2 (0, T ; H 1 (Ω)) norm is O (h + τ 2 ), that the space error estimator and the two time error estimators are equivalent to the true error and that the Zienkiewicz-Zhu error estimator is asymptotically exact. Thus, using uniform time steps and mesh size we observe that the two time error estimators provide a good representation of the true error.
5. Adaptive algorithm. We now propose an adaptive finite element algorithm in time and space. We will describe this algorithm while using (4.15) and (4.17). Since the time error estimator needs a solution u n−2 h , we do not change the first time step. For n ≥ 2, the idea is to build successive triangulations T n h with possibly large aspect ratio and to choose appropriate time steps τ n so that the relative estimated error in space and time in the L 2 (0, T ; H 1 (Ω)) norm is close to a preset tolerance Tol, for example
In doing so, we are beyond the scope of the theory developed in the previous section since the mesh T h was not allowed to vary in time there. A more rigorous adaptive procedure would have to include the error due to the interpolations from T n−1 h to T n h . We do not attempt to develop such a theory here and conjecture that the interpolation error can be neglected provided the total number of remeshings does not depend on the prescribed tolerance Tol, which will be the case in the numerical experiments.
In order to satisfy (5.1) we require that, for all n ≥ 1, the error indicator in space is such that
(5.2) and, for all n ≥ 2, the error indicator in time is such that
(5.3) Note that we do not take into account the error in time corresponding to the first time step.
If (5.2) is not satisfied, the BL2D anisotropic mesh generator [BL96] is invoked to construct another mesh based on the space error indicator η A . The P 1 -interpolation between the previous mesh T 
Since BL2D requires the data to be given at the mesh vertices rather than triangles, we calculate at each vertex P the anisotropic error estimator defined as
, where η A i,K,n is the local error estimator on triangle K in the direction r i,K defined as
dt and a gradient matrixG P,n such that
The eigenvectors of matrixG P provide the desired direction of the anisotropy at vertex P and the directional error estimators η A i,P,n are used to prescribe the new stretching amplitudes. In practice, the error is equidistributed in the two directions of maximum and minimum stretching. This ensures conditions (4.7) and (4.9) to be fulfilled with c = 1. Once an acceptable mesh has been constructed we check (5.3) and modify the current time step if necessary. Our adaptive algorithm is summarized in Figure 5 .1. More technical details are available in [Pic03] in a similar context. Note that we use the same algorithm with (4.15) and (4.16).
In order to monitor the mesh anisotropy, we define the maximum aspect ratio and the mean aspect ratio respectively defined by
6. A numerical study of the adaptive algorithm. We apply here the adaptive algorithm described in Figure 5 .1 to two test cases exhibiting increasing level of anisotropy. For the first test case we start all our adaptive simulations on an isotropic 10 × 10 mesh and for the second test case with an anisotropic 100 × 2 mesh. Moreover we choose the time step τ 1 = 0.05. We monitor the absolute error abs in L 2 (0, T ; H 1 (Ω)) norm, the relative error rel in the same norm, the number of nodes nb n , maximum and mean aspect ratio, all computed for the mesh at the final time T . We also report the number of time steps nb τ needed to reach the final time and the number of remeshings nb m occurred.
Example 6.1. Set Ω = (0, 1) × (0, 1), the unit square, T = 1 and choose u 0 and f so that the solution u of (2.1) is given by u(x, y, t) = e Thus, u is a Gaussian function, whose center moves from point (0.3, 0.3) at t = 0 to point (0.7, 0.7) at t = 1 with a transport velocity 0.4β (t)(1, 1) T peaking at t = 0.5. Before starting our adaptive Averaged values on vertices Set directions of anisotropy r 1,P and r 2,P to eigenvectors ofG P If η A 1,P,n is too small (resp. too large) coarsening (resp. refinement) the mesh size in the first direction in the direction r 1,P . of anisotropy should be increased (resp. decreased) If η A 2,P,n is too small (resp. too large) coarsening (resp. refinement) the mesh size in the second direction in the direction r 2,P of anisotropy should be increased (resp. decreased) End Do Build new anisotropic mesh T n h using BL2D If (5.3) is not satisfied Time adaptation
" 2 is too small (resp. too large) τn should be increased (resp. decreased) T algorithm we first want to study the effectivity indices corresponding to the two time error indicators η T and η T when using uniform time steps and mesh size. In order to reduce the error due to the first time step we replace ∇u 0 h , in (2.3), by r h ∇u 0 . We have reported on Table 6 .1 the results obtained when h = 10τ 2 and h = 160τ 2 . We can observe on Table 6 .1 that the error in the L 2 (0, T ; H 1 (Ω)) norm is O (h + τ 2 ), that the space error estimator and the two time error estimators are equivalent to the true error as their effectivity indices tend to a constant value and that the Zienkiewicz-Zhu error estimator is asymptotically exact. Moreover, when h = 10τ 2 the time effectivity indices ei . We have plotted on Figure 6 .1 the value of w n h and ∂ 2 n u h compared to ∂ 2 u/∂t 2 at time t = 0.5 along the axis y = x and with h = τ = 0.00625. We can observe that ∂ 2 n u h provides a smoother approximation of ∂ 2 u/∂t 2 than w n h . Indeed, we can notice slight oscillations when approaching ∂ 2 u/∂t 2 with w n h . We now use the adaptive algorithm with first the three-point time error estimator (4.17) and the anisotropic space error estimator (4.15). We have reported on Table 6 .2 some numerical results Table 6 .1 Example 6.1. Convergence results using uniform isotropic meshes and constant time steps. with several values of tolerance Tol.
We observe on Table 6 .2 (top) that the error is divided by 2 each time the tolerance Tol is divided by 2 and both the time error indicator η T and the space error indicator η A seem to be a good representation of the true error. Indeed, we note that the time error estimator η T is of optimal order as the number of time steps, nb τ , is approximatively multiplied by √ 2 when Tol is divided by 2. The space error estimator η A is also of optimal order as the number of nodes, nb n , at final time is approximatively multiplied by 4 when Tol is divided by 2. We can also note that both the time and space effectivity indices tend to a constant value which shows that η T and η A are equivalent to the true error. However, we remark that the Zienkiewicz-Zhu error estimator is not asymptotically exact. We have a value of ei ZZ around 0.88 whereas we expect this value to be close to 1. This discrepancy can be attributed to the interpolation error between two successive meshes that is not taken into account in our theoretical estimates. Therefore, in order to recover its asymptotical convergence we decide to replace, if T n−1 h is identical to T Table 6 .2 Example 6. 
(6.3) We have reported in Table 6 .2 (bottom) the corresponding results. We now observe that the Zienkiewicz-Zhu error estimator is asymptotically exact as its effectivity index is close to 1. All the previous observations remain unchanged, especially the good behavior of both the time and space error indicators. We have reported in Figure 6 .2 the corresponding numerical simulation when the tolerance is Tol=0.125.
On Figure 6 .3 we have also plotted the evolution of the number of nodes and time step when the tolerance Tol=0.125. We observe that the number of nodes remains almost constant whereas the time step decreases until t = 0.5 and increases until the final time T = 1. The evolution of the time step thus fits the transport velocity. Thus, the three-point time error estimator η T seems to be a good approximation of the true error.
Finally, we have plotted on Figure 6 .4 the value of ∂ . We now use the time error estimator (4.16) instead of (4.17) in the adaptive algorithm and we have reported in Table 6 .3 (top) some numerical results with several values of the tolerance Tol. The results obtained show that the good behavior observed in the case of constant time and space steps is not preserved when using our adaptive algorithm. Indeed, we can see that the time error indicator η T is not of optimal order of convergence since the number of time steps, nb τ , is not multiplied by √ 2 when we divide Tol by 2. For a tolerance Tol=0.125, the number of time steps was of 67 when using the time error indicator η T whereas it becomes 1860 for the time error indicator η
T . This significant difference shows that η T tends to dramatically over-predict the true error. On Figure 6 .5 (left) we have plotted the evolution of the time step when Tol=0.125. We can see that the time step evolution is completely different and shows an irregular progression with very small time steps around a value of 5 · 10 −3 . Table 6 .3 (bottom) the numerical results for several values of Tol. We see that the number of time steps, nb τ , is not multiplied by √ 2 when we divide Tol by 2 so the optimal order of convergence is not recovered. We have plotted on Figure 6 .5 (right) the evolution of the time step when Tol=0.125. We note the same irregular profile but its general aspect seems to be closer to the one presented in Figure 6 .3. Indeed, neglecting these oscillations we roughly have the same evolution as in Figure 6 .3. We suspect that this irregular profile is due to the interpolation error after each remeshing. Thus, we introduce the relative two-point time error estimator η the relative error n rel defined respectively by
and we plot on Figure 6 .6 the evolution of this two quantities for a tolerance Tol=0.125 when solving (6.2) if T
We can see that each remeshing results in a jump of the two-point time error estimator that causes the irregular evolution.
In Figure 6 .7 we have plotted w Note that we consider here a problem with mixed Dirichlet-Neumann boundary condition. Indeed, we impose u = 0 along the left side of Ω, u = 1 along the right side and impose homogeneous Neumann boundary conditions along the top and bottom sides. Thus, the solution u exhibits an internal layer moving with a velocity 0.3β 2 (t) having sharp peaks centered at times t = 0.4 and t = 1.1. We apply the adaptive algorithm with the three-point time error estimator η T . Adapted meshes are shown in Figure 6 .8 at time t = 0, 0.05, 1 et 1.5 and with a tolerance Tol=0.03125. We have plotted on Figure 6 .9 (left) the time step evolution. We see that the time step follows the velocity profile of the solution. Thus, for high velocity the adaptive algorithm chooses to use small time step and vice-versa. In Table 6 .4 (top) we have reported numerical experiments with several values of the tolerance Tol. We observe that η ZZ is asymptotically exact and that the space anisotropic error estimator η A and the three-point time error estimator η T are equivalent to the true error. The number of time step is approximatively multiplied by √ 2 when Tol is divided by 2 so that the optimal order is recovered. Table 6 .4 Example 6.2. True error and effectivity indices of the adapted solution at final time T = 1.5. Top : the time error estimator (4.17) is used. Bottom : the time error estimator (4.16) is used.
We now use (4.16) instead of (4.17) in the adaptive algorithm. Since the Dirichlet boundary conditions are prescribed only on the part of the boundary in this example, the two-point time error estimator, namely the definition of w n h (4.4), should be changed. We require here w n h to vanish only along the left and right sides of Ω, and impose homogeneous Neumann boundary conditions along the top and bottom sides. The evolution of the time step is reported in Figure 6 .9 (right) for the same simulation as in Figures 6.2, 6 .8. A chaotic evolution is observed. Indeed, we see many perturbations, which most important of them appear during the two peaks of acceleration and deceleration. We can also note that between the two peaks, when the velocity is very small, the time step stays approximatively constant around a value of 2 · 10 −3 whereas we expect an increase. For solutions exhibiting high aspect ratio the behavior of the two-point time error estimator seems then not to be a really good representation of the error. In Table 6 .4 (bottom) we have reported some numerical results with several values of tolerance. We see that the two-point time error estimator is not optimal as the number of time iteration grows when the tolerance is divided by two.
In conclusion, numerical experiments show that η T is a good representation of the true error even with solutions exhibiting high aspect ratio. Indeed, the expected second order of convergence with respect to the time step has been recovered for the two test cases. However, for the time error estimator η T , we did not manage to recover the optimal second order of convergence. The difficulty in approximating ∇w n h involved in η T seems to be the major problem of this approach.
