Abstract. Every measuring equipment or inspection tool is known to have its own accuracy, which may affect the reliability of its measurements. This includes oil and gas pipeline corrosion defects measurements. The inspection tolerance occurred in the measurements should be treated carefully for each equipment to prevent misinterpretation of the data which could lead to incorrect assessment. This paper presents a comparison between two K-Nearest Neighbour (KNN) interpolation techniques used to calibrate corrosion measurements collected by Magnetic Flux Leakage Intelligent Pig (MFL-IP) with the readings of Ultrasonic Testing (UT) scan device. The comparison has relied on the position of the interpolators, the weight sequence, and the error in the final enhanced metrics compared to the original measurements. Both techniques have the potential to calibrate and enhance IP measurements, with relative advantage for one technique in reducing over fitting problem. This enhancement will be used to improve the integrity assessment report that depends on the disturbed corrosion metrics of oil and gas pipelines, to decide whether the pipeline is fit for service or needs certain maintenance.
Introduction
The early detection of an operational oil pipeline defects can prevent failure which can lead to huge catastrophes. Corrosion is one of the major factors that can lead to a pipeline system failure; hence it is important to understand the actual condition of the operational pipeline via proper inspection and using the correct tools. Non-destructive corrosion detection techniques vary according to the purpose of the inspection, accessibility to the pipeline system, level of accuracy and the reliability of data required [1] .
Smart/intelligent pigs are used to provide information about the conditions of a pipeline and can be used to locate the problem areas. Metal-loss inspection pigs are used to detect defects that have resulted in wall thinning in the pipeline. There are two main types of metal-loss pigs i.e. magnetic-flux leakage (MFL) and ultrasonic testing (UT). (MFL-IP)when compared to other scan techniques, is widely used as an in-line Inspection (ILI) in the corrosion detection field considering it's applicability in both offshore and onshore pipelines and its capability to discriminate defects to some extent, given its comparative cost and time consumption. UT scan technique is normally applied externally and is used to inspect localized section. UT is known to have better sizing accuracy since absolute measurement can be obtained when compared to MFL which provides relative measurements [2] . Table  1 shows the sizing accuracy for different corrosion detection techniques [3] . As shown in Table 1 , both MFL and UT technologies have certain limitations regarding the accurate measurement of the defects within the system since both devices suffer from a certain error margin depending on the device's sizing accuracy. Since UT measurements have a smaller sizing accuracy than IP measurements, a consideration of the UT device being more accurate than MFL-IP can be done. This measuring error affects the integrity assessment and may lead to an over or an under-estimation of the actual condition of the scanned pipeline. In this paper, by using two different techniques, K-nearest neighbor interpolation method (KNN) was used to enhance the inaccurate readings of the corrosion metrics collected by the MFL-IP device, with the metrics collected by a UT device, bearing the consideration that MFL-IP devices suffer from a wider error margin than the one affecting UT devices. A comparison between the two methods was applied to show which interpolator achieves better representation of the original measurements towards the goal ones.
Background on interpolation
Interpolation is the process of predicting a missing or an unknown value of a function or a sample point using the known points around it (neighbors) [4] . Different techniques can be applied as interpolators; Polynomial interpolation, Multivariate interpolation, Bilinear interpolation, Bi-cubic spline interpolation, K-Nearest-neighbor interpolation (KNN), Inverse distance weighting (IDW) Interpolation, quadratic interpolation, B-spline interpolation, Lagrange interpolation, Gaussian interpolation, among other techniques [5] [6] [7] . Interpolation techniques are well expressed in the application of image processing, data mining, artificial neural networks, as well as other variant applications. This paper, presents a new usage of interpolation techniques as calibration of the measurements of two non-destructive corrosion inspection tools. More precisely, K-Nearest Neighbor interpolation (KNN) was used to enhance the accuracy of corrosion readings collected by MFL-IP tool using the measurements of a UT scan device.
Nearest neighbor method is a statistical test that is used to determine the significance of a point's nearest neighbor in order to calculate the deviation from the general trend. Nearest neighbor algorithm selects the nearest point value and does not take into account the values of other neighboring points, hence producing a constant interpolation [5, 8] . Nearest neighbor technique is based on a comparison between the distribution of distances between a studied point and its nearest neighboring points in a set of randomly distributed data. The Distance function used in the comparison is a function that defines a Euclidean distance between each pair of elements of a set. The Euclidean distance between two points, ‫ݔ‬ = ‫ݔ(‬ 1 , … , ‫ݔ‬ ݊ ) and ‫ݕ‬ = ‫ݕ(‬ 1 , … , ‫ݕ‬ ݊ ) can be seen in (1):
whered is the distance function, n is the sample size [9, 10] . The predicted point using the nearest neighbor method is simply the value of the nearest point among the n points of a sample to the unknown one, which is:
The use of only the nearest point to predict the missing one, will exclude the effect of the other neighbor points which may lead to a biased estimator, herein to include the effect of multi neighbors to the predicted point and in order to reduce the effect of outliers of a sample point, K-nearest neighbor method is suitable for this purpose.
K-Nearest neighbor method: this method differs from the aforementioned nearest neighbor technique by considering the contiguity of the surrounding points to the required point. The contiguity can be estimated using what is called the weight function, which is defined as a function that measures the effect of each one of the neighbor points on the required one. In other words the estimated value of the missing or required point is the weighted average of its neighbors [11] . Loftsgaarden and Quesenberry introduced the KNN weight function in the relative field of density estimation [12] , followed by Cover and Heart for the purpose of classification. The simplest weight function can be described as the ratio of the distance between each point of the neighborhood to the total sum of distances [11] :
Franke & Nielson [13] , used the classical form of weight function as seen in (4):
wherep is a positive real number chosen randomly and is called the power parameter (usually equals to 2), and h is the distance from point i to the interpolated point from the original data set. Shepard [5] , had used a modified weight function for superior results compared to the original one, as shown in (5):
whereh i is the distance from the interpolated point to point i of a set of random data. R can be defined as the distance from the interpolated point to the farthest point of the set of data, and n is the number of the neighbors.
Hinton & Roweis [14] , introduced a Stochastic Neighborhood embedding algorithm, an algorithm that uses a weight for the nearest neighboring points as seen in (6):
whered i is the distance between the interpolated point and its i' th neighbor. Jianping Gou et al. [15] , used a combination of the ratio between the interpolated point and its furthest neighbor, to the distance of its nearest neighbor as in (7):
whered i is the distance between the interpolated point and the point i, d max is the distance between the interpolated point and furthest point in the set, d min is the distance between the interpolated point and the nearest point in the set. The interpolated point using the K-Nearest Neighbor algorithm can be defined by (8):
wherew i is the proper weight for each one of the neighbor points y i to the interpolated point ‫ݕ‬ ݅ ෝ [11] . The methods described in this paper were built on Hinton's & Roweis's weight whilst using KNN. The exponential function defined in (6) will maximize the effect of the nearest neighbor to the point 02001-p. 3 that requires calibration, and by that, the interpolator will get the properties of the closest neighbor point, compared to the other surrounding points.
Proposed method
A 20 year operational oil pipeline used in Malaysia with a diameter of 25.4 cm, length of 3.9 kilometers, and internal wall thickness of 12.7 mm, was chosen to collect its internal corrosion measurements. Data on the corrosion geometry parameters (depth, length, width) were collected using two In-Line Inspection (ILI) tools; MFL-IP with a sizing accuracy of ±20% of the corrosion inspected measurements, and UT scan device with a sizing accuracy of ±5%.
Corrosion measurements collected from two different devices have the same properties however differ in formation. The measurements collected by a UT scan device is represented in a grid of the remaining wall thickness along the pipeline length, (the grid is set at constant dimensions horizontally and vertically) as shown in Table 2 . Table 2 .Tabulation of UT corrosion measurements Table 3 , shows the measurements collected by MFL-IP, which are represented as single points with relative metal loss, position and orientation. To start the calibration process, each point was joined with its adjacent to form a pair, this is done by applying a mapping procedure to both of the corrosion measurement sets. The mapping procedure started from the same pipeline log-point for each device,which was recorded in the measurements report for each defect. The distance between the defect and the device's Log-point is illustrated in Fig.1 . 
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This is followed by detecting the exact position of each pair by using a clockwise orientation method within the pipeline as shown in Fig. 2 . Since corrosion measurements that are collected byMFL-IP are given as relative measurements compared to the UT device which are represented as a grid of actual remaining pipeline wall thickness, and in the light of the large sizing accuracy that UT device has compared to MFL-IP, the measurements of the UT device were assumed to be the goal measurements used to calibrate the measurements of the MFL-IP. In this paper bothproposed methods took in consideration a grid of the closest 8 measurements to the UT point to represent the neighbors of the actual/goal corrosion measurement. Fig.3 shows the distribution of points with respective neighbors where point ‫ݐݑ‬ 5 (the 5th element) is equivalent to is the goal for the point that requires calibration collected by MFL-IP. The first KNN method used in this paper to calibrate corrosion metrics of MFL-IP considered the center of UT measurements neighborhood as the position of the point that required the calibration. Using the Exponential weight function described by Hinton & Roweis, with the Euclidean function to describe the distance between the neighbors, (EwEf) method was applied as follows:
A. The neighbors grid were expanded by squeezing MFL-IP measurements in each grid as the 6'th element in the matrix, the point is placed such that it may seem to replace the original, however in actuality it is at a distance very near to the 5th point hence the vector now consists of 10 elements instead of 9, and the neighbors became 9 instead of 8 as shown in Fig.  4 and Fig. 5 ,hence will be used as ݇ the number of neighbors in KNN interpolation. If { ‫ݕ‬ ݅ ; ݅: 1 … 10 } is the variable representing the expanded remaining wall thickness matrix, then ‫ݕ‬ 5 and ‫ݕ‬ 6 represent the UT goal point and the IP point that requires calibration respectively. The distance between the center point ‫ݐݑ(‬ 5 ) and its neighbors were calculated using the Euclidean distance function as in (1). C. A weight sequence was calculated for the expanded vector by using Hinton & Roweis weight function (6) . The exponential function included within (6) will concentrate on the center point as it has the biggest effect on the predicted point. Adding to that, since the center point is the goal point, the trend well be stronger towards the actual required measurements. D. By applying KNN interpolation technique (with k=9) on the 5th element in the vector, equation (8), will replace the IP value with the weighted average calculated by KNN technique which will result in an output that is the new calibrated corrosion measurements closer to the actual measurements collected by the UT scan device. E. A comparison between the original UT measurements, original MFL-IP measurements, and the new interpolated corrosion measurements was conducted to determine the amount of enhancement that was done with the suggested method.
As mentioned earlier, EwEf calibration method is a method that applies KNN interpolation technique with an assumption that the position of the center point in the neighborhood ‫ݐݑ(‬ 5 ), is the position of the point that requires calibration, since ‫ݐݑ(‬ 5 ) is the goal point. However this assumption may lead to a biased estimator of the calibrated point towards the center of the grid most of the time, which could result in data over fitting. In light of this concern, the second method used in this paper to calibrate MFL-IP measurements used different position for the point that requires calibration in the UT neighborhood grid. The method was applied by assuming that the position of the point that requires calibration (IP) should consider the relationship between the original IP and UT measurements to avoid the over fitting possibility. To achieve that, a Maximum-Minimum based calibration method with Exponential weight and Euclidean distance functions (MMEwEf), was applied as follows:
A. if the MFL-IP measurement was larger than UT measurement, then the position of the point that require calibration will be assumed to be the position of the Maximum point in the neighborhood. On the contrary, if MFL-IP measurement was smaller than UT measurement, then the position of the point that require calibration will be assumed to be the position of the Minimum point in the neighborhood. The movement of the calibrated point's position will assure that the enhanced point after calibration will be relatively closer to the original MFL-IP measurement rather than the goal measurement ‫ݐݑ(‬ 5 ), which will reduce the possibility of a biased estimator. Fig 6, and Fig 7, show the distribution of the point that require calibration with UT measurements within the neighborhood grid in both cases respectively. B. The expanded grid was used similarly (as with EwEf method) to generate a weight sequence with Hinton & Roweis weight function described in (6) , and Euclidean distance function as in (1). C. The weight sequence then was used to calibrate (IP) measurements by (8) , the data set resulted by applying (8) is considered the calibrated corrosion measurements.
A comparison between the original UT measurements, original MFL-IP measurements, and the new interpolated corrosion measurements was conducted to determine the amount of enhancement that was done with the suggested method.
Results and discussion
The suggested methodology was applied on one segment of the studied pipeline, which contains 31 defects as reported in the reliability assessment report given by the MFL-IP operator. The calibration techniques used in this paper showed a remarkable enhancement in corrosion measurements. Fig. 8 , and Fig.9 show comparisons between the original measurements, and the enhanced measurements using both proposed methods, EwEf, and MMEwEf calibration respectively. The enhanced IP measurements showed closer behavior to the goal UT points. Table 4 shows the minimum remaining wall thickness in the studied segment of the pipeline collected by the UT device (actual size), compared to the thickness recorded by theMFL-IP device at the same point, and the thickness after the enhancement with both suggested methods. The part of the pipeline that has the thinnest wall thickness is considered as the weakest point in the whole system. The point that has a minimum wall thickness of an operational pipeline is usually used in the extreme value analysis, which is applied to determine the probability of system failure. Table 4 shows the minimum wall thickness recorded using the Ultrasonic scan device as 9.44 mm. while the measurement reported by MFL-IP for the same point was 11.923. The calibrated measurement for the same point using the proposed EwEf, and MMEwEf calibration methods was found to be 10.06 mm, and 9.58 which is 14.66%, and 18.44% better than the original metrics respectively.
This difference between the calibrated measurement of the point that has the minimum wall thickness in the segment, and the original IP corrosion size using EwEf method is found to be 1.86 mm, which means that the service life of the studied segment is 4 years shorter than it was reported by the MFL-IP, considering that the average corrosion growth rate per year regarding to NACE (National Association of Corrosion Engineers) is reported to be 0.4 mm [16] . In other words, using the reported MFL-IP measurement without calibration will give a statement that the segment is fit-to-serve for an extra time approximated to be 4 years, while the actual size give much shorter service time. This huge difference may be lead to a possible system failure considering the lack of information related to the sizing accuracy of the MFL-IP device.
Likewise, the difference between the calibrated, and the original IP measurement using MMEwEf method was found to be 2.34 mm, which means an even shorter service life of the studied segment, which could be estimated to be 6 years. Table 5 shows the error in the calibrated measurements compared to the original MFL-IP points using the proposed techniques. Since the error in the calibrated measurements using MMEwEf method is smaller than the error committed using EwEf method,this means that MMEwEf calibration showed less biased estimation towards the goal measurements compared to the EwEf method. The 0.84 mm is equivalent to 6.61% of the pipeline wall thickness, while 0.98 mm is equivalent to 7.71%. The difference in the error between the two techniques refers to the superiority of the MMEwEf method on EwEf method when it comes to the biased estimation. This reduction of the error in calibrated measurements is due to the position movement of the point that requires calibration in the neighbors grid. The interpolator got the properties of the closest neighbor point to its own properties which reduce the error caused by KNN interpolation. This error reduction could be described as reducing the over fitting possibility in the calibrated measurements.
Conclusions
02001-p. 8 KNN interpolation technique can be used as proposed in this paper to calibrate corrosion measurements collected by different devices. The methods proposed in this paper showed remarkable results in reducing the error in corrosion measurements collected by MFL-IP compared to the actual corrosion metrics collected by UT scan device. Both EwEf, and MMEwEf calibration methods presented in this paper showed that using KNN will enhance the original IP corrosion measurements by 14.66%, and 18.44%, with an overall error of 6.61% and 7.71% of the actual pipeline wall thickness respectively. While EwEf calibration estimate closer measurements to the goal data, MMEwEf method reduces the bias in the estimators by considering the relationship between the original measurements. Further sample points testing should provide wider understanding to the differences between the proposed methods, since both had showed close results in the field of measurement calibration.
