Abstract| The problem to track time-varying properties of a signal is studied. The somewhat contradictory notion of \time-varying spectrum" and how to estimate the \current" spectrum in an on-line fashion is discussed. The traditional concepts and relations between time and frequency resolution are crucial for this problem. We introduce two de nitions for the time resolution of lters, essentially measuring the e ective number of past data that are used to form the estimate. In, for example, wavelet transform techniques frequency dependent time resolutions are used so that fewer data are used at higher frequencies, thus enabling faster tracking of high frequency components (at the price of worse frequency resolution). The main contribution of the paper is to show how this same feature can be introduced when estimating spectra via a time-varying, autoregressive model of the signal. This is achieved by a special choice of nominal covariance matrix for the underlying parameter changes.
I. Introduction
It is a basic problem in many applications to study and track the time-varying properties of various signals. This is at the heart of adaptation and detection mechanisms, and there is a rich literature on this subject, e.g. 15] and 12].
In many contexts it is very attractive to describe the signal characteristics in the frequency domain, i.e. its spectral properties. The spectrum is itself an averaged, time-invariant concept and generalization to a \time-varying" spectrum is somewhat tricky. One aspect of this problem lies in the well known frequency-time uncertainty relation, i.e. that the frequency resolution depends on the time span.
We will argue that it is natural to demand a quicker response, i.e. better time resolution from the adaptive algorithm, at the high frequency than at the low frequency end. In other words we seek a frequency dependent time resolution of our algorithm. This, as such, is nothing new. A typical use of the wavelet transform ( 1] , 14] , 2]) is exactly to have di erent trade-o s between time and frequency resolution in di erent frequency bands.
From this perspective we shall examine current parametric adaptation algorithms and see if they can o er this desired feature. It will turn out that the most used adaptation algorithms { Least Mean Squares (LMS) and Recursive Least Squares (RLS) { do not give this kind of trade-o : The time resolution for RLS is frequency independent, while for LMS it depends on the level of the spectrum (not the frequency).
The major point of this contribution is, however, that a frequency-time trade-o of the desired type can be achieved also in parametric modeling. The key is to use a Kalman-lter based algorithm with a carefully tailored state noise covariance matrix.
It is worth stressing that there is no \optimal" solution to the signal tracking problem, unless the character of the time variation is known. Instead, some ad hoc choices are used: LMS for the simplicity of the algorithm, or RLS for the rapid recovery after a sudden change. These two approaches can be seen as corresponding to di erent, particular choices of state noise covariance matrices in a Kalman lter (see 11]) and each have just a scalar tuning parameter (step length and forgetting factor, respectively). What we suggest is another ad hoc, default choice of adaptation, also with one scalar tuning parameter and corresponding to a particular state noise covariance matrix. The merit of this approach is that it gives a natural solution to the time-frequency resolution problem.
The paper is organized as follows: In Section 2 we discuss the notion of a \time-varying" spectrum and how it can be formalized, and in Section 3 we make some brief comments on methods for non-parametric spectrum modeling. Section 4 then deals with techniques for parametric spectrum modeling, and in Section 5 we show how the time and frequency resolution can be characterized in terms of a frequency dependent window size and an algorithm is proposed. A completely di erent approach based on a random walk model of the spectrum is in Section 6 shown to give the same result. The proposed technique is then illustrated on simulated data in Section 7. Finally some conclusions are given in Section 8.
II. Time-Varying Spectra
Consider a signal y(t), which we for this discussion take to be observed in discrete time: y(t) t = 0; 1; :::
(1) One of the most successful ways to describe the properties of y(t) is to study its spectrum y(t)y(t ? k) (3) assuming that the limit exists for all k. There is of course an extensive literature on how to estimate and utilize spectra. See for example 9]. Now, the spectrum is inherently a time-invariant property, or a time-averaged property. If the signal has time-varying properties -whatever that means -they won't show up in (2), other than in a time-averaged fashion. Nevertheless we may want to capture "time-varying properties" in spectral terms, at least intuitively. There are many attempts to describe such time varying spectra, " y(!; t)" (4) from simple spectrograms (using spectral estimates computed from nite and moving blocks of observed data) to sophisticated transforms of various kinds. Lately there has been a substantial interest in the wavelet transforms also as a means to capture some variant of (4). We shall brie y comment on some of these approaches in the next section.
We can think of y(!; t) as a "snapshot" of the signal's frequency contents at time moment t. It is clear, though, that due to the uncertainty relationship between time and frequency there will be problems to interpret what a "momentary frequency" might be. Let us here introduce a formal de nition of y(!; t) that in itself is non-contradictory. We shall assume that the signal y(t) is generated from a stationary signal source e(t) as an AR-process:
At(q)y(t) = e(t) (5) or, in longhand, y(t) = ?a1(t)y(t ? 1) ? ? an(t)y(t ? n) + e(t) (6) where At(q) = 1 + a1(t)q ?1 + + an(t)q ?n (7) Here e(t) is white noise with variance r2 and q ?1 is the inverse shift operator. For the signal y(t), generated by (6), we de ne the momentary spectrum as y(!; t) = r2 j At(e i! ) j 2 (8) In 10] the authors use the term instantaneous spectrum for this quantity. This is an exact de nition of a momentary spectrum, but the question is whether (8) captures what we intuitively have in mind with the concept "spectrum". We can make two rather obvious observations around this:
"A quick change" in the spectrum at low frequencies is rather to be interpreted as a high frequency component in the signal.
To be perceived as a variation of the spectrum at a certain frequency the rate of change must be signi cantly slower (a factor 10 or so) than the frequency itself. All this is of course well in agreement with well-known practical ways of handling "time-varying spectra". In amplitudeor frequency-modulation, the modulating signal must change much slower than the carrier. That will also allow the signal to pass with the carrier through the band pass lters designed for the carrier.
The bottom line of this discussion is thus: While (6)-(8) make perfect sense as a formal de nition, it is only meaningful as a de nition of "time-varying spectra" if the time variation of At(q) is such that y(!; t) changes signi cantly slower than the frequency ! in question.
III. Motivation and Relation to other Approaches
This section brie y describes some non-parametric and parametric approaches to estimate time-varying spectra. We will focus on di erent possibilities to get di erent time resolution at di erent frequencies. We choose to discuss extensions to the time-varying case in terms of the spectral factor Y (!; t) rather than the spectrum itself. The simplest way to get a time-frequency representation is to use the Short-Time Fourier Transform (STFT) Y STFT (!; t) = X y( )wN(t ? )e ?j! (10) Here and in the sequel wN(t) is a time window used to ob- 
Since the mother wavelet wN is xed, the wavelet theory suggests a narrower time window at higher frequencies. See also (15) (15) That is, the e ective number of data points that are used to form the spectral estimate at each point is inversely proportional to frequency and the scale factor is xed and given by the mother wavelet.
C. Parametric modeling
Parametric models for estimating time-invariant spectrums have been used for a long time, see for instance 9]. To unify parametric and non-parametric methods, consider rst the following piecewise constant Fourier transform: where the rst approximation is for large t (or rather small t ) and the second one for close to 1. Now we have an additional degree of freedom of choosing frequency dependent forgetting factors (or time windows). Choose a time resolution N(!) and let
As long as we just want to look at a plot of a time-varying spectrum, (16) might be enough. If we want something more out of our model, we need more sophisticated models. This is what we now turn to.
IV. Autoregressive Signal Models and Their Estimation
A. The Model As an alternative to (16), we introduce another parameterization with the same number of parameters and basically the same degree of freedom, but another interpolation between the frequency points than a piecewise constant function. The AR model (5) we propose is standard in time series analysis: Assume that the signal y is generated from a white Gaussian noise source e with zero mean and variance r2 as y(t) = ?a1(t)y(t ? 1) ? ? an(t)y(t ? n) + e(t) = ' T (t) (t) + e(t) The AR model (22) can be used as a predictor, omitting the unpredictable noise e(t).
AR models are known to be able to give high frequency resolution.
The AR model has found many practical applications in adaptive control and adaptive ltering problems in e.g. communications.
One drawback with the AR model is that it is not known how to shape the time resolution as a function of frequency. In Section V it will be described how the AR coe cients can be estimated with a frequency dependent forgetting factor (!), similar to the one in (21). B. Recursive Estimation For the estimation of the momentary spectrum via the parameters in the AR-model we shall use an algorithm de ned by the update equation
where K(t) = P(t ? 1)'(t) r2 + ' T (t)P (t ? 1)'(t) (31) and P(t) = P(t ? 1) ? P(t ? 1)'(t)' T (t)P (t ? 1) r2 + ' T (t)P (t ? 1)'(t) +R1(t)
This algorithm can interpreted as a Kalman lter for an underlying state space model of the variations of the parameters (t). See, for example, 12]. In this interpretation the matrix R1(t) is the assumed covariance matrix of the changes in the true parameter vector, whiler2 is the assumed variance of the noise e(t). In this paper we will however not make any assumptions concerning behavior of the true parameters, and rather consider the algorithm just as a method for computing parameter estimates. The matrixR1(t) will then be seen as a tool for adjusting the tracking properties of the algorithm, whiler2 can be used as a scaling factor. We shall return to the choices of the design variablesR1(t) andr2 in a moment. Using the algorithm above we obtain^ (!; t) = W (!)^ (t) (33) and the spectral estimate will bê y(!; t) =r 2 j1 +^ (!; t)j 2
C. Filtering interpretation Although the algorithm can be derived and motivated from a stochastic perspective, it should be noted that for a given sequence f'(t)g, equations (29){(33) are just a linear, timevarying lter into which y(t) is fed, and which produces^ (!; t) as its output. To emphasize this observation we use equations (29) and (30) to obtain
where the time varying and frequency dependent impulse response is given by
For a given sequence f'(t)g the impulse response de ned by equation (38) is a deterministic quantity, and we could then apply De nition 1 for this general lter to nd out its time resolution. It turns out that the denominator of (13) can readily be calculated (asymptotically for smallR1), while the numerator is more di cult. We shall therefore introduce the following alternative de nition of time resolution for the lter (29){(33):
De nition 2: For the lter (29){(33) we de ne the time resolution as
We shall motivate this de nition in two di erent ways and then the main theorem is given. To see this, note that after a transient also K(t) will be a constant scalar d and We can also motivate the alternative de nition by invoking some statistical arguments. In a stochastic setting, the time resolution of De nition 2 is the length of a rectangular window that gives the same variance error as the given algorithm.
We consider { with some abuse { (22) as a linear regression model with a constant and a given sequence f'(t)g. Suppose we estimate using the Least Squares method with t measurements with equal weight, k = 1; : : : ; t (\a rectangular time window of length t"), and that the sequence fe(t)g is white noise with unit variance. Then it is well known that the covariance matrix of this estimate^ t will be
Here~ denotes the parameter error
This means that the variance of the error in (de ned by (27))
will be equal to the numerator of (39), divided by t. In other words, the numerator of (39) equals t times the variance of , when estimated using a rectangular window of length t.
Let us now turn to the algorithm (29){(33), again assuming that (t) , and that fe(t)g is white noise with unit variance.
We note that the parameter error obeys the following recursion:~ (t) = (I ? K(t)'(t))~ (t ? 1) + K(t)e(t) (46) i.e. the same di erence equation as for^ (t) but driven by the white noise e(t) instead of the output. The error in can be written~ (!; t) = W (!)~ (t) 
The result is asymptotic in n ! 1 and jjR1jj ! 0, in the sense that the ratio of the two sides of (49) 
From 13] we have y(!) = q(!);
(61) which happens to be the numerator of (39). Now, apply these relations together with (95) rst applied to (54), The design problem is thus to solve (49) forR1 for a given N(!).
E. Special Cases of the General Algorithm
The general algorithm (29){(33) has two design variablesr2 andR1. In many cases, this gives \too much freedom" to be handled in a rational way. Therefore the most commonly used algorithms are special cases, with just one scalar design variable (obtained as special choices ofr2 andR1).
A very common such special case is to use the gain vector
K(t) as given by the recursive least squares (RLS) method, see 12]. Here the parameter estimate is updated according to (29) and the gain vector is K(t) = P(t ? 1)'(t) + ' T (t)P (t ? 1)'(t) (65)
and P(t) = 1 P(t ? 1) ? P(t ? 1)'(t)' T (t)P (t ? 1) + ' T (t)P (t ? 1)'(t) ]
The variable 0 < 1 is the so called forgetting factor, which is used to control the length of the update step in the algorithm. This special case is obtained by choosinĝ 
R1(t) = ( 1 (t) ? 1) P(t ? 1) ? P(t ? 1)'(t)' T (t)P (t ? 1) (t) + ' T (t)P (t ? 1)'(t) ]
In conventional studies of recursive parameter estimation algorithms the trade o between tracking ability and variance reduction is a key issue. In the above cases this trade o is made in terms of the scalars and : A small or a value of close to one, gives long time horizons. This leads to poor time resolution (poor tracking), but also spectral estimates with low variances (the estimate is based on more observations). Time resolution and reliable estimates (low variance) are thus two sides of the same coin. The trade-o made is therefore based on information, or assumptions on how fast the signal properties are changing. Note that the two cases (72) and (73) the time resolution as a function of frequency comes automatically with the method: For RLS the time resolution is independent of frequency, while LMS gives a dependence such that a higher level of the spectrum gives a short time horizon. Whether this is desired or not will depend on the actual signal properties. 
Here n is the size of the state-vector (the order of the underlying AR-model).
How can we choose a matrix R so that W (!)RW (!) will be a speci c function, say f(!)? One possibility would be to x a nite number of values of ! and view (74) as a system of equations (one for each frequency) to be solved for in terms of the entries of the R-matrix. Another possibility is to choose R to be Toeplitz, so that its k;`element is r(`?k). As discussed in the appendix, the Fourier transform of the function r that builds up the Toeplitz matrix R can be expresses as 
The diagonal elements correspond to the relations in (74) and the o -diagonal elements turn out to be irrelevant. Then
This is a feasible solution since (74) is satis ed exactly at the points !1; ::; !n ! when n! = na (in which case also T T = I). Furthermore, it is a direct consequence of the exponential function that this solution interpolates (74) smoothly between the grid points. Also, if we choose n! > na and solve (78) in a least squares sense, then again the solution gives a nice interpolation of (74). We illustrate these three methods with a simple example. . This is similar to the basic wavelet case, except for the cut-o frequency =10. The cut-o frequency is included to avoid f(!) being a pure double di erentiation. Let us choose n=5 and 20, respectively, and compute a correspondingR1 using the three methods. In all methods, N(!) is evaluated in 64 regularly spaced points between 0 and . We evaluate the design by solving (74) for N(!) at 100 new frequencies not included in the design step, and the result is shown in Figure 1 . We see that the inverse Toeplitz method is superior at low frequencies to approximate N(!) = 1= p f(!).
The result of the least squares solution is not shown in the gures because it turns out to give identical result as the direct Toeplitz method, a fact which is not obvious from the above. However, the number of computations to get the least squares solution is much larger. In this case, where the FFT can be used, the di erence is a factor 1000. The impulse responses shown to the right in Figure 1 gives an interpretation of why the inverse Toeplitz method is better: the impulse response converges quicker. Based on the result of such examples, the inverse Toeplitz method is proposed and the result summarized in an algorithm. Finally, use the scalarr2 in the lter to tune the scale of the time window.
With these techniques we have constructed an alternative algorithm to compute time-varying properties of a signal. Like the basic RLS and LMS methods it has only one scalar design variable that controls the basic trade-o between tracking ability (time resolution) and variance of the estimates. In this case it is the scalarr2.
VI. An alternative motivation
The methods presented in Section V all hinge on the formula (74). This formula will now be motivated in a completely different way.
Introduce the simpli ed notation !(t) = y(!; t). Consider a random walk model of the spectrum, !(t + 1) = !(t) + s!(t):
(81) Let S! = Cov( s!(t)) be the covariance matrix of the random walk. A large S! implies fast variations in the spectrum at frequency !. However, the size of S! is scale dependent. It would be much more logical to let S! be proportional to the spectrum itself, and trying to capture relative changes in the spectrum. Therefore, the state noise s!(t) should be proportional to the spectrum, s!(t) = !(t)s!(t). A logarithmic state transformation is now very natural: log( !(t + 1)) = log( !(t)) + log(1 + s!(t)) log( !(t)) + s!(t)
The approximation is valid if s!(t) is small (which it must be for a spectrum to be a logical measure of frequency content, see the discussion in Section II). Now it is possible to say that if p S! is twice as large at one frequency than at another, then spectral changes at the rst frequency can be expected to be twice as large. The designed random walk covariance should then be made proportional to the speci ed squared time resolution
Consider now the relation between S! andR1(t). A Taylor expansion of (26) and (27) at = (t) gives log( !(t)) = log(r2) ? log(1 + W(!) T (t)) ? log(1 + W(!) (t))
for some phase argument (t; !). Now S! = Cov(log( !(t + 1) ? log( !(t))))
= Cov ( !(t + 1) (t + 1) ? !(t) (t)) (86) In the end, !(t) has to be approximated by plugging in the current parameter estimate, so assume !(t+1) !(t). Then S! Cov ( !(t)( (t + 1) ? (t)))
Combining (83) and (87) which is equivalent to (74) if the scaling factor is chosen as c = 16n. That is, for a given model structure AR(n), these two approaches coincide, both having one scalar as a design parameter. Thus, we have con rmed that (74) is a logical base for the design. ThenR1 is computed from the three methods described in Section V and the frequency resolution N(!) evaluated using equation (74). Figure 2 shows the result averaged from the last N ? 5n values ofN(!; t) for n = 5 and n = 20, respectively.
The left plot shows the accuracy of Algorithm 1. That is, how well can equation (74) be solved forR1. The accuracy is very good for the higher model order except for very low frequencies.
B. Frequency tracking In this subsection a piecewise constant fourth order AR model is studied. The three di erent parameter vectors correspond to the spectra in Figure 3 . That is, rst the AR coe cients are chosen to give two resonance peaks. Then they are changed such that the peak at the lower frequency (0.6) is attenuated and then changed back again. Then, in the same way, the high frequency (1.2) peak is attenuated and then changed back again.
The tracking ability of the di erent methods will be illustrated at the two marked frequencies (0.6 and 1.2) in Figure  3 . An AR(4) model is estimated rst with RLS with forgetting factor 0.98 and then with a Kalman lter withR1 = 0:0001 I, and the spectrum at these two frequencies is evaluated at each time instant using the recursively estimated parameters. The result is shown in Figure 4 for RLS and Figure 5 for the Kalman lter. Figure 6 shows the same thing for the frequency selective Kalman lter in Algorithm 1, with 1=r2 = 0:001 and The recursive parameter estimate is in all cases averaged over 50 realizations. Note the following: RLS has the overall best performance, a fact stemming from the abrupt parameter changes where RLS is in a sense the best linear tracking algorithm.
The tracking ability of RLS and KF is independent for the two frequencies and the variance error seems to be the same.
The tracking ability of FSKF is much better for the higher frequency than for the lower one at the cost of increased variance.
We stress again the the optimal choice ofR1 depends on the signal and nothing else, but with the advocated choice we get a prede ned frequency resolution.
VIII. Conclusions
In this contribution, we have focused on the time and frequency resolution of several parametric methods for spectral estimation, with the terminology used in the non-parametric context. In the parametric approach, we computed the spectrum from a recursively estimated AR model. It was shown that the time windows { that is, the e ective number of samples used to compute the spectrum at a certain frequency { for common adaptive methods as LMS and RLS are inherently frequency independent. The time resolution depends only on the design parameters and the spectrum itself.
We have shown how the general Kalman lter formulation allows us to shape the time resolution arbitrarily with frequency. It is just a matter of using the \state noise covariance matrix" This could, e.g. be used so that the time resolution increases with higher frequencies, similar to the wavelet transform. Thus, the proposed method o ers a default choice ofR1 which is not ad hoc, in contrast to the RLS and LMS algorithms. 
which means that the limit operation applied to the inverse of a covariance matrix results in the inverse of the spectrum.
In 5] corresponding results are derived for a class of matrices that attain Toeplitz structure when their dimensions increase. The matrices in this class also have the property that the elements decay exponentially, i.e. 
