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Abstract. Recent years have been marked by the emergence of various social
media, from Orkut to Facebook, including Twitter, Youtube, Google+ and many
others: each offers new features to attract more users. These social media gen-
erate a large amount of data which if processed properly can be used to identify
trends, patterns and changes. The objective of this work is the discovery of the
key topics in a social network discussion, characterized as groups of relevant
terms restricted to a context, and the study of its evolution over time. To do
so we use procedures based on Data Mining and Text Processing. At first, text
processing techniques are used to identify the most relevant terms that appear
in the text messages of the social network. Then these terms are clustered us-
ing the classical k-means and k-medoids algorithms, and also the recent NMF
(Non-negative Matrix Factorization) algorithm. Finally, we associate the most
relevant terms of theses clusters to characterize the main themes of the con-
sidered messages. The proposal was evaluated on the Twitter network, using
datasets of tweets of several initial contexts. The results show the feasibility of
the proposal in order to identify the relevant topics of this social network in the
desire initial context.
Resumo. Os anos recentes foram marcados pelo surgimento de va´rias mı´dias
sociais, do Orkut ao Facebook, incluindo Twitter, Youtube, Google+ e muitos
outros: cada um oferece novos recursos para atrair mais usua´rios. Estas mı´dias
sociais geram uma grande quantidade de dados que se processada corretamente
pode ser utilizada para identificar tendeˆncias, padro˜es e mudanc¸as. O obje-
tivo deste trabalho e´ a descoberta de temas-chave em uma discussa˜o de redes
sociais, caracterizada como grupos de termos relevantes restritos a um con-
texto, e o estudo de sua evoluc¸a˜o ao longo do tempo. Para isso, utilizamos
procedimentos baseados em minerac¸a˜o de dados e processamento de texto. No
inı´cio, as te´cnicas de processamento de texto sa˜o usadas para identificar os ter-
mos mais relevantes que aparecem nas mensagens de texto da rede social. Em
seguida, esses termos sa˜o agrupados usando os algoritmos k-means e k-medoids
cla´ssicos, e tambe´m o recente algoritmo NMF (Non-negative Matrix Factoriza-
tion). Finalmente, associamos os termos mais relevantes dos agrupamentos de
documentos para caracterizar os principais temas das mensagens consideradas.
A proposta foi avaliada na rede Twitter, usando conjuntos de dados de tweets
de va´rios contextos iniciais. Os resultados mostram a viabilidade da proposta,
a fim de identificar os to´picos relevantes desta rede social no contexto inicial
fornecido.
1. Introduc¸a˜o
Segundo [Ellison 2007] uma rede social online e´ uma plataforma que oferece um espac¸o
de comunicac¸a˜o e de interac¸a˜o digital a conjuntos de pessoas com necessidades e inter-
esses semelhantes. Redes sociais, tais como Twitter, Facebook, Myspace e Google+, entre
outras, esta˜o mudando o comportamento humano [Nel 2011] e incentivando o usua´rio a
expressar seus pensamentos, sentimentos, opinio˜es e partilhar detalhes de sua vida em
curtas mensagens de texto que podem ser enviadas por telefones celulares ou via web
[Paul 2011], [Naaman 2010], [Lerman 2010], [Asur 2010] e [Java 2007].
Ale´m disto, pequenas mensagens de texto sa˜o prevalentes em va´rias aplicac¸o˜es
web, como microblogs e mensagens instantaˆneas [Xiaohui 2013], e essas mensagens
pouco a pouco esta˜o transformando o modo pelo qual nos comunicamos e veˆm desem-
penhando um papel importante em nossas vidas sociais [Hu 2012] e [Java 2007], pois
servic¸os de rede social como Facebook, Myspace e Twitter sa˜o hoje consideradas ferra-
mentas importantes de comunicac¸a˜o para muitos usua´rios online [Liangjie 2011].
A alta conectividade e a resposta muitas vezes instantaˆnea alimenta a distribuic¸a˜o
e disseminac¸a˜o da informac¸a˜o entre os usua´rios das redes sociais [Gupta 2012], cujo
nu´mero continua crescendo exponencialmente [Liu 2012], o que oferece uma oportu-
nidade u´nica para analisar a propagac¸a˜o da informac¸a˜o [Lerman 2010]. O sucesso das re-
des sociais online gerou um problema de difusa˜o de informac¸a˜o em larga escala [Kwak ],
pois a quantidade de informac¸o˜es compartilhadas pode deixar invia´vel a procura por deter-
minado to´pico. Outro problema encontrado e´ a presenc¸a de ruı´dos e de inconsisteˆncia na
escrita, pois devido ao pequeno espac¸o disponı´vel para escrever a mensagem, os usua´rios
utilizam amplamente emoticons e abreviaturas para se expressarem.
Esse trabalho tem por objetivo identificar os temas mais discutidos em um recorte
das mensagens do Twitter dentro de um contexto definido pelo usua´rio, relacionando os
termos associados a esses temas. Para tanto sera´ utilizado o algoritmo de agrupamento
NMF (Non negative Matrix Factorization) [Lee and Seung 2000] – cujos resultados sera˜o
comparados com os obtidos do uso das te´cnicas tradicionais de agrupamento k-means e
k-medoids.
No contexto desse trabalho entende-se por tema um assunto que esta´ sendo dis-
cutido nas mensagens do Twitter, definido como um conjunto de termos (ou palavras)
importantes identificados nas mensagens e caracterizado e visualizado por um conjunto
de vetores de termos ou por uma nuvem de palavras, obtidos a partir de um contexto
inicial dado.
A te´cnica de agrupamento NMF tem sido empregada em va´rios trabalhos e ex-
iste desde a de´cada de 90 [Lee and Seung 2000], pore´m na˜o foi encontrada na liter-
atura sua aplicac¸a˜o a`s mensagens de redes sociais antes da pesquisa dos autores em
[Klinczak 2015] e [Klinczak 2016]. Va´rias opc¸o˜es de ponderac¸a˜o de termos advindas
da a´rea de Recuperac¸a˜o de Informac¸o˜es (booleana, TF, TF-IDF) sa˜o empregadas no pre´-
processamento textual, bem como va´rias medidas de distaˆncia entre os vetores de termos
(distaˆncia euclidiana e medida do cosseno). A comparac¸a˜o com os resultados obtidos com
os algoritmos tradicionais de agrupamento empregam me´tricas intra e inter agrupamento
(WSS e BSS), como detalhado adiante.
2. Trabalhos Relacionados
Pesquisas de diversas a´reas analisaram o conteu´do de redes sociais de forma a extrair
conhecimento para seus domı´nios; nesta sec¸a˜o sa˜o apresentados alguns destes trabalhos
correlacionados.
Milhares de pessoas ficaram sabendo da morte de Osama Bin Laden minutos antes
da comunicac¸a˜o oficial devido ao Twitter; os autores [Hu 2012] buscaram entender o pa-
pel desempenhado pelo Twitter no episo´dio. Para isso extraı´ram tweets sobre Osama Bin
Laden postados na janela de 2 horas antes e depois das notı´cias oficiais, e tambe´m anal-
isaram os links compartilhados pelo Twitter de acordo com seu conteu´do. Os tweets em
ingleˆs foram priorizados, coletando-se 614.976 mensagens contendo o termo “laden” du-
rante quase 2 horas; as mensagens foram classificadas em correto, incorreto e irrelevante,
utilizando o classificador SVM. Os autores tambe´m buscaram descobrir de onde partiu
a primeira mensagem sobre o assunto, para isso examinaram os tweets entre 10:20pm
e 10:45pm, concluindo que havia sido Keith Urban, ex-secreta´rio de defesa dos EUA o
primeiro a fazer o anu´ncio nesta rede social. Desta forma concluiu-se que a maior parte
da informac¸a˜o consumida e´ criada por um pequeno grupo de usua´rios, conhecidos como
usua´rios de “elite”, e que as demais pessoas tendem a acreditar que uma informac¸a˜o e´
verdadeira quando ela e´ apresentada por especialistas no assunto ou celebridades.
A ideia chave do trabalho proposto por [Xiaohui 2013] foi a de aprender os to´picos
principais de mensagens explorando a correlac¸a˜o dos termos nos dados. Primeiramente
foi computada a correlac¸a˜o dos termos em pequenas mensagens, onde cada termo foi
representado por uma lista de termos relacionados, atrave´s da construc¸a˜o de uma matriz
de co-ocorreˆncia. Considerou-se que os dados resumem todo tipo de informac¸a˜o, desde
informac¸o˜es pessoais ate´ novos eventos, buscando-se descobrir to´picos emergentes em
mı´dias sociais com o objetivo de personalizar recomendac¸o˜es. A identificac¸a˜o de to´picos
foi feita com a aplicac¸a˜o do algoritmo NMF sobre a matriz de co-ocorreˆncia dos termos.
Os testes foram aplicados em 3 bases de dados, mostrando que o me´todo aplicado proveˆ
resultados substancialmente superiores aos da baseline.
Outro trabalho similar e´ o de [Klinczak 2015] a respeito do escaˆndalo de
corrupc¸a˜o envolvendo a FIFA, que diferentemente de outros trabalhos, compara direta-
mente a performance de alguns algoritmos de agrupamento (k-means, k-medoids e NMF)
com a ponderac¸a˜o de termos TF-IDF, com alguns dados obtidos do Twitter utilizando
as hashtags “fifa” e “fifagate” como contexto inicial. Depois de aplicadas as te´cnicas
de pre´-processamento restaram 2.460 tweets e a aplicac¸a˜o dos algoritmos apresentaram
resultados similares na maior parte dos casos, sendo que o algoritmo NMF apresentou
o melhor resultado devido que o mesmo permite que um termo aparec¸a em mais de um
agrupamento com diferentes pesos.
3. Metodologia
3.1. Etapas de extrac¸a˜o e tratamento da informac¸a˜o
Para usar convenientemente as mensagens do Twitter para a extrac¸a˜o de informac¸o˜es e´
proposto um me´todo composto de uma se´rie de etapas. Inicialmente, os tweets sa˜o grava-
dos utilizando-se uma API especı´fica, disponibilizada pela pro´pria plataforma, que in-
clui diversos filtros, como a presenc¸a de hashtags, o idioma empregado nas mensagens,
restric¸o˜es de localizac¸a˜o geogra´fica, informac¸o˜es sobre retweets, entre outros. Ale´m da
mensagem de texto em si, o registro obtido inclui meta-atributos como a identificac¸a˜o
(“id”) do usua´rio, a hora e data da postagem do tweet, a localizac¸a˜o geogra´fica do emissor
(quando disponı´vel), e alguns metadados como imagens e links, que podem ser utilizados
para propo´sitos especı´ficos. A extrac¸a˜o das mensagens foi feita com auxı´lio da biblioteca
twitteR da linguagem R, sendo armazenados apenas os tweets associados a`s hashtags que
definem o contexto inicial.
Na segunda etapa a base de tweets armazenada sofreu um pre´-processamento tex-
tual de acordo com os seguintes passos: (a) identificac¸a˜o das unidades textuais, que nesse
caso resumem-se ao conteu´do textual das mensagens; (b) case-folding: padronizac¸a˜o das
ocorreˆncias de caracteres e eventuais converso˜es de codificac¸a˜o; (c) remoc¸a˜o de stop-
words, elementos textuais muito frequentes que praticamente na˜o carregam nenhuma
informac¸a˜o semaˆntica e sa˜o eliminados; uma lista tı´pica dessas palavras inclui artigos,
preposic¸o˜es, conjunc¸o˜es e, em algumas aplicac¸o˜es, nu´meros; e (d) stemming: procedi-
mento que tem por objetivo obter os radicais dos elementos textuais, de forma a conectar
elementos de semaˆntica similar: sufixos e prefixos sa˜o eliminados, plurais e variac¸o˜es ver-
bais do mesmo elemento sa˜o reduzidas para uma forma u´nica. Para stemming utilizou-se
o ja´ bem conhecido algoritmo de [Porter 1980], e foram considerados apenas termos com
mais de dois caracteres. Como resultado desta etapa de pre´-processamento, cada tweet e´
agora representado por uma se´rie de radicais de elementos textuais, usualmente chamados
de termos.
A terceira etapa consiste na gerac¸a˜o da matriz (tweets x termos), de acordo com
o Modelo Vetorial (Vector Space Model) [Baeza-Yates 1999], amplamente utilizado na
a´rea de Recuperac¸a˜o de Informac¸o˜es. Nesta pesquisa sa˜o geradas 3 matrizes normal-
izadas, de acordo com o esquema de ponderac¸a˜o empregado para os termos [Tan 2009]:
(a) booleano (presenc¸a ou na˜o do termo no tweet), (b) TF (frequeˆncia do termo no tweet)
e (c) TF-IDF (frequeˆncia do termo – inverso da frequeˆncia de documentos) [Xia 2011] e
[Kasyoka 2014], dada para um tweet d e um termo t por
TF-IDF(d, t) = TF(d, t). log(||ND||/DF(t)) (1)
onde ND e´ o nu´mero total de tweet e DF(t) e´ o nu´mero de tweets na base em que o termo
t aparece.
Para se obter os vetores correspondentes aos tweets basta considerar todos os ter-
mos identificados como uma lista ordenada global, de forma que cada termo corresponde
a uma dimensa˜o em um espac¸o NT-dimensional, em que NT e´ o nu´mero total de termos
considerados. Normalmente cada tweet conte´m alguns poucos termos e, portanto, o con-
junto de mensagens e´ bastante esparso nesse espac¸o. Nesta pesquisa a similaridade entre
dois tweet no espac¸o NT-dimensional e´ calculada de duas formas: (a) pela usual distaˆncia
euclidiana (ou seu inverso que indica similaridade) e (b) pela medida de similaridade do









cosseno(d1, d2) =< d1, d2 > /||d1||.||d2|| (3)
onde d1 e d2 sa˜o representac¸o˜es vetoriais de dois tweets e <,> representa o produto
interno de dois vetores. Estas duas medidas esta˜o diretamente relacionadas se ambos os
vetores sa˜o normalizados e conteˆm apenas valores positivos ou nulos.
Apo´s a etapa de pre´-processamento textual aplicam-se os algoritmos de agru-
pamento. Nesta pesquisa empregaram-se os algoritmos cla´ssicos k-means e k-medoids
[Tan 2009], e o recente algoritmo de agrupamento NMF, este empregando duas formas de
computac¸a˜o como descrito adiante. Um dos paraˆmetros utilizados e´ o nu´mero de agrupa-
mentos k. Va´rios valores de k foram testados, neste artigo sera˜o apresentados apenas os
resultados para k = 3, os demais resultados podem ser encontrados em [Klinczak 2016].
3.2. k-means
A opc¸a˜o mais conhecida para realizar agrupamentos e´ utilizar o ja´ bem conhecido algo-
ritmo k-means [Han 2001]. Resumidamente, este algoritmo trabalha da seguinte forma:
(a) uma se´rie de k pontos iniciais do espac¸o de caracterı´sticas sa˜o gerados randomica-
mente; (b) esses pontos sa˜o considerados como centroides dos agrupamentos (ou suas
me´dias); (c) cada vetor correspondente a um tweet e´ usado como entrada, sendo associado
ao agrupamento com o centroide mais pro´ximo; (d) o valor do centroide do agrupamento
associado ao tweet e´ atualizado de forma a considerar este novo elemento; (e) os passos
(c) e (d) sa˜o repetidos ate´ que na˜o ocorram mais mudanc¸as de rotulac¸a˜o nos tweets e os
centroides permanec¸am inalterados.
3.3. k-medoids
O algoritmo k-medoids e´ similar ao algoritmo k-means sendo que neste caso se considera
como centroide do agrupamento na˜o a me´dia dos elementos a ele associados, mas sim
um ponto central ou “medo´ide”, definido como o vetor pertencente ao conjunto de dados
existente mais central (ou mais pro´ximo ao centro). Ou seja, no algoritmo k-means o cen-
troide de um agrupamento e´ dado pelo vetor me´dio de seus pontos – na˜o necessariamente
um elemento pertencente aos dados, enquanto que no algoritmo k-medoids esses valores
sa˜o associados a pontos de dados existentes [Han 2001].
3.4. NMF
O me´todo NMF (Non-Negative Matrix Factorization) [Lee and Seung 2000] e´ um me´todo
de reduc¸a˜o dimensional e um me´todo de agrupamento eficiente [Shinnou 2007] onde se
faz a decomposic¸a˜o de uma matriz D em duas matrizes W e H, sendo que as treˆs matrizes
sa˜o na˜o-negativas, isto e´, possuem todos os seus valores positivos ou nulos. Esta na˜o-
negatividade torna a interpretac¸a˜o destas matrizes mais simples em diversas aplicac¸o˜es
– como no caso do tratamento de textos – e tambe´m facilita sua computabilidade. O
ca´lculo de W e H no NMF esta´ associado ao problema de otimizac¸a˜o com restric¸o˜es,
como descrito a seguir, e as restric¸o˜es sa˜o impostas pela condic¸a˜o de na˜o-negatividade
das matrizes envolvidas.
Na te´cnica NMF a matriz original D (m x n) e´ decomposta como D∼WH, onde W
e H teˆm dimenso˜es (m x k) e (k x n), respectivamente, e k e´ um paraˆmetro definido pelo
usua´rio que depende da aplicac¸a˜o. No problema tratado por este trabalho k e´ o nu´mero de
agrupamentos e esta´ associado ao nu´mero de to´picos a serem encontrados nos tweets. A
decomposic¸a˜o D ∼ WH para dado k na forma geral na˜o possui uma soluc¸a˜o analı´tica, de
forma que esta decomposic¸a˜o e´ obtida de modo aproximado por meios nume´ricos. Dada
uma matriz na˜o negativa D (m x n) e um inteiro positivo p < min{m, n} encontram-se
duas matrizes na˜o negativas H e W por meio da minimizac¸a˜o da func¸a˜o:
f(W,H) = (1/2).||D −W.H||2 (4)
onde f(W,H) indica uma norma matricial de [Weisstein 2016], e todos os elementos de W
e H sa˜o positivos ou zero, ou seja, W(i,j) ≥ 0 e H(i, j) ≥ 0.
Diversos procedimentos podem ser usados para resolver esse problema de
otimizac¸a˜o, tais como os algoritmos de iterac¸a˜o multiplicativa (multiplicative up-
date – MU), algoritmos do gradiente descendente e mı´nimos quadrados alter-
nantes (alternate least square – ALS); esses algoritmos encontram-se resumidos em
[e Murray Browne e Amy N. Langville e V. Paul Pauca e Robert J. Plemmons 2006]. O
NMF que utiliza a opc¸a˜o de otimizac¸a˜o ALS e´ equivalente a uma forma do algoritmo
k-means onde a matriz W conte´m os centroides e a matriz H conte´m os indicadores de
qual conjunto cada termo pertence [Ding 2005].
Basicamente os dados textuais sa˜o associados a valores de ponderac¸a˜o
na˜o-negativos, ate´ mesmo porque na maior parte das aplicac¸o˜es, compo-
nentes negativos contradizem a realidade fı´sica [Pak 2010] e [Naaman 2010].
A fatorac¸a˜o MNF tem sido amplamente utilizada como uma te´cnica muito
u´til para utilizac¸a˜o em dados de alta dimensa˜o [Pauca 2004] e sendo as-
sim torna-se uma escolha natural para o tratamento de informac¸o˜es textuais
[e Murray Browne e Amy N. Langville e V. Paul Pauca e Robert J. Plemmons 2006].
Para comparar os resultados obtidos nos experimentos realizados nesta pesquisa
foram empregadas duas me´tricas: (a) a separac¸a˜o me´dia entre agrupamentos (between
cluster sum of squares – BSS), e (b) a coesa˜o dos agrupamentos (within cluster sum of












onde C e m indicam respectivamente o tamanho e a me´dia do agrupamento C e m e´
a me´dia global do conjunto de dados. Como resultado ideal em um bom agrupamento
espera-se um alto BSS e um baixo WSS, pois isso indica que os dados do cada agrupa-
mento esta˜o pro´ximos entre si, e que os agrupamentos distintos esta˜o longe um do outro.
Os resultados obtidos sa˜o apresentados na pro´xima sec¸a˜o.
4. Experimentos
De forma a aplicar a metodologia proposta obtiveram-se 3 bases de dados a partir do
Twitter no dia 19 de fevereiro de 2016, com contextos iniciais dados pelas hashtags
“EVOL”, “elNino” e “Zika”, obtendo-se 5.000 tweets para cada conjunto de dados: (a)
EVOL (ou Evolution Emerging) e´ um festival musical que ocorre anualmente em New-
castle, Inglaterra, desde 2002. Em 2016 ele ocorreu em 28 de maio e contou com 40
artistas e dezenas de milhares de expectadores para treˆs dias de festa; (b) o contexto
Zika esta´ relacionado a` doenc¸a ja´ considerada como ameac¸a em escala mundial, cau-
sada pelo vı´rus ZIKV e transmitida pelo mosquito Aedes aegypti, mesmo transmissor da
dengue e da febre Chikungunya. Esse vı´rus teve sua primeira aparic¸a˜o em 1947, pore´m
houve contaminac¸a˜o em humanos apenas em 1954 na Nige´ria. Atualmente ja´ houve
contaminac¸o˜es na Oceania em 2007, na Franc¸a em 2013 e recentemente no Brasil, em
2015; e (c) o fenoˆmeno meteorolo´gico El Nin˜o que ocorre irregularmente em intervalos
de 2 a 7 anos, onde os ventos sopram com menos forc¸a em todo o centro do Oceano
Pacı´fico, resultando numa acumulac¸a˜o de a´gua mais quente que o normal na costa oeste
da Ame´rica do Sul e, consequentemente, na diminuic¸a˜o da produtividade prima´ria e das
populac¸o˜es de peixe. Esse fenoˆmeno tem durac¸a˜o relativamente curta, de 15 a 18 meses,
e tem um profundo efeito no clima do hemisfe´rio.
Apo´s o pre´-processamento textual as matrizes (tweets versus termos) obtidas teˆm
as seguintes dimenso˜es: (a) “EVOL”, (5.000 x 2.988); (b) “ElNino”, (5.000 x 4.180) e (c)
“Zika”, (5.000 x 4.973). Todos os experimentos foram realizados utilizando-se as opc¸o˜es
de ponderac¸a˜o booleana, TF e TF-IDF, todas com vetores normalizados, e foram empre-
gadas a distaˆncia euclidiana e a medida de similaridade do cosseno. Para gerar os agrupa-
mentos foram empregados os algoritmos k-means, k-medoids e NMF com as opc¸o˜es de
otimizac¸a˜o UM e ALS; como dito anteriormente va´rios valores k para o nu´mero de agru-
pamentos foram utilizados, pore´m neste trabalho sa˜o apresentados apenas os resultados
para k=3.
Apresentam-se na Tabela 1 a seguir os resultados obtidos para as me´tricas de
comparac¸a˜o BSS e WSS em cada caso.
• No caso do contexto inicial “EVOL” verifica-se que o melhor resultado e´ apresen-
tado pelo algoritmo NMF – MU com a medida de ponderac¸a˜o TF-IDF, tendo um
alto valor de BSS e um baixo WSS; as opc¸o˜es distaˆncia euclidiana e similaridade
do cosseno apresentam resultados similares.
• Para a hashtag “Zika” os resultados obtidos sa˜o similares, indicando como mel-
hor opc¸a˜o o uso de NMF – MU com o uso da medida de ponderac¸a˜o TF-IDF;
novamente o uso da distaˆncia euclidiana e da medida do cosseno foi indiferente,
apresentando resultados muito pro´ximos.
• Finalmente para a hashtag “El Nin˜o” novamente os melhores resultados sa˜o obti-
dos com NMF – MU e TF-IDF, indiferentemente do uso da distaˆncia euclidiana
ou da similaridade do cosseno.
5. Concluso˜es e Perspectivas
O objetivo deste trabalho e´ o de identificar os temas mais discutidos em um recorte das
mensagens do Twitter dentro de um contexto inicial relacionando os termos associados
a esses temas. Para tanto foram utilizadas diversas opc¸o˜es de pre´-processamento textual
oriundas da a´rea de Recuperac¸a˜o de Informac¸o˜es, e diversos algoritmos de agrupamento.
No que concerne ao pre´-processamento obtiveram-se os termos associados aos
tweets de acordo com o modelo vetorial empregado no tratamento de textos, e utilizaram-
Table 1. Resultados dos experimentos de agrupamento para as diversas opc¸o˜es
de agrupamento, ponderac¸a˜o e medidas de distaˆncia, para 3 agrupamentos.
se as medidas de ponderac¸a˜o booleana, TF e TF-IDF, ale´m de duas medidas de similari-
dade, baseadas na distaˆncia euclidiana e na medida de similaridade do cosseno. Quanto
ao problema do agrupamento foram analisados os algoritmos k-means, k-medoids e NMF
com duas opc¸o˜es de otimizac¸a˜o (ALS e UM). Estas variac¸o˜es de processamento foram
testadas sobre 3 bases de mensagens obtidas do microblog Twitter a partir de contextos
iniciais dados pelas hashtags “EVOL”, “Zika” e “El Nin˜o”. Os resultados obtidos foram
comparados quantitativamente utilizando as medidas de coesa˜o (WSS) e de separac¸a˜o
(BSS) dos agrupamentos obtidos, sendo que o ideal e´ obter valores baixos de WSS e altos
de BSS, o que ocorre quando os agrupamentos sa˜o formados por elementos pro´ximos e
quando os agrupamentos esta˜o distantes entre si.
De uma forma geral os resultados obtidos para as 3 bases de dados sa˜o similares. O
algoritmo NMF empregando a opc¸a˜o de otimizac¸a˜o MU – multiplicative update apresenta
os melhores resultados, tendo tambe´m um tempo de execuc¸a˜o menor. Uma das grandes
vantagens do uso do NMF e´ que este algoritmo permite que um termo pertenc¸a a mais
de um agrupamento, permitindo que termos aparec¸am em assuntos paralelos interligados
ao tema principal. Outra diferenc¸a significativa e´ que os conjuntos gerados sa˜o relativa-
mente menores que dos gerados pelos outros algoritmos, o que facilita a identificac¸a˜o dos
temas. O algoritmo k-means obteve o segundo melhor resultado, pore´m gera agrupamen-
tos desbalanceados em relac¸a˜o ao nu´mero de elementos. No que se refere a`s medidas
de ponderac¸a˜o o esquema TF-IDF apresentou os melhores resultados, seguido pelo uso
de TF e pela ponderac¸a˜o booleana. Comprovou-se ainda que a similaridade do cosseno
apresenta valores muito pro´ximos aos obtidos com o uso da distaˆncia euclidiana, o que
pode ser explicado pelo uso de valores normalizados e positivos, como nos experimentos
realizados.
Como trabalhos futuros pretende-se dar continuidade a esta pesquisa nas seguintes
direc¸o˜es: (a) aplicar a proposta de tratamento a outras redes sociais; (b) aplicar me´todos
para extrac¸a˜o de opinio˜es dentro dos conjuntos obtidos; (c) estudar a propagac¸a˜o dos
temas na rede ao longo da dimensa˜o temporal; (d) aplicar o algoritmo NTF (non-negative
tensor factorization) quando considerando a dimensa˜o temporal da propagac¸a˜o das men-
sagens; (e) incluir no estudo da propagac¸a˜o tambe´m informac¸o˜es geogra´ficas – como
latitude e longitude dos emissores dos tweets, permitindo a gerac¸a˜o de grafos associados
e o estudo da difusa˜o dos temas que aparecem nesse microblog; (f) e finalmente, efet-
uar testes sobre as interpretac¸o˜es dos resultados por humanos a partir de ferramentas de
visualizac¸a˜o tais como nuvens de palavras associadas a cada agrupamento.
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