A basic problem for the constant dimension subspace coding is to determine the maximal possible size A q (n, d, k) of a set of k-dimensional subspaces in F n q such that the subspace distance satisfies d(U, V ) = 2k − 2 dim(U ∩ V ) ≥ d for any two different subspaces U and V in this set. We present two new constructions of constant dimension subspace codes using subsets of maximal rank-distance (MRD) codes in several blocks. This method is firstly applied to the linkage construction and secondly to arbitrary number of blocks of lifting MRD codes. In these two constructions subsets of MRD codes with bounded ranks play an essential role. The Delsarte theorem of the rank distribution of MRD codes is an important ingredient to count codewords in our constructed constant dimension subspace codes. We give many new lower bounds for A q (n, d, k). More than 110 new constant dimension subspace codes better than previously best known codes are constructed.
Introduction
Subspace coding was proposed by R.Koetter and F.R.Kschischang in [16] to correct errors and erasures in random network coding (see [8, 20, 15] ). A set C of M subspaces of the dimension k in F n q is called a (n, M, d, k) q constant dimension subspace code (CDC) C if d(U, V ) = dim(U + V ) − dim(U ∩ V ) = 2k − 2 dim(U ∩ V ) ≥ d is satisfied for any given two distinct subspaces in C. A main problem for subspace coding is to determine the maximal possible size A q (n, d, k) of such a code for given parameters n, d, k, q.
Maximal rank-distance (MRD) codes have been widely used in the constructions of large constant dimension subspace codes. The rank metric on the space M m×n (F q ) of size m × n matrices over F q is defined by the rank of matrices. That is the distance d r (A, B) is the rank of the matrix A − B.
The minimum rank-distance of a code M ⊂ M m×n (F q ) is defined as For a code M in M m×n (F q ) with the minimum rank distance d r (M) ≥ d, it is well-known that the number of codewords in M is upper bounded by q max{m,n}(min{m,n}−d+1) (see [5, 9, 4] ). A code attaining this bound is called a maximum rank-distance (MRD) code. The MRD code Q q,n,t consists of F q linear mappings on F n q ∼ = F q n defined by q-polynomials a 0 x + a 1 x q + · · · + a i x q i + · · · + a t x q t , where a t , . . . , a 0 ∈ F q n are arbitrary elements in F q n . The rank-distance of Q q,n,t is n − t since there are at most q t roots in F q n for each such q-polynomial. There are q n(t+1) such q-polynomials in Q q,n,t (see [9, 5] ). This kind of MRD codes have been used widely in previous constructions of constant dimension subspace codes (see [6, 7, 13, 14, 21] ).
In this paper firstly we give a parallel linkage construction based on the linkage construction proposed by Gluesing-Luerssen and Troha in [10] . The basic idea is to use parallel versions of linkage and to give a suitable sufficient condition such that the subspace distance can be preserved for picking up subsets in these parallel blocks. This lead to some new record lower bounds which are better than the best known lower bounds in [11] . The important ingredient is the Delsarte Theorem on the rank distribution of a MRD code. The idea using matrices having lower and upper bounded ranks was first appeared in [12] .
Secondly we also give a construction of constant dimension subspace codes from several parallel versions of lifted MRD codes. The basic idea is as follows. If we only use elements A 1 , A 2 , . . . , A s in a subset of the MRD code Q q,n,t to construct dimension n subspaces in F (s+1)n q spanned by the rows of the n × (s + 1)n matrix (A 1 , . . . , I n . . . , A s ), then for two such n-dimensional subspaces in F (s+1)n q the dimension of their intersection is at most t since A 1 , . . . , A s are in the MRD code Q q,n,t . On the other hand some other n-dimensional subspaces in F (s+1)n q spanned by the rows of (B 1 , . . . , I n , . . . , B s ), where B 1 , B 2 , . . . , B s are in the MRD code Q q,n,t , can be used to increase the size of constructed constant dimension subspace codes. Here we require that I n appears at different block positions. We actually take s + 1 subsets of s + 1 parallel versions of lifted MRD codes. The key point here is to keep the subspace distances larger than or equal to 2(n − t) by a suitable sufficient condition on these s + 1 subsets. By using this method many new lower bound for A q (((s + 1)n, 2(n − t), n), 2t ≥ n are given with the help from the Delsarte Theorem about the rank distributions of the MRD code Q q,n,t .
In some cases new constant dimension subspace codes in the second construction are better. More than 110 new constant dimension subspace codes better than [11] are constructed. We give some examples in this paper and refer tables of new constant dimension subspace codes to the full version [3] of this paper.
Known results

Lifted MRD code
q n−i − 1 q k−i − 1 be the q-ary Gauss coefficient, which is the number of k dimensional subspaces in F n q . For any given MRD code M in M n×n (F q ) with the rank distance d, we have a (2n, q n(n−d+1) , 2d, n) q CDC consisting of q n(n−d+1) subspaces of dimension n in F 2n q spanned by the rows of (I n , A), where A is an element in M. Here I n is the n × n identity matrix. It is clear that for A and B, the subspaces U A and U B spanned by rows of (I n , A) and (I n , B) are the same if and only if A = B. The intersection U A ∩U B is the set {(α, αA) = (β, βB) : 
Delsarte Theorem
The rank distribution of a code M in M m×n (F q ) is defined by A i (M) = |{M ∈ M, rank(M ) = i}| for i ∈ Z + (see [5, 4] ). The rank distribution of a MRD code can be determined from its parameters. We refer the following result to Theorem 5.6 in [5] or Corollary 26 in [4] . The Delsarte Theorem is essential in this paper.
is a MRD code with rank distance d, then its rank distribution is given by
Let Q q,n,t,k ⊂ Q q,n,t be the set of all q-polynomials in Q q,n,t satisfying that the dimensions of kernels of the corresponding F q -linear mappings on F q n are bigger than or equal to k. It is clear that there is a filtration on Q q,n,t : Q q,n,t,t ⊂ Q q,n,t,t−1 ⊂ · · · ⊂ Q q,n,t,1 ⊂ Q q,n,t,0 = Q q,n,t . Actually the cardinalities of these subsets in Q q,n,t can be given from the Delsarte Theorem 2.1. We have the explicit formula for the cardinality of the space Q q,n,t,j when j ≤ t.
Previous constructions
One construction is the anticode bound (see Theorem 5.2 in [23] or Theorem 1 in [8] ) of CDC as follow.
This showed that the ratio of this upper bound to the cardinality |C M RD | depends on q (see Lemma 9 on page 1008 of [7] ). Hence a lower bound of A q (n, d, k) should be compared with the size |C M RD | of C M RD . The Johnson type bound (see Theorem 4 in [8] ) is the lower bound
This lower bound can be used to get some better constant dimension subspace codes in our construction.
We refer some known results about general lower bounds for A q (n, d, k) to [6, 7, 19, 21] . Many CDC's from the multilevel construction based on echelon-Ferrers diagrams have been given. For example it was proved in [19] that when
and in some other cases (see [19] )
It was also proved in [19] that
If n ≥ 2k + 2 then
This was proved in [19] Corollary 27.
The linkage construction in [10] and the generalization in [12] were used to give many presently best known lower bounds for constant dimension subspace codes with small parameters, we refer to [11] .
3 Parallel Linkage construction
General construction
We recall some basic notations of linkage in [10] . A set U ⊂ M k×n (F q ) of k × n matrices over F q is called a SC-representation of a set of k dimensional subspaces in F n q if the rank of matrices U is k for all U ∈ U and
Here ℑ(U ) is the k dimensional subspace spanned by the k rows of U . Proposition 3.1 (linkage construction in [10] ). Let U be a SCrepresentation of a (n 1 , N 1 , d 1 , k) q constant dimension subspace code and Q ⊂ M k×n 2 (F q ) be a code with rank distance d 2 and N 2 elements. Consider the set of k-dimensional subspaces in
, it is clear that the dimension of this subspace is smaller than or equal to the dimension of
The conclusion follows directly.
The following result is our parallel construction applied to the linkage construction. 
Proof. The code is defined by
From the proof of Proposition 3.1, the subspace distances of the two codes
are at least d. We only need to prove that the subspace distance of W 1 ∈ W 1 and W 2 ∈ W 2 is at least d. Thus these two codes are disjoint.
2 because the matrix U 1 is a non-singular matrix and the dimension of the subspace {x : ∃y, xU 1 = yQ ′ } is at most the rank of the matrix
The conclusion is proved.
A new lower bound from parallel linkage
Let d and k be two positive integers satisfying d ≤ k and d be an even number. Set U = (I k |Q) where I k is an identity matrix of size k × k, where
be the set consisting of matrices of
V is an arbitrary (2k, d, k) q code. From Theorem 3.1 Let h be a non-negative integer and φ : F q k −→ F q k+h be a q-linear embedding. Then a t φ(x q t ) + a t−1 φ(x q t−1 ) + · · · + a 1 φ(x q ) + a 0 φ(x) is a qlinear mapping from F q k to F q k+h , where a i ∈ F q k+h for i = 0, 1, . . . , t. We denote the set of all such mappings as Q q,k×(k+h),t . It is clear that the dimension of the kernel of any such mapping is at most t. Then Q q,k×(k+h),t ⊂ M k×(k+h) (F q ) is a MRD code with rank distance k − t and q (k+h)(t+1) elements. When h = 0 we have the MRD code Q q,k,t .
Let d and k be two positive integers satisfying d ≤ k and d be an even number. In Theorem 3.1 we set U = (I k |Q) where Q is an arbitrary element in Q q,k×(k+h
. This is a (2k+h, q
V is an arbitrary (2k + h, d, , k) q code. From Theorem 3.1 we have the following result.
Corollary 3.1. Let h be a non-negative integer, d and k be positive integer. We assume that d ≤ k and d is even. Then The 63 new constant dimension subspace codes better than [11] by our parallel linkage construction Theorem 3.1 and Corollary 3.1 are listed in Table 1 in the full version of this paper [3] .
4 Parallel construction using subsets of MRD codes in arbitrary number of blocks
General construction
Similar to lifting the MRD code Q q,n,t we have an ((s + 1)n, q sn(t+1) , 2(n − t), n) q CDC consisting n dimensional subspace U i A 1 ,...,As in F (s+1)n q spanned by the rows of n × (s + 1)n matrices (A 1 , . . . , I n , . . . , A s ) with q sn(t+1) elements, where A 1 , A 2 , . . . , A s takes all matrices in the MRD code Q q,n,t and I n is at any position i ∈ {1, . . . , s + 1}. Then we consider other CDCs consisting of the subspace U j B 1 ,...,Bs in F (s+1)n q spanned by the rows of the n × (s + 1)n matrices (B 1 , . . . , I n , , . . . , B s ) where B 1 , . . . , B n are matrices from the MRD code Q q,n,t , I n is at a position j = i in the set {1, . . . , s + 1}.
Theorem 4.1 (Parallel MRD construction with arbitrary number of blocks). If 2t ≥ n, then
Proof. For the first block position of I n we take n-dimensional subspaces in F (s+1)n q spanned by rows of (I n , A 1 1 , . . . , A 1 s ) where A 1 1 , . . . , A 1 s are from the MRD code Q q,n,t . There are q sn(t+1) such subspaces. For the second block position of I n we take n-dimensional subspaces in F (s+1)n q spanned by rows of (A 2 1 , I n , . . . , A 2 s ) where A 2 1 , . . . , A 2 s are from the MRD code Q q,n,t and A 2 1 ∈ Q q,n,t,n−t . There are q (s−1)n(t+1) |Q q,n,t,n−t | = q (s−1)n(t+1) (Σ t i=n−t A i (Q q,n,t )) such subspaces. For the third block position of I n we take n-dimensional subspaces in F (s+1)n q spanned by rows of (A 3 1 , A 3 2 , I n , . . . , A 3 s ) where A 3 1 , . . . , A 3 s are from the MRD code Q q,n,t and A 3 1 ∈ Q q,n,t,n−t , A 3 2 ∈ Q q,n,t,n−t . There are q (s−2)n(t+1) |Q q,n,t,n−t | 2 = q (s−2)n(t+1) (Σ t i=n−t A i (Q q,n,t )) 2 such subspaces. We continue this process. All these subspaces in F n(s+1) q are different from Proposition 4.1.
For any fixed block position j of I n , the dimension of the intersection of two different subspaces is at most t since A Since the dimension of the kernel of A j i is larger than or equal to n−t, the dimension of the space of all possible α's is at most t. The conclusion is proved.
Some new lower bounds
In the case s = 1 we get the following result.
We list all 42 improvements on [11] in Table 2 of the full version [3] of this paper.
Corollary 4.2 (combining with the Johnson type bound
We refer to Table 3 of the full version [3] for 7 new constant dimension subspace codes from Corollary 4.2 applied to parameters n = 9, t = 6
From Theorem 4.1 we have the following Corollary 3.2 immediately.
For example in the case n = 2k, t = k we have the following lower bound for A q (6k, 2k, 2k).
We refer to Table 4 in the full version [3] for 21 new better constant dimension subspace codes in the case s = 2.
From Theorem 4.1 the following lower bound can be proved for the case s = 3.
In the case n = 2k, t = k we have the following lower bound from the Delsarte Theorem.
We list some lower bound for A q (20, 4, 5) and A q (24, 6, 6) in Table 5 in [3] . No entries in [11] can be compared with these lower bounds.
Comparison with a previous lower bound
We can compare one of our lower bound Corollary 4.3 with the previous lower bound in [19] . It was proved in [19] Corollary 27, if n ≥ 2k + 2 then
Then we have
From Corollary 4.3 in this paper
It is clear our lower bound is much better than Corollary 27 in [19] in this case.
Conclusion
In this paper two parallel constructions of constant dimension subspace codes based on the linkage construction and arbitrary number of lifted MRD codes are given. Many new lower bounds on A q (n, d, k) were proved from these parallel constructions using subsets of MRD codes in several blocks. The novelty of this paper is the using subsets counted by the Delsarte Theorem in several parallel blocks of lifted MRD codes. From Tables 1-5 in the full version [3] more than 110 new constant dimension subspace codes better than [11] have been constructed from our new parallel constructions.
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