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Aur¶ elie LemmensPreface
This collection of essays investigates diverse marketing issues ranging
from customer retention to the elaboration of pan-European strategies,
through the use of advanced statistical modeling techniques. The ¯rst
part focuses on classi¯cation methods while the second is grounded in the
time-series framework.
Classi¯cation issues are common in marketing, spreading from con-
sumer choice modeling to market segmentation. In Figure A, we depict
the variety of classi¯cation models that marketers can apply to solve such
issues. One of the most popular and extensively used is probably the
logit model (see e.g. Andrews, Ainslie, and Currim, 2002). A few au-
thors have also considered the use of nonparametric models in marketing,
like decisions trees (Haughton and Oulabi, 1997) or neural networks (West,
Brockett and Golden, 1997). Recently, marketers have identi¯ed a need for
models that account for heterogeneity in consumer response (Allenby and
Rossi, 1999). These include ¯nite mixture models (Wedel and Kamakura,
2000) and hierarchical Bayes techniques (Yang and Allenby, 2003). In the
¯rst part of this manuscript, we focus on a third kind of classi¯cation
method based on the principle of classi¯er aggregation. The idea is to
combine a number of choice models that can be of the same nature (homo-
geneous models) or of di®erent kinds (heterogeneous models). Both types
of combination are consecutively reviewed in Chapters 1 and 2.
viiviii
Figure A: Classi¯cation issues and binary choice models in marketing
In Chapter 1, we investigate the use in marketing of bagging and
boosting, two homogeneous model combination methods that conceptually
originated in the statistical machine learning literature. We examine their
performance in predicting customers' churn behavior for an anonymous
U.S. wireless telecommunications company. The results indicate that bag-
ging and boosting signi¯cantly improve accuracy in predicting churn. This
higher predictive performance can ultimately be turned into incremental
pro¯ts for companies using these methods. Although churn can lead dra-
matic ¯nancial losses, customer defection is still - statistically speaking -
a rare event. In the ¯rst chapter, we also demonstrate that the use of
a balanced sampling scheme is highly recommended in this context, but
requires an appropriate bias correction.
In Chapter 2, we focus on the aggregation of classi¯cation models of
di®erent nature (e.g. decision tree, neural network, logit model). In parti-
cular, we de¯ne a stacking algorithm to ¯nd the optimal weighted average
of di®erent classi¯ers, yielding a systematically better cross-validated error
rate on the calibration data. Furthermore, we compare this aggregation
method with other stacking methods. Finally, we study the potential of
bagging as a way to improve the performance of a stacked classi¯cation
model. Stacking and bagging after stacking both lead to high predictive
performance for a range of 12 di®erent classi¯cation tasks (e.g. creditix
scoring, breast cancer detection, spam e-mailing detection). They have a
strong potential to be successful also when applied to common marketing
issues, like customer retention or consumer choice modeling.
In turn, the second part of this manuscript is based on time-series
methods. As outlined in Figure B, the use of time-series analysis in mar-
keting can be categorized along two dimensions. As far as the ¯rst dimen-
sion is concerned, we can make a distinction between studies grounded in
the time or in the frequency domain. Most research in marketing has been
located in the time domain, a few exceptions being e.g. Bronnenberg et
al. (2004), and Deleersnyder et al. (2004). A distinction can also rely on
whether the focus is on the co-movement between several time series, or
on the direction of the relationship between the time-dependent variables.
The latter closely relates to the concept of Granger causality (Granger,
1969). Figure B positions Chapters 3, 4 and 5 with respect to these two
dimensions.
Figure B: Time-series methods in marketing
These chapters focus on the understanding of the mechanisms of inter-
action and in°uence within the European market place, using the Business
and Consumer Tendency Surveys published by the European Commission.
In particular, Chapters 3 and 4 are based on an industry-related indi-
cator, the production expectations, and study its predictive content re-
garding actual production data. As it is intuitively obvious that actual
production is partially predictable from previous expectations, the critical
issue turns out to be whether or not this predictive quality holds over andx
above simple time-series extrapolation of past production data (Hanssens
and Vanden Abeele, 1987). In other words, we measure the incremen-
tal forecasting contribution of the surveys, which are optional, expensive
and time-consuming, using a Granger-causality framework. Whether or
not the surveys have signi¯cant predictive content depends on both the
respondents' e±cient use of information and the extent to which they in-
°uence the agents' decisions. Both components are di±cult to disentangle.
In studying the Granger causality, we use monthly data, hereby reducing
the temporal aggregation problem. Indeed, it is known (see e.g. Wei,
1982) that larger time scales lead to substantial problems in terms of lag
structure and causality. In particular, temporal aggregation can change a
one-sided causality into a two-sided feedback relationship. Using a monthly
sampling frequency, we can circumvent this kind of problem.
Previous research has studied the predictive content of the expectation
variables included in those business and consumer surveys through bivari-
ate, within-country, Granger-causality tests. These tests have resulted in
mixed conclusions. In Chapter 3, we extend previous research in various
ways as we (i) explicitly allow for cross-country in°uences, and (ii) do so
using both bivariate and multivariate Granger-causality tests. Speci¯cally,
the multivariate El Himdi - Roy (1997) test is adapted to jointly test the
forecasting value of multiple Production Expectation series and to assess
whether part of this joint e®ect is indeed due to cross-country in°uences.
We also determine which countries' expectation series have most \clout"
in predicting the production levels in the other member countries, or have
highest \receptivity", in that their production levels are Granger caused by
the other countries' expectations. The results indicate strong evidence of
Granger causality at the multi-country level. In addition, the analysis also
reveals interesting cross-country relationships, which could be advanta-
geous exploited in further research. The existence of cross-country predic-
tive content can be explained by the increasing free transfer of ideas, pro-xi
ducts and technologies at the European level (Mahajan and Muller, 1994),
resulting in both cross-country word-of-mouth e®ects (Tellis et al, 2003)
and economic interdependence (as re°ected in an intra-EU15 trade/GDP
ratio of over 16%). Due to these factors, industrial optimism/pessimism
in one country, as re°ected in the evolution of its production expectations,
may well a®ect the production accounts in another country (potentially
via the accounts in the former country).
In Chapter 4, we gain further insights into the predictive content of
the European production expectations in decomposing the Granger causa-
lity over the frequency band. To do so, we develop a bivariate spectral
Granger-causality test that can be applied at each individual frequency of
the spectrum. The spectral approach to Granger causality has the dis-
tinct advantage that it allows to disentangle di®erent Granger-causality
relationships over di®erent frequencies. The results indicate that the pre-
dictive content of these surveys vary with the time horizon considered.
In contrast to the previous chapters, the last piece of research takes
a closer look at the European consumer and focuses on the co-movement
of the European Consumer Con¯dence Indicators. The ongoing European
uni¯cation, along with recent advances in consumer mobility and com-
munication technology, have suggested that the European Union can be
treated as a single market to fully exploit the potential synergy e®ects from
pan-European marketing strategies (Lee°ang and van Raaij, 1995). Ho-
wever, some authors have also argued that European countries continue to
di®er considerably from each other, economically speaking but especially,
as far as cultural identity is concerned (de Mooij and Hofstede, 2002).
Previous research, which mostly used domain-speci¯c segmentation
bases, has resulted in mixed conclusions. In Chapter 5, a more general
(that is, independent from the domain in question) segmentation base is
adopted as we consider the homogeneity in the European countries' Con-
sumer Con¯dence Indicators. Since the segmentation basis is remote fromxii
the product context, the actionability of the segmentation is rather low.
However, this general segmentation is intended to provide useful prior in-
formation to managers when knowledge from domain-speci¯c segmentation
studies related to the market into consideration is limited or even absent.
In addition, rather than analyzing more traditional static similarity mea-
sures, we adopt the concepts of dynamic correlation and cohesion between
countries. The short-run °uctuations in consumer con¯dence are found to
be largely country speci¯c. However, a myopic focus on these °uctuations
may inspire management to adopt multi-country strategies, foregoing the
potential longer-run bene¯ts from more standardized marketing strategies.
Indeed, the Consumer Con¯dence Indicators become much more homoge-
neous as the planning horizon is extended. However, this homogeneity is
found to remain inversely related to the cultural, economic and geographic
distances among the various member states. Hence, pan-regional rather
pan-European strategies are called for.
This collection of essays gives rise to several directions for future re-
search. As far as the ¯rst part is concerned, an area that is worthy of
further attention is the development of the bagging and boosting tech-
niques in the time-series or panel data context. Indeed, ¯nite mixture
models and hierarchical Bayes techniques have been repeatedly found to
be very powerful in that context as they consider the heterogeneity in con-
sumer response. It could be of interest to modify the bagging and boosting
algorithms to disentangle individual e®ects from the random errors. Fur-
ther research should also investigate how to construct classi¯cation rules
that optimize marketing-related performance measures, like e.g. the top-
decile lift. As this measure is related directly to pro¯tability, it can be of
high interest for marketers to use a classi¯cation model that speci¯cally
optimizes the top-decile lift, rather than e.g. the error rate.
Also the second part of this work o®ers future research perspectives.
Given the European component of these studies, the question of the con-xiii
vergence of the European Union is of a particular interest. Extending
Chapter 3, it would be straightforward (by splitting the data in two parts)
and, hopefully, insightful to compare the degree of cross-country Granger
causality before and after the introduction of the Euro. Given that Chap-
ters 4 and 5 have provided further evidence that the relationship between
two variables depends on the planning horizon, the question also remains
whether and how these ¯ndings generalize to other contexts. In parti-
cular, it can be of interest to analyze cross-country in°uences and mixing
behavior for new product di®usion over di®erent planning horizons.
To conclude, I hope this work helps bridging the gap between the statis-
tics and marketing research community and serves as a useful starting point
for further research.
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Classi¯cation issues are common in marketing literature. One of the
most frequent topics envisioned as a classi¯cation task is consumer choice
modeling (see e.g. Chung and Rao 2004; Corstjens and Gautschi 1983;
Currim, Meyer and Le 1988; Guadagni and Little 1983; Kalwani, Meyer
and Morrison 1994). The current study considers a binary choice problem,
namely the prediction of customer churn behavior.
Several classi¯cation models exist, but one of the most popular is the
(binary) logit model, which has been used extensively in marketing to
solve binary - or multiple - choice problems (see e.g. Andrews, Ainslie,
and Currim 2002). More sophisticated models, which take into account the
heterogeneity in consumer response, include ¯nite mixture models (see e.g.
Andrews and Currim 2002; Wedel and Kamakura 2000), and hierarchical
Bayes techniques (see e.g. Arora, Allenby, and Ginter 1998; Yang and
Allenby 2003). For binary choice problems, these approaches require the
availability of panel data (i.e. data from several observations over time on
34 Chapter 1. Bagging and Boosting to Predict Churn
multiple customers). However, in many applications (including the current
one), a customer is observed only once over time, which makes it impossible
to disentangle the individual e®ects from the random errors (Donkers et
al. 2006).
In this chapter, we bring to the attention of marketers the bagging and
boosting classi¯cation models that originated in the statistical machine-
learning literature. Bagging (Breiman 1996) consists of sequentially esti-
mating a binary choice model - called a base classi¯er in machine learning
- from resampled versions of a given calibration sample. The obtained clas-
si¯ers form a committee from which a ¯nal choice model can be derived
by simple aggregation. Although bagging is simple and easy to use, more
sophisticated variants also exist. Stochastic gradient boosting (Friedman
2002) is one of the latest developments thus far, and includes weights in
the resampling procedure.
Although bagging and boosting have received increasing attention in
various ¯elds (e.g. Friedman, Hastie and Tibshirani 2000, for the UCI
machine-learning archive; Nardiello, Sebastiani and Sperduti 2003, for text
categorization; Varmuza, He and Fang 2003, for use in chemometrics; or
Viane, Derrig and Dedene 2002, for an application in fraud claim detec-
tion), to the best of our knowledge, the marketing literature does not con-
tain any reference (yet) to such models. Therefore, we attempt to ¯ll this
gap by empirically investigating whether bagging and stochastic gradient
boosting can challenge more traditional choice models. In particular, we
examine their performance in predicting customers' churn behavior for an
anonymous U.S. wireless telecommunications company.1 To evaluate the
predictive accuracy of our churn model, we consider not only the misclas-
si¯cation rate - which may be misleading for rare events, such as churn -
but also the Gini coe±cient and the top-decile lift.
Churn is a marketing-related term that characterizes whether a current
1This database was provided by the Teradata Center for Customer Relationship Man-
agement at Duke University during the Duke/NCR Churn Modeling Tournament.Section 1.1. Introduction 5
customer decides to take his or her business elsewhere (in the current con-
text, to defect from one mobile service provider to another). As with many
other sectors (e.g. the newspaper business), churn is an important issue
for both the U.S. and the European wireless telecommunications industry.
Monthly churn rates amount to approximately 2.6% (Hawley 2003), as a
result of increased competition, lack of di®erentiation, and saturation of
the market. Because the cost of replacement of a lost wireless customer
amounts to $300-$700 (depending on the source of information, see e.g.
Snel 2000) in terms of sales support, marketing, advertising, and commis-
sions, churn may have damaging consequences for the ¯nancial wealth of
companies. However, predicting churn enables the elaboration of targeted
retention strategies to limit these losses (Bolton, Kannan and Bramlett
2000, Ganesh, Arnold and Reynolds 2000, Sha®er and Zhang 2002). For
example, speci¯c incentives may be o®ered to the most risky customers'
segment (i.e. the most inclined to leave the company), with the hope that
they remain loyal. Other scienti¯c studies also point out the advantage
of customer retention as a lower-cost operation than attracting new cus-
tomers (Athanassopoulus 2000; Bhattacharya 1998; Colgate and Danaher
2000).
Despite the ¯nancial consequences that a 2% monthly churn rate may
lead to, customer defection is still - statistically speaking - a rare event.
Consequently, when the churn predictive model is estimated on a random
sample of the customer population, the vast majority of nonchurners in
this proportional calibration sample (i.e. the number of churners in this
randomly drawn sample is proportional to the real-life churn proportion)
dominates the statistical analysis, which may hinder the detection of churn
drivers, and eventually decrease the predictive accuracy. To address this
issue, the calibration sample size can be increased. However, this solution
is usually not optimal (see the Results section; King and Zeng 2001a).
A better solution to this issue consists in applying a selective sampling6 Chapter 1. Bagging and Boosting to Predict Churn
scheme to increase the number of churners in the calibration sample. Such
a sampling scheme is called balanced sampling (or strati¯ed sampling in
King and Zeng 2001a, b). Theoretically, a potentially better-performing
classi¯er could be obtained from such a sample, especially for small sample
sizes (see e.g. Donkers, Franses and Verhoef 2003, King and Zeng 2001a,b).
We investigate whether these ¯ndings are still valid for large sample sizes.
The estimation of a classi¯cation model from a balanced sample usu-
ally overestimates the number of churners in real life. Several methods
exist to correct this bias (see e.g. Cosslett 1993; Donkers, Franses and
Verhoef 2003; Franses and Paap 2001, pp.73-75; Imbens and Lancaster
1996; King and Zeng 2001a,b; Scott and Wild 1997). However, most of
these corrections are dedicated to traditional classi¯cation methods, such
as the binary logit model. Therefore, we subsequently discuss two easy
correction methods for bagging and boosting, from which marketers can
bene¯t to predict churn.
In summary, we investigate the following research questions: (i.a) Do
the recent developments in statistical machine learning outperform the tra-
ditional binary logit model in predicting churn? If so, (i.b) what ¯nancial
gains can be expected from this improvement? And (i.c) what are the more
relevant churn drivers, or triggers, for which marketers can watch? More-
over, we propose (ii.a) two bias correction methods for balanced samples,
and investigate (ii.b) how they comparatively perform. Finally, we inves-
tigate (iii) whether a choice model estimated on a balanced sample, with
the bias appropriately corrected for, outperforms a choice model estimated
on a proportional sample in large sample con¯gurations.
The remainder of the chapter is organized as follows. The next section
contains a description of the data. The three subsequent sections outline
the bagging and boosting models, the bias correction methods for balanced
sampling schemes, and the assessment criteria, respectively. We then em-
pirically answer the aforementioned questions and o®er some conclusions.Section 1.2. Data 7
1.2 Data
The study is performed on a data set provided by the Teradata Center
at Duke University. This database contains three data sets of mature
subscribers (i.e. customers who had been with the company for at least six
months) to a major U.S. wireless telecommunications carrier. The variable
we attempt to predict is whether a subscriber churns during the period of
31-60 days after the sampling date (we know that the actual reported
average monthly churn rate is approximately 1.8%). A delay of one month
in measuring the churn variable is justi¯ed because the implementation of
proactive customer retention incentives requires some time. In this case,
marketers would have a one-month delay to target and retain customers
before they churn. The churn response is coded as a dummy variable,
where y = 1 if the customer churns and y = ¡1 if otherwise.
The two ¯rst data sets are used as calibration samples of 51,306 ob-
servations each.2 The ¯rst data set is a proportional calibration sample
(the proportion of churners in the sample is approximately 1.8%), and the
second contains an oversampled number of churners such that the number
of churners is perfectly balanced by the number of nonchurners. Selected
at a future point in time, the third data set contains 100,462 customers,
1.8% of whom are churners. We use this third set as a validation (thus, we
do not used it in our estimation) holdout sample to evaluate the perfor-
mance of the prediction rules constructed from one of the aforementioned
calibration samples. All samples contain a di®erent set of customers.
To predict customers' churn potential, U.S. wireless operators usually
take into account between 50 and 300 subscriber variables as explicative
factors (Hawley 2003). From the high number of explicative variables con-
tained in the initial database (171 variables), we retained 46 variables,
2Originally, the second data set contained 100,000 observations, but we reduced its
size (by taking a random subset from it) to ensure a fair comparison between both
calibration samples.8 Chapter 1. Bagging and Boosting to Predict Churn
including 31 continuous and 15 categorical variables. The retained predic-
tors include behavioral (e.g. the average monthly minutes of use over the
previous three months, the total revenue of a customer account, the base
cost of a calling plan), company interaction (e.g. mean unrounded min-
utes of customer-care calls), and customer demographic (e.g. the number
of adults in the household, the education level of the customer) variables
(for an overview, see Table 1.1). We selected the variables by ¯rst exclud-
ing all variables that contained more than 30% of missing values. Among
the remaining variables, we selected those with the most potential rele-
vance, following the results of a principal components analysis.3 Note that
for an equal comparison, we consider the exact same set of variables for all
investigated models.
The handling of missing values is operated di®erently for the continuous
and the categorical predictors. For the continuous variables, we imputed
the missing values by the mean of the nonmissing ones. Because not an-
swering a question may be as informative as a speci¯c response, for each
observation, we added an extra predictor that indicated whether there was
at least one imputation. For categorical predictors, we created an extra
level for each of them that indicated whether the value was missing.
1.3 The Bagging and Boosting Models
Both bagging and boosting originate from the machine-learning re-
search community, and are based on the principle of classi¯er aggregation.
This idea was inspired by Breiman (1996), who found gains in accuracy by
combining several base classi¯ers, sequentially estimated from perturbed
3Because the purpose of this chapter is to investigate the comparative performance of
di®erent models, we do not provide further details about variable selection, which mainly
serve to reduce computation time. Some experiments indicated that the performance of
the classi¯cation rules barely changed, regardless of whether we implemented a variable



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.10 Chapter 1. Bagging and Boosting to Predict Churn
versions of the calibration sample. Among the several possible alternatives
of base classi¯ers, classi¯cation trees (also known as CART, Breiman et al.
1984) are a sensible choice (Breiman 1996). Their use is not widespread
in marketing literature (for exceptions, see Baines et al. 2003; Currim,
Meyer and Le 1988; Haughton and Oulabi 1997), though they are pow-
erful nonparametric methods. In recent years, statistical theory has been
elaborated to provide a theoretical background for these techniques (e.g.
for bagging, see BÄ uhlmann and Yu 2002; for boosting, see Friedman, Hastie
and Tibshirani 2000; for a comprehensive review, see Hastie, Tibshirani,
and Friedman 2001).
For the sake of conciseness, the following subsection contains a brief
description of the bagging algorithm. In the next subsection, we provide
further details about the main di®erences between bagging and stochastic
gradient boosting, one of the most sophisticated versions of boosting to
date. An in-depth description of this method can be found in Friedman
(2002).
1.3.1 Bagging
Bagging (i.e. a term derived from Bootstrap AGGregatING) is, by far,
the simplest technique to upgrade, or to boost, the performance of a given
choice model. We denote the calibration sample as Z = f(x1;y1);:::;
(xi;yi);:::;(xN;yN)g, where N is the number of customers in the cali-
bration sample. In this expression, xi = (xi1;:::;xik;:::;xiK) represents
a vector that contains the K predictors for customer i, and yi (equal to
1 or -1) indicates whether this customer i will churn. A base classi¯er ^ f
is estimated from this calibration sample, giving a score value of ^ f(x) to
each customer, where x are the characteristics of this subscriber. This score
value indicates the risk to churn associated with each customer. For a spec-
i¯ed cuto® value ¿, we can predict customers as churners or nonchurnersSection 1.3. The Bagging and Boosting Models 11
by computing
^ c(x) = sign( ^ f(x) ¡ ¿), (1.1)
which takes values of +1 or -1. If ^ f(xi) is larger than ¿, customer i is clas-
si¯ed as a churner, while if ^ f(xi) is smaller than ¿, customer i is predicted
as a nonchurner. When we use a classi¯cation tree as base classi¯er, the
score is given by ^ f(x) = 2^ p(x) ¡ 1, where ^ p(x) is the probability to churn
as estimated by the tree. When working with a proportional calibration
sample, we set ¿ = 0. In the presence of a nonproportional calibration
sample, the value of ¿ varies (see next section).
From the original calibration set Z, we construct B bootstrap samples
Z¤
b, b = 1;2;:::;B by randomly drawing, with replacement, N observa-
tions from Z. Note that the size of the bootstrap samples equals the
original calibration sample size. From each bootstrap sample Z¤
b, we esti-
mate a base classi¯er, giving B score functions ^ f¤
1(x);:::; ^ f¤
b (x);:::; ^ f¤
B(x).








We can then carry out the classi¯cation using the following equation:
^ cbag(x) = sign( ^ fbag(x) ¡ ¿B), with ^ cbag(x) 2 f¡1;1g. (1.3)
Again, the cuto® value ¿B equals zero in the presence of a proportional
calibration sample. To determine the optimal value of B (i.e. the number
of bootstrap samples), a strategy consists of selecting B such that the
apparent error rates4 (i.e. error rates on the calibration data) remain
more or less constant for values larger than B. In our application, we set
B = 100.
As with traditional classi¯cation models, we can also obtain diagnostic
measures for the estimated bagging model. These are important to give
4Other criteria could also be considered (e.g. the Gini coe±cient, the top-decile lift).12 Chapter 1. Bagging and Boosting to Predict Churn
some face validity to the estimated model. For example, the estimated
relative importance of each predictor in the construction of the classi¯ca-
tion rule can be investigated. For a single tree, the relative importance of
a predictor can be computed, as Hastie, Tibshirani and Friedman (2001)
do.5 For bagging (and similarly for boosting), the relative importance of
an explicative variable is averaged over all B trees. In addition, the partial
dependence of churn on a speci¯ed predictor variable can be investigated.
This measure provides similar insight to the parameter estimates' values
of a logit model, but it advantageously allows for non-linear relationships
between the predictors and the dependent variable. A partial dependence
plot represents the impact of a predictor variable on the churn probability
of a customer, conditional on all other predictors. In practice, the partial
dependence of the dependent variable on a speci¯ed value of a predictor xk
is obtained by assigning this value of xk to all observations of the calibra-
tion sample. The model is subsequently estimated,6 and the N resulting
predicted probabilities are computed for the calibration data. The partial
dependence on a speci¯ed value of xk is eventually given by averaging over
these N predicted probabilities. The partial dependence plot is obtained
by letting the value assigned to xk vary over a large range of values (for
more details, see Friedman 2001).
1.3.2 Boosting and Stochastic Gradient Boosting
Several versions of boosting exist, e.g. the Real AdaBoost (Freund and
Schapire 1996; Schapire and Singer 1999), LogitBoost (Friedman, Hastie
5More precisely, a tree is composed of several nodes, from the root to the leaves (i.e.
terminal nodes). Each nonterminal node is split into two child nodes on the basis of the
value of the variable that provides the maximal reduction in the squared error rate. The
relative importance of a variable xk is then the sum of these improvements (reductions)
over all nodes for which the predictor xk was selected as a splitting variable.
6The estimation of the model on the modi¯ed values of xk is only performed to
construct a partial dependence plot, and the resulting probabilities are not used for
predictive purpose.Section 1.4. Correction for a Balanced Sampling Scheme 13
and Tibshirani 2000), and gradient boosting (Friedman 2001). Boosting is
more complex than bagging and not as easy to put into practice. In this
chapter, we focus on stochastic gradient boosting (Friedman 2002), one of
the most recent boosting variants and the winning model of the Teradata
Churn Modeling Tournament (Cardell, Golovnya and Steinberg 2003).
The main di®erence between boosting and the previously described
bagging procedure basically lies in the sampling scheme. Boosting consists
of sequentially estimating a classi¯er to adaptively reweighted versions of
the initial calibration sample Z¤
b, b = 1;2;:::;B. The adaptive reweighting
scheme enables us to give previously misclassi¯ed customers an increased
weight on the next iteration, whereas weights given to observations that
were correctly classi¯ed previously are reduced. The idea is to force the
classi¯cation procedure to concentrate on the customers that are di±cult
to classify.
Another main di®erence with bagging is that the initial choice model
should preferably be weak (i.e. with a slightly lower associated error rate
than random guessing). For stochastic gradient boosting, Friedman (2002)
recommends the use of k-node trees as a base classi¯er, where k is approx-
imately 6-9, depending on the issue. In addition, the number of required
iterations is usually higher for stochastic gradient boosting than for bag-
ging. In our application, we select B = 1000.
1.4 Correction for a Balanced Sampling Scheme
Predictions made from a model estimated on a balanced calibration
sample are known to be biased because they overestimate the proportion
of churners in real life. Although appropriate bias correction methods
already exist for some common classi¯ers (for the logit model, see e.g.
King and Zeng 2001b), to the best of our knowledge, no correction method
for bagging and boosting currently exists. Hereinafter, we adapt to the
bagging and boosting models two simple bias correction methods that King14 Chapter 1. Bagging and Boosting to Predict Churn
and Zeng (2001b) discussed. The ¯rst correction consists of attaching a
weight to each observation of the balanced sample. These weights are based
on marketers' prior beliefs about the churn rate ¼c (i.e. the proportion of
churners) among their customers. For example, ¼c can be taken as the
empirical frequency of churners in a proportional sample; in the current
context, this is 1.8%. Let Nbalanced
c be the number of churners in the
balanced sample, where N is the total size of this sample. It is possible to













to the churners and the nonchurners, respectively. As such, the sum of
the weights associated with the churners equals the real-life proportion of
churners. Note that the sum of the weights we de¯ned in Equation 1.4 is
always equal to one. When this weighting correction is applied to bagging
and stochastic gradient boosting, a sequence of weighted decision trees is
estimated, and the weights remain ¯xed through iterations. In a statistical
context, assigning weights to customers is a valid approach to correct for
strati¯ed sampling. However, because the weights assigned to the churners
are small, this correction might actually cancel the advantage of oversam-
pling the churners and thus provide similar results to a proportional sample
of the same size (see the Results section).
Rather than weighting the observations of a balanced sample, we could
employ a more simple approach by taking a nonzero cuto® value ¿B in
the bagging and boosting algorithms. The value of ¿B is such that the
proportion of predicted churners in the calibration sample equals the actual
a priori proportion of churners ¼c. This correction is achieved for bagging
(and similarly for boosting) by ¯rst sorting the values of ^ fbag(x) in the
calibration sample from the largest to the smallest value, ^ fbag(x(1)) ¸
^ fbag(x(2)) ¸ ::: ¸ ^ fbag(x(N)), and then taking
¿B = ^ fbag(x(j)), where j = N¼c. (1.5)Section 1.5. Assessment Criteria 15
This latter correction method can also be called intercept correction
(or prior correction as in King and Zeng 2001a,b), referring to a similar
correction for the logit model (see e.g. Franses and Paap 2001, pp. 73-75).
Unlike the weighting correction, the intercept correction a®ects neither
the estimated scores nor the ranking of the customers. We assess both
corrections in the Results section.
1.5 Assessment Criteria
We assess the predictive performance of the investigated models using
a holdout test sample (as described in the Data section). Because this
sample has not been used for the estimation of the classi¯cation rules and
is very large, it allows for a valid assessment of performance. We denote the
validation or holdout test sample as f(x1;y1);:::;(xi;yi);:::;(xM;yM)g,
and the computed scores as ^ f(xi), for i = 1;:::;M, where M is the size of
the validation sample.
1.5.1 Error Rate
The traditional performance criterion is the error rate, that is, the per-
centage of incorrectly classi¯ed observations in the validation set. For rare
events, as Morrison (1969) notes, the error rate is often inappropriate. For
example, a naive prediction rule stating that no customer of the validation
set churns has an expected error rate of approximately 1.8%, from which
the classi¯cation rule could be falsely considered good. Indeed, such a
rule does not isolate any group of the potentially riskiest customers for a
targeted retention strategy. Another drawback is that error rates do not
take the numerical values of the scores ^ f(xi) into account, whereas these
scores may contain relevant information for proactive marketing actions.
The targeting of such incentives can indeed be based on the churn degree
of risk (i.e. score) of each customer (e.g. targeting the 10% riskiest cus-16 Chapter 1. Bagging and Boosting to Predict Churn
tomers). In contrast, the top-decile lift and the Gini coe±cient are based
on these scores.
1.5.2 Top-Decile Lift
The top-decile lift focuses on the most critical group of customers and
their churn risk. The top 10% riskiest customers (i.e. those who have
score values among the 10% highest) represent a potentially ideal segment
for targeting a retention marketing campaign. The top-decile lift equals
the proportion of churners in this risky segment, ¼10%, divided by the





The higher the top-decile lift, the better is the classi¯er. This measure
enables us to control whether the targeted segment of risky customers in-
deed contains actual churners. As Neslin and colleagues (2004) extensively
describe, top-decile lift is related directly to pro¯tability. They de¯ne the
incremental gain in ¯nancial pro¯t from an increase in top-decile lift as
Gain = N®^ ¼(¢Top Decile)(°LV C ¡ ±(° ¡ Ã)), (1.7)
where N is the customer base of the company, ® is the percentage of
targeted customers (in our context, 10%), ¢Top Decile is the increase in
top-decile lift, ° is the success rate of the incentive among the churners,
LV C is the lifetime value of a customer (Gupta, Lehmann and Stuart
2004), ± is the incentive cost per customer, and Ã is the success rate of the
incentive among the nonchurners (for more details, see Neslin et al. 2004).
1.5.3 Gini Coe±cient
Another interesting measure is the Gini coe±cient (e.g. Hand 1997,
p.134). Instead of focusing only on the riskiest segment, this measure
considers all scores, including the less risky customers. The top-decile liftSection 1.6. Results 17
and the Gini coe±cient provide complementary information; a model can
be good at identifying the riskiest segment but less e®ective at recognizing
less risky customers. We ¯rst determine the fraction of all subscribers who
have a predicted churn probability above a certain threshold. We consider
a whole sequence of thresholds, each of which is given by a predicted score






I[ ^ f(xi) > ^ f(xl)]. (1.8)
For each threshold, we also compute the fraction of all churners who







I[ ^ f(xi) > ^ f(xl) and yi = 1], (1.9)
where Mc is the total number of actual churners in the validation set. We







l ¡ ¼l). (1.10)
The larger the Gini coe±cient, the better is the classi¯cation model.
1.6 Results
This section addresses the research questions introduced in the begin-
ning of the chapter. We show that (i) both bagging and boosting techniques
signi¯cantly improve the classi¯cation performance of traditional classi¯ca-
tion models, (ii) the correction methods for a balanced calibration sample
reduce the classi¯cation error rate, and (iii) the use of a balanced cali-
bration sample improves the forecasting accuracy of the estimated choice
models.18 Chapter 1. Bagging and Boosting to Predict Churn
1.6.1 Do Bagging and Boosting Provide Better Results than
other Benchmarks?
We apply bagging and stochastic gradient boosting - with classi¯cation
trees as base classi¯ers - to the balanced calibration sample.7 As a bench-
mark, we estimate a binary logit choice model on the same sample. Other
benchmark models, including the traditional discriminant analysis, a single
classi¯cation tree, and a neural network, have also been investigated (see
e.g. Thieme, Song and Calantone 2000; West, Brockett and Golden 1997),
but they appear to perform worse than the binary logit choice model in
this empirical application. Neslin and colleagues (2004) recently compared
the predictive performance of di®erent methodological approaches for this
particular database and found that the logit model and the decision tree
were among the most competitive methodologies. To evaluate the relative
performance of the di®erent methods, we apply the estimated models to
the holdout proportional test sample to obtain churn predictions for each of
the customers who belong to this sample. From these predictions, we then
compute the validated error rate, the Gini coe±cient and the top-decile
lift that each of the three choice models reached.
Figure 1.1 represents the Gini coe±cient and the top-decile lift against
the number of iterations for both bagging and stochastic gradient boosting
without bias correction (which are identical to the results with intercept
correction).8 The horizontal line in Figure 1.1 represents the performance
of the binary logit model. The performance of bagging and boosting im-
proves as B increases and stabilizes for large values of B. After the ¯rst
few iterations, both models already outperform the logit benchmark,9 thus
7We implemented bagging using the statistical software package Splus, whereas we
computed stochastic gradient boosting using the MART software package for R that
J.H. Friedman developed.
8Note that B is actually multiplied by ten for stochastic gradient boosting in Fig-
ure 1.1.
9The Gini coe±cient and top-decile lift are -.06 and .49, respectively, for neural nets;Section 1.6. Results 19
Figure 1.1: Validated Gini coe±cient (left) and top-decile lift (right) for
bagging, stochastic gradient boosting, and a binary logit model as a function
of B.
con¯rming many other examples (e.g. Hastie, Tibshirani and Friedman
2001, pp.246-249 & 299-345).
The relative gain in predictive performance is greater than 16% for
the Gini coe±cient, and 26% for the top-decile lift. This improvement is
statistically signi¯cant.10 Stochastic gradient boosting performs similarly
to bagging but is conceptually more complicated. Therefore, we consider
bagging the most competitive approach, at least in this application. We
can also evaluate the additional ¯nancial gains (Equation 1.7) expected
from a retention marketing campaign that would be targeted using the
scores predicted by the bagging rather than the logit model. If we consider
N = 5;000;000 customers, a target group of ® = 10%, ° = 30% success
.199 and 1.60, respectively, for discriminant analysis; and 0.091 and 1.37, respectively,
for a single classi¯cation tree, compared with .24 and 1.77 for logit regression. These
¯gures motivate our preference for the logit model as a benchmark.
10Standard errors for both bagging and stochastic gradient boosting are approximately
.012 for the Gini coe±cient and .09 for the top-decile lift. Standard errors for the
Gini coe±cient and the top-decile lift are computed by drawing 1000 bootstrapped
samples from the predicted probabilities. These samples yield 1000 replicates of the
Gini coe±cient or top-decile lift, from which the standard deviations are computed.20 Chapter 1. Bagging and Boosting to Predict Churn
probability among the churners, LV C = $2;500 lifetime value, ± = $50
incentive cost, and Ã = 50% success probability among the nonchurners,
the use of bagging as a scoring model (versus a logit model) for targeting
a speci¯c retention campaign is worth an additional $3,214,800. Using
stochastic gradient boosting would yield another $300,000 to be added the
¯nancial gains when using bagging.
Regarding the error rate, all three choice models perform poorly (see
Table 1.2; third column), con¯rming that a balanced sampling scheme re-
quires an appropriate bias correction, regardless of the choice model under
consideration. In the next research question, we investigate whether a bias
correction reduces these high error rates.
Although the bagging and boosting models focus mainly on scoring
customers for targeting purposes, we can also interpret the models. Figure
1.2 reports the 15 most important variables in explaining churn, using bag-
ging.11 Reported results o®er some face validity. Among the particularly
relevant churn triggers, we ¯nd the number of days of the current cellular
phone (\equipment days"), the changes in minutes of consumption over
the previous three months (\change in monthly minutes of use"), and the
base cost of the calling plan the customer chose (\base cost of the calling
plan"). Partial dependence plots provide additional insights into the way
these variables a®ect churn.
It appears that (Figure 1.3; right panel) the probability that a cus-
tomer churns increases as his or her cellular phone becomes older. This
rise is particularly important during the ¯rst year, which could be due
to numerous operators proposing combined one-year-subscription and free
cellular phone packages. After this delay, customers may be likely to defect
from the company and buy a new package from a competitor. Figure 1.3
(left panel) indicates how the churn risk of a customer varies as his or her
consumption habits change. When consumption decreases, the subscriber
11Boosting yields similar results, con¯rming the face validity of the results.Section 1.6. Results 21
Figure 1.2: Variables' relative importance for bagging.
is more likely to churn. When his or her consumption is constant, the sub-
scriber is less likely to defect. Finally, when consumption increases, the
customer is slightly less (but still) likely to be loyal than when no change
occurs.12
Another interesting insight can be derived from Figure 1.4, which rep-
resents the partial dependence between churn and a combination of two
churn drivers, i.e. the age of the customer (\age") and the base cost of
his or her calling plan. A customer is found to be more likely to churn
when his or her calling plan is cheaper. However, this relationship tends
to be much stronger for younger customers than for older ones, indicating
that some demographics are more likely to drop certain calling plans than
others.
12Note that logit models cannot capture such nonmonotonic relations.22 Chapter 1. Bagging and Boosting to Predict Churn
Figure 1.3: Partial dependence plots for \change in monthly minutes of
use" and \equipment days" for bagging.
1.6.2 What is the Best Bias Correction when Using a Bal-
anced Calibration Sample?
We use two corrections to adapt the predicted probabilities obtained
through the use of a balanced calibration sample. Either of these two
corrections reduces the error rate signi¯cantly, as illustrated in Table 1.2.
Table 1.2: Validated error for predicting churn from a balanced sample with
intercept correction, with weighting correction, or without bias correction.
Intercept Weighting
Error Rate Correction Correction No Correction
Binary logit model 0.035 0.018 0.400
Bagging 0.034 0.025 0.374
Stochastic gradient
boosting 0.034 0.018 0.460
The e®ectiveness of both corrections di®ers. For the error rate, the
weighting correction seems to be the most appropriate bias correctionSection 1.6. Results 23
Figure 1.4: Partial dependence plot for the \base cost of the calling plan"
and \age" for bagging.
method for all considered models. However, the weighting correction af-
fects the estimated scores, their ranking, and, eventually, the Gini coe±-
cient and the top-decile lift. This is not the case for the intercept correction
method which preserves the relative ranking of the attributed scores. Table
1.3 reports the Gini coe±cient and the top-decile lift for bagging, stochas-
tic gradient boosting, and the logit model (all estimated on the balanced
sample) for both corrections. For all the three models under considera-
tion, the Gini coe±cient and the top-decile lift obtained with the intercept
correction are substantially better than those obtained with the weighting
correction. The weighting correction turns out to be particularly ine±-
cient for bagging. This low performance can be related to the fact that
the weights are included in the bagging iterations, which therefore removes
part of the randomization in the bootstrap sampling. These results con¯rm
the prior assumption that weighting the observations of a balanced sample24 Chapter 1. Bagging and Boosting to Predict Churn
cancels the advantage of balanced sampling, even for large sample sizes.
Because we consider the Gini coe±cient and the top-decile lift more global
measures of performance than the error rate, the intercept correction is
found to be the best compromise between no correction (i.e. a better Gini
coe±cient and top-decile lift, but a worse error rate) and weighting cor-
rection (i.e. a worse Gini coe±cient and top-decile lift, but a better error
rate), at least in this application.
Note that the intercept correction appears to perform well for stable
markets (e.g. constant churn rate), but it is likely to be ine±cient in
dynamic markets (e.g. increasing churn rate). This constitutes a major
limitation to the correction methods we propose in this study. Moreover,
the lack of theory about the properties of these correction methods prevents
us from generalizing our ¯ndings to any other setting.
Table 1.3: Validated Gini coe±cient and top-decile lift for predicting churn
from a balanced sample with intercept correction and weighting correction.
Intercept Weighting
Correctiona Correction
Gini Top Gini Top
Coe±cient Decile Coe±cient Decile
Binary logit model 0.241 1.775 0.239 1.764
Bagging 0.281 2.246 0.161 1.549
Stochastic gradient
boosting 0.280 2.290 0.187 1.632
a The Gini coe±cients and top-decile lifts are the same for the \no correction"
method.Section 1.7. Conclusions 25
1.6.3 Does a Choice Model Estimated on a Balanced Sam-
ple, with Bias Appropriately Corrected for, Outper-
form a Choice Model Estimated on a Proportional
Sample?
A balanced calibration sample is often advised when the variable to
be predicted consists of a rare event, such as churn. However, our third
research issue questions this advice. Indeed, given the high amount of
observations in the proportional calibration sample, the absolute number
of churners is still quite large, and a proportional sampling could still be
e±cient.
Table 1.4 compares the performance of bagging, stochastic gradient
boosting, and the binary logit model, estimated from the proportional or
the balanced sample (with intercept correction). The results of both the
Gini coe±cient and the top-decile lift indicate that the balanced sampling
scheme is recommended for the three investigated classi¯cation models.
For the error rate, the results are more in favor of proportional sampling.
However, for the same reasons as in the preceding subsection, we consider
the balanced sampling a better compromise than the proportional sam-
pling, which performs poorly for the Gini coe±cient and top-decile lift.
1.7 Conclusions
In this chapter, we discussed several new developments from the machine-
learning and statistical classi¯cation literature in the context of marketing
research. We presented one of the simplest versions of classi¯er aggre-
gation, i.e. bagging, and one of the most sophisticated algorithms in this
¯eld, i.e. stochastic gradient boosting. We especially drew attention to the
competitive performance of bagging, an easy-to-use procedure aimed at in-
creasing the classi¯cation performance of an initial classi¯cation model, by










































































































































































































































































































































































8Section 1.7. Conclusions 27
tion sample. We summarize the main ¯ndings of this study in terms of
three contributions. First, bagging and boosting provide substantially bet-
ter classi¯ers than a binary logit model. In predicting churn, the gain in
predictive performance has reached 16% for the Gini coe±cient and 26%
for the top-decile lift. Bagging and stochastic gradient boosting perform
comparatively. The performance of the simple and easy-to-use bagging is
especially noticeable. In addition to their higher predictive power, bag-
ging and boosting provide good diagnostic measures, variable importance,
and partial dependence plots, which o®er face validity to the models and
interesting insights into potential churn drivers.
Second, in the presence of a rare event, such as churn, we recommend
a balanced sampling scheme over proportional sampling for all considered
classi¯cation models (i.e. bagging, boosting and logit models), even for
large data sets. However, to maintain the classi¯cation error rate at a
reasonable level, it is necessary to correct the predictions obtained from
a balanced sample. Third, intercept correction constitutes an appropriate
bias correction for a balanced sampling scheme.
If companies take into account these recommendations, they might bet-
ter identify the riskiest customer segments in terms of churn risk and thus
ameliorate their retention strategy. Noteworthy losses could ultimately be
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Bagging a Stacked Classi¯er
2.1 Introduction
Suppose that one needs to classify an email as being spam or not. In
this perspective, several supervised two-class classi¯cation methods (e.g.
logistic regression, k-nearest neighbors, neural networks, decision trees,
discriminant analysis, etc.) can be used. However, one could quickly get
lost and waste time to ¯nd out the best classi¯er. Each classi¯er has indeed
its own advantages and disadvantages and could well be adapted to one
speci¯c task, but not recommended for another. This issue can be solved
by combining, in a fully-automated way, di®erent classi¯ers. The combined
classi¯er should perform better than each single classi¯er.
In the classi¯cation literature, several classi¯er combination methods
have already been proposed and can be categorized in two groups. Some
algorithms combine classi¯ers of the same class. For example, the boosted
tree is a linear combination of several decision trees (e.g. Hastie et al 2001).
A second category of combination methods handles heterogeneous classi-
¯ers. Within this class, we focus on a method called stacked generalization,
introduced by Wolpert (1992) in the neural network literature; also called
stacked classi¯cation, by LeBlanc and Tibshirani (1996), in the statistical
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literature. The next section brie°y reviews the stacking principle.
In this chapter, we propose a new, easy-to-implement and °exible al-
gorithm to combine di®erent classi¯ers such that the ¯nal error rate, as
estimated by ten-fold cross-validation, is minimized by construction. Fur-
thermore, in the third section of this chapter, we apply bagging to reduce
the variability of the stacked classi¯er, and to further improve its perfor-
mance.
2.2 Stacked Classi¯cation
Consider a calibration data set Z = f(xi;yi)j1 · i · ng, containing n
observations. For the calibration data, we observe the values of the binary
variable Y , indicating which source population the observation belongs to.
This variable Y needs to be predicted using X, a vector of p explicative
variables, which may be continuous or categorical. The realizations of X
on the calibration set are x1;:::;xn. The aim is to predict the value of Y
for a new instance x. A classi¯er C(x;Z) is constructed on the basis of the
calibration set. It takes values on the interval [0;1]: the higher the value
of C(x;Z), the higher the likelihood that an observation with features x
belongs to the source population with label \Y=1". The value of C(x;Z)
is called the \score" attached to x. Classi¯ers taking values 0 and 1 only
can be seen as a special case were only the most extreme values are given
as score.
Several supervised classi¯cation rules exist. In this chapter, four well-
known methods are considered: classi¯cation trees, discriminant analysis,
logistic regression and k-nearest neighbors. Classi¯cation trees yield a
non-parametric classi¯cation procedure, and are widely used in applied
¯elds such as medicine and botany. Linear discriminant analysis is the
most traditional supervised classi¯cation method, optimal if both source
populations are normal with the same covariance matrix. It is a paramet-
ric method, where the scores are given by linear combinations of the ex-Section 2.2. Stacked Classi¯cation 37
plicative variables. Logistic regression is another parametric classi¯cation
technique where the conditional probabilities P(Y = 1jx) are modeled by
means of a logit transformation. Finally, the k-nearest neighbors method
consists of ¯nding the k-closest neighbors to an observation x (according
to a certain distance). The value C(x;Z) is given by the frequency of
observations for which yi = 1, among the k-nearest neighbors (we select
k =
p
n). We refer to the standard S-plus implementations to compare
the di®erent methods under consideration. Of course, other classi¯cation
methods could also have been used as level-zero classi¯ers.
It is well recognized that it does not exist a unique best classi¯er.
Suppose that K di®erent initial classi¯ers C1;:::;CK are available. These
initial classi¯ers can be combined in one single stacked classi¯er. Wolpert
(1992) called the initial classi¯ers the \level-zero" components. The idea is
to use the outcomes of the \level-zero" classi¯ers as inputs to ¯nd a \level-
one" classi¯er. In other words, the calibration data set for this \level-
one" classi¯er is given by f(C¤(xi;Z);yi)j1 · i · ng, where C¤(xi;Z) =
(C1(xi;Z);:::;CK(xi;Z))t is obtained by stacking the di®erent level-zero
classi¯ers. As level-one classi¯ers, one could again consider decision tree,
logistic regression, etc.
Wolpert (1992) and Leblanc and Tibshirani (1996) advise to use pre-
dicted scores obtained by cross-validation instead of the Cj(xi;X), for
j = 1;:::;K and i = 1;:::;n. As such, less over¯tting should occur,
leading to a better performance on future data to classify. Moreover,
the cross-validation reduces the risk of having potentially high correla-
tion between the level-zero classi¯ers. Hence, throughout this chapter, the




j (xi;X) is obtained via cross-validation
for j = 1;:::;K: To reduce the computation time, the C¡
j (xi;Z) were com-
puted via 10-fold cross-validation. Formally, the calibration data set Z is
split into ten subsets, Z1, :::, Z10. Predictions for the observations belong-38 Chapter 2. Bagging a Stacked Classi¯er
ing to a subset Zl are then based on a classi¯er constructed with Z nZl as
calibration set, for l = 1;:::;10. The algorithm of an \optimal" level-one
classi¯er is introduced in the next subsection.
2.2.1 A New Algorithm for Combining Classi¯ers
The idea behind stacking is to ¯nd an optimal linear combination of the
component classi¯ers such that the following stacked classi¯er is obtained
CW(x;Z) = ¯1C1(x;Z) + ::: + ¯KCK(x;Z): (2.1)
The coe±cients ¯1;:::;¯K need to be chosen in such a way that the
stacked classi¯er CW(x;Z) performs \better" than the initial classi¯ers.
We require these coe±cients to sum up to one and to be non-negative,
such that they can be interpreted as the weights attached to each classi-
¯er. If a component classi¯er performs particularly bad, it receives a low
or even zero weight, and has no impact on the ¯nal classi¯cation. The
combined classi¯er CW is therefore an \optimal" weighted average of the
component classi¯ers. The weights ¯1;:::;¯K are obtained in order to
optimize a certain criterion, commonly the error rate, i.e. the percentage
of misclassi¯ed observations. Other criteria do exist, such as the area un-
der the receiver operating curve (ROC). The algorithm proposed in this
chapter works for any criterion of choice, and can be used for any set of
component classi¯ers, making it very °exible. In this short chapter, we
restrict the attention on the error rate as performance criterion. Note
that Leblanc and Tibshirani (1996) worked with the mean squared error
as criterion, a natural choice in the regression setting but inappropriate in
the classi¯cation literature. Since the population error rate is unknown,
we work with the (10-fold) cross-validated error rate. This error rate is
known to be unbiased, in contrast to the apparent error rate. Finding the
optimal values for ¯ is not easy, certainly not for high values of K. Hence,
we propose the following greedy algorithm:Section 2.2. Stacked Classi¯cation 39
² Compute, via 10-fold cross validation, the scores for every component
classi¯er C¡
j (x1;Z);:::;C¡
j (xn;Z) for j = 1;:::;K.
² Using the previously computed scores, compute the cross-validated
error rate associated with the classi¯ers (without prior information,
classify an observation in the ¯rst source population if the value of
the score exceeds the threshold 0.5). These are used to sort the
classi¯ers from the smallest to the highest error rate. We denote the
ordered classi¯ers C(1);:::;C(K):
² Maximizing the criterion over the space of all possible values of ¯1,
:::, ¯K is di±cult, since the objective function to minimize is not dif-
ferentiable in general. We therefore propose an iterative procedure.
First ¯nd ®1 such that the error rate of the combined classi¯er
C1(x;Z) = ®1C(1)(x;Z) + (1 ¡ ®1)C(2)(x;Z)
is minimized, where ®1 ranges over the interval [0;1]. A simple uni-
variate optimization routine, like grid search, can be used. For k = 2
to K ¡ 1, ¯nd ®k such that the error rate of
Ck(x;Z) = ®kCk¡1(x;Z) + (1 ¡ ®k)C(k+1)(x;Z)
is minimized. After a ¯rst cycle is completed, one could rearrange
the terms and express CK¡1 as a convex combination of all level-zero
classi¯ers
¯1C1(x;Z) + ::: + ¯KCK(x;Z):
A new cycle might then be computed, to successively ¯nd the best
linear combination of C(j) and Cb, for j = 1;:::;K, where Cb is the
currently \best" combination of level-zero classi¯ers. In the present
version of the program, we perform three full cycles after which no
signi¯cant further improvement was observed.40 Chapter 2. Bagging a Stacked Classi¯er
The coe±cient ¯1;:::;¯K obtained in this way are used as weights
for the ¯nal classi¯er CW in (2.1). By construction, the classi¯er CW
always has a lower (10-fold cross-validated) error rate than each single
level-zero classi¯er. Note that there is no guarantee, however, that the
global optimum is reached.
Table 2.1: Cross-validated error rates (in %) of the level-zero classi¯ers
and the optimal weighted average CW. The ¯rst two columns contain the
number of observations n and number of variables p of each data set.
Level-Zero Classi¯ers Stacked
n p Tree Disc Logit NN CW
Austral 690 14 17.03 13.59 12.50 28.80 11.78
Balloon 156 5 10.48 10.48 8.87 8.87 7.26
Breast 699 9 5.90 3.94 4.11 3.22 3.22
Cmc 1473 9 30.31 32.60 32.34 28.27 27.16
Crx 653 15 18.20 12.84 13.60 31.23 12.26
Iono 351 33 12.50 14.29 15.36 16.07 8.57
Mushroom 8124 21 0.15 6.03 3.46 4.39 0.06
Pimadiab 768 8 26.87 22.64 22.80 27.20 22.31
Spambase 4601 57 8.78 11.68 7.28 25.38 6.03
Tictacto 958 9 17.10 32.64 32.90 14.88 12.79
Wdbc 569 30 6.81 4.40 5.93 6.81 3.30
Wpbc 198 31 26.58 20.25 22.78 22.78 17.09
To illustrate this procedure, we applied the greedy algorithm for CW
to 12 data sets available on the UCI repository (Mertz and Murphy 1996).
The size n and the number of explicative variables p of these data sets are
reported in Table 2.1. The data sets are previously cleaned from missing
values. Each data set is split into a calibration set Z (80% of the obser-
vations) and a test set T (20% of the observations). The calibration set Z
is used to obtain both the level-zero classi¯ers and the stacked classi¯ers.Section 2.2. Stacked Classi¯cation 41
The test sets are used in the sequel.
Table 2.1 reports the cross-validated error rates for every level-zero
classi¯er, i.e. classi¯cation tree (\Tree"), discriminant analysis (\Disc"),
logistic regression (\Logit"), k-nearest neighbors (\NN") and for the opti-
mal weighted average CW of these four classi¯ers. No level-zero classi¯er
clearly outperforms the others, justifying the choice for combining clas-
si¯ers. As aforementioned, the error rates obtained by the CW on the
calibration sample are always lower than those associated with the initial
classi¯ers. The improvement is quite substantial, amounting until 31.44
% (Iono data) or even 60.00 % (Mushroom data) of relative improvement
with respect to the best level-zero classi¯er. In one case (the Breast data),
the k-nearest neighbors classi¯er performs equally as CW. In this case, the
weight associated with the k-nearest neighbors classi¯er turns out to be
one.
At ¯rst sight, the results are very encouraging. However, one should
not forget that the weights of the combined classi¯er are determined to
minimize the cross-validated error rate computed on the calibration data.
There is a risk that the reported error rates, albeit obtained by cross-
validation, are still over-optimistic. Therefore, in the following subsection,
we compute the error rates on the test set, and compare the di®erent level-
one classi¯ers.
2.2.2 Empirical Comparison of Di®erent Stacking Methods
Table 2.2 reports the error rates computed on the test set for the level-
zero classi¯ers and the weighted average CW. One may observe from Table
2.2 that the weighted method does not systematically provide the lowest
test error rates, even if it is still the case for 8 out of 12 data sets. When
a single component performs better, the weighted combination is closely
comparable to the best solution. Moreover, for each level-zero classi¯er,
it is possible to ¯nd at least one data set on which the level-zero classi¯er42 Chapter 2. Bagging a Stacked Classi¯er
performs drastically worse than the stacked classi¯er CW.
Table 2.2: Test error rates in % for the 4 di®erent level-zero classi¯ers, for
the weighted classi¯er CW, and for stacking by 4 di®erent level-1 classi¯ers.
Level-Zero Classi¯ers Stacked Classi¯ers
Tree Disc Logit NN CW Tree Disc Logit NN
Austral 14.40 15.90 14.40 31.10 15.90 20.20 14.40 13.70 12.30
Balloon 9.38 9.38 9.38 9.38 9.38 12.50 12.50 9.38 9.38
Breast 6.43 9.29 8.57 6.43 6.43 4.29 6.43 5.71 7.14
Cmc 29.80 32.80 32.20 28.10 28.80 32.80 29.40 28.40 28.40
Crx 17.50 16.00 14.50 33.50 16.00 16.70 16.00 15.20 15.20
Iono 19.70 14.00 12.60 16.90 12.60 9.86 11.20 9.86 11.20
Mushroom 0.25 5.05 2.71 4.62 0.12 0.25 0.25 0.12 0.25
Pimadiab 25.90 20.70 20.70 21.40 20.70 27.20 21.40 22.00 20.70
Spambase 6.19 10.10 7.17 24.65 5.54 4.89 5.32 5.32 5.97
Tictacto 13.50 26.50 26.00 13.00 11.90 8.33 7.29 7.81 5.73
Wdbc 2.63 2.63 6.14 6.14 3.51 1.75 2.63 0.88 3.51
Wpbc 27.50 20.00 17.50 27.50 15.00 22.50 12.50 12.50 15.00
Table 2.2 also reports the results of other stacking methods. The level-
one combination methods under consideration include a decision tree, lin-
ear discriminant analysis, logistic regression and k-nearest neighbors. One
may observe that the di®erent ways of combining the level-zero estimators
yield di®erent error rates, even if the heterogeneity is less pronounced than
among the level-zero classi¯ers. The stacked logistic regression seems to
be the best stacking method on the data sets under investigation, giving
the smallest, or least one of the smallest, test error rates. Note that the
weighted average does not outperform the other stacking methods on the
test set. In the next section, we apply bagging on the stacked classi¯ers.Section 2.3. Bagging the Stacked Classi¯ers 43
2.3 Bagging the Stacked Classi¯ers
Error rates estimated by cross-validation are known to be very volatile.
The bagging technique, originating from machine learning, helps to re-
duce the variance and improves the performance of unstable classi¯ers
(Breiman 1996). Therefore, we propose to apply the bagging algorithm
to the weighted classi¯er CW, described in the previous section. Practi-
cally, the bagging procedure consists of computing classi¯ers on B di®erent
bootstrap samples of size n drawn from the initial calibration set Z. These
bootstrap samples are obtained by drawing with replacement observations
from Z, yielding Z¤1;:::;Z¤b. The bagged classi¯er is then obtained by







Bagging is an easy-to-implement procedure and can be applied to any
given classi¯cation method. In Figure 2.1, the test error of Cbag;B is plotted
with respect to B, for B = 1;:::;50. In the left panel, bagging is applied
on the weighted average classi¯er CW for the Cmc data set. One may
observe that the test error of the bagged classi¯er improves the starting
stacked classi¯er for large values of B. In the right panel of Figure 2.1, the
performance gain obtained by bagging is illustrated even more clearly: the
stacked classi¯er using discriminant analysis in level-one has a test error
rate of 12.6%, decreasing until 8.14% after B = 50 bagging steps.44 Chapter 2. Bagging a Stacked Classi¯er
Figure 2.1: Test error rates w.r.t. the number of bootstraps B for stacked
classi¯cation using (left panel) the weighted average CW for the Cmc data
set (right panel) discriminant analysis for the Iono data set. The dot-
ted line corresponds to the error rate for the classi¯cation method without
bagging.


































































Table 2.3 reports the test error rates of the combination methods after
50 bagging steps. The results indicate that, for most data sets and clas-
si¯ers, bagging indeed reduces the test error rate of the stacked classi¯ers
(45 times out of 60). The bagging also reduces the di®erences in perfor-
mance across the di®erent stacking methods. Moreover, it turns out that
the bagged weighted combination method outperforms the others on 6 out
of 12 data sets, and is comparable to the bagged stacked classi¯ers using
decision tree or logistic regression as level-one classi¯er.
2.4 Conclusions and Areas for Future Research
As a conclusion, this chapter introduced a new weighted combination
method which was compared to existing stacking methods. It was shown
that the weighted combination generally improves the performance of theSection 2.4. Conclusions and Areas for Future Research 45
Table 2.3: Test error rates of several bagged stacked classi¯ers (with
B = 50): weighted average CW together with stacking by 4 di®erent level-1
classi¯ers.
Bagged Stacked Classi¯ers
CW Tree Disc Logit NN
Austral 11.50 12.30 12.30 12.32 12.30
Balloon 9.38 9.38 12.50 9.38 12.50
Breast 5.71 4.29 5.00 5.00 6.43
Cmc 28.10 28.80 28.40 28.40 28.80
Crx 14.50 14.50 14.50 14.50 14.50
Iono 7.04 8.45 8.45 7.04 7.04
Mushroom 0.00 0.12 0.12 0.00 0.12
Pimadiab 21.40 22.00 20.70 20.10 23.30
Spambase 5.10 4.89 5.32 5.21 5.10
Tictacto 7.81 3.13 3.13 4.69 5.21
Wdbc 1.75 0.88 0.88 0.88 0.88
Wpbc 12.50 15.00 15.0 15.00 15.00
level-zero classi¯ers. Moreover, it performs well in comparison to the other
stacking methods. Given that the variance of the stacked classi¯ers turned
out to be high, we also investigated the opportunity to apply bagging on
stacked classi¯ers. It turned out that bagging improves their performance.
This performance gain is related to the fact that bagging reduces the high
variance of the stacked classi¯ers. We therefore recommend to apply bag-
ging after any stacking method of choice.
This piece of research opens several directions for future research. First
of all, it would be insightful to compare the performance of the stacking
algorithm proposed in this chapter with other existing methods. In par-
ticular, several classi¯er combination variants have been recently proposed
in the ¯eld of (linear) mathematical programming (see e.g. Adem and46 Chapter 2. Bagging a Stacked Classi¯er
Gochet, 2006).
Another interesting area for future research concerns the use of the op-
timal weighting average algorithm for other performance criteria than the
error rate. In particular in the churn context (see Chapter 1), it would be
of high interest for marketers to use the top-decile lift as alternative perfor-
mance criterion. As aforementioned, the latter has a direct interpretation
in terms of ¯nancial gains that a targeted retention campaign can leverage
(Neslin et al. 2004). As such, the use of a top-decile lift optimization
method might ameliorate the design of marketing retention strategies.References
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On the Predictive Content
of Production Surveys: A
Pan-European Study
3.1 Introduction
For over forty years, Business Tendency Surveys have been collected by
the European Union in the framework of the Joint Harmonised EU Pro-
gramme of Business and Consumer Surveys. The Programme was initially
set up in 1961 by the European Commission, and currently includes the
¯fteen member states of the European Union. Business Surveys are carried
out on a monthly basis by various public and private institutions in the
respective member countries. The presentation, methods and questions of
the Business Tendency Surveys are harmonised across countries according
to EU guidelines. We refer to \The Joint Harmonised EU Programme of
Business and Consumer Surveys User Guide 2002" of the European Com-
mission, Directorate General Economic and Financial A®airs, Economic
Studies and Research, Business Surveys for more detailed information on
how these surveys are implemented. Two kinds of attitudinal data are
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collected: (i) \Judgments" (JUD), an assessment of the current or past
status of a given variable, and (ii) \Expectations" (EXP), an estimation
of the likely future status of that variable. These two types of attitudinal
information are collected for ¯ve key components of the economy: Indus-
try, Construction, Consumers, Retail Trade and Services. In this study,
we focus on an industry-related indicator, the Production Expectations
(PEXP).
The sample size for each survey varies across countries according to
their population size. Each month, almost 68,000 companies and 27,000
consumers across the European Union are currently surveyed. Not sur-
prisingly, Business Surveys are both expensive and time-consuming. For
example, the cost in 2003 for the European Commission of the Harmonised
Joint EU Programme of Business and Consumer Surveys amounted to
slightly over 4.5 million euros. This ¯gure does not yet incorporate the
costs incurred by the respective national institutions that carry out the
actual surveys. The latter are estimated to be another 6 to 7 million eu-
ros. These costs are often justi¯ed on the basis that they represent an
early source of information for politicians, economists, researchers, senior
executives and/or media. Indeed, the survey data become publicly avail-
able on the last day of each month, whereas Account data (ACC) - i.e.
the actual, objectively measured, levels of a variable - are generally pub-
lished only two to four months later (Bu®eteau and Mora, 2000). However,
timeliness is not a su±cient justi¯cation for the continued use of such ex-
pensive surveys. They should also prove to have some predictive content
regarding actual ACC data: if Business Tendency Surveys cannot be used
as relevant predictors for the future state of the economy, there is no point
using them for economic surveillance.
The performance of the PEXP series will be measured by studying
whether these can improve forecasts of future Production Accounts (PACC)
that are exclusively based on the past of the PACC series. More precisely,Section 3.1. Introduction 53
we will investigate whether the variance of the error in forecasting future
values of the PACC, using an (optimal) forecast based on the observed
values of both PACC and PEXP series is strictly smaller than the vari-
ance of the prediction error, using an (optimal) forecast only based on the
observed values of the PACC series. If this is the case, we may conclude
that the PEXP series Granger causes the PACC series (Granger, 1969).
In this chapter, the \predictive content" always refers to this notion of
Granger causality.
The predictive content of Business Surveys has already been investi-
gated in a substantive number of studies. Most of these were based on
Scandinavian countries. BergstrÄ om (1995) and TerÄ asvirta (1986) explored
the relationship between the PACC series and a number of barometer
(Business Survey) series using regression models in, respectively, Sweden
and Finland. LindstrÄ om (2000) extended these analyses by examining the
short-term forecasting value of Business Surveys for predicting the volume
of manufacturing output growth in Sweden up to 1998. Christo®ersson et
al. (1992) used a frequency domain analysis to investigate the relation-
ship between PACC and Business Survey series of total manufacturing
in Sweden. Ä Oller and Tallbom (1996) applied an extended Kalman ¯lter
on the Business Survey series. The general picture obtained from these
earlier studies is that Business Survey variables have predictive content
in explaining future PACC series, at least in the considered Scandinavian
countries. Hanssens and Vanden Abeele (1987), on the other hand, stud-
ied the predictive content of PEXP for Belgium, France, Germany, The
Netherlands and Italy. Using bivariate Granger-causality tests, they found
that the inclusion of PEXP did not systematically improve the forecasting
performance of simple univariate time-series extrapolations of the PACC
series. Hence, previous research ended in mixed results, and the question
of the predictive value of Business Tendency Surveys remains open. We
will contribute to this ongoing debate in a number of ways.54 Chapter 3. On the Predictive Content of Production Surveys
First, the existing literature focused on a limited subset of countries,
ranging from one (e.g. BergstrÄ om, 1995 and LindstrÄ om, 2000) to ¯ve
(Hanssens and Vanden Abeele, 1987) states. Our analysis, in contrast,
uses data of more than ten countries (see the Data section). Moreover, by
using information that has just become publicly available, we are able to
extend the end date of the analysis from, respectively, 1983 (TerÄ asvirta,
1986; Hanssens and Vanden Abeele, 1987) and 1998 (LindstrÄ om, 2000) to
December 2002.
Second, unlike previous studies, we will take potential cross-country re-
lationships into account. Previous studies only allowed for a within-country
relationship, checking, for example, whether the French PEXP proved use-
ful in predicting France's own future PACC series. We extend the scope
of this investigation by testing whether also the PEXP in other countries
have information value in predicting the future evolution of the French
PACC series. Such cross-country in°uences may well exist among the
various EU countries as the free transfer of ideas, products and technolo-
gies among them is increasingly facilitated (Mahajan and Muller, 1994),
resulting in both cross-country word-of-mouth e®ects (Tellis et al, 2003)
and considerable trade among the various member states, as re°ected in an
intra-EU15 trade/GDP ratio of over 16% (Eurostat, 1999). Because of this
economic interdependence, industrial optimism/pessimism in one country,
as re°ected in the evolution of its PEXP, may well a®ect the PACC in
another country.
The aforementioned cross-country e®ects could be investigated through
a sequence of bivariate tests. For example, bivariate Granger-causality
tests could be implemented to assess whether PEXP in country X a®ects
future PACC levels in country Y. However, as the number of EU countries
increases, the number of tests required to cover all possible combinations
would rapidly become excessive, causing the individual p-values to su®er
from the well-known multiple-testing problem. As a third contribution,Section 3.1. Introduction 55
we will therefore apply the multivariate test procedure introduced by El
Himdi and Roy (1996). Through this procedure, we will ¯rst investigate
the general predictive content of the collection of all PEXP series vis-µ a-
vis the collection of all PACC series. This joint Granger-causality test
will o®er a more powerful test on the predictive value of the ambitious
European Union's Business Survey plan than a sequence of bivariate tests.
Next, we will adjust the El Himdi - Roy test statistic to answer three
key questions:
² Can we attribute part of this \general causality" to cross-country
in°uences?
² Are there some countries whose PEXP are more informative than
others for the future evolution of the PACC in other countries? Such
countries will be denoted as having a lot of \clout". Referring to
the notion of asymmetry developed in the market-share literature
(Cooper and Nakanishi, 1998, pp.56-57), \clout" is the ability of
a brand or company to in°uence the other players (i.e. brands or
¯rms) in a speci¯c market, and consequently shape the demand and
competition in that market. Similarly, in the context of PEXP, we
denote by \clout" the ability of a country to Granger cause the future
production level of other countries.
² Are there countries whose PACC series is more predictable (than
others) by other countries' PEXP series, and whose economy there-
fore seems to be more \receptive" (see Cooper and Nakanishi (1998,
pp.56-57) for a conceptually similar use of the term in the market-
share attraction literature) to changes in other countries' economic
climate (as re°ected in their respective PEXP series)?
Answering these questions should provide new insights into the eco-
nomic interdependencies among the various member states of the Euro-56 Chapter 3. On the Predictive Content of Production Surveys
pean Union in general, and more speci¯cally, on the relative forecasting
value of the Business Tendency Surveys undertaken in these countries.
3.2 Methodology
In line with existing literature (see e.g. Hanssens and Vanden Abeele,
1987), we adopt the notion of Granger causality between PEXP and fu-
ture PACC to assess the predictive value of the Business Tendency Sur-
veys' PEXP series. Unlike previous studies, however, we will conduct the
analysis at various levels. First, we describe the bivariate Haugh (1976)
test. The Haugh test will make it feasible to determine (i) whether the
PEXP series in country i (i = 1;:::;d where d is the number of consid-
ered countries) Granger causes the PACC series in that same country, and
(ii) whether PEXP in country i Granger causes the PACC in country j.
Next, we review the multivariate El Himdi - Roy (1997) test so as to allow
to quantify the combined predictive content of all PEXP series, consider-
ing all countries together. We subsequently modify the El Himdi - Roy
statistic to determine whether part of this combined predictive value can
be attributed to cross-country in°uences. Finally, we propose two further
modi¯cations to quantify (i) which countries' PEXP series are the most
informative as to the future PACC levels in other countries, i.e. have
most \clout", and (ii) which countries' PACC series are most predictable
through other countries' PEXP, i.e. have a higher \receptivity".
We denote PACC in country i at time t by Yit, and use Xit to denote
the surveyed PEXP made at t about the future production level in coun-
try i. Each of the aforementioned tests requires stationarity of the series
under investigation. In line with prior studies (see e.g. Hanssens and Van-
den Abeele, 1987; Ä Oller and Tallbom, 1996), it was found, by carrying out
various (unreported) stationarity tests, that all PEXP series (Xit) were
already stationary, while the PACC series (Yit) required seasonal di®er-
encing of order 12 (r12Yit = Yit ¡ Yit¡12) to achieve stationarity.Section 3.2. Methodology 57
3.2.1 Causality Tests based on Bivariate Cross-Correlations
For the bivariate test in country i, both time series, Xit and r12Yit,
are ¯rst modelled as a univariate ARMA process, i.e.
©x(L)Xit = Cx + £x(L)uit
©y(L)r12Yit = Cy + £y(L)vit
(3.1)
where ©x(L) and ©y(L) are autoregressive polynomials, £x(L) and £y(L)
moving-average polynomials, and Cx and Cy the deterministic components
(here, constant terms). After ¯ltering the series with the above ARMA
models, we obtain estimated innovation series ^ uit and ^ vit, which can be
regarded as white-noise processes with zero mean, but possibly correlated
with each other at di®erent leads and lags.
If we consider both series of innovations, uit and vit, it is well known
(see e.g. Gouri¶ eroux and Monfort, 1990, pp.368) that Xit is not Granger
causing Yit if and only if all cross-correlations at positive lags between uit
and vit are equal to zero. So, with ½viui(k) = corr(uit;vit+k):
H0 : Xit ; Yit , ½viui(k) = 0 for k = 1;2;3;:::; (3.2)
where ; means \does not Granger cause". Note that one could also test for
the presence of feedback relationships between Xit and Yit by considering
the cross-correlations at negative lags between uit and vit instead (see e.g.
Sims, 1972).



















If the null hypothesis of no Granger causality holds, ^ ½viui(k) should be
close to zero for all positive lags. A test statistic for the hypothesis of no58 Chapter 3. On the Predictive Content of Production Surveys








M is a Chi-square distribution with M degrees of freedom. For a
pre-speci¯ed value of M (here, the square root of the length of the series),
QM is computed and the hypothesis of no Granger causality is rejected
if QM > Â2
M;1¡®, where Â2
M;1¡® is the (1 ¡ ®) quantile of the Chi-square
distribution with M degrees of freedom.
3.2.2 Multivariate Granger-Causality Tests
Let Xt and Yt be two multivariate time series, Xt 2 Rd1 and Yt 2 Rd2.
In our case, d = d1 = d2, the number of EU countries under consideration.
In a ¯rst step, the multivariate time series Xt and r12Yt are modeled
separately, using Vector Autoregressive (VAR) models, i.e.
Xt = Cx + ©x
1Xt¡1 + ©x
2Xt¡2 + ::: + ©x
½xXt¡½x + Ut (3.5)




2r12Yt¡2 + ::: + ©y
½yr12Yt¡½y + Vt,
with Ut and Vt two, possibly correlated, multivariate white-noise series,
Ut 2 Rd1 and Vt 2 Rd2. The order of each VAR model is determined
by the SBIC (Schwartz Bayesian Information) Criterion. Furthermore,
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Note that the series Ut obtained after ¯ltering with a VAR model are
likely to di®er from the series obtained by ¯ltering each individual compo-
nent of Xt through univariate models. Indeed, the innovations Ut obtainedSection 3.2. Methodology 59
from (3.5) are independent of the past of every single component of Xt.
With a univariate ¯ltering procedure, in contrast, the innovation series
from the ¯rst series may still carry information related to the past of the
other series of Xt. Such indirect e®ects among the components of the Xt
(or r12Yt) vector are ¯ltered out in the VAR-based approach of (3.5).
The estimated innovations Ut and Vt are cross-correlated at various
leads and lags:





^ ½v1u1(k) ^ ½v1u2(k) ::: ^ ½v1ud1(k)
. . .
. . .





with k = :::;¡2;¡1;0;1;2;:::
The corresponding auto-correlations are de¯ned as
^ RUU(k) = CORR(^ Ut; ^ Ut+k) 2 Rd1£d1;
^ RV V (k) = CORR(^ Vt; ^ Vt+k) 2 Rd2£d2:
(3.8)
Since the two series of innovations Ut and Vt are multivariate white noise,
we know that RUU(k) = 0 = RV V (k) for any k 6= 0:
Similar to (3.2), one can prove (see Gouri¶ eroux and Monfort, 1990,
pp.369-370) that
H0 : Xt ; Yt , RV U(k) = 0; for all k > 0: (3.9)
A test-statistic for the hypothesis of no Granger causality was proposed
by El Himdi and Roy (1997). This test looks, for every k = 1;:::;M where
M equals the maximum lag (again, the square root of the length of the
series) at the vector:
vec ^ RV U(k) =
³
^ ½v1u1(k) ^ ½v2u1(k) ::: ^ ½v1u2(k) ::: ^ ½vd2ud1
´t
(3.10)
i.e. the correlation matrix ^ RV U(k) is vectorised into a vector of length
d1d2. Under the null hypothesis, all components of this vector should be60 Chapter 3. On the Predictive Content of Production Surveys
small. Note though, that not all components are independent of each other.







with 1 · i;i0 · d2 and 1 · j;j0 · d1 and ¼ standing for asymptotical
equivalence.









vec ^ RV U(k)
i
; (3.12)
where A is the asymptotic covariance matrix of
p
T vec ^ RV U(k), so A =
^ RV V (0) ­ ^ RUU(0), with ­ the Kronecker product. The values of Qk
HR
can be plotted against k, giving an idea about the strength of the cross-
correlation at various lags. The above quadratic form follows a Â2
d1d2 dis-









This multivariate procedure provides a more powerful test than the
bivariate analogues previously described. The power gain is derived from
two sources. First, all countries are pooled to ¯nd evidence of Granger
causality. Moreover, it automatically permits to look for Granger causality
across countries, meaning that we already allow for the possibility that the
PEXP in one country Granger causes the PACC in another country. El
Himdi and Roy (1997) applied this multivariate test to investigate the
causal relations between money (M1 and M2) and income (Gross National
Product) for Canada, as well as to study the causal directions between the
Canadian and American economies.
Knowing the predictive content of PEXP in all considered EU countries
together, one could wonder whether part of this causality can be attributed
to cross-country in°uences. This is a natural extension of the bivariateSection 3.2. Methodology 61
cross-country analysis (see Equation 3.2). To test whether the joint cross-
country causality is signi¯cant, we state the following null hypothesis:
H0 : ~ RV U(k) = 0 for all k > 0, (3.14)
where ~ RV U(k) is equal to RV U(k) without the elements on the diagonal,
yielding a d1 £ (d1 ¡ 1) matrix.


















Md1(d1¡1) distributed, where ~ A is the asymptotic covariance ma-
trix of
p
T vec b ~ R
V U
(k), ~ A = b ~ R
V V
(0) ­ b ~ R
UU
(0). In fact, ~ A is simply equal
to A, from which the rows and columns corresponding to the diagonal
elements of RV U(k) are deleted. An analogous reasoning can be applied
to obtain a within-country test statistic Qwithin
HR , which will be Â2
Md1 dis-
tributed.
Finally, in order to more deeply understand the underlying interdepen-
dencies within the European Union, one could further modify the multi-
variate procedure to also investigate whether the PEXP series in country
i Granger causes the PACC of all other countries j = 1;...;d; i 6= j, and
therefore o®er a quanti¯cation for that country's \clout". To test for the
\clout" of country i, only the single component Xit has to be taken into
account to test whether the latter Granger causes the collection of all other
series Yjt, with j 6= i. The El Himdi - Roy procedure is then applied as
outlined above, with d1 = 1 and d2 = d ¡ 1. Similarly, we may want to
test whether the PACC series of a given country j is Granger caused by
the PEXP of all other countries i = 1;...;d; i 6= j; giving a measure of the
\receptivity" of country j. In this case, d1 = d ¡ 1 and d2 = 1. In both
cases, the distribution of the test statistic is a Â
2
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3.3 Data
The Production Expectations PEXP series are provided by the Direc-
torate General Economy and Finance of the European Commission.1 They
are by de¯nition subjective, re°ecting the respondents' optimism/pessimism
w.r.t. the evolution of the production (excluding construction). They are
expressed in Balance (Bal = Pos ¡ Neg). Speci¯cally, one asks the re-
sponding ¯rms whether they expect their production to increase, decrease
or remain unchanged over the next three months, and subsequently sub-
tracts all decrease (Neg) answers - in percentage points of total answers -
from the percentage of increase (Pos) ones. A directional questionnaire is
used as directions of change have been found to be easier to predict than
point values (Jonung, 1986). Balance data were also used in BergstrÄ om
(1995) and LindstrÄ om (2000), among others.2 Note, however, that prob-
lems with balance data may arise when positive and negative answers are
not symmetrically distributed around zero (Entorf, 1993; Ä Oller, 1990).
The Production Account PACC series are the monthly Industrial Pro-
duction Indices reported in the OECD's publication, Main Economic In-
dicators.3 These production indices are collected by the OECD from the
di®erent national institutions and are expressed as an index with 1995
scaled as base index 1 (at constant prices). Industrial production includes
mining, manufacturing and production of electricity, gas and water, ex-
cluding construction (compatible with ISIC Rev.3).
We selected twelve EU countries out of the (before 2004) member
states: Austria, Belgium, Denmark, Finland, France, Germany, Greece,
Ireland, Italy, Luxembourg, The Netherlands and the United Kingdom.
1The data are publicly available on http://europa.eu.int/comm/economy ¯nance/
indicators/businessandconsumersurveys en.htm
2For an in-depth discussion on the relative merits of such balance indicators, see e.g.
Granger (1980, ch.7), Klein and Moore (1983) or Hanssens and Vanden Abeele (1987).
3We refer to http://www.oecd.org/std/mei for more details. Note that the PACC
series di®er from the so-called National Accounts, which typically are quarterly data.Section 3.3. Data 63
Three countries (Portugal, Spain and Sweden) were not withheld, as this
would have resulted in the loss of multiple data points due to missing ob-
servations, since monthly surveys in these countries began later. However,
the twelve retained EU countries represent over 85% of the Gross Domestic
Product of the EU15 in 2002 (at current prices and exchange rates). All
time series are collected on a monthly basis. The data range from January
1985 to December 2002, resulting in 216 monthly observations. As, among
other remarkable events, Germany's reuni¯cation took place during the
considered time span, we also examined the existence of structural breaks
in the time series. According to standard CUSUM tests based on recur-
sive least squares, structural stability was found to be plausible during the
whole time period, and no structural dummies were included.
A visual inspection of the raw time series (see Figure 3.1) reveals some
apparent similarities in the PACC series among various member countries.
Several of the series show a pronounced upward trend, but su®ered from a
temporary slowdown in the early 1990s (see e.g. the graphs for Belgium,
Finland, France, Germany and the United Kingdom, among others). Still,
this slowdown was much less pronounced in countries like Denmark and
The Netherlands, and even less so in Ireland. Note that the Irish PACC
exhibit an curvilinear trend.4
Also in the PEXP series (see Figure 3.2), some similarities seem to
be present (see in this respect the graphs for Belgium, France and Ger-
many), while countries like Ireland and Denmark seem to follow a more
idiosyncratic evolution.
In sum, this preliminary visual inspection suggests that (i) some cross-
country commonalities and in°uences could well be present, but that (ii)
this will probably not be homogeneous across all member states.
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3.4 Results
3.4.1 Bivariate Within-Country Predictive Content in Eu-
rope
Traditionally, the within-country forecasting value of the PEXP series
was assessed by bivariate causality tests. This results, in our setting, in
twelve tests, whose p-values are reported in the diagonal of Table 3.1.
The ¯ndings con¯rm our earlier observation that the evidence is mixed
concerning the within-country predictive content of PEXP, even though
some strong Granger causalities clearly appear in the table. Indeed, the
null hypothesis of no Granger causality is rejected for 7 of the 12 countries
at the 5% level. In line with TerÄ asvirta (1986), we ¯nd a signi¯cant pre-
dictive content for the Finnish PEXP series (p = 0:000). Note, however,
that this result cannot be generalized to all Nordic countries, as the null
hypothesis could not be rejected for Denmark (p = 0:193). This was also
the case for Ireland (p = 0:189) and the United Kingdom (p = 0:132).
3.4.2 Bivariate Cross-Country Predictive Content in Eu-
rope
The possibility that PEXP may in°uence not only the own PACC
series, but also (some) other countries' can be formally investigated by
running an additional 132 bivariate Haugh tests, as summarized in the
o®-diagonal elements of Table 3.1. A value situated in the ith row and
jth column of Table 3.1 represents the p-value for the test that the PEXP
in country i Granger causes PACC in country j. Note that, because of
the multiple-testing issue explained below, we test at a stricter signi¯cance
level of 1%.
More than predicting its own PACC, German PEXP also Granger
causes PACC changes in several other countries, i.e. in Belgium, Fin-
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be attributed to France and Belgium. The former result is not surprising,
as France and Germany are often seen as two of the key forces (both eco-
nomically and politically) of the European uni¯cation. In addition, their
respective populations are found to have among the highest rates of contact
with other countries (Putsis et al., 1997). As for Germany, our ¯ndings
provide further evidence in support of the German leadership hypothesis,
thereby complementing the ¯ndings of Sensier et al. (2004), who found
that Germany's composite leading indicator had a particularly marked ef-
fect on the Italian economy, and of Artis and Zhang (1998) and Barassi et
al. (2000), among others, who studied the leading role of German interest
rates. The ¯nding for Belgium, in turn, may be linked to its central role
in the location of the European Union's administration.
The British PEXP, in contrast, does not Granger cause any other coun-
try's PACC at the 1% probability level, not even its own. Even if this result
cannot be overstated, it could re°ect the distinct position of the United
Kingdom in terms of geography, economy and culture (see Northcott, 1995
for a more elaborate discussion).
Note further that Table 3.1 is not symmetric. Consider, for example,
Luxembourg. Its PEXP series is not informative for the future evolution
of the PACC series of its neighboring Belgium, while that country's PEXP
series Granger causes the PACC series of Luxembourg.
Even though the aforementioned examples provide some face validity
to the ¯gures of Table 3.1, it is obvious that the interpretation of that
many test results is quite cumbersome, and may, not surprisingly, lead
to some apparent \anomalies". For example, it is not immediately clear
why PEXP in Luxembourg would Granger cause PACC in Greece, but
not in its neighbouring, and culturally and economically more similar,
Belgium. Moreover, even though 20 of the 132 o®-diagonal p-values turned
out to be smaller than 0.01, one should keep in mind that the p-values in
Table 3.1 may su®er from the multiple-testing problem, and be biasedSection 3.4. Results 69
downwards (Bauer et al., 1988) . Therefore, the predictive power of the
PEXP surveys is likely to be lower than what might be inferred from Table
1. A multivariate extension of the bivariate Granger-causality tests can
address these concerns.
3.4.3 Multivariate European Predictive Content
The El Himdi - Roy (HR) test for the null hypothesis of no Granger
causality between PEXP and PACC at the joint European level resulted
in a test statistic QHR = 2687:760, with associated p-value = 0:000. The
multivariate test procedure therefore established that, in combination, the
twelve PEXP series from the European Business Surveys' program have
predictive value in forecasting the actual PACC series, thereby o®ering
further justi¯cation for their continued use.
In order to get insight into the distribution of the predictive content of
PEXP over time, we also consider the strength of the cross-correlation at
lag k as measured by Qk
HR, the kth term of the test statistic QHR, de¯ned
in (3.12). In Figure 3.3, the values of Qk
HR are plotted with respect to the
lag length, and compared with the marginal critical value Â
2
d1d2;1¡®, as in
El Himdi and Roy (1997).
Figure 3.3 illustrates that the predictive content of the PEXP slowly
decreases over time, and completely drops under the signi¯cance cut-o®
after a few years.
3.4.4 Multivariate Cross-Country Predictive Content in Eu-
rope
When testing for the joint nullity of all cross-correlations at positive
lags (3.14), we obtain Qcross
HR = 2390:276 (with 132£M degrees of freedom),
with associated p-value = 0:000, and Qwithin
HR = 230:793 (with 12 £ M
degrees of freedom), with associated p-value = 0:000. This implies that
cross-country in°uences clearly exist, and contribute to the high combined70 Chapter 3. On the Predictive Content of Production Surveys
Figure 3.3: Measure Qk
HR of multivariate Granger causality of PEXP on
PACC, for lags up to k = 100 months.
predictive content of PEXP series in Europe.
3.4.5 Multivariate Clout and Receptivity in Europe
Table 3.2 reports the results of the tests assessing the \clout" and
the \receptivity" of each of the twelve EU countries. The second column
provides the p-value for testing the Granger causality of the PEXP in the
country mentioned in the ¯rst column on all other countries' PACC series.
The smaller this value, the higher the \clout" of the country. The third
column of Table 3.2 represents the p-value related to the test for Granger
causality of the PEXP in all other countries on the PACC in that speci¯c
country. The smaller this value, the higher the \receptivity" of the country.
First of all, we may observe that only the PEXP series of Germany
and France have highly signi¯cant predictive content (in the multivari-
ate Granger sense) on future PACC. These ¯ndings are in line with our
previous bivariate analysis, and con¯rm common intuition that those two
economies are two key economic drivers of the European integration. TheSection 3.4. Results 71
Table 3.2: p-values of the El Himdi - Roy test for assessing the \clout"












The Netherlands 0.156 0.357
The United Kingdom 0.533 0.796
¤ signi¯cant at the 5% probability level.
economic climate in those countries (as re°ected in their balance scores on
the PEXP series) is found to Granger cause the subsequent actual produc-
tion in the rest of the European Union, which o®ers further justi¯cation
for the quite large sample sizes5 (and hence higher costs of data collection)
in those countries' Business Tendency Surveys. In contrast, Germany has
a low \receptivity" score: while it drives the European Union, it is less
likely to be in°uenced by the other member countries.
Another key fact illustrated by the multivariate test is that many coun-
tries have no signi¯cant \clout", not even at very liberal signi¯cance levels;
see e.g. Austria (p = 0:889), Denmark (p = 0:810), Ireland (p = 0:345),
5According to \The Joint Harmonised EU Programme of Business and Consumer
Surveys User Guide 2002", France and Germany together represent more than 25% of
the industry-related surveyed units across the European Union.72 Chapter 3. On the Predictive Content of Production Surveys
Italy (p = 0:812), and the United Kingdom (p = 0:533). This suggests
that the highly signi¯cant multivariate predictive content of the PEXP
series will be mainly driven by a few key countries such as France and
Germany. One could even question the usefulness of a continued use of
the Business Tendency Surveys in countries like Denmark, Ireland or the
United Kingdom, as they do not have a signi¯cant predictive power for
the actual economic evolution in the other member countries (Table 3.2),
nor for their own actual economic evolution (cf. diagonal elements of Ta-
ble 3.1). The latter conclusion is, however, conditional on the analyzed
PEXP and PACC series. As indicated in the Introduction section, the
Business Tendency Surveys also collect data on other components of the
economy such as retail trade, services, construction..., and more research
is necessary to assess whether this conclusion also holds in these other
domains.
In terms of the \receptivity", we ¯nd a signi¯cant (p < 0:05) e®ect for
three countries: Austria, Denmark and Finland. Our ¯ndings for Denmark
are in line with Putsis et al. (1997), who showed that this country derives
a higher percentage of its contacts from outside its borders than internal.
This corroborates the fact that Denmark has low within-country predictive
power (p = 0:193), while having high \receptivity" (p = 0:029; Table 3.2).
As for Austria and Finland, more than 60% of the total trade of these
former EFTA countries is directed towards the EU (Sapir, 1998), which
may well explain their high receptivity scores.
Finally, it is worth noting that the United Kingdom and Ireland score
low on both dimensions. This may re°ect their geographically distinct po-
sition, but also - at least for the United Kingdom - the country's relative
distinctiveness in terms of economic integration and culture (Northcott,
1995). The low \receptivity" and \clout" of Ireland, in turn, is in line
with the pan-European study of Mahajan and Muller (1994), who found
the Irish population to be much less sensitive to word-of-mouth in°uences,Section 3.5. Conclusions 73
which is a key mechanism through which cross-country PEXP may in°u-
ence future PACC levels.
3.5 Conclusions
Each month, for over forty years, the European Union, together with
institutions from the ¯fteen member states of the European Union, carries
out costly and time-consuming Business Tendency Surveys on the past,
actual and future state of the European Economy. Since they are, on a
regular basis, used for economic surveillance by several parties, there is a
concern about their performance in predicting actually realized Account
data, especially since existing literature on the topic o®ers mixed evidence
on the Surveys' predictive content.
In this chapter, we tested the Granger causality between PEXP and
PACC series from twelve European countries. Instead of only focusing
on a sequence of bivariate within-country analyses, we also undertook a
simultaneous, multivariate approach. Indeed, when predicting the future
production level in a country, there is no reason to a priori ignore the
information conveyed by Business Surveys in other countries. In this sense,
the predictive content of PEXP series could be evaluated both at the
national (bivariate test) and at the European (multivariate test) level.
While con¯rmation of Granger causality at the individual country level
was not found for every country - seven countries out of twelve showed
a signi¯cant predictive content at the 5% level - , very strong evidence
of Granger causality was discovered at the multi-country level. It also
turned out that the cross-country Granger causalities were jointly strongly
signi¯cant, indicating that it could indeed be advantageous to exploit these
correlations in multivariate forecast methods.
Moreover, according to the multivariate analysis, some countries (i.e.
France and Germany) have more \clout" than others, while others are
more \receptive" (i.e. Austria, Finland and Denmark). Finally, the United74 Chapter 3. On the Predictive Content of Production Surveys
Kingdom and Ireland seem to occupy a fairly isolated position. They both
have no \clout" and no \receptivity".
As a conclusion, we state that the harmonization of European Business
Tendency Surveys allows to exploit cross-country relations between the
di®erent series and to improve forecasts of future Account data for an
individual country by using a multivariate approach. More research is open
to generalize these ¯ndings to other variables that are routinely collected
in the EU Business Tendency Surveys.References
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Decomposing Granger
Causality over the Spectrum
4.1 Introduction
Investigating causality is a topic of main interest in scienti¯c research.
To assess the causality between two processes in a common and well-de¯ned
(non-experimental) framework, one usually refers to the well-known con-
cept of Granger causality (GC), introduced in 1969 by the 2003 Nobel
prize winner in Economics. GC re°ects a restricted sense of causality, i.e.
the extent to which a process Xt is leading another process Yt, and builds
upon the notion of incremental predictability. Speci¯cally, a process Xt
Granger causes another process Yt if future values of Yt can be better pre-
dicted using the past values of Xt and Yt rather than only past values
of Yt. The reader should keep in mind that, in some circumstances, the
aforementioned notion of causality may not fully coincide with the concept
of causation (see [1]). However, the underlying intuition for this approach
is that if an event is the cause of another, it should precede it. Therefore,
as soon as the application of the causality concept refers to the search for
the best predictive model, the concept of GC is valid. The standard test
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of GC developed by Granger [2] is based on the following regression model






¯2kXt¡k + "t; t = M + 1;:::;T (4.1)
where "t are uncorrelated random variables with mean zero and variance
¾2, and M is the speci¯ed lag length. The null hypothesis that Xt does
not Granger cause Yt is supported when ¯2k = 0 for k = 1;:::;M, causing
(4.1) to reduce to
Yt = ®0 +
M X
k=1
¯1kYt¡k + ~ "t: (4.2)
A wide range of bivariate GC tests exist,1 which have been used ex-
tensively to study a wide range of substantive, economic, issues. For in-
stance, the well-known \export-led growth" hypothesis has been studied
repeatedly in a GC framework (see e.g. [5]), as has been the relationship
between economic growth and various other variables, such as business-
cycle volatility [6], the degree of openness [7], and defense spending [8].
In the ¯nancial literature, GC testing has been applied, for instance, to
identify price-leadership patterns among national stock prices [9], to study
the stock price-volume relationship [10], to get insight into the dynamic
behavior of bonds and stocks [11], or into the causal relationship between
equity and real estate returns [12]. In marketing, GC testing has been used
predominantly to discern competitive reactions patterns (see Hanssens et











~ "t is an estimate of the variance of ~ "t from model (2), and ^ ¾
2
"t is an estimate of
the variance of "t from model (1), and follows an asymptotic Â
2
M distribution under the
null hypothesis. Another well-established GC test is the double prewhitening technique
known as the Haugh-Pierce [3] test (see next section for more details). Both tests have
been found to have a reasonable power together with a small bias in size (type-I error)
(see e.g. [4] for a review).Section 4.1. Introduction 81
al. [13], p.314 for a review). While not exhaustive, the above enumera-
tion clearly demonstrates the widespread use of the GC concept in both
economics and business.
In this chapter, we propose a spectral-density based GC test. This
approach o®ers some distinct advantages relative to the aforementioned,
standard, procedures. While traditional tests indicate whether Granger
causality is present or not, we propose to give a richer and more complete
picture by decomposing Granger causality over di®erent frequencies or time
horizons. As such, one can, for example, compare the predictive power
present at the short, middle or long run. The spectral GC test can be
applied at any given frequency superior to the sampling frequency of the
data (in our application, one month). This allows us to gain insights into
potential variations in the strength of the GC between the two variables
over the spectrum. Indeed, there is increasing research evidence that the
nature of the relationship between two variables may vary depending on
the time horizon under consideration. Such variation was, for example,
found in the relationship between real exchange rates and real interest
di®erentials [14], between the GDP series of di®erent countries [15], in the
nature of competitive price reactions [16], in the e®ects of price promotions
[17], and in the link between aggregate advertising spending and various
macro-economic indicators [18]. Baxter [14], for example, found evidence
of a relationship between real exchange rates and real interest di®erentials
at trend (long-run) and business-cycle (middle-run) frequencies (i.e. low to
middle frequencies), which was not found in prior studies that only focused
on high-frequency components. Similarly, Croux et al. [15] found that the
GDPs of US states are more correlated with each other than European
countries' together, but also that this di®erence is much more pronounced
in the short run (i.e. at the high frequencies). As a consequence, a one-
shot GC test that is supposed to apply across all time horizons (e.g. in
the short run, over the business cycle frequencies, and in the long run)82 Chapter 4. Decomposing Granger Causality
may well give an incomplete, and potentially misleading, picture of the
temporal ordering between the variables of interest.
Measures and tests for Granger causality in the frequency domain have
already been proposed by Geweke [19] and Hosoya [20], and have recently
been reconsidered in Breitung and Candelon [21]. Our test for GC is
similar in spirit, but uses a nonparametric estimate of the cross-spectrum
between ¯ltered time series. An important advantage of the procedure
proposed in this chapter is that the tests for GC at di®erent frequencies
are asymptotically independent of each other. This makes it possible to
easily carry out a joint test for GC at di®erent frequencies of the spectrum
simultaneously. More details are provided in the next section.
Note that the cross-correlogram between Yt and Xt is not an appro-
priate tool to decompose the GC over di®erent time horizons. First of
all, the estimated cross-correlations between Xt and Yt are strongly cor-
related. Moreover, cross-correlations are very cumbersome to interpret,
since there is confoundedness between correlations within the series and
between the series (see e.g. [22], p. 139). Hence, we propose to use the
value of the spectral-based GC test, and plot these measures with respect
to the frequency, resulting in a graphical tool which gives insight into the
decomposition of the GC over the spectrum. This plot is essentially given
by the Fourier transform of the cross-correlations at negative lags between
¯ltered versions of the series Xt and Yt.
The remainder of this chapter is structured as follows. The spectral
GC test is detailed in the next section. Subsequently, we apply this test
to investigate the predictive value of European production expectation
surveys. Finally, we o®er some brief conclusions.
4.2 A Spectral Granger-Causality Approach
Let Xt and Yt be stationary (after possible transformations) time series.
Spectral analysis is performed on the innovations series, ut and vt, derivedSection 4.2. A Spectral Granger-Causality Approach 83
from Xt and Yt. The latter are modeled as univariate ARMA processes,
i.e.
©x(L)Xt = Cx + £x(L)ut (4.3)
©y(L)Yt = Cy + £y(L)vt
where ©x(L) and ©y(L) are autoregressive polynomials, £x(L) and £y(L)
moving-average polynomials, and Cx and Cy potential deterministic com-
ponents. After ¯ltering the series with the above ARMA models, we obtain
the innovation series ut and vt, which are white-noise processes with zero
mean, possibly correlated with each other at di®erent leads and lags. These
innovations are central to the development of the well-known Haugh-Pierce
[3] test for GC,2 and will also form the main building blocks for our pro-
posed testing procedure.
Let Su(¸) and Sv(¸) be the spectral density functions, or spectra, of












where °u(k) = Cov(ut;ut¡k) and °v(k) = Cov(vt;vt¡k) represents the au-
tocovariances of ut and vt at lag k. The idea of the spectral representation
is that each time series may be decomposed into a sum (or integral) of un-
correlated components, each related to a particular frequency ¸. A detailed
treatment on the spectral analysis of time series is given in Koopmans [23]
or Warner [24].
2Under the null hypothesis of no GC, the M cross-correlations ½vu(k) = corr(vt;ut¡k)
between the innovation series ut and vt, with k = 1;:::;M, are asymptotically indepen-
dently and normally distributed with mean zero and standard deviation T
¡1=2, and the







is asymptotically chi-square distributed with M degrees of freedom.84 Chapter 4. Decomposing Granger Causality
As the innovations series ut and vt are white-noise processes, the spectra
















To investigate the relationship between both stochastic processes under
consideration, we consider the cross-spectrum, Suv(¸), between ut and vt.
This is a complex number, de¯ned as






where the cospectrum Cuv(¸) and the quadrature spectrum Quv(¸) are,
respectively, the real part and the imaginary part of the cross-spectrum.
Here °uv(k) = Cov(ut;vt¡k) represents the cross-covariance of ut and vt at










with ^ °uv(k) = d Cov(ut;vt¡k), the empirical cross-covariances, and with
window weights wk, for k = ¡M;:::;M. The expression (4.6) is called
the weighted covariance estimator, and when the weights wk are selected
as 1 ¡
jkj
M , the Barlett weighting scheme is obtained. The constant M is
the maximum lag order considered.3
This cross-spectrum allows to compute the coe±cient of coherence






3In practice (see e.g. [25], p.136), M is often chosen to be equal to the square root
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This coe±cient, which can take on values between zero and one, gives a
symmetric measure of the strength of linear association between two time
series, frequency by frequency, but does not express any information on
the direction of the relationship between two processes. The squared coef-
¯cient of coherence, which has a similar interpretation as the R-squared in
a regression context, was used in Barksdale et al. [26] to study the asso-
ciation between advertising and sales, or in Woitek [27] to investigate the
relationship between human height cycles and cycles of economic variables.
A con¯dence interval for the coe±cient of coherence can be derived.
Speci¯cally, for n > 20, we have that tanh¡1 (huv(¸)) is well approximated












with n = T=
P
w2
k (see e.g. [23]). We denote 2(n ¡ 1) as the equivalent
degrees of freedom, EDF. From the above equation, if follows immediately
that one can reject the null hypothesis of the nullity of the coe±cient of
coherence if








where z®=2 is the ®
2 upper quantile of a standard normal distribution.
If one wants to take the direction of the relationship into account, as
asked for to indicate GC, the coe±cient of coherence in (4.7) should be
adapted. Speci¯cally, the cross-spectrum (4.5) can be decomposed into
three parts, (i) Su,v, the instantaneous relationship between ut and vt,
(ii) Su)v, the directional relationship between vt and lagged values of ut,
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The proposed spectral measure of GC is based on the key property that
Xt does not Granger cause Yt if and only if °uv(k) = 0 for all k < 0 (see
[28]). Hence, if the goal is to assess the predictive content of Xt relative
















Therefore, in the absence of GC, given that the numerator in (4.10) cancels
out, hu)v(¸) = 0 for every ¸ in [¡¼;¼]. A natural estimator for the









with ^ Su)v(¸) as in (4.6), but with all weights wk for k ¸ 0 put equal to
zero. Similarly as for the coe±cient of coherence distribution (4.8), one has



















Indeed, since the weights wk with a positive index k are set equal to zero
when computing ^ Su)v(¸), only the wk with negative indices need to be
taken into account when computing the appropriate degrees of freedom
4The weights in (4.6) are usually taken to be symmetric, in the sense that w¡k = wk.
Allowing for asymmetric weights, however, does not alter the asymptotic results, as it
can be seen by verifying the proofs in Brillinger [29].Section 4.2. A Spectral Granger-Causality Approach 87
EDF0 = 2(n0¡1). The null hypothesis of no Granger causality at frequency
¸, formally H0 : hu)v(¸) = 0, is then rejected if








Our spectral-based GC approach is very °exible as it provides a mea-
sure of GC at each individual frequency ¸ of choice, making it feasible
to investigate the strength of the causal relationships, e.g. at the short
run, at the business cycle frequency, or at the long run. Relative to the
other existing GC tests (cf. footnote 1), the spectral-based approach there-
fore provides additional information on the frequency where GC is (most)
prevalent, or, in contrast, negligible.
As mentioned in the introduction, other spectral-based GC tests do
exist (see e.g. [28], p.373-382). Based on the earlier work of Geweke [19]
and Hosoya [20], Breitung and Candelon [21] have recently constructed a
test procedure by imposing a set of linear restrictions on the autoregressive
parameters in a bivariate Vector Autoregressive (VAR) framework. They
apply this test to investigate the predictive content of the yield spread for
future output growth. Our approach di®ers from earlier spectral-based
GC tests in a number of ways. First, it does not require a bivariate VAR
speci¯cation, but uses a non-parametric estimation of the cross-spectrum.
Second, it is closely related to the well-established measure of (squared)
coherence (see e.g. [30]), the equivalent of the R-squared in the frequency
domain, making the measure of GC proposed here easier to interpret. As a
third di®erence, the spectral estimates ^ hu)v(¸) used in our framework are
asymptotically independent of each other at di®erent frequencies, which is
not the case for the previously proposed tests. This independence property
allows us to easily perform a joint test for a null hypothesis of the form
H0 : hu)v(¸1) = ::: = hu)v(¸s) = 0, with ¸1;:::;¸s being di®erent88 Chapter 4. Decomposing Granger Causality









We illustrate the use of such a joint test in the next section.
4.3 Application to the European Production Sur-
veys
4.3.1 Introduction
Various governments conduct, at regular intervals, a wide range of
surveys about the judgments and anticipations of consumers, producers
and/or manufacturers. As one of the largest-scale surveys, the European
Union has collected, for over forty years, so-called Business Tendency Sur-
veys. About 68,000 companies and 27,000 consumers across the European
Union are surveyed each month about (i) their judgments (i.e. their as-
sessment of the current or past status of a given variable), and (ii) their
expectations (i.e. their estimation of the likely future status of that vari-
able). Even though such surveys are costly to conduct, they may o®er
useful leading information on the underlying economic variables. Indeed,
the actual, objectively measured, values of those variables, denoted as
accounts, typically become available only several months later than the
surveys' results [31]. However, timeliness may not be a su±cient condi-
tion to justify the high costs involved, and the accuracy of the Business
Tendency Surveys should be another key consideration. Speci¯cally, one
should expect (or hope) that these attitudinal measures have good predic-
tive power, a question that naturally translates into the notion of GC. If a
surveyed variable Granger causes its complementary account variable, the
respondents of the survey would be found to possess implicit knowledge
about the future levels of the account variable, that could not be derived
from previous account levels.Section 4.3. Application to the European Production Surveys 89
Even though various studies have already considered whether judg-
mental data reported in the European Union's Business Tendency Surveys
Granger cause the corresponding objective measures (see, in this respect,
[32] or [33]), none of them has decomposed this potential predictive power
over di®erent frequencies or time horizons. Using the procedure previously
outlined, it is now possible to compare the strength of the GC for the
short-run, middle-run and longer-run components of the series. We can
test, for example, whether the strength of the causality at the short run is
signi¯cant or not. If the former is veri¯ed, the Business Tendency Surveys
are able to pick up the quickly-changing (i.e. short-run) components of the
series. Our prior belief is that the slowly-moving (i.e. long-run) component
would be more accurately forecasted by the surveys' respondents than the
more unpredictable fast-moving changes in production. Testing whether
the GC is signi¯cant at a long-run frequency boils down to check whether
the surveys have predictive value for the more slowly-varying component
of the corresponding account series.
4.3.2 Data
In this illustration, we focus on the (potential) predictive value of
the European Production Expectations series. These publicly available
data5 are provided by the Directorate General Economy and Finance of
the European Union. They re°ect the respondents' optimism/pessimism
w.r.t. the evolution of the production, and are expressed in Balance
(Bal = Pos ¡ Neg). Speci¯cally, one asks the responding ¯rms whether
they expect certain variables to increase, decrease or remain stable over
time, and subsequently subtracts all decrease (Neg) answers - in percent-
age points of total answers - from the percentage of increase (Pos) ones.
This expectation series will form our Xit series (with i = 1;:::;12), as data
5See http://europa.eu.int/ comm/economy ¯nance/indicators/ businessandcon-
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will be used on 12 countries (i.e. Austria, Belgium, Denmark, Finland,
France, Germany, Greece, Ireland, Italy, Luxembourg, The Netherlands
and the United Kingdom).6 The data range from January 1985 to Decem-
ber 2002, resulting in 216 observations.
The investigated account time series, i.e. the Yit series for each country
i, are the European Production Accounts series, which are published as
part of the National Accounts Statistics by the OECD.7 They are expressed
as an index with 1995 scaled as base index 1 (at constant prices). These
production account series have been used extensively (see e.g. [34]). All
time series are collected on a monthly basis, and are already seasonally
adjusted by the data providers. Note that, as Germany's uni¯cation took
place during the considered time span, we also examined the existence
of structural breaks in the time series. According to standard CUSUM
tests based on recursive least squares, structural stability was found to be
plausible during the whole time period, and no structural dummies were
included. In the sequel, we formally investigate whether the European
production expectations have signi¯cant predictive power, and if so, at
what time frame, with respect to their corresponding future production
accounts.8
4.3.3 Empirical Results
Since the traditional time-domain-based GC tests as well as the spec-
tral GC tests require stationarity of time series, we seasonally di®erenced
the production account series9 (Yit), as in Lemmens et al. [33]. In line
with prior studies (see e.g. [32] or [35]), it was found, by carrying out var-
6Three countries (Portugal, Spain and Sweden) were not withheld, as this would have
resulted in the loss of multiple data points due to missing observations, since surveys in
these countries began later.
7See OECD publication, Main Economics Indicators, the Industrial Production In-
dex, ref. 2027K
8For all undergone tests, we took M =
p
T
9The Irish account series was taken in logarithm due to its exponential trendSection 4.3. Application to the European Production Surveys 91
ious (unreported) stationarity tests, that all production expectation series
(Xit) were already stationary. Next, the series were ¯ltered10 to obtain
white-noise processes, which, as indicated in the previous section, form
the building blocks for our Granger coe±cient of coherence.
For each of the twelve countries, we present in Figure 4.1 the estimated
Granger coe±cients of coherence ^ hu)v(¸), for all ¸ ² [0;¼]. This coe±-
cient tests whether the production expectations are Granger causing the
production accounts of a given country at that frequency. The baseline
represents the critical bound of signi¯cance at the 5% probability level, as
given in (4.12). Note that the frequency ¸ on the horizontal axis can be
translated into a cycle of T months by T = 2¼=¸ (in months, for monthly
data).
Figure 4.1 shows a consistent pattern across eight countries, i.e. Aus-
tria, Belgium Finland, France, Germany, Italy, The Netherlands, and the
United Kingdom. For those countries, the GC at small frequencies (cor-
responding to the longer-run components) clearly dominates those at the
higher frequencies (corresponding to the shorter-run components). Hence,
even though these countries' production expectations are found to have
signi¯cant (incremental) predictive power with respect to the longer-run
components in the production account series, they have much more di±-
culty in predicting the fast-moving components of these series. Apart from
Germany, the Granger coe±cients of coherence corresponding with the
high frequencies hardly reach statistical signi¯cance, and also for Germany,
the GC measure remains much more pronounced at the lower frequencies.
However, given these countries' signi¯cant Granger coe±cient of coherence
at the lower part of the frequency band, we expect, for these countries, that
also an overall GC test will indicate signi¯cance. As indicated in Table 4.1,
this conjecture was con¯rmed through a formal Granger-Wald test in seven
10According to di®erent diagnostic tests, residuals obtained after SARIMA model-
ing did not deviate signi¯cantly from white-noise processes (Figures are available upon
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instances (p < 0:01), while the test statistic for the remaining country (The
Netherlands) was only marginally insigni¯cant (p = 0:056). A similar pic-
ture emerged when applying the Haugh-Pierce test as \overall" GC test,
even though the corresponding p-values were somewhat higher.11 A possi-
ble explanation for this loss in power is that for these eight countries, the
GC is concentrated with the low-frequency components (see Figure 4.1),
while the Haugh-Pierce test does not give enough weight to this part of
the spectrum.
Other countries, in contrast, do not show much evidence of GC between
production expectations and accounts at any of the frequencies. This is the
case for Greece, Ireland, and, to a lesser extent, Denmark and Luxembourg.
As a consequence, for those countries, we do not expect an overall GC test
to give a signi¯cant outcome either. Again using the conventional Granger-
Wald test, we found support for this conjecture for Ireland (p = 0:357) and
Denmark (p = 0:146). For Luxembourg, a signi¯cant overall test statistic
was found (p < 0:05), which may be attributed to the signi¯cant GC
coe±cients of coherence between frequencies 1.5 and 2.5. This signi¯cant
overall GC corresponds, however, with a very di®erent coherence pattern
than the one observed for the previous eight countries. This di®erence
in the nature of the GC relationship over di®erent time horizons goes
undetected in conventional test procedures. When applying the Haugh-
Pierce test, an insigni¯cant e®ect was found for three countries (Denmark,
Greece and Ireland), while, as with the Granger-Wald test, a signi¯cant
overall GC was found for Luxembourg.
A few countries also have some idiosyncratic features. For example, we
observe a small increase in the GC coherence measure around frequency 1.5
(corresponding with cycles of 4 months) in Belgium, France and Italy, while
Finland experiences such a small increase around frequency 1.0. Rather
than trying to explain each of these idiosyncratic features, we ¯nd it more
11This a®ected the outcome of the test statistic in only one instance, i.e. the United
Kingdom.94 Chapter 4. Decomposing Granger Causality
insightful to focus on the general picture that emerges across the various
countries. Speci¯cally, the Granger coe±cient of coherence tends to either
decrease in ¸ (for eight out of twelve countries), or to remain °at and
non-signi¯cant over the whole frequency band (see e.g. Greece, Denmark
and Ireland). For the latter countries, the production expectations do not
convey additional information about future production levels, which puts
into question the usefulness of spending considerable amounts of money
in collecting these data. Such additional information is conveyed for the
other countries, however, but (except for Germany) only for the longer-
run evolution of the production series. Hence, while production expec-
tation series may be available earlier than the actual account series, this
timeliness does not translate into an incremental forecasting ability for the
fast-moving (high-frequency) movements in the account series. This mis-
conception would not have been detected through conventional GC tests,
and nicely illustrates the additional insights that can be obtained through































































































































































































































































































































































































































































































































































































































































































































































































































196 Chapter 4. Decomposing Granger Causality
The di®erential intensity of the GC relationship across di®erent fre-
quencies is also evident in Table 4.1, where we present the outcomes of for-
mal spectral-based tests at three di®erent frequencies: ¸1 = 0:5, ¸2 = 1:5
and ¸3 = 2:5. The choice of these frequencies is motivated by the timeli-
ness of the surveys.12 In line with our earlier discussion, we ¯nd (i) that
considerable more GC is found at the low frequency (seven countries) than
at the high frequency (three countries), and (ii) that for some countries
(e.g. Ireland), there is little support for GC at any frequency, as opposed to
countries like Belgium, France, Germany and Italy (among others) where
there is signi¯cant GC at various frequencies. This di®erential behavior is
also re°ected in the ¯nal column of Table 4.1, which jointly considers the
signi¯cance of the GC relationship across all three frequencies.
To conclude, the spectral-based GC test complements and extends the
insights obtained through traditional CG tests. For example, from Table
4.1, we can infer that the highly signi¯cant overall GC tests for Finland,
which are in line with earlier ¯ndings by BergstrÄ om [36] and TerÄ asvirta
[37], are primarily due to the ability of the Finnish production expectation
series to better predict the long-run evolution of their production accounts'
counterparts. For Luxembourg, in contrast, this is due to frequencies in the
1.5-2.5 range. Also when comparing Germany and France, interesting new
insights emerge. The Granger-Wald and Haugh-Pierce test both indicate,
in line with Lemmens et al. [33], a highly signi¯cant predictive power for
their respective production expectation series. The spectral tests, however,
show that, for France, superior predictions are only obtained for periods
longer than three months, while German production expectation series
have signi¯cance predictive content at high frequencies as well.
12Recalling that the business tendency surveys are collected every month, and are
mainly aimed at providing early information on the evolution of the production account
series, relatively higher frequencies are expected to be more relevant than the lowest
frequencies. Hence, we perform spectral-based tests for GC at frequencies corresponding
to cycles of approximately 2.5 months, 4 months, and 12.5 months.Section 4.4. Conclusions 97
4.4 Conclusions
As indicated before, GC has been used extensively in previous work
to study a wide range of substantive economic issues. Even though there
is increasing evidence that the nature of the relationship may vary with
the time horizon under consideration (see e.g. [14]), most previous studies
have applied an overall GC test. In this chapter, we provided a new,
spectral-based, approach that o®ers insights into potential variations in
the strength of the GC over di®erent frequencies. We demonstrated the
additional insights that could be obtained with this testing procedure in
the context of the forecasting ability of European-wide expectation surveys.
We believe that comparable additional insights could also be obtained in
several other substantive areas.
However, a number of interesting areas for future research remain.
First, while we have shown how a joint test for GC can be carried out
for a ¯nite number of distinct frequencies, we did not yet develop a test
procedure to test for the nullity of hu)v(¸) over a subinterval ¸ 2 [a;b] of
[¡¼;¼]. The distribution of such a test statistic would be very complicated,
and is beyond the scope of the current chapter. As another limitation, we
restricted ourselves to a test for bivariate GC. In some settings however
(see e.g. [33]), it could be insightful to also carry out multivariate tests of
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Western-European countries have a longstanding post-WW II tradi-
tion of uni¯cation, as re°ected in agreements to establish the Benelux,
the European Free Trade Association, the European Union, and eventu-
ally, the European Monetary Union (Tellis, Stremersch, & Yin, 2003; see
also McDonald & Dearden, 2005 for an extensive discussion). Also the in-
creasing mobility, education and sophistication of consumers, the growing
availability of various distance-spanning technologies, and the emergence of
pan-European media have contributed to the perception that distance has
become irrelevant within Europe (Mahajan & Muller, 1994; Tellis et al.,
2003; Ter Hofstede, Steenkamp, & Wedel, 1999). All these factors suggest
that the di®erent member states could be treated as a single market, mak-
ing a uni¯ed, pan-European marketing strategy appropriate (Steenkamp
& Ter Hofstede, 2002). Such a strategy is attractive not only because of
the economies of scale that European standardization may leverage (Yip,
1995), but also by the possibility to coordinate competitive and strategic
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moves, or to exploit the emergence of global retailers (Ä Ozsomer & Simonin,
2004). However, one could also argue that European countries continue to
di®er considerably from each other, economically (The Economist, 1999),
in terms of laws and regulations (The European Voice, 2001), and (some
may argue, especially) as far as cultural identity is concerned (de Mooij and
Hofstede, 2002; Kraus, 2003; Rosenberger, 2004). If countries continue to
have predominantly distinct market identities, multi-domestic, rather than
pan-European, marketing strategies are called for.1
Previous research on the\unity" of the European market has provided
mixed evidence. One stream of research supports pan-European market-
ing strategies. Ter Hofstede et al. (1999), for example, identify a pan-
European consumer segment in yoghurt consumption patterns. In Gielens
and Dekimpe (2001), neither cultural nor geographical proximity is found
to a®ect the long-run performance of European retailers' international op-
erations. In their study on the drivers of consumer acceptance of new
packaged goods, Gielens and Steenkamp (2004) report that various con-
sumer variables work in the same direction in four key European countries
(France, Germany, Spain and the United Kingdom), suggesting that these
variables o®er a basis for horizontal market segmentation across borders.
Other studies, in contrast, identify substantial di®erences between var-
ious European countries, providing support for multi-domestic or multi-
regional strategies. Geographic, economic and/or cultural distances are
then found to remain key drivers of market heterogeneity in Europe. Bij-
molt, Paas, and Vermunt (2004), for instance, ¯nd that European countries
di®er considerably in ¯nancial-product ownership. Based on that dimen-
1In many circumstances, a \compromise" strategy between standardization versus
local °exibility is rather advocated (e.g. Boote, 1983; Holt, Quelch, & Taylor, 2004;
Kamakura, Novak, Steenkamp, & Verhallen, 1994; Yip, 1995). This necessity of bal-
ancing is often referred to as \glocal" strategies. This idea is to globalize some parts of
the strategy (e.g. production, organization, technologies), while customizing other parts
according to the local and cultural speci¯cities (e.g. product features, communication,
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sion, they partition the European market in seven segments. Interestingly,
their division is closely linked with geographical proximity. In terms of food
culture, Askegaard and Madsen (1998) ¯nd Europe to be heterogeneous
across its geographical and language borders. In the di®usion literature,
Tellis et al. (2003) report substantially di®erent times-to-takeo® for new
products in Europe, partially related to cultural distances. Stremersch
and Tellis (2004), in turn, discover signi¯cant di®erences in the European
growth rates of consumer durables, and ¯nd these di®erences to be mainly
related to economic distances. Finally, Kumar, Ganesh, and Echambadi
(1998) conclude that geographical, economic and cultural distances help
to explain di®usion similarities across Europe.
In sum, research on the unity of the European market o®ers mixed
conclusions. One reason could be that all aforementioned studies consider
domain-speci¯c segmentation bases (Wedel & Kamakura, 1998), covering
speci¯c characteristics as yoghurt consumption, ¯nancial-product owner-
ship, or takeo® of consumer durables. While such insights are very useful to
the particular industry, they are less likely to generalize to other settings
(Steenkamp & ter Hofstede, 2002). We therefore adopt a more general
measure of consumer homogeneity/heterogeneity in Europe that is less de-
pendent on the speci¯c domain of study. Our point of departure is the
Consumer Con¯dence Indicator (CCI) of the various European countries,
which has been shown, in a wide variety of settings, to be a useful predictor
of consumers' willingness to buy and future expenditures (see e.g. Nahuis
& Jansen, 2004). Indeed, the European CCI and its US counterpart, the
Index of Consumer Sentiment (ICS), have been found to be leading in-
dicators of consumer expenditures on durables (Burch & Gordon, 1984;
Throop, 1992), non-durables (Mueller, 1963), household goods and motor
vehicles (Friend & Adams, 1964; Adams, 1965), and fashion merchandise
(Allenby, Jen, & Leone, 1996), among others. In addition, they have been
found to be useful in forecasting recession periods (Batchelor & Dua, 1998),106 Chapter 5. The European Consumer: United in Diversity?
and can be used as a proxy for consumer sunspots, i.e. changes of attitudes
(Chauvet & Guo, 2003).
As a consequence, the CCI seems an obvious candidate to study in
more general terms the extent of homogeneity in consumers' attitudes and
buying behavior. The construct also o®ers some other advantages: these
publicly available data are collected consistently by the European Commis-
sion over multiple countries and over a long time span. Moreover, as the
construct is conceptually similar to the American ICS, a formal compari-
son with the United States, which has a much longer history of uni¯cation,
becomes feasible.
As a second contribution, we analyze the degree of homogeneity in Eu-
ropean consumers' CCI dynamically. Previous research is typically based
on static similarity measures. Bijmolt et al. (2004), for example, partition
the European market in terms of a one-shot measure of product ownership;
ter Hofstede et al. (1999) segment means-end relations identi¯ed in a sin-
gle data-collection wave; and also Askegaard and Madsen's (1998) analysis
of European food cultures is based on lifestyle survey data collected at a
single point in time. While international di®usion-based studies consider
multiple data points, their main focus lies in subsequently explaining the
cross-sectional variation in a single summary statistic, such as the time-to-
takeo® (Tellis et al., 2003), average growth rate (Stremersch & Tellis, 2004),
or asymptotic value (Gielens & Dekimpe, 2001). However, there is increas-
ing evidence that the relationship between economic variables may vary,
in direction and/or importance, over di®erent planning horizons (see e.g.
Baxter, 1994). In marketing, numerous studies have demonstrated that
the short and long-run e®ectiveness of marketing-mix expenditures may
di®er considerably (see e.g. Nijs, Dekimpe, Steenkamp, & Hanssens, 2001;
Pauwels, Hanssens, & Siddarth, 2002). Bronnenberg, Mela and Boulding
(2004) ¯nd that the nature of competitive interactions di®ers (coopera-
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Dekimpe, & Lee°ang (2004) ¯nd that the link between aggregate adver-
tising and GNP over business-cycle frequencies di®ers from relationships
found in the short and long run. Indirect evidence for the relevance of
this time dependence in assessing the usefulness of pan-European market-
ing strategies is provided in the combined studies of Tellis et al. (2003)
and Stremersch and Tellis (2004). Using the same European di®usion data,
they ¯nd di®erent factors (respectively, cultural and economic) to drive the
time-to-takeo® and subsequent growth rate of consumer durables. Hence,
depending on the planning stage, di®erent country segments emerged.
In this chapter, we study how the homogeneity in European CCIs varies
as the planning horizon is extended. Indeed, country-speci¯c disturbances
may dampen the extent of short-run homogeneity, while more homoge-
neous patterns could come out as the planning horizon is extended. Should
this be the case, the feasibility/attractiveness of pan-European marketing
strategies will depend on the planning horizon one envisions. A myopic
(short-run) focus may then inspire managers to adopt a multi-country
strategy, foregoing the potential longer-run bene¯ts of a pan-regional, or
even pan-European, strategy.
To formally investigate this possibility, we apply the dynamic-correlation
and cohesion concepts (Croux, Forni & Reichlin, 2001) to the evolution of
the Consumer Con¯dence Indicators. In so doing, we address the follow-
ing questions. First, to what extent are the CCIs homogeneous across all
Member States of the European Union? How does this degree of homo-
geneity di®er across di®erent planning horizons, and how does it compare
to the homogeneity across the di®erent regions of the United States? Sec-
ond, if there is considerable heterogeneity across the Member States, do
certain regions (segments) exist which are more homogeneous? Finally, to
what extent can geographic, cultural and economic distances help explain
the observed heterogeneity, if any, in the various countries' CCI?
The remainder of the chapter is organized as follows. In Section 5.2, we108 Chapter 5. The European Consumer: United in Diversity?
formally discuss the concepts of dynamic correlation and cohesion, which
are derived in the spectral domain. In Section 5.3, we discuss the data,
and present empirical ¯ndings in Section 5.4. Managerial implications and
conclusions are drawn in Section 5.5.
5.2 Dynamic Correlations
5.2.1 Spectral Analysis
Most currently available time-series applications in marketing are sit-
uated in the time domain (see Dekimpe & Hanssens, 2004 for a recent
review). Spectral analysis, situated in the frequency domain and very pop-
ular in engineering (see e.g. Priestley, 1981), has received much less atten-
tion. Early exceptions are Parsons and Henry (1972), Barksdale, Hilliard
and Gu®ey (1974), and Barksdale, Hilliard and Ahlund (1975). Parsons
and Henry (1972) introduced spectral analysis as a diagnostic tool to test
the equivalence between actual and predicted sales series. Barksdale et al.
(1974) applied spectral tools to study the relationship between advertis-
ing expenditures, car factory sales, and new-car registrations over di®erent
frequencies. Finally, Barksdale et al. (1975) studied the link between price
changes and quantities of beef at the slaughter level. Short-run changes in
price were found to lead short-run changes in quantity by several months.
In contrast, long-run decreases in quantities corresponded to long-run in-
creases in price without time delay.
More recently, Bronnenberg et al. (2004) investigated the nature of
competitive price reactions occurring at di®erent frequencies. They found
competitors' reactions to short-term price reductions to di®er consider-
ably from their reactions to long-run prices changes. In the former case,
there was clear evidence of cooperative behavior between brands (i.e. the
reactions are negatively correlated), while competitive behavior prevailed
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der, Dekimpe, Sarvary, and Parker (2004) used spectral band-pass ¯lters
in their study on the link between the durables' di®usion patterns and
business-cycle °uctuations.
A common ¯nding in the above studies is that marketing relation-
ships may di®er across di®erent frequencies (planning horizons). This led
Pauwels et al. (2005) to call for more spectral-based time-series applica-
tions in marketing, as this could lead to novel insights into a wide variety
of substantive marketing problems.
Central to spectral theory is the notion that any time series can be
decomposed into an in¯nite sum of (uncorrelated) cyclical components,
each having a di®erent frequency ¸. Each frequency ¸ (ranging between 0
and ¼) corresponds to a unique time horizon T, with T = 2¼
¸ . In case of
monthly data, a frequency of 0.5 represents a one-year time horizon (more
precisely, 12.56 months), i.e. the yearly cyclical component in the time se-
ries. The underlying intuition is illustrated in Figure 5.1 for two simulated
processes. Both series are formed by higher-frequency components (corre-
sponding to shorter-run time horizons), middle-frequency components (for
middle-run time horizons), and lower-frequency components (for longer-
run time horizons). All components are added to each other to compose
the time series, as illustrated in the ¯nal plot of Figure 5.1.2
In reality, a time series is composed of an in¯nite sum of such com-
ponents, which can be isolated through spectral analysis. This makes it
possible to study the correlation between two time series at any time hori-
zon. In Figure 5.1, we see that the high-frequency components (T ¼ 4
months) are quite uncorrelated, having di®erent amplitudes and being
out-of-phase.3 On the contrary, the low-frequency components (T ¼ 24
2The time series have been simulated over 50 months. The ¯rst plot represents a
typical high-frequency component (¸ = 1:57, T ¼ 4 months), the second a typical
medium-frequency component (¸ = 0:70, T ¼ 12 months), and the third a typical low-
frequency component (¸ = 0:26, T ¼ 24 months). Components at other frequencies are
not reported since an in¯nity of components forms the time series.
3The amplitude of the cyclical components is given by the height of the waves. Waves110 Chapter 5. The European Consumer: United in Diversity?
Figure 5.1: The decomposition of two time series in components at di®erent
frequencies.
months) are almost perfectly correlated, as their amplitudes are very close
and the series are in phase.
Let us now consider N stationary time series x1;:::;xN of length T.
In our application, the series represent the (¯rst-di®erenced) CCI of the
various EU countries. Traditional unit-root tests can be used to test for the
stationarity of the various series (see e.g. Pauwels et al., 2002, or Nijs et
al., 2001, for recent marketing applications). Removal of stochastic trends
- by ¯rst di®erencing the series - is called for, as this trend would otherwise
be treated as part of a very long oscillation, which would swamp the e®ects
having the same frequency but with their maxima occurring at di®erent instances are
said to be out-of-phase.Section 5.2. Dynamic Correlations 111
of shorter-period data (Parsons & Henry, 1972). Each stationary series xi
is characterized by a spectral density function, or spectrum Sxi(¸), which







with °xi(k) = cov(xi;t;xi;t¡k), the autocovariance of xi at lag k. The spec-
trum Sxi(¸) measures the variance of the cyclical component at frequency
¸ of the time series xi.4 In turn, the cross-spectrum characterizes the






°xixj(k)e¡i¸k = Cxixj(¸) + iQxixj(¸), (5.2)
where Cxixj(¸) is the real part of the cross-spectrum and Qxixj(¸) the
imaginary part. Here, °xixj(k) = cov(xi;t;xj;t¡k) represents the cross-
covariance between xi;t and xj;t at lag k.
Conceptually, Sxixj(¸) is a measure of the covariance between the cycli-
cal components corresponding to the frequency ¸ of the time series xi;t
and xj;t. The spectra are estimated by computing ¯rst the discrete Fourier
transform5 of the time series. The squared modulus of this transform is
then smoothed by a weighted moving average,6 yielding the estimated spec-
trum. A detailed treatment on spectral estimation for time series can be
found in Brockwell and Davis (2002), Koopmans (1995) or Warner (1998).
4The variance of a time series equals the total area underneath the spectrum. In other
words, the spectrum shows the distribution of the total variance across the frequency
band (Chat¯eld, 1996, p.96).
5The discrete Fourier transform gives the decomposition of a discrete time series xt







transform o®ers an equivalence between the frequency and the time domain.
6As the discrete Fourier transform is too unstable for estimation purposes, we apply
a smoothed version. In our empirical application, we perform the estimation of the
spectra using build-in routines of the S-Plus statistical software package. This software
package applies three times the Daniell's smoother to the discrete Fourier transform (see
Koopmans, 1995, for more details).112 Chapter 5. The European Consumer: United in Diversity?
5.2.2 Dynamic Correlation
The spectral-based dynamic correlation, ¯rst discussed in Croux et al.
(2001),7 provides a formal measure of the correlation, or degree of co-
movement, between two series xi and xj at each individual frequency ¸,






This correlation, which ranges between ¡1 and +1, is conceptually
similar to the correlation between two series in the time domain. The
higher its value, the more similar the °uctuations at that frequency. How-
ever, unlike the (single) static correlation in the time domain, one now
obtains a correlation coe±cient that can vary across di®erent frequencies
or planning horizons. Note that prior marketing studies have used the
cointegration concept to describe the long-run co-movement between time
series (see e.g. Franses, Kloek, & Lucas, 1999, or Srinivasan, Popkowski
Leszczyc, & Bass, 2000). In so doing, one focuses on the dynamic corre-
lation at frequency zero between the ¯rst-di®erentiated time series, which
equals one (in absolute value) when both original series are cointegrated.8
Our dynamic correlation concept is more comprehensive in that we look at
the correlation across the entire frequency band, and not only at the zero
frequency. As discussed before, the planning horizon is inversely related to
the frequency. Hence, the higher (lower) the frequency, the shorter (longer)
the planning horizon.
Figure 5.2 depicts graphically the estimated dynamic correlation be-
tween the aforementioned two simulated series. In line with our discussion
on Figure 5.1, the lowest frequencies show the highest correlation, im-
plying that the longer-run °uctuations in the series are strongly related,
7Other applications of the concept include Carlino and DeFina (2004), Partridge and
Rickman (2005), Rua and Nunes (2005) and Sussmuth and Woitek (2004).
8The relation between cointegration and the dynamic correlation is further discussed
in Croux et al. (2001).Section 5.2. Dynamic Correlations 113
Figure 5.2: The dynamic correlation between the simulated series of Figure
5.1.
i.e. show quite similar patterns. The higher frequencies correspond with
a much lower correlation, implying that both series are characterized by
much more idiosyncratic short-run °uctuations. Obviously, this dynamic
correlation pattern is more insightful than the single static correlation co-
e±cient of 0.293 between both simulated series.
5.2.3 Cohesion and Cross-Cohesion
From a panel of N time series, we may derive N(N ¡ 1)=2 possible
pair-wise dynamic correlations. The higher these correlations, the more
homogeneous the respective countries are, in that their customers react in
a similar way to various market disturbances.
To obtain an aggregate measure of co-movement within this panel, or
part of it, we can compute the cohesion (Croux et al., 2001) at frequency
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Hence, the cohesion is simply the average of all possible pair-wise dy-
namic correlations between a given set of countries, yielding an aggregate
measure of homogeneity of correlations over these countries. Consider-
ing our entire set of European countries (n1 = N), one can thus derive
an aggregate measure of European homogeneity at any given frequency.
Alternatively, considering smaller subsets of countries (n1 < N), one can
assess the cohesion within a priori-de¯ned country segments. In line with
Tellis et al. (2001), one could, for instance, assess to what extent the
Nordic, Mediterranean and Midwest segments of the European countries
are more homogeneous (i.e. have a higher cohesion) than Europe as a
whole, and if so, at what frequencies (planning horizons).
Apart from an aggregate measure of cohesion within a set of time series,
one could also derive a measure of the cohesion between two distinct groups
of time series. To that extent, one can aggregate the dynamic correlations
into a cross-cohesion index at frequency ¸,








representing the co-movement between two distinct subsets of size n1 and
n2. In our speci¯c setting, one could, for example, derive the cross-cohesion
between the European countries and the United States, to assess whether
the evolution in the European countries' CCI is in sync with the evolution
in the American ICS.
The cohesion o®ers an aggregate measure of European homogeneity.
However, there may be quite some variability between the di®erent pair-
wise dynamic correlations, which raises the question what factors drive
the extent of correlation between two countries' CCI. As such, one can
assess whether a larger economic, geographic and/or cultural distance sig-
ni¯cantly decreases the resulting homogeneity in the respective countries'
CCI. This analysis can be implemented for speci¯c frequencies, in which
case the N(N ¡ 1)=2 dynamic correlations at a given frequency could beSection 5.3. Data 115
regressed against the di®erent distance measures. Alternatively, one could
average the dynamic correlations in (see Equation 5.3) over a pre-speci¯ed







The heterogeneity in CCI is then analyzed by computing this average
dynamic correlation over a speci¯ed frequency band [¸1;¸2[, corresponding
to a time interval (planning horizon) [T1;T2[. As such, this procedure
allows one to make inferences on the extent of European homogeneity
across the short, medium and long run. The latter approach is conceptually
similar to Deleersnyder et al. (2004), in that they also consider jointly
all frequencies in a certain frequency band (in their case, all frequencies
corresponding to planning horizons between two and eight years), and is
less sensitive to the speci¯c frequency one has selected. In practice, the
integral in Equation 5.6 is replaced by a sum over an equally spaced grid
of values of ¸ in the interval ¤ = [¸1;¸2[.
To conclude, it is worth to mention that the estimation of the dy-
namic correlations and cohesion measures only requires the time series to
be weakly stationary. No further modeling assumptions are needed.
5.3 Data
We consider the Consumer Con¯dence Indicator in fourteen European
countries, namely Austria (AU), Belgium (BE), Denmark (DK), Finland
(FI), France (FR), Germany (GE), Greece (GR), Ireland (IE), Italy (IT),
Portugal (PO), Spain (SP), Sweden (SE), The Netherlands (NL), and the
United Kingdom (UK). Luxembourg is not included, as no data were col-
lected for this country before 2002. Our series span the period from Novem-
ber 1995, the entry date of Austria, Finland and Sweden into the European
Union, until July 2005, resulting in 117 data points. The various CCI time116 Chapter 5. The European Consumer: United in Diversity?
series are depicted in Appendix A. The CCI is derived through consumer
surveys collected by the European Commission and its member states in
the framework of the Joint Harmonised EU Programme. Each month, over
30,000 consumers are surveyed, and the CCI is computed as the arithmetic
average of the balances (in percentage points) of answers pertaining to the
¯nancial situation of the households (\How do you expect the ¯nancial
position of your household to change over the next twelve months?"), the
general economic situation (\How do you expect the general economic
situation in this country to develop over the next twelve months?"), sav-
ings (\Over the next twelve months, how likely is it that you save any
money?"), and (with inverted sign) unemployment expectations (\How do
you expect the number of people unemployed in this country to change
over the next twelve months?"). Respondents are asked whether they ex-
pect the variables of interest to increase, decrease, or remain stable over
time. The decreases (in percentage points) are subsequently subtracted
from the increases to obtain balance ¯gures. A directional questionnaire
is used as directional changes have been found to be easier to predict
than point values (Jonung, 1986). A visual inspection of Appendix A con-
¯rms this result. These balance data are seasonally adjusted by the data
provider. Details on the derivation of the CCI are provided on the web-
site of the Directorate General Economy and Finance (DG ECFIN) of the
European Commission.9 Previous research on the CCI includes Vanden
Abeele (1983), Praet and Vuchelen (1989), Batchelor and Dua (1998), and
Golinelli and Parigi (2004), among others.
As di®erential response style (e.g. extreme ratings) can create response
bias (Baumgartner and Steenkamp, 2001), the testing of construct equiv-
alence of the CCI is highly desirable, especially in the context of cross-
national research (Douglas and Craig, 2006). However, such a test is very
di±cult to tackle without access to the original, individual-level data. Still,
9http://europa.eu.int/comm/economy ¯nance/indicators/ businessandconsumersur-
veys en.htmSection 5.3. Data 117
we can expect the response bias to be reasonable for several reasons. First,
the data are not taken in absolute levels but in balance, making the time
series less sensitive to individual responses and outliers. In addition, the
analysis is based on the co-movement of the national CCI, and not on the
constructs themselves. As such, the problem of equivalence may be less
prominent than when comparing e.g. cross-national means. Finally, some
indirect evidence regarding the cross-country construct equivalence is also
conveyed by the fact that similar relationships between the construct and
third variables are consistently observed across multiple countries. For in-
stance, it has been shown over a substantial number of studies, and for
most European countries, that the European CCI are consistently and
strongly correlated with GDP in France, Italy, Germany, and the United
Kingdom (Golinelli and Parigi, 2004; Berry and Davey, 2004). Also the
correlation between the CCI and household expenditures has been con-
sistently demonstrated for the largest part of the European countries, i.e.
in Belgium, Germany, France, Italy, The Netherlands, Portugal, Spain,
and the United Kingdom (see Nahuis and Jansen, 2004). Finally, a con-
sistent correlation between the European CCI and stock returns has also
been found for 11 European countries, i.e. Belgium, Denmark, France,
Germany, Greece, Ireland, Italy, the Netherlands, Portugal, Spain and the
United Kingdom (Jansen and Nahuis, 2003).
To allow for a formal comparison with the United States, we also ob-
tained information on the American ICS over the same time span. Fol-
lowing the pioneering work of Katona (1951, 1979), the ICS has been used
in numerous marketing studies, such as Allenby et al. (1996), Kamakura
and Gessner (1986) and Kumar, Leone, and Gaskins (1995), among others.
It is not a priori clear whether the European CCI and the American ICS
are conceptually equivalent, especially since the data are collected by two
di®erent institutions, i.c. the European Commission for the CCI, and the
Survey Research Centre at the University of Michigan for the ICS. How-118 Chapter 5. The European Consumer: United in Diversity?
ever, very similar types of questions are used in both surveys, even though
they are not exact translations of each other.10 In line with Croux et
al. (2001), we consider four regions within the US: North-East, Midwest,
South and West.
Finally, to study the cross-sectional variation in the pair-wise dynamic
correlations, we introduce various distance measures. Similar to Gielens
and Dekimpe (2001), the geographic distance between two countries i and
j (GEOij) is operationalized as a dummy variable indicating whether two
countries are contiguous.11 Contiguity matrices are standard in spatial
models (see e.g. Bradlow et al., 2005 or Bronnenberg, 2005). In line
with Mitra and Golder (2002), the economic distance between two coun-
tries is based on four dimensions, i.e. the di®erence in the countries' eco-
nomic size (re°ected in their Gross Domestic Product, GDP), economic
prosperity (measured through their Gross Domestic Product per Capita,
GDPC), economic infrastructure (as re°ected in the number of kilome-
ters of railroad per square km, RAIL), and economic accessibility (op-
erationalized through their population density, DENS).12 The economic
distance between two countries on a given dimension is de¯ned as the
absolute value of the di®erence between their log-transformed score on
that dimension. For example, the economic-size distance is measured as
10For instance, the respective questions regarding the ¯nancial situation of the house-
holds are the following: (CCI) How has the ¯nancial situation of your household changed
over the last 12 months? It has got a lot better, got a little better, stayed the same,
got a little worse, got a lot worse, don't know? (ICS) We are interested in how people
are getting along ¯nancially these days. Would you say that you (and your family living
there) are better o® or worse o® ¯nancially than you were a year ago.
11The dummy variable takes the value zero when countries have a common border
and one otherwise. Unlike the distance between capitals, this measure of contiguity
does not take into account the location of the capital within the country, which can
be misleading in some instances (e.g. the capital of Germany moved from Bonn to the
much more remote Berlin in 1999).
12Other economic variables could also be used, like e.g. income inequality (Van den
Bulte and Stremersch, 2004).Section 5.4. Results 119
jlog(GDPi) ¡ log(GDPj)j. Relevant data were obtained from the World
Factbook 2004.13 To conceptualize the cultural distances, we use the
Schwartz national-culture framework (see e.g. Schwartz, 1994; Schwartz &
Ros, 1995), which has emerged as a major re¯nement and alternative to
Hofstede's values (Steenkamp, 2001). Schwartz's framework is more recent
and is based on consumer - rather than organizational - values (Steenkamp,
Ter Hofstede, & Wedel, 1999) which render it more applicable to the con-
text of our study. Cultural distance is de¯ned in terms of the seven dimen-
sions: conservatism (CONS), intellectual autonomy (INTEL), a®ective
autonomy (AFFECT), hierarchy (HIER), egalitarianism (EGAL), har-
mony (HARM), and mastery (MAST). The distance on each cultural di-
mension is obtained as the absolute di®erence between two countries' score
on a given dimension. Cultural data, reported in Schwartz and Ros, as well
as the geographic and economic distances are available for all considered
countries. As such, the regressions in the next section are implemented on
91 (= (14x13)/2) observations. All distance measures are time-invariant,
as they are either intrinsically constant (geographic distance), not available
as time-varying variable (cultural distance), or only collected at a higher
level of temporal aggregation (economic distances) than the monthly CCI
or ICS.
5.4 Results
The 14 European CCI series result in 91 possible dynamic correlations.
For illustrative purposes, we ¯rst present the dynamic correlation between
three key European countries: France, Germany and the United Kingdom.
Next, we derive an aggregate measure for the degree of homogeneity across
the di®erent member states through the cohesion index , and compare this
measure with (i) the cohesion in ICS across the four US regions, and (ii)
the cross-cohesion between the US and the European Union. We subse-
13Available on the website of the CIA http://www.cia.gov/cia/publications/factbook/.120 Chapter 5. The European Consumer: United in Diversity?
quently assess whether there are certain clusters of countries which, among
themselves, are relatively more homogeneous than the Union as a whole.
Finally, we assess whether the observed variability between the pair-wise
dynamic correlations is driven by the geographic, economic and/or cul-
tural distance(s) between the respective countries, and how this relative
importance varies across di®erent planning horizons.
5.4.1 Pair-Wise Dynamic Correlations
Rather than presenting all 91 dynamic correlations (which are avail-
able from the authors upon request), we focus on the dynamic correlations
between the CCI of three key countries: France, Germany and the United
Kingdom. France and Germany are often seen as two key forces (both eco-
nomically and politically) of the European Uni¯cation (The Economist,
2003). The United Kingdom, in contrast, while also being an important
player, has been argued to have a rather distinct position, not only geo-
graphically, but also in terms of economic integration and culture (Noth-
cott, 1995).
In line with Jansen and Nahuis (2003), preliminary unit-root tests
found the di®erent CCI series to be integrated of order one.14 The dy-
namic correlations were therefore computed on the ¯rst di®erences. For
notational simplicity, we still refer to these ¯rst-di®erenced series as CCIs.
The corresponding dynamic correlations are presented in Figure 5.3. On
the bottom horizontal axis, we depict the frequency in radians, while the
top axis presents the corresponding planning horizon (in months). As in-
dicated before, the higher the frequency, the lower the planning horizon.
In all instances, the short-run dynamic correlation (corresponding with
the higher frequencies) is close to zero. This suggests that many of the
disturbances that drive the high-frequency (monthly, bimonthly, etc) °uc-
14Note, however, that pair-wise Johansen cointegration tests indicate that the series
are not cointegrated. Results are available from the authors upon request.Section 5.4. Results 121
tuations in consumer con¯dence are country speci¯c and not correlated
across the respective countries. This short-run heterogeneity supports the
idea of multi-domestic strategies. However, especially in the case of France
and Germany, this may be an overly myopic view, in that the dynamic cor-
relation increases considerably as the planning horizon is extended beyond
six months. Market shocks that drive the longer-evolution in consumers'
con¯dence therefore have a similar impact in both countries, which sup-
ports a more integrated approach across these two countries. The dynamic
correlations with the United Kingdom, in contrast, remain considerably
smaller at all frequencies. These ¯ndings, based on consumer perceptions,
are in line with earlier research by Lemmens, Croux, and Dekimpe (2005).
In their pan-European study on the predictive content of managers' pro-
duction expectations, they found signi¯cant cross-border e®ects between
France and Germany, while the UK occupied a fairly isolated position.
Figure 5.3: Dynamic correlation for France, Germany and the United
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While one should be careful when generalizing from a limited number
of cases, the above discussion already suggests that there is little homo-
geneity in the short-run °uctuations in consumers' con¯dence. In terms of
the longer-run movements, in contrast, there seems to be more variability
across country pairs, and a potential to identify relatively homogeneous
subsets. Finally, the observed di®erences seem to be related to the relative
\closeness" of the di®erent countries. Next, we investigate more formally
these preliminary patterns.
5.4.2 The European Cohesion in Consumer Con¯dence
The ¯rst set of observations is con¯rmed by computing the European
cohesion measure, which aggregates all 91 pair-wise correlations. Figure
5.4 (left panel) presents the estimated cohesion, along with 90% bootstrap
con¯dence bands.15 As indicated in the ¯gure, the European cohesion is
very low at the high frequencies, suggesting very little pan-European ho-
mogeneity in the short-run °uctuations in consumer con¯dence across the
di®erent member states. This implies that either country-speci¯c shocks
(local unemployment ¯gures, the outcome of local elections, etc) drive
these short-run °uctuations, or that di®erent countries have di®erent short-
run reactions to common shocks (s.a. news issued by the European Cen-
tral Bank, world events, etc). Illustrating the former case, the closure of
Renault's Belgian factory, announced in February 1997 (The Economist,
1997), caused a sharp fall in the Belgian CCI of 7 points, while most other
countries were una®ected. The common shock of September 11, 2001 in
turn, a®ected the con¯dence in all member states considerably, but some
countries (e.g. the British and Irish CCIs lost 7 points over the month) to
15Con¯dence bounds around the estimated (cross-)cohesion measures are computed
using non-parametric block-bootstrap, as in Croux et al. (2001). An overview of boot-
strap methods for time series can be found in Davison and Hinkley (2003). In this
application, the block-bootstrap is implemented with blocks of minimum length 12, and
standard errors are obtained from 1000 bootstrap replications of the cohesion measure.Section 5.4. Results 123
a much larger extent than others (e.g. the Nordic countries lost less than
2 points).16
Figure 5.4: Cohesion within Europe and within the United States (left
panel) and cross-cohesion between Europe and US and cohesion within Eu-
rope (right panel).
In line with the patterns observed for France and Germany, we fur-
ther see that the cohesion increases somewhat as the planning horizon is
extended, indicating a more homogeneous evolution once the dust has set-
tled. To put the European cohesion levels in perspective, we compute as
benchmark the cohesion in the ICS across the four US regions (see Figure
5.4, left panel).17 A priori, we expect the latter cohesion to be considerably
higher, if only because the United States have a much longer history of uni-
¯cation while also sharing a common language and currency, and having a
single foreign policy and army. Across the entire range of frequencies, the
US-based cohesion exceeds its European counterpart. This di®erence is
statistically signi¯cant for planning horizons beyond 3.4 months. Interest-
ingly, at the higher frequencies, we see that also within the United States,
there remains considerable heterogeneity in the behavior of the ICS. This
16More details can be found in the \Employment in Europe 2001, Autumn Update"
report of the European Commission, DG Employment and Social A®airs.
17The absence of ICS data at the state level precludes the derivation of a (cross-)
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¯nding is in line with the work of Wells and Reynolds (1979) and Hawkins,
Roupe and Coney (1981) who found signi¯cant geographical variation in
consumer values, attitudes and consumption across di®erent regions of the
United States, and of Mittal, Kamakura and Govind (2004), who found
such di®erences in consumers' satisfaction with car dealers. However, be-
cause of the cross-sectional nature of their data, the increasing homogeneity
over longer time horizons could not be inferred from these earlier studies.
When looking at the cross-cohesion between Europe and the di®erent
US regions (see Figure 5.4, right panel along with 90% bootstrap con¯-
dence bands), we ¯nd a comparable pattern, with higher correlations at
lower frequencies. As the planning horizon is extended, the European CCI
and the American ICS increasingly react in similar ways. While this may
not seem too surprising given the United States' economic and political
power in today's global marketplace (Julius, 2005), it is interesting to note
that the cohesion within Europe does not signi¯cantly exceed the cross-
cohesion level. That is, average correlations between pairs of European
countries and between European countries and US regions turn out to be
of a comparable magnitude, in particular at the medium and longer run.
As a potential reason, Europe and the United States are each other's main
trading partners, both accounting for around one ¯fth of each other's bi-
lateral trade, a matter of 1 billion a day.18 Hence, recent political claims
on Europe's distinct (relative to the US) identity are not yet fully re°ected
in its consumers' perceptions.
5.4.3 European Segments
As the overall cohesion across all 14 countries is fairly small, even at the
lower frequencies, the question emerges whether this picture changes when
considering smaller subsets of countries. Indeed, a few discrepant countries
18See the European Commission's o±cial website
http://europa.eu.int/comm/trade/issues/bilateral/countries/usa/index en.htm.Section 5.4. Results 125
may well drive the overall homogeneity estimate down. Looking at Figures
5.2 and 5.3, it is obvious that the European-based cohesion is considerably
lower than the dynamic correlations reported between France and Ger-
many. While one could adopt several a priori segmentation schemes, we
follow the typology adopted in Tellis et al. (2003), and identify the follow-
ing three segments: (i) the Nordic (DK, FI, and SE), (ii) Mediterranean
(FR, GR, IT, PO, and SP), and (iii) Midwest countries (AU, BE, GE, IE,
NL, and UK).
Figure 5.5: The cohesion within prede¯ned market segments.
As indicated in Figure 5.5, especially the Nordic and Midwest countries
are characterized by a considerably higher homogeneity at the lower fre-
quencies. The cohesion at longer planning horizons within the Nordic and
the Midwest segments approaches the values obtained within the United
States (that is, their con¯dence bands overlap for small frequencies). The
emergence of a homogeneous Nordic segment con¯rms previous ¯ndings
of Kumar et al. (1998), Helsen, Jedidi, and DeSarbo (1993) and Tellis et126 Chapter 5. The European Consumer: United in Diversity?
al. (2003). Much less homogeneity is observed among the Mediterranean
countries, irrespective of the time horizon considered. These ¯ndings are
in line with Bijmolt et al. (2004) who, in their study on ¯nancial-product
ownership, identi¯ed relatively homogeneous segments among respectively,
the Nordic and Midwest countries, while most Mediterranean countries
formed single-country segments. Again, very little cohesion is observed at
short planning horizons, irrespective of the country segment.
5.4.4 Does Distance Still Matter?
The examples in Figure 5.3 (for France, Germany and the UK) sug-
gested that there may be quite some variability in dynamic correlation
both across di®erent country pairs, and across di®erent time horizons. To
more formally assess this variability, we regress the pair-wise correlations
across various indicators of economic, geographic and cultural distance, for
three di®erent planning horizons, i.e. the short, medium and longer run.
In the marketing literature, no unique de¯nition exists as to what con-
stitutes the short, medium and long run (see in this respect the very di®er-
ent operationalizations advocated in Dekimpe & Hanssens, 1999, and Mela,
Gupta, & Lehmann, 1997). As it has been found that consumers' attitudes
change quickly (Leone & Kamakura, 1983), causing them to sometimes use
very short (even monthly) planning horizons (Thaler, 1985), we de¯ne our
short-run planning horizon as those °uctuations with a periodicity inferior
to four months. This corresponds to a frequency band ¤1 = [¼
2;¼[ . The
medium term is assumed to correspond to a planning horizon of four to
twelve months, with frequency band ¤2 = [¼
6; ¼
2[, while the longer-term
°uctuations are assumed to correspond with cycles of twelve months to
two years, i.e. frequency band ¤3 = [ ¼
12; ¼
6[. We do not take °uctuations
of lower frequency into account, to ensure a su±cient number of cycles for
reliable analysis.19 As indicated previously, we integrate the dynamic cor-
19We observe nearly ¯ve cycles of two years in our sample. We also checked for theSection 5.4. Results 127
relations over the di®erent frequencies in a given frequency band to arrive
at a single (average) estimate for the dynamic correlation in that band.
Three regression models are subsequently estimated, with as dependent
variable the dynamic correlation in, respectively, the short, medium and
long-run frequency band, and as explanatory variables the various indica-
tors for geographic (GEO), economic (GDP, GDPC, DEN, RAIL) and
cultural (CONS, HIER, AFFEC, INTEL, MAST, EGAL, HARM)
distance. Fisher z-transforms are applied to the dynamic correlations, since
the latter are typically not normally distributed. Single-equation estima-
tion techniques are used. A system's approach would not result in more
e±cient parameter estimates, as all equations contain the same set of ex-
planatory variables. Preliminary White tests (available upon request) do
not reveal signi¯cant heteroskedasticity in any of the regressions. As each
observation in the regressions corresponds to a pair of countries, possible
correlation among the error terms can be modeled by introducing random
country e®ects, as in Sethuraman, Srinivasan, and Kim (1999). The latter,
however, turned out not to be important.20 Hence, we preferred to stick to
the OLS estimator. Finally, as there may be multicollinearity between the
di®erent indicators of economic (cultural) distance, we focus on the more
robust joint p-values.21 These are reported in Table 5.1. The individual
robustness of our results when modifying the spans of the short-, medium- and long-
run planning horizons. Results turn out to be highly robust, and conclusions to be
maintained for variations in the de¯nition of the intervals.
20Farley and Lehmann (1986) note in this respect that the bias due to non-
independence may not be serious if the percentage of non-zero correlations between
pairs of error terms is relatively small. In our application, this ratio is about 15%. When
adopting a GLS approach to account for the aforementioned dependencies, qualitatively
similar conclusions were indeed obtained (detailed results available upon request).
21There are 91 observations for 12 explanatory variables, some of them highly corre-
lated. Given the potential multicollinearity, individual parameter estimates are unstable
and di±cult to interpret. By testing for the joint signi¯cance of the three groups of co-
variates, much more stable joint p-values are obtained, identifying the total impact of
the groups of explanatory variables (Verbeek, 2000, p.40). Alternatively, a composite128 Chapter 5. The European Consumer: United in Diversity?
coe±cient estimates can be found in Appendix B.
Table 5.1: OLS-estimated p-values, F-statistics and R2 measures for dif-
ferent time horizons.
Static
correlation Short run Middle run Long run
Joint test p-values
Geographic distance 0.307 0.749 0.237 0.078
Economic distances 0.130 0.438 0.081 0.009
Cultural distances 0.246 0.300 0.137 0.047
Overall F-statistic, p-value 0.064 0.256 0.019 0.001
Adjusted R2 0.096 0.034 0.138 0.242
Remember that in terms of the short-run correlations, very small values
were obtained for each of the three country pairs of Figure 5.3. This
pattern was also found in the larger set of correlations. Not surprisingly,
the short-run regression results in a very low adjusted22 R2 (0.034), and
an insigni¯cant overall F-statistics (p = 0:256). This could partially be
explained by the fact that measurement error in the construct is picked up
as short-run °uctuation, and these measurement errors are not related to
the distances between countries. Irrespective of the geographic, economic
or cultural distance, the high-frequency °uctuations in two countries' CCI
do not show much correlation.
As one moves to the lower-frequency movements in CCIs, the explana-
tory power of the cross-sectional regressions increases. In the medium run,
the adjusted R2 increases to 0.138, and becomes 0.242 in the long run.
index of cultural (economic) distance can be constructed (as in Kogut & Singh, 1988)
in order to reduce the number of variables. However, we believe that joint p-values
are more powerful, since replacing explicative variables by a composite index leads to
information loss.
22Given the high number of explanatory variables relative to the number of observa-
tions, the use of adjusted R
2 is more appropriate.Section 5.5. Conclusions 129
Also the corresponding F-statistics become highly signi¯cant (p = 0:019
and 0:001, respectively). In the medium run, the economic distance be-
comes signi¯cant (p < 0:10), while in the long run, all three distance com-
ponents become signi¯cant. The correlation in longer-run CCI movements
decreases as the geographic distance increases, as the economic distance
becomes larger,23 and as countries become more culturally di®erent. No
such insights could have been obtained from the traditional static corre-
lations, as this resulted in a poorly ¯tting (adjusted R2 = 0:096), with a
weak overall signi¯cance (p-value of the overall F-statistics = 0:064), and
none of the three distances being signi¯cant.
5.5 Conclusions
The ongoing uni¯cation which takes place on the European political
scene, along with recent advances in consumer mobility and communica-
tion technology, raises the question whether the di®erent member states of
the European Union can be treated as a single market to take full advan-
tage of pan-European marketing strategies. However, distance remains an
important determinant of (dis)similarities in European consumers' con¯-
dence. Recent claims on the \death of distance" (The Economist, 1995)
are therefore premature.
Our analyses clearly indicate that the European Union does not yet
constitute a single, homogeneous, market. Not only are the short-run
(high-frequency) movements in consumers' con¯dence driven by country-
speci¯c shocks and/or di®ering reactions to common shocks, but also the
homogeneity in their longer-run reactions decreases signi¯cantly as the
23Indeed, the sum of the coe±cients of the economic distances is negative (see Ap-
pendix B). This means that, if every type of economic distance increases with one unit,
we get a total signi¯cant negative e®ect on the dynamic correlations. Note that the
economic distances are all measured on the same ratio-scale. The same applies for the
seven cultural distances.130 Chapter 5. The European Consumer: United in Diversity?
distance between the di®erent European countries increases. As such, in
terms of short-term tactical marketing decision making, country-speci¯c
strategies may still be called for. For more strategic decisions that have
longer-run implications, there is more cross-country homogeneity to ex-
ploit, but the continued signi¯cance of geographic, economic and cultural
distances suggests more potential for pan-regional strategies than for a
single pan-European strategy.
This study has several limitations o®ering areas for future research.
The most important limitation it that the CCI is the only construct we
use to measure di®erences between consumers. It may be fruitful to study
the generalizability of our ¯ndings for other constructs as segmentation
bases. Second, the construct and measure equivalence (e.g. Steenkamp
& Ter Hofstede 2002) of the CCI is not established yet. While this issue
was out of the scope of the present study, and many other aforementioned
references also using this construct, it o®ers an interesting area for future
cross-national research. We hope that this study will help spark further
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Appendix B: OLS-estimated regression coe±cients (and their standard er-
rors) of the drivers of variability among the dynamic correlations for dif-
ferent time horizons.
Static
correlation Short run Middle run Long run
Geographic distance
GEO -0.033 0.014 -0.051 -0.099¤
(0.032) (0.042) (0.043) (0.056)
Economic distances
GDP -0.003 0.017 -0.027 -0.052¤¤
(0.013) (0.016) (0.017) (0.022)
GDPC -0.051 -0.074 -0.096 -0.084
(0.092) (0.121) (0.122) (0.159)
DEN 0.037¤¤ 0.022 0.042¤ 0.077¤¤
(0.018) (0.023) (0.023) (0.030)
RAIL -0.034 -0.033 -0.014 -0.034
(0.027) (0.035) (0.035) (0.046)
Joint test p-value 0.130 0.438 0.081¤ 0.009¤¤¤
Cultural distances
CONS -0.026 -0.047 0.099 0.169
(0.121) (0.159) (0.160) (0.209)
HIER 0.150¤ 0.127 0.264¤¤¤ 0.227¤
(0.075) (0.099) (0.100) (0.130)
AFFEC 0.035 0.107 -0.086 -0.189¤
(0.055) (0.073) (0.073) (0.096)
INTEL -0.008 -0.021 0.000 0.107
(0.080) (0.105) (0.105) (0.137)
MAST -0.096 -0.143 -0.041 -0.198
(0.115) (0.151) (0.152) (0.198)
EGAL -0.116 -0.043 -0.146 -0.227
(0.108) (0.142) (0.143) (0.186)
HARM -0.126¤¤ -0.076 -0.121 -0.135
(0.060) (0.078) (0.079) (0.103)
Joint test p-value 0.246 0.300 0.137 0.047¤¤
Intercept 0.127¤¤¤ 0.063 0.150¤¤ 0.331¤¤¤
(0.046) (0.061) (0.061) (0.080)
n = 91
Overall F-statistic, p-value 0.064¤ 0.256 0.019¤¤ 0.001¤¤¤
Adjusted R2 0.096 0.034 0.138 0.242
¤ p < 0:100; ¤¤ p < 0:050; ¤¤¤ p < 0:010.References
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