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a b s t r a c t
We study non-self-adjoint second-order differential operators with a constant delay. We
establish properties of the spectral characteristics and investigate the inverse problem of
recovering operators from their spectra. The uniqueness theorem is proved for this inverse
problem.
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1. Introduction
This paper deals with second-order differential operators with a constant delay. We study the inverse spectral problem
of recovering operators from their spectral characteristics. Differential equations with delay arise in various problems of
mathematics as well as in applications (see the monographs [1–3] and the references therein). Some results on the spectral
theory of differential operators with delay can be found in [3–5] and other works.
Inverse spectral problems for classical Sturm–Liouville operators have been studied fairly completely. The main results
in this area are presented in the monographs [6–10]. The presence of delay in a mathematical model produces serious
qualitative changes in the study of the corresponding inverse problems of spectral analysis. In particular, the main methods
in the inverse problem theory for Sturm–Liouville operators (transformation operatormethod,method of spectralmappings,
and others) do not give reliable results for differential operatorswith delay. Therefore, there are currently no global results in
the inverse problem theory for operators with delay. We note that some results on inverse problems for integro-differential
operators (i.e. operators with integral delay) can be found in [11–13].
In this paper, we consider boundary value problems Lj(q), j = 0, 1, of the form
−y′′(x)+ q(x)y(x− a) = λy(x), x ∈ (0, π), (1)
y(0) = y(j)(π) = 0, (2)
where λ is the spectral parameter, a ∈ (0, π), q(x) is a complex-valued function such that q(x) ∈ L(a, π), and q(x) ≡ 0 for
x ∈ [0, a]. We study the inverse spectral problem of recovering the potential q(x) from the spectra of Lj(q). More precisely,
let {λnj}n≥1, j = 0, 1, be the eigenvalues of Lj(q). The inverse problem is formulated as follows.
Inverse problem 1. Given {λnj}n≥1, j = 0, 1, construct q(x).
In Section 2, we study spectral properties of the boundary value problems (1)–(2). In Section 3, we provide a uniqueness
result for inverse problem 1. We prove that, if the eigenvalues of Lj(q) are the same as for the zero potential, then q can be
only zero.
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2. Spectral properties
Let N ∈ N be such that aN < π ≤ a(N + 1), i.e., a ∈ [π/(N + 1), π/N). Let S(x, λ) be the solution of Eq. (1) under the
initial conditions S(0, λ) = 0, S ′(0, λ) = 1. For each fixed x, and ν = 0, 1, the functions S(ν)(x, λ) are entire in λ of order
1/2. The function S(x, λ) is the unique solution of the integral equation
S(x, λ) = sin ρx
ρ
+
 x
0
sin ρ(x− t)
ρ
q(t)S(t − a, λ) dt, (3)
where λ = ρ2. Solving (3) by the method of successive approximations, we get
S(x, λ) = S0(x, λ)+ S1(x, λ)+ · · · + SN(x, λ), (4)
where
S0(x, λ) = sin ρx
ρ
, x ≥ 0,
Sk(x, λ) =
 x
ka
sin ρ(x− t)
ρ
q(t)Sk−1(t − a, λ) dt, x ≥ ka, Sk(x, λ) = 0, x ≤ ka, (5)
for k ≥ 1. Then
S ′k(x, λ) =
 x
ka
cos ρ(x− t)q(t)Sk−1(t − a, λ) dt, x ≥ ka. (6)
In particular,
S1(x, λ) =
 x
a
sin ρ(x− t)
ρ
· sin ρ(t − a)
ρ
q(t) dt,
S ′1(x, λ) =
 x
a
cos ρ(x− t) sin ρ(t − a)
ρ
q(t) dt,
 (7)
or
S1(x, λ) = − cos ρ(x− a)2ρ2
 x
a
q(t) dt + 1
2ρ2
 x
a
q(t) cos ρ(2t − x− a) dt,
S ′1(x, λ) =
sin ρ(x− a)
2ρ
 x
a
q(t) dt + 1
2ρ
 x
a
q(t) sin ρ(2t − x− a) dt.
 . (8)
Using (5)–(7), one can easily show by induction that
S(j)k (x, λ) = O(ρ j−k−1 exp(|Im ρ|(x− ka))), |ρ| → ∞, x ≥ ka. (9)
Denote∆j(λ) := S(j)(π, λ), j = 0, 1. The functions∆j(λ) are entire in λ of order 1/2. Obviously, the zeros of∆j(λ) coincide
with the eigenvalues {λnj}n≥1 of Lj(q). Therefore, the function∆j(λ) is called the characteristic function for Lj(q). Taking (4),
(8) and (9) into account, we derive the following asymptotical formulae for |ρ| → ∞:
∆0(λ) = sin ρπ
ρ
− cos ρ(π − a)
2ρ2
 π
a
q(t) dt + o

1
ρ2
exp(|Im ρ|(π − a))

,
∆1(λ) = cos ρπ + sin ρ(π − a)2ρ2
 π
a
q(t) dt + o

1
ρ
exp(|Im ρ|(π − a))

.
 . (10)
Using (10), by the well-knownmethod (see, for example, [8, Ch. 1]) we obtain the asymptotical formulae for the eigenvalues
λnj = ρ2nj as n →∞:
ρn0 = n+ cos na2πn
 π
a
q(t) dt + o

1
n

,
ρn1 =

n− 1
2

+ cos(n− 1/2)a
2πn
 π
a
q(t) dt + o

1
n

.
 . (11)
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Lemma 1. The specification of the spectrum {λnj}n≥1, j = 0, 1, uniquely determines the characteristic function ∆j(λ) by the
formulae
∆0(λ) = π
∞
n=1
λn0 − λ
n2
, ∆1(λ) =
∞
n=1
λn1 − λ
(n− 1/2)2 . (12)
Proof. By Hadamard’s factorization theorem [14, p. 289], ∆0(λ) is uniquely determined up to a multiplicative constant by
its zeros:
∆0(λ) = C
∞
n=1

1− λ
λn0

(13)
(the case when∆0(0) = 0 requires minor modifications). Consider the function
∆˜0(λ) = sin ρπ
ρ
= π
∞
n=1

1− λ
n2

.
Then
∆0(λ)
∆˜0(λ)
= C
π
∞
n=1
n2
λn0
∞
n=1

1+ λn0 − n
2
n2 − λ

.
Taking (10) and (11) into account, we calculate
lim
λ→−∞
∆0(λ)
∆˜0(λ)
= 1, lim
λ→−∞
∞
n=1

1+ λn0 − n
2
n2 − λ

= 1,
and hence
C = π
∞
n=1
λn0
n2
.
Substituting this into (13), we arrive at (12). Lemma 1 is proved. 
Denote
L(ρ) := ∆1(λ)+ iρ∆0(λ).
The functionL(ρ) is entire in ρ, andL(ρ) is the characteristic function for the Regge-type boundary value problem L(q) for
Eq. (1) with the boundary conditions y(0) = y′(π)+ iρy(π) = 0. It follows from (4) that
L(ρ) = L0(ρ)+L1(ρ)+ · · · +LN(ρ), (14)
whereLk(ρ) = S ′k(π, λ)+ iρSk(π, λ). In particular,L0(ρ) = exp(iρπ). Using (5)–(6), we get
Lk(ρ) =
 π
ka
exp(iρ(π − t))q(t)Sk−1(t − a, λ) dt, k ≥ 1. (15)
Moreover, it follows from (8) that
L1(ρ) = exp(iρ(π − a))2iρ
 π
a
q(t) dt − exp(iρ(π + a))
2iρ
 π
a
q(t) exp(−2iρt) dt. (16)
Taking (15) and (9) into account, we obtain
Lk(ρ) = O

1
ρk
 π
ka
q(t) exp(−iρ(2t − π − ka)) dt

, Im ρ ≥ 0, |ρ| → ∞, k ≥ 1. (17)
3. The uniqueness theorem
Let {λ˜nj}n≥1, j = 0, 1, be the eigenvalues of the boundary value problems L˜j = Lj(q˜)with q˜(x) ≡ 0. Then λ˜n0 = n2, λ˜n1 =
(n− 1/2)2, n ≥ 1. Denote by L˜(ρ) the characteristic function of L˜ = L(q˜). Clearly, L˜(ρ) = exp(iρπ).
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Theorem 1. If λnj = λ˜nj for all n ≥ 1, j = 0, 1, then q(x) = 0 a.e. on (a, π).
Proof. (1) By virtue of Lemma 1, one has
∆0(λ) = sin ρπ
ρ
, ∆1(λ) = cos ρπ,
and consequentlyL(ρ) = exp(iρπ). Using (14), we infer that
L1(ρ) = −L+(ρ), (18)
where
L+(ρ) =
N
k=2
Lk(ρ) for k ≥ 2, and L+(ρ) = 0 for k = 1.
It follows from (11) that
 π
a q(t) dt = 0. Together with (16), this yields
L1(ρ) = −exp(iρ(π + a))2iρ
 π
a
q(t) exp(−2iρt) dt. (19)
(2) Let N = 1, i.e., a ∈ [π/2, π). ThenL+(ρ) ≡ 0. According to (18), we infer thatL1(ρ) ≡ 0. Using (19), we obtain π
a
q(t) exp(−2iρt) dt ≡ 0,
and consequently q(x) = 0 a.e. on (a, π). Thus, Theorem 1 is proved for N = 1. 
Below, we will assume that N ≥ 2.
Lemma 2. If q(x) = 0 a.e. on (2a, π), then q(x) = 0 a.e. on (a, π).
Indeed, let q(x) = 0 a.e. on (2a, π). Then, by virtue of (15), Lk(ρ) ≡ 0 for k ≥ 2, and hence L+(ρ) ≡ 0. Together with
(18), this yieldsL1(ρ) ≡ 0, and consequently q(x) = 0 a.e. on (a, π). Lemma 2 is proved.
(3) For definiteness, we will assume in what follows that N = 2M + 1, M ≥ 1, i.e., N is odd (the case when N is even
requires minor technical modifications).
Lemma 3. Fix ν = 0, 2M − 1. If q(x) = 0 a.e. on the interval (π − νa/2, π), then q(x) = 0 a.e. on the interval
(π − (ν + 1)a/2, π).
Proof. Since π − νa/2 > 2a, it follows from (17) that
L2(ρ) = O

1
ρ2
 π−νa/2
2a
q(t) exp(−iρ(2t − π − 2a)) dt

, Im ρ ≥ 0, |ρ| → ∞.
In the integral, we have 2t − π − 2a ∈ (2a− π, π − (ν + 2)a), where π − (ν + 2)a ≥ π − Na > 0. This yields
L2(ρ) = O

1
ρ2
exp(−iρ(π − (ν + 2)a))

, Im ρ ≥ 0, |ρ| → ∞. (20)
For k ≥ 2, the functionsLk(ρ) have less growth than the right-hand side in (20). This means that
L+(ρ) = O

1
ρ2
exp(−iρ(π − (ν + 2)a))

, Im ρ ≥ 0, |ρ| → ∞. (21)
It follows from (18), (19) and (21) that
exp(iρ(π + a))
 π−νa/2
a
q(t) exp(−2iρt) dt = O

1
ρ
exp(−iρ(π − (ν + 2)a))

, Im ρ ≥ 0, |ρ| → ∞,
or, which is the same,
exp(iρ(2π − (ν + 1)a))
 π−νa/2
a
q(t) exp(−2iρt) dt = O

1
ρ

, Im ρ ≥ 0, |ρ| → ∞. (22)
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Moreover, one has π−(ν+1)a/2
a
q(t) exp(−2iρt) dt = O

expiρ(−2π+(ν+1)a)

, Im ρ ≥ 0, |ρ| → ∞. (23)
Let us introduce the function
F(ρ) := exp(iρ(2π − (ν + 1)a))
 π−νa/2
π−(ν+1)a/2
q(t) exp(−2iρt) dt.
The function F(ρ) is entire in ρ. Clearly, F(ρ) = O(1) for Im ρ ≤ 0. On the other hand, it follows from (22) and (23) that
F(ρ) = O(1) for Im ρ ≥ 0. By Liouville’s theorem [14, p. 77], F(ρ) ≡ C − const. Since F(ρ) = o(1) for real ρ, |ρ| → ∞, it
follows that F(ρ) ≡ 0, i.e., π−νa/2
π−(ν+1)a/2
q(t) exp(−2iρt) dt ≡ 0.
This yields q(x) = 0 a.e. on the interval (π − (ν + 1)a/2, π − νa/2). Lemma 3 is proved. 
(4) Applying Lemma 3 successively for ν = 0, 1, . . . , 2M − 1, we obtain q(x) = 0 a.e. on the interval (π − Ma, π). We
note that it is not possible to use Lemma 3 for ν ≥ 2M , and we need in this case another fact.
Lemma 4. If q(x) = 0 a.e. on the interval (π −Ma, π), then q(x) = 0 a.e. on the interval ((M + 2)a/2, π).
Proof. For k ≥ M + 2, one has π −Ma− ka ≤ π − (N + 1)a ≤ 0, and consequentlyLk(ρ) ≡ 0 for k ≥ M + 2. According
to (17), we have, for k = 2,M + 1,
Lk(ρ) = O

1
ρk
 π−Ma
ka
q(t) exp(−iρ(2t − π − ka)) dt

, Im ρ ≥ 0, |ρ| → ∞.
Since 2t − π − ka ≤ 0, it follows that
Lk(ρ) = O

1
ρk
exp(iρ(π − ka))

, Im ρ ≥ 0, |ρ| → ∞, k = 2,M + 1,
and hence
L+(ρ) = O

1
ρ2
exp(iρ(π − (M + 1)a))

, Im ρ ≥ 0, |ρ| → ∞. (24)
By virtue of (18), (19) and (24),
exp(iρ(π + a))
 π−Ma
a
q(t) exp(−2iρt) dt = O

1
ρ
exp(iρ(π − (M + 1)a))

, Im ρ ≥ 0, |ρ| → ∞,
or, which is the same,
exp(iρ(M + 2)a)
 π−Ma
a
q(t) exp(−2iρt) dt = O

1
ρ

, Im ρ ≥ 0, |ρ| → ∞. (25)
Moreover, (M+2)a/2
a
q(t) exp(−2iρt) dt = O

exp(−iρ(M + 2)a)

, Im ρ ≥ 0, |ρ| → ∞. (26)
Denote
F1(ρ) := exp(iρ(M + 2)a)
 π−Ma
(M+2)a/2
q(t) exp(−2iρt) dt.
The function F1(ρ) is entire in ρ, and F1(ρ) = O(1) for Im ρ ≤ 0. In view of (25) and (26), F1(ρ) = O(1) for Im ρ ≥ 0.
Therefore, F1(ρ) ≡ C . Since F1(ρ) = o(1) for real ρ, |ρ| → ∞, it follows that F1(ρ) ≡ 0, i.e., π−Ma
(M+2)a/2
q(t) exp(−2iρt) dt ≡ 0.
This yields q(x) = 0 a.e. on the interval ((M + 2)a/2, π −Ma). Lemma 4 is proved. 
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(5) IfM = 1 orM = 2, then we have proved that q(x) a.e. on (2a, π). According to Lemma 2, we conclude that q(x) a.e.
on (a, π). Thus, Theorem 1 is proved forM = 1 andM = 2.
Let nowM ≥ 3. Fix ν = 5,M + 2. Denote s := [(ν + 1)/2]. Clearly, s < ν.
Lemma 5. If q(x) = 0 a.e. on the interval (νa/2, π), then q(x) = 0 a.e. on the interval (sa/2, π).
Proof. Since ν/2− k ≤ ν/2− s ≤ 0 for k ≥ s, it follows thatLk(ρ) ≡ 0 for k ≥ s. By virtue of (17),
Lk(ρ) = O

1
ρk
 νa/2
ka
q(t) exp(−iρ(2t − π − ka)) dt

, Im ρ ≥ 0, |ρ| → ∞, k = 2, s− 1.
Here, 2t − π − ka < 0, i.e., the exponent is decreasing for Im ρ > 0. Therefore,
Lk(ρ) = O

1
ρk
exp(iρ(π − ka))

, Im ρ ≥ 0, |ρ| → ∞, k = 2, s− 1,
and hence
L+(ρ) = O

1
ρ2
exp(iρ(π − (s− 1)a))

, Im ρ ≥ 0, |ρ| → ∞. (27)
Taking (18), (19) and (27) into account, we calculate
exp(iρsa)
 νa/2
a
q(t) exp(−2iρt) dt = O

1
ρ

, Im ρ ≥ 0, |ρ| → ∞. (28)
Moreover, sa/2
a
q(t) exp(−2iρt) dt = O

exp(−iρsa)

, Im ρ ≥ 0, |ρ| → ∞. (29)
Denote
F2(ρ) := exp(iρsa)
 νa/2
sa/2
q(t) exp(−2iρt) dt.
The function F2(ρ) is entire in ρ, and F2(ρ) = O(1) for Im ρ ≤ 0. In view of (28) and (29), one has F2(ρ) = O(1) for
Im ρ ≥ 0. Moreover, F1(ρ) = o(1) for real ρ, |ρ| → ∞. Therefore, F2(ρ) ≡ 0, and consequently q(x) = 0 a.e. on the
interval (sa/2, νa/2). Lemma 5 is proved. 
Applying Lemma 5 several times successively starting from ν = M+ 2, we arrive at the relation q(x) = 0 a.e. on (2a, π).
Then, by virtue of Lemma 2, q(x) = 0 a.e. on the interval (a, π). Theorem 1 is proved.
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