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Abstract 
Weeks, J.R., Convex hulls and isometries of cusped hyperbolic 3-manifolds, Topology and its 
Applications 52 (1993) 127-149. 
An algorithm for computing canonical triangulations of cusped hyperbolic 3-manifolds provides 
an efficient way to determine whether two such manifolds are isometric. The canonical 
triangulation is defined via a convex hull construction in Minkowski space. The algorithm 
accepts as input an arbitrary triangulation (which typically corresponds to a nonconvex solid in 
Minkowski space) and locally modifies it until it arrives at the canonical triangulation (which 
corresponds to the convex hull). The practicality of the algorithm rests on a surprisingly simple 
theorem which detects where the local modifications must be made. The algorithm has found 
many applications; for example, it quickly determines whether two hyperbolic knots are equiva- 
lent. 
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Introduction 
Hyperbolic 3-manifolds have proven to be a rich and interesting field of 
mathematics. Because hyperbolic structures may be computed by hand only in the 
very simplest examples, computer calculations are essential in any systematic study. 
The computer program SnapPea, which is available free of charge from the author, 
creates hyperbolic 3-manifolds and computes various graphical, algebraic and 
numerical invariants. The purpose of this paper is to present a simple and 
surprising theorem which underlies SnapPea’s algorithm for determining whether 
two cusped hyperbolic 3-manifolds are isometric. This introduction reviews the 
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relationship between closed and cusped hyperbolic 3-manifolds, describes Snap- 
Pea’s approach to checking for isometries, and gives several applications. 
Thurston and Jorgensen proved that the order type of the set of all volumes of 
hyperbolic 3-manifolds is ow. Geometrically, the limit points in this set correspond 
to cusped hyperbolic 3-manifolds; doing Dehn fillings on a cusp yields an infinite 
family of manifolds whose geometry approaches that of the cusped manifold (cf. 
[S]). Because cusped manifolds are the “parents”, “grandparents”, etc. of infinite 
families of closed hyperbolic 3-manifolds, a computer study of closed hyperbolic 
3-manifolds is best approached via cusped manifolds. The closed manifolds are 
then obtained by hyperbolic Dehn filling as in [8]. This approach is technically 
easier than trying to create the closed manifolds directly. 
In any branch of mathematics it’s important to have a means of deciding 
whether or not two objects are equivalent. SnapPea decides whether two cusped 
hyperbolic 3-manifolds are isometric by computing a canonical triangulation for 
each and checking whether they are combinatorially equivalent. The main result of 
this paper is an algorithm which accepts as input an arbitrary ideal triangulation of 
a cusped hyperbolic 3-manifold, and produces as output the canonical triangula- 
tion of that manifold. By canonical, I mean the final triangulation depends only on 
the geometry of the manifold, not on the particular triangulation used as input. In 
fact, by the Mostow-Prasad rigidity theorem [7] the triangulation depends only on 
the topology of the manifold. On a Macintosh computer, the computation and 
comparison of canonical triangulations runs more or less instantaneously even for 
very large manifolds. 
SnapPea’s isometry checking algorithm has found several applications. One is 
the creation of a database of low-complexity cusped hyperbolic 3-manifolds [4]. To 
create the database, a separate computer program first constructed all possible 
cusped hyperbolic 3-manifolds which can be triangulated with five or fewer ideal 
tetrahedra (seven or fewer in the orientable case). SnapPea then found the 
canonical triangulation for each manifold, and duplications were removed from the 
list. The database of cusped hyperbolic 3-manifolds has subsequently been used to 
create a database of closed hyperbolic 3-manifolds [6]. 
A second application is a fast algorithm for deciding whether two knots or links 
are equivalent, at least in the generic case where the knots or links are hyperbolic. 
Comparison of canonical triangulations reveals whether the knot or link comple- 
ments are homeomorphic. If they are, one then checks whether there is a 
homeomorphism of the complements which extends to the knots or links them- 
selves. This is easily done by checking whether there is a combinatorial equivalence 
of the canonical triangulations taking meridians to meridians. For knots the latter 
test is in fact unnecessary: Gordon and Luecke’s theorem [l] guarantees that two 
knots are equivalent iff their complements are homeomorphic. 
A third application is the computation of symmetry groups of hyperbolic knots 
and links [3]. The symmetry group of a hyperbolic knot or link complement is the 
same as the symmetry group of its canonical triangulation. The symmetry group of 
Cusped hyperbolic 3-manifolds 129 
the knot or link itself is the subgroup consisting of symmetries which take 
meridians to meridians. Henry wrote a computer program which computes the 
multiplication table for the symmetry group of a triangulation, and another 
program which takes the multiplication table and attempts to identify the group as 
a (possibly trivial) direct product of cyclic, dihedral, symmetric and other well- 
known groups. 
As a fourth application, SnapPea uses the canonical triangulation to draw the 
Ford domain for a cusped hyperbolic 3-manifold. The Ford domain is dual to the 
canonical triangulation. 
SnapPea’s isometry checking algorithm has found other applications as well, for 
example when one wants to investigate whether a particular manifold invariant (or 
set of invariants) is complete [.5], or when one wants to correlate different 
descriptions of the same manifold (perhaps as a knot complement and as a 
punctured torus bundle). 
1. Convex hulls and canonical triangulations 
The canonical triangulation will be defined as a convex hull, so let us begin with 
some simple examples which illustrate the basic idea. Consider a set V of points on 
a unit 2-sphere. To construct a canonical triangulation of the 2-sphere whose 
vertex set is I/, take the convex hull of V in Euclidean 3-space and project its 
edges radially from the origin onto the sphere as shown in Fig. 1. 
This approach yields a canonical triangulation in any spherical n-manifold, 
given a fixed set of vertices. Take the preimage of the vertices in the universal 
cover S”, find their convex hull, and project radially onto the n-sphere as above. 
The convex hull is invariant under the group of covering transformations, so the 
canonical triangulation of S” projects down to a canonical triangulation of the 
original manifold. 
The same technique works for closed hyperbolic n-manifolds. Just as we made 
use of the fact that the n-sphere has a natural embedding as the set I x I 2 = 1 in 
Fig. 1. The convex hull projects radially to a canonical triangulation of the 2-sphere 
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the Euclidean space E”+l, we now use the fact that hyperbolic n-space has a 
natural embedding as the set I x I ’ = - 1 in the Minkowski space E”,‘. Recall that 
E n,l is [Wfl+l with the inner product u . u = uouo + . . . +u,_ +I,_ 1 - unvn. In par- 
ticular, the norm of a vector is defined by I x I 2 =x ‘x =.x0’ + . . . +,x:_~ -.x,“. 
Vectors are classified as timelike, lightlike or spacelike according to whether I x I ’ 
is negative, zero or positive, respectively. The set of all lightlike vectors forms the 
light cone. The equation 1 x I * = - 1 actually defines two hyperbolic planes, one in 
the upper half of Minkowski space (x, > 0) and the other in the lower half 
(x, < 0). Throughout this paper we will restrict our attention to the hyperbolic 
plane H” in the upper half. 
Given a fixed set T/ of points in a closed hyperbolic n-manifold, we may 
construct a canonical triangulation as before: take the preimage of I/ in the 
universal cover H”, form its convex hull in E”,‘, project radially from the origin 
into H”, and then, using the fact that the resulting triangulation of H” is invariant 
under the group of covering transformations, project it down into the original 
manifold. 
These canonical triangulations of spherical and hyperbolic n-manifolds are in 
fact the Delaunay triangulations [2], but for our purposes it will be simpler to 
continue thinking of them as convex hulls. 
2. Canonical triangulations of cusped manifolds 
The flaw in each of the above examples is that the supposedly canonical 
triangulation depends on an arbitrarily chosen set of vertices. Fortunately in the 
case of cusped manifolds the vertices can be chosen canonically: we’ll put one 
vertex “at infinity” in each cusp! In other words, we’ll modify the convex hull 
construction to define an ideal triangulation which is completely canonical. 
Before defining the canonical triangulation, let us review some elementary facts 
about Minkowski space. Just as two vectors in Euclidean space are orthogonal iff 
their Euclidean inner product is zero, two vectors in Minkowski space are orthogo- 
nal iff their Minkowski inner product is zero. (Please note that the preceding 
statement is a theorem, not a definition. The definition of orthogonality, as stated 
by Euclid, is that adjacent angles be equal, i.e., there be an isometry taking one to 
the other.) An n-dimensional hyperplane in Minkowski space whose normal vector 
is timelike intersects H” in an (n - l)-sphere (possibly degenerate). An n-dimen- 
sional hyperplane in Minkowski space whose normal vector is spacelike intersects 
H” in an (n - l)-dimensional hyperbolic space. In the borderline case in which the 
hyperplane’s normal vector is lightlike, the intersection will be an (n - l)-dimen- 
sional Euclidean space, called a horosphere if n = 3 or a horocycle if n = 2 (the 
intersection may be empty in degenerate cases). 
We now define the canonical ideal triangulation. The construction is the same 
in all dimensions, so for ease of illustration we’ll consider a cusped hyperbolic 
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Fig. 2. The horocyclic cross sections of the cusps enclose equal areas. 
2-manifold. Choose horocyclic cross sections of the cusps, all bounding the same 
area (Fig. 2). There is a one-parameter family of such choices, but Proposition 2.1 
will show that the canonical triangulation does not depend on which cross sections 
we use. Look at the preimage of the horocyclic cross sections in the universal cover 
H2, embedded in the Minkowski space E2,’ as above. The preimage of the cross 
sections is a set S of disjoint horocycles. Our plan is to map the set S of horocycles 
to a set V of points on the light cone, and then construct a triangulation by taking 
the convex hull of I/ and proceeding as in Section 1 above. 
A horocycle is the intersection of H 2 with a plane in E 231 whose normal 
is the way, a normal is using the 
inner product, plane and normal vector simultaneously 
parallel and perpendicular! A horocycle may naturally be associated to a vector 
normal to the plane containing the horocycle: specifically, a horocycle is associated 
to the unique vector u such that u . w = - 1 for all points w on the plane 
containing the horocycle (Fig. 3). The vector u lies on the light cone on the ray 
mal vector v 
cle 
Fig. 3. A horocycle may naturally be associated to the unique vector L’ such that u ‘w = - 1 for all 
points w on the plane containing the horocycle. The vector ~1 lies on the light cone, and is 
simultaneously parallel and orthogonal to the plane of the horocycle. 
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corresponding to the center of the horocycle; the closer the horocycle is to infinity, 
the further out the ray the vector u will be. Note that because the definition is 
based on the Minkowski inner product, the association between horocycles and 
vectors on the light cone is preserved under the action of the group SO(2, 1) of 
isometries of Minkowski space. This association takes the set S of horocycles 
defined above to a set I/ of points on the light cone. 
To construct the canonical triangulation, take the convex hull of I/, project it 
radially from the origin onto H2, and then, noting that it’s invariant under the 
action of the group of covering transformations, project it down into the original 
manifold. Because the set T/ of vertices is on the light cone, the triangulation is an 
ideal triangulation, as desired. 
Proposition 2.1. The canonical triangulation does not depend on the initial choice of 
cusp cross sections. 
Proof. If we change to a different set of cross sections-all bounding the same area 
-then by Lemma 2.2 the vectors in V all change by the same scalar multiple. This 
rescales the convex hull by that multiple, leaving the canonical triangulation 
unchanged. 0 
Lemma 2.2. The linear dimensions of a cusp cross section vary inversely with the 
height of the corresponding vector on the light cone. 
Proof. When we move a cross section d units up towards the ideal vertex, its linear 
dimensions shrink by a factor of ePd, as can be seen from an elementary 
computation in the upper half plane model. Meanwhile, the height of the corre- 
sponding vertex on the light cone increases by a factor of ed; to see this, observe 
that a matrix such as 
( 
cash d 0 sinh d 
0 1 0 
sinh d 0 cash d I 
which takes a horocycle centered on the ray through (1, 0, 1) to another horocycle 
d units further up, takes the vector (1, 0, 1) to (ed, 0, ed). Thus the height of the 
vector is inversely proportional to the linear dimensions of the cross section. q 
Although we will work exclusively in terms of convex hulls, the canonical 
triangulation may also be defined as a Delaunay triangulation with vertices at 
infinity. Its corresponding Voronoi diagram is the Ford domain. 
In unusually symmetric manifolds the canonical “triangulation” may turn out to 
be a cell division containing cells other than simplices. 
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3. Computing the canonical triangulation 
Having defined the canonical triangulation, we now turn to the question of how 
to compute it efficiently. We are primarily interested in 3-manifolds, but we will 
begin with the 2-dimensional case because the main ideas are more easily ex- 
plained and illustrated there. In Section 5 we’ll move on to the 3-dimensional case. 
We begin with an arbitrary ideal triangulation of a cusped hyperbolic 2-mani- 
fold, and we choose a set of cusp cross sections as in Fig. 2. The cusp cross sections 
define a set V of points on the light cone, as before. But instead of taking the 
convex hull of I/, consider the hull whose faces correspond to the arbitrary ideal 
triangulation. If this hull happens to be convex, then our arbitrary ideal triangula- 
tion is in fact the canonical triangulation, and we are done. Otherwise there will be 
a pair of adjacent faces whose included dihedral angle is concave. We locally 
modify the triangulation as shown in Fig. 4 to replace the concave dihedral angle 
with a convex one. We repeat this retriangulation procedure until no concave 
angles remain, at which point we are done. In Section 4 we will prove that this 
Fig. 4. If a dihedral angle on the hull is concave we may fill in a solid tetrahedron as shown in the upper 
drawing. This corresponds to modifying the ideal triangulation of the manifold as shown in the lower 
drawing. Note: for visual clarity the upper drawing shows the hull as seen from below. 
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algorithm always reaches the canonical triangulation in a finite number of steps, 
because only a finite number of distinct triangulations are possible, and after a 
triangulation has been used once it is “buried” in the hull and cannot be reached 
again. 
The main question, then, is how may we efficiently recognize concave dihedral 
angles? Consider two adjacent faces of the hull. Perform an isometry of Minkowski 
space to place their common edge horizontally in the y-z plane, and view this 
configuration from the y direction (Fig. 5). First consider the face on the left. 
Define its normal vector pIeft by the condition pleft . u = - 1 for all points u on the 
face. As always, the dot product is the Minkowski inner product. Define pright 
similarly. The dihedral angle between the faces will be concave (viewed from the 
outside) iff pleft lies to the right of pright. The vectors pIeft and pright lie in the x-z 
plane, because both faces are parallel to the y axis. Also, pleft and pright have 
equal z coordinates because pleft . (0, 0, h) = - 1 = pright *(0, 0, h), where h is the 
z coordinate of the common edge. Thus, to compare pleft and pright we need only 
compare their x coordinates. The x coordinate of pleft can be found by dotting 
pleft with (1, 0, 0) or, in coordinate free language, with the outward unit normal 
ltleft to the plane spanned by the common edge and the origin. Because the sense 
of “outward” is reversed, the same coordinate free definition gives nright = 
(- 1, 0, 0). In summary, the dihedral angle will be concave iff pleft. cleft -pright . 
‘right > O. 
right face 
n 
right nleft 
Fig. 5. The dihedral angle will be convex iff pleft lies to the left of prrght, which occurs iff plefr’ nleft + 
Pright’ nrtght < 0. 
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Definition. The quantity p . n defined above is called the tilt of the given triangle 
relative to the given edge. 
We have proved 
Proposition 3.1. The dihedral angle between two faces of a hull is concave iff the sum 
of the tilts of the two triangles relative to their common edge is positive. 
Notes. (1) Even though, strictly speaking, the above definition of tilt applies to a 
triangle on the hull, we will also speak of the tilt of an ideal triangle in the 
manifold relative to one of its edges. 
(2) The tilts depend on the choice of cusp cross section, but the sign of their 
sum does not, because by Lemma 2.2 choosing different cross sections (all 
bounding the same area) will rescale all vectors-and therefore all tilts-by the 
same factor. 
It remains to compute the tilt p. n, given the cusp cross sections. Each ideal 
triangle has three vertex cross sections defined by intersecting the triangle with the 
cusp cross sections (Fig. 6). In the 2-dimensional case it might appear natural to 
measure a vertex cross section by its length, but in anticipation of the 3-dimen- 
sional situation-where a vertex cross section will be a triangle measured by its 
circumradius-we will measure even a 2-dimensional vertex cross section by its 
“circumradius”, that is, by the radius of its circumscribed O-sphere, which is, of 
course, just half its length. 
Theorem 3.2 (2-dimensional). In an ideal triangulation of a cusped hyperbolic 
2-manifold, the tilt of an ideal triangle relative to each of its edges may be computed 
as 
- 
1 
1 
Fig. 6. The vertex cross sections are intervals in two dimensions and triangles in three dimensions. 
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Fig. 7. A vertex cross section passing through the center of an ideal triangle has circumradius l/y%. To 
prove this, place the ideal triangle in the upper half plane model with its center at height one. Use the 
indicated right triangle to solve for the circumradius R = l/v%. 
where ti is the tilt relative to the edge opposite vertex i, and Ri is the circumradius of 
vertex cross section i. 
Proof. Let F be a lift of the given ideal triangle to the hull in Minkowski space. 
The tilt is defined as ti =p . ni, where ni is the normal to the plane containing the 
origin and the edge of F opposite vertex i. This definition is coordinate indepen- 
dent, so we may choose to work in whatever coordinates we find most convenient. 
We position F so that its projection into the hyperbolic plane is an ideal triangle 
with center at (0, 0, 1). Specifically, we position F so that its vertices lie on the rays 
through (1, 0, l), (- l/2, a/2, 1) and (- l/2, - G/2, 1). The question is, how 
high will each vertex be? By Lemma 2.2, the height of a vertex is inversely 
proportional to the circumradius of the corresponding vertex cross section. To 
establish the proportionality constant, consider the special case of a cross section 
passing through the center of the triangle at (0, 0, 1). Such a horocycle maps to a 
vector of height one on the light cone. Using the upper half plane model it’s easy 
to check that the circumradius of the vertex cross section is l/a (see Fig. 7). 
Therefore the proportionality constant is l/6; i.e., a vertex cross section of 
circumradius R maps to a vector of height l/(fiR). We may conclude that the 
vertices of our triangle lie at 
(170, 1) 
uo= fiR, ? u1= 
It is now a simple matter to check that in these coordinates the normal p to the 
plane of the triangle is given by 
-2R,+R, +R, 
P= 
6 
, -R, +R,, 
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and the normals ni are given by 
Hence the values of ti =p . nj are as claimed in the statement of the theorem. q 
We now have an efficient algorithm to compute the canonical triangulation of a 
cusped hyperbolic 2-manifold. The algorithm accepts as input an ideal triangula- 
tion with a hyperbolic structure. The hyperbolic structure is specified by how each 
ideal triangle is glued to its neighbors. The first step in finding the canonical 
triangulation is to compute cusp cross sections. A cusp cross section is specified by 
its constituent vertex cross sections, each of which is fully specified by its circumra- 
dius. To compute a cusp cross section, the circumradius of one constituent vertex 
cross section is chosen arbitrarily, and the remainder are then computed using the 
gluing information; they are then normalized to sum to one, to insure that all cusps 
will bound the same area. After the cusp cross sections have been computed we 
apply Theorem 3.2 to compute the tilts. We then examine each edge of the 
manifold in turn and compute the sum of the tilts of the two incident triangles 
relative to that edge. Whenever the sum is positive we locally modify our triangula- 
tion as in Fig. 4, and compute the circumradii and tilts for the two new triangles. 
When we reach a state where the sum of the tilts is negative for all edges we will 
have obtained the canonical triangulation. By Proposition 4.10 below, this happens 
in a finite number of steps. In rare cases where the sum of the tilts at an edge is 
zero we conclude that the canonical triangulation is not a true triangulation, but 
rather a cell division in which one or more faces are not triangles. 
In order to locally modify our triangulation as in Fig. 4, the two triangles 
bordering the concave dihedral angle must be preimages of distinct ideal triangles 
in the manifold. The following corollary to Theorem 3.2 shows that this will always 
be the case. 
Corollary 3.3. If two edges of an ideal triangle are glued to each other, the dihedral 
angle they form in the hull will be convex. 
Proof. The sum of the tilts of an ideal triangle relative to any two of its edges is 
always negative, whether or not the edges are glued to each other. For example, 
t, + t, = (R, - R, -R,) + C--R, + R, - R2) = -2R, < 0. If the edges are glued to 
each other, Proposition 3.1 implies that the dihedral angle will be convex. 0 
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4. Finiteness of algorithm 
Our algorithm for obtaining the canonical triangulation is to perform the local 
retriangulation of Fig. 4 until no concave dihedral angles remain on the hull. In 
this section we prove that the algorithm reaches the canonical triangulation in a 
finite number of steps. 
Definition. An edge cluss is a line segment connecting two vertices of the hull, 
along with all its translates under the action of the group of covering transforma- 
tions. The line segment need not be an edge on the boundary of the hull. 
Proposition 4.1. The algorithm described above reaches the canonical triangulation in 
a finite number of steps. 
Proof. Each local retriangulation adds to the hull an edge class which was 
previously outside it. The number of edge classes lying outside the hull is finite by 
Lemma 4.3 (below), so the number of local retriangulations needed to reach the 
canonical triangulation is also finite. 0 
Lemma 4.2. The inner product u ’ u of two vectors u and v on the upper light cone has 
the following three interpretations : 
(a) The squared length of the spacelike vector v - u connecting u and u is 
I c - u I 2 = (L: - u) . (u - u) = - 2u . v. 
(b) The minimum squared distance to the origin along the vector from u to v 
occurs at the midpoint, and is I(u + v)/2 1 2 = ((u + v)/2). ((u + v)/2) = (u * v)/2. 
Note that this squared distance, which is measured relative to the Minkowski metric, 
is negative. 
(c) The distance between the horocycles corresponding to u and u (cf. Section 2) is 
log((u . c >/ - 2). 
Proof. The proofs of (a> and (b) are trivial. To prove (cl, perform an isometry of 
Minkowski space which places the vectors u and u in the x-z plane with equal z 
coordinates. This gives u = (t, 0, t> and v = (-t, 0, t) for some t. The proof of 
Lemma 2.2 shows that the distance from the center of the hyperbolic plane at 
(0, 0, 1) to the horocycle corresponding to u is log t, and similarly for L;. Hence the 
distance between the two horocycles is 2 log t = log t2 = log((u . u>/ - 2). 0 
Lemma 4.3. A finite number of edge classes lie outside any giuen hull. 
Proof. Because there are only finitely many inequivalent vertices on the hull (one 
for each cusp of the manifold) it suffices to show that for each vertex u there are 
only finitely many inequivalent line segments which lie outside the hull and 
connect u to some other vertex v. 
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t 
given 
distan ce 
Fig. 8. Only a finite number of inequivalent horocycles lie within a given distance of the horocycle 
centered at infinity. 
Even though the boundary of the hull is not compact, its quotient under the 
group of covering transformations is compact (it’s homeomorphic to the original 
manifold with each cusp compactified to a point). Therefore the quantity w. w 
achieves a minimum value as w ranges over the boundary of the hull. It follows 
that the hull completely contains the set H, := (w 1 w. w < -r2), where -r2 is the 
minimum value of w. w. Part (b) of Lemma 4.2 implies that if a line segment 
connecting vectors u and u lies outside the hull-and therefore outside H,-then 
u . u a - 2r2. Part (c> of Lemma 4.2 then implies that the distance between the 
horocycles corresponding to u and u is at most log r2. If we draw the universal 
cover of the manifold in the upper half plane model (Fig. 8) with the horocycle 
corresponding to u centered at infinity, it’s easy to see that the number of 
inequivalent possibilities for c’ is finite. q 
Note for purists: The above proof may be carried out entirely within the 
Minkowski space model of the hyperbolic plane, without recourse to the upper half 
plane model. The key step is to apply parts (a) and (c) of Lemma 4.2 to deduce 
that vectors representing disjoint horocycles are separated by a distance of at 
least 2. 
5. 3-dimensional canonical triangulations 
We now turn to the question of finding the canonical triangulation of a cusped 
hyperbolic 3-manifold. The definition of the canonical triangulation is virtually 
identical to the 2-dimensional one. Choose horospherical cross sections of the 
cusps, all bounding the same volume. The preimage of the horospherical cross 
sections in the universal cover H”, embedded in the 4-dimensional Minkowski 
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Fig. 9. Filling in a 4-simplex on the boundary of the hull in E 3~* locally modifies the triangulation of the 
manifold: two tetrahedra sharing a common face are replaced by three tetrahedra sharing a common 
edge, or vice versa. Cf. Fig. 4. 
space E3,‘, is a set S of disjoint horospheres. Each horosphere is the intersection 
of H3 with a hyperplane in E3,’ whose normal vector is lightlike, so we may 
associate the horosphere to the unique vector u such that u * w = - 1 for all 
vectors w on the hyperplane. This association takes the set S of horospheres to a 
set I/ of points on the light cone. To construct the canonical triangulation, take the 
convex hull of V, project it radially from the origin onto H3, and then, noting that 
it’s invariant under the action of the group of covering transformations, project it 
down into the original manifold. 
The algorithm for constructing the canonical triangulation is also virtually 
identical to the algorithm for 2-manifolds, only now instead of checking for the 
concavity of the dihedral angle formed by two adjacent triangles in E2,1, we check 
for the concavity of the “hyper dihedral angle” formed by two adjacent solid 
tetrahedra in E3,‘. If it’s concave we replace the two adjacent tetrahedra with 
three tetrahedra sharing a common edge, as shown in Fig. 9. This is called a 
two-to-three move. We also allow the inverse operation, which we call a three-to-two 
move, whenever the hull is concave at the central edge. 
The definition of the tilt and the statement and proof of Proposition 3.1 remain 
essentially unchanged. The only difference is a technical one. In two dimensions 
the common edge between two adjacent triangles must be spacelike because both 
endpoints are on the light cone; hence we may choose coordinates to make it 
horizontal. In three dimensions the common face between two adjacent tetrahedra 
may carry an induced metric of signature + + , + 0, or + - . In the + + case we 
choose coordinates so that the face is horizonal (i.e., perpendicular to the fourth 
coordinate axis), in the + - case we choose coordinates so that it is vertical (i.e., 
parallel to the fourth coordinate axis), and we treat the intermediate +0 case by 
continuity. 
The statement and proof of Theorem 3.2 require more substantial modification: 
ideal tetrahedra, unlike ideal triangles, are not all congruent, and we must take the 
shape of an ideal tetrahedron into account when computing the tilts. 
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Theorem 5.1 (3-dimensional). In an ideal triangulation of a cusped hyperbolic 
3-manifold, the tilt of an ideal tetrahedron relative to each of its faces may be 
computed as 
‘to’ \ 
t1 = 
t2 
\ t3 ) I 
where ti is the tilt relative to the face opposite vertex i, Ri is the circumradius of 
I 1 -cos l9”r -cos 80, -cos eo3\ lR, 
-cos 01” 1 -cos et2 -cos 0r3 R, 
-cos 0,” -cos e21 1 -cos ez3 R, 
-cos O,, -cos 8,, -cos Oj2 1 / p3 
vertex cross section i, and Oij is the dihedral angle of the edge from vertex i to vertex j. 
Warning. The Bij are the dihedral angles of a single tetrahedron. Please do not 
confuse them with the “hyper dihedral angles” formed by pairs of adjacent solid 
tetrahedra in the hull in E3,‘. 
Proof. We follow the same approach used in the proof of Theorem 3.2. Let T be a 
lift of the given ideal tetrahedron to the hull in Minkowski space. Our first task is 
to figure out how to place the tetrahedron T symmetrically about the origin. 
Consider a rectangular box with corners at c&x, ky, ~frz, 1). The tetrahedron 
determined by alternating vertices of this box (Fig. 10) has its center at the origin 
(and the common perpendiculars to pairs of opposite edges lie parallel to the 
10. Alternate vertices of a rectangular box define a tetrahedron. 
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coordinate axes, but we won’t need this fact). This motivates us to place the 
vertices of T on the rays through 
( x, Y, z,l) 
( x, -Y, -2, 1) 
C-X, Y, -2, 1) 
(-x7 -Y, z, 1) 
for some X, y and z with x2 + y * + z* = 1. To find the correct X, y and z, we 
express the dihedral angles ear, 8,, and 0,,s in terms of x, y and z, and then solve 
for X, y and z in terms of the angles. Let ni denote the normal to the hyperplane 
containing the origin and the face of T opposite vertex i. By inspection one 
verifies that the normals are given by 
4)=( YZ, a, xy, -VZ)/D, 
n1= ( YZ, -a, -KY, -xyz)/D, 
n*= (-YZ, =, --Xv, -xyz)P, 
113 = (-YZ, -=, xy, -xyz)/D, 
where 
The angle between ni and nj equals pi minus the dihedral angle between the 
corresponding faces of the tetrahedron, hence IZ~. nj = -cos Bij. To see this 
relationship most convincingly, choose coordinates so that both faces pass through 
(0, 0, 0, l), where the dihedral angle will be undistorted and the inner product 
IZ~ * nj will involve only the positive definite part of the Minkowski metric. We now 
have three independent equations relating the 13,~ to the IZ~: 
cos(e,,) =cos(e,,)= -n,.n,= -n2.n3, 
c0s(e02) =cos(e,,) = -no.n2= -n,.n,, 
COS(~~~) =c0s(e,,) = -nOen,= -n,.n,. 
When one substitutes the expressions for the IZ~ into these equations and divides 
the numerators and denominators by (xyz)*, one is pleasantly surprised to find the 
equations are linear in l/x*, l/y* and 1/z2, and are easily solved for 
s3 s3 
x=- 
> 
y=sI 
7 
z= - 
9 
SO Sl s2 
where the si are the following constants describing 
- cos e,, +COS ~,,+cos eo3+ 1 
so = 
2 , 
the shape of the tetrahedron 
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cos flOl - cos 80, + cos e,, + 1 
St = 
2 
3 
\i cos e,, + cos e,, - cos eo3 + 1 
s2 = 
? 9 
L 
cos eel + cos eo2 + cos eo3 - 1 
s3 = 
3 
Thus, given the dihedral angles, we know which rays through the origin the 
vertices of T should lie on. We determine the height of each vertex on its 
respective ray exactly as in the 2-dimensional version of this proof. By Lemma 2.2, 
the height of each vertex is inversely proportional to the circumradius of the 
corresponding vertex cross section. To compute the proportionality constant, 
consider a cross section passing through the center of the tetrahedron. This cross 
section maps to a vector of height one on the light cone, and by Lemma 5.2 has 
circumradius 
1 1 
~\/COS e,, + cos e02 + cos e03 - 1 = 4s, ’ 
Therefore the proportionality constant is 1/(4s,); i.e., the vector corresponding to 
a vertex cross section of circumradius R will be at height 1/(4s,R). The vertices of 
T will be at 
i 
-1,‘” ;;, ;3] ---- 
so Sl 
[I&$,;,;) 
v2 = 4R, 9 u3= 4R, ’ 
Note: the quantity cos (Y + cos p + cos y - 1 is the ratio of a triangle’s inradius to 
its circumradius, but we don’t use this fact. 
Proceeding exactly as in the 2-dimensional version of this proof, we get 
p=(-so(Ro+R,-R,-R,),-s,(Ro-R,+R,-R,), 
no= (-so, -s1, -s2, s3>, 
n1 = (-so, Sl, s27 s3>, 
n2 = ( so, -s1, s27 s3>7 
n3=( so, Sl, -32, s3). 
Hence the tilts ti = p . ni are as claimed in the statement of the theorem. q 
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boundary 
\ 
of plane B 
2 sin p 
Fig. 11. The ideal tetrahedron from Lemma 5.2, as viewed from above in the upper half space model. 
Note to the reader. The proofs of Lemma 5.2 and Corollaries 5.3 and 5.4 are easy 
but uninteresting. They may be omitted without loss of continuity. 
Lemma 5.2. A vertex cross section passing through the center of an ideal tetrahedron 
is a triangle of circumradius 
1 
2\/cos (Y + cos p + cos y - 1 
where CY, p and y are the dihedral angles of the ideal tetrahedron. 
Proof. Position the tetrahedron in the upper half space model so that it appears as 
a Euclidean triangle of circumradius one when viewed from above (Fig. 11). The 
Extended Law of Sines states that the length of a side of a Euclidean triangle is 
twice the circumradius times the sine of the opposite angle, so in the present case 
the sides have lengths 2 sin LY, 2 sin p and 2 sin y. 
A 180” rotation in hyperbolic space about the common perpendicular connect- 
ing the tetrahedron’s edges of dihedral angle (Y is the composition of reflections in 
plane A (whose boundary is a Euclidean line bisecting the angle CY in Fig. 11) and 
plane B (whose boundary is a Euclidean circle of radius 2dm). Thus the 
common perpendicular projects to the bisector of angle (Y. The center of the 
tetrahedron, which is the intersection of the common perpendiculars to the three 
pairs of opposite edges, therefore projects to the incenter of the Euclidean 
triangle, which is the intersection of the three angle bisectors. 
Let x be the distance from the incenter of the triangle to the (Y vertex. Use the 
Law of Sines to solve for x = 2\/( 1 - cos p) (1 - cos -y) . Then use the fact that the 
center of the tetrahedron lies on plane B to solve for the center’s Euclidean height 
h = 2 Jcos CY + cos /3 + cos y - 1. The true circumradius of the vertex cross sec- 
tion may then be computed as its Euclidean circumradius in the upper half space 
(namely one) divided by its height h. 0 
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Corollary 5.3. If two faces of an ideal tetrahedron are glued to each other, the hyper 
dihedral angle they form in the hull will be convex. 
Proof. The proof is identical in spirit to the proof of Corollary 3.3, but the details 
are messier because we must make essential use of the fact that the gluing of the 
faces imposes constraints on the Ri. If the faces were not glued to each other, the 
sum of the tilts could well be positive: for example, R, and R, could be large while 
R, and R, are small, making both t, and t, positive. 
Let the faces glued to each other be numbered 0 and 1, and the other two faces 
be 2 and 3. The vertices are numbered according to the number of the opposite 
face, as usual. It will suffice to show that t, is negative, since by symmetry t, must 
then be negative as well. (In fact, t, must equal t,. To see that I to I = I t, I, note 
that the norms of pleft and pright in Fig. 5 must be equal because a covering 
transformation takes one to the other.) Face 0 is the front left face of the 
tetrahedron in Fig. 12, and face 1 is the front right face. The gluing of face 0 to 
face 1 is defined by a rule, such as (1 + 2, 2 + 3, 3 + 01, which indicates which 
vertex of face 0 maps to which vertex of face 1. Vertex 1 of face 0 cannot map to 
vertex 0 of face 1, because this would force the dihedral angle between the two 
faces to close up on itself, contradicting the fact that the sum of the dihedral 
angles around an edge in a hyperbolic 3-manifold must be 2~. So without loss of 
generality we may assume that vertex 1 of face 0 maps to vertex 2 of face 1. If the 
gluing is orientation preserving, this forces vertex 2 of face 0 to glue to vertex 3 of 
face 1, and vertex 3 of face 0 to glue to vertex 0 of face 1; in other words, the rule 
is (1 + 2, 2 + 3, 3 -+ O}. If the gluing is orientation reversing, the rule must be 
{l + 2, 2 + 0, 3 + 31. We consider these two cases separately. 
Case 0: The gluing is orientation preserving. If the cross sections at vertices 1 and 
2 are to match up, the lengths of the highlighted segments in Fig. 12 must be 
2R1 sina 
L 
Fig. 12. An ideal tetrahedron truncated at the vertex cross sections. The two front faces of the 
tetrahedron are glued so that the indicated edge of vertex cross section 1 meets the indicated edge of 
vertex cross section 2. The lengths of the two edges must therefore be equal. 
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equal. The lengths of these edges are 2R, sin (Y and 2R, sin y, respectively, 
because the length of a side of any Euclidean triangle is twice the circumradius 
times the sine of the opposite angle. Thus R, sin (Y = R, sin y. Applying this 
reasoning to the other two pairs of vertices gives the complete set of constraints on 
the Ri: 
R, sin (Y = R, sin y, 
R, sin p = R, sin p, 
R, sin y = R, sin (Y. 
These imply that R, = R,, R, = R,, and R, = (sin a/sin y)R,. By Theorem 5.1, 
t,=R,-R, cos a-R, cos P-R3 cos y 
sin ff sin (Y 
=R,-R, cos wRo- 
sin y 
cosp-R,- 
sin y 
cos y 
sin p 
=R,- 
sin y 
(cos (Y - 1) 
<o. 
Technical note: The simplification of the above expression used the fact that 
sin y = sin(r - LY - p> = sin(a + p) = sin (Y cos p + cos cx sin p, and similarly for 
cos y. 
Case 1: The gluing is orientation reversing. Face 0 is glued to face 1 by the rule 
(1 + 2, 2 + 0, 3 + 3}, so the Ri are constrained by the relations 
R, sin IX = R, sin y, 
R, sin p = R, sin (Y, 
R, sin y = R, sin p. 
These imply that p = y, R, = R,, and R, = (sin a/sin P)Ra. In the following 
computation of t, the first three terms sum to zero, and the remaining term must 
be negative because p = y implies y < ~/2. 
t,=R,-R, cos a-R2 cos P-R3 cos y 
sin (Y 
=R,-R, cos a-R, -cos p -R, cos y 
sin /3 
= -R, cos y 
<o. 0 
Corollary 5.3 says that a two-to-three move will never be obstructed by the two 
tetrahedra being preimages of the same tetrahedron in the manifold. Corollary 5.4 
says that a three-to-two move will never be so obstructed either. 
Corollary 5.4. If three tetrahedra in the hull surround a common edge, and the hull is 
concave at that edge, then the three tetrahedra are preimages of distinct tetrahedra in 
the manifold. 
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Fig. 13. If the dashed line connecting the opposite ideal vertices of two adjacent tetrahedra does not 
pass through the common face, then the two-to-three move will create a negatively oriented tetrahe- 
dron. 
Proof. The hull will be concave at the common edge iff it is concave at each of the 
2-dimensional faces incident to that edge. Therefore by Corollary 5.3 the tetrahe- 
dra are pairwise distinct. q 
Question. There are a number of short simple proofs of Corollary 3.3 which don’t 
require Theorem 3.2. Is there a simple proof of Corollary 5.3 which doesn’t require 
Theorem 5.1? 
The 3-dimensional convex hull algorithm presents a hazard not found in two 
dimensions. Consider two tetrahedra meeting along a common face as in Fig. 13. If 
the ideal edge connecting the far vertices does not pass through the common face, 
then applying the two-to-three move will create two positively oriented tetrahedra 
and one negatively oriented one. In the hull picture, this would resemble an 
overhanging cliff, as shown schematically in Fig. 14(a). In and of itself this is not a 
problem: the algorithm can be adapted to keep track of which tetrahedra are 
negatively oriented, and simple overhangs can usually be filled in. A more serious 
problem occurs when a sequence of moves creates a situation like that represented 
(a) a simple overhang (b) a pathological configuration 
Fig. 14. A simple overhang can usually be filled in, but more pathological situations may develop in 
which all dihedral angles look convex in spite of the negatively oriented tetrahedra. For this reason 
negatively oriented tetrahedra are not allowed. 
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schematically in Fig. 14(b). All angles look convex, even though negatively oriented 
tetrahedra are present. In this case the algorithm fails. For this reason we do not 
allow the creation of negatively oriented tetrahedra. If filling a concavity would 
create a negatively oriented tetrahedron, the algorithm simply ignores that concav- 
ity and goes on to process other ones. In the vast majority of cases it quickly arrives 
at the convex hull. Occasionally it gets stuck in a situation where all remaining 
concavities would create negatively oriented tetrahedra. In these cases it randomly 
retriangulates the manifold and starts over. While this solution is not elegant, it 
has never failed to arrive at the canonical triangulation, sometimes after several 
random retriangulations. 
Proposition 5.5. The algorithm for 3-manifolds will either reach the canonical 
triangulation or get stuck on negatively oriented tetrahedra (cf. above) in a finite 
number of steps. 
Proof. By Lemma 4.3, only a finite number of two-to-three moves are possible (the 
proof of Lemma 4.3 works unmodified for 3-manifolds). Only a finite number of 
three-to-two moves are possible because each three-to-two move reduces the 
number of tetrahedra. Therefore in a finite number of steps the algorithm must 
either find the canonical triangulation or get stuck on negatively oriented tetrahe- 
dra. 0 
6. A challenge 
I would like to conclude with a question. Theorems 3.2 and 5.1 are each stated 
as a relationship between two vectors and a matrix. Is there a direct interpretation 
of these vectors and matrices, perhaps in terms of a quadratic form on some 
appropriate space? In particular, is there a viewpoint from which the proofs of 
Theorems 3.2 and 5.1 are trivial? Further evidence that such a viewpoint may be 
possible is provided by the fact that a face’s normal vector p (cf. Section 3) has 
norm 
in two dimensions, and 
P-P = (4, R, R, RJ 
/ 1 -cos 8”, -cos Bo* -cos eo3 
1 
X 
-cos 0,, -cos 01, -cos 0,x 
- cos o,,, -cos c& 1 -cos 023 
\ -cos e,, -cos e31 -cos I& 1 
in three dimensions. 
’ % 
RI 
R2 
, ,R3 
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Note added in proof 
This challenge is resolved in M. Sakuma and J. Weeks, Canonical cell decompo- 
sitions of cusped hyperbolic N-manifolds, Geom. Dedicata, to appear. 
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