We analyze the computational feasibility of checking temporal integrity constraints formulated in some sublanguages of rst-order temporal logic. Our results illustrate the impact of the quanti er pattern on the complexity of this problem. The presence of a single quanti er in the scope of a temporal operator makes the problem undecidable. On the other hand, if no quanti ers are in the scope of a temporal operator and all the quanti ers are universal, temporal integrity checking can be done in exponential time.
temporal operators and restricted quanti cation in the following sense: the quanti ers can be either external (not in the scope of any temporal operators) or internal (no temporal operator in their scope). Moreover, all external quanti ers are universal. Biquanti ed formulas arise as the result of composing propositional temporal logic with rst-order predicate logic 9], i.e., taking a version of propositional temporal logic in which propositional atoms are replaced by rst-order predicate formulas.
The main complexity results are as follows: for biquanti ed formulas with a single internal quanti er (existential or universal), temporal integrity checking is undecidable ( 0 2 -hard), for biquanti ed formulas with no internal quanti ers (called universal), temporal integrity checking is decidable (in exponential time). Although the time in our framework is in nite, integrity constraints impose restrictions on nite sequences of database states. Consequently, temporal integrity violations should be detectable using nite databases. This intuition is formalized by the requirement that integrity constraints de ne safety properties 1, 21] . We are going to adopt this point of view, thus we consider only formulas that de ne safety properties.
As a side result we obtain a biquanti ed formula (de ning a safety property) which is not equivalent to any formula where is a past formula. It is well known 21] that every propositional temporal logic formula de ning a safety property is equivalent to a formula in the latter form. Thus, our result highlights the di erence between propositional and rst-order temporal logic. Our results are applicable both to temporal integrity checking and to temporal triggers because we show that trigger ring is a notion dual to constraint satisfaction.
The plan of the paper is as follows. In section 2, we introduce the basic concepts of FOTL, discuss our framework of temporal integrity checking, and de ne the class of biquanti ed formulas and its subclasses. In section 3, we show that for biquanti ed formulas with a single internal quanti er temporal integrity checking is undecidable. In section 4, we show that for universal biquanti ed formulas (no internal quanti ers), temporal integrity checking is decidable in exponential time. In section 5, we brie y discuss related work. In section 6, we conclude and outline directions for future research.
Basic Notions
In this section, we introduce the basic concepts of FOTL, discuss our framework of temporal integrity checking, and de ne the class of biquanti ed formulas and its subclasses. A comprehensive recent reference for temporal logic is 10].
Syntax
The expressions of FOTL are built from the following sets of symbols: a nite set of predicate symbols, a nite set of constant symbols, a countably in nite set of variables, the equality connective =, the logical connectives: _;^; :; ), quanti ers: 9; 8, future tense temporal connectives:
and until , and past tense temporal connectives: and since . Each predicate symbol is given with an arity r 1. We refer to the sets of predicate and constant symbols as the vocabulary of the language. This part is not xed; we will consider languages over di erent vocabularies. A term is a constant or a variable. An atomic formula is of the form t 1 = t 2 or p(t 1 ; : : :; t r ), where the t i 's are terms and p is a predicate symbol of arity r. Other formulas are de ned by the following rules: if A; B are formulas and x is a variable, the following are also formulas: A _ B; A^B; :A; A ) B; 9xA, 8xA, A (read as \next time A"), A until B, A (\previous time A"), and A since B. The formulas that do not use temporal connectives at all are referred to as pure rst-order formulas. The formulas that use past tense temporal connectives but not future tense ones are called past temporal formulas. The formulas that use future tense connectives but not past tense ones are called future temporal formulas.
Semantics
A rst-order structure M over a given vocabulary consists of a universe jMj, an interpretation c M 2 jMj for each constant symbol c and an interpretation p M jMj r for each predicate symbol p of arity r. We say that a predicate p of M is true about a tuple (m 1 ; : : :; m r ) of elements of jMj if (m 1 ; : : :; m r ) 2 p M .
In order to interpret temporal formulas, we assume that time is isomorphic to the natural numbers, i.e., time instants form an in nite sequence t = 0; 1; 2; : : : An in nite-time of rst-order structures over the same vocabulary and with the same universe, which we will call the universe of the database and denote jDj (so jDj = jD 0 j = jD 1 j = : : :). We refer to the structure D t as the database state at time instant t. We assume that a constant symbol c has the same interpretation in each database state (i.e. c Dt = c D 0 , for each t) which we shall denote simply by c D . The interpretation of a predicate symbol may vary from one time instant to another.
We make the following assumptions about database states: the universe is in nite and countable, and the interpretation of any predicate symbol is a nite relation. These are rather standard assumptions in database theory. Notice that the equality is not considered as one of database predicates (actually it is an in nite relation). For notational convenience only, we shall also assume that, unless otherwise stated, the universe of each database state equals to the set of natural numbers N. Let Sub(a) is satis ed at instant t if a is an order submitted at t.
The constraint \an order can be submitted only once" (implementing a kind of object identity) can be speci ed as:
:Sub(x)):
The constraint \orders should be lled in the order that they are submitted" (in fact enforcing a queue-like discipline) can be written as: 8x 8y
:
Intuitively, the above formula says that there cannot be two di erent orders x and y such that x is submitted before y and x is not lled before y is lled.
Extended vocabulary
It is sometimes convenient to extend the above language by symbols that refer explicitly to the ordering of natural numbers: the binary relation symbols and succ, and the monadic relation symbol Zero. These symbols are assumed to be interpreted in the same way in any database state D, namely, D is the standard ordering relation on N, succ D is the standard successor relation (i.e., succ D (a; b) is true i b = a + 1) and Zero(a) is true i a = 0. Notice that, like the equality, and succ di er from other predicate symbols in that they de ne in nite relations.
Classi cation of formulas
Let us recall in this context the standard classi cation of rst-order formulas in pre x normal form 2]. It is well known that every rst-order formula can be transformed to this form. We start with the class of 0 formulas (or equivalently, 0 formulas) consisting of rst-order formulas that do not contain quanti ers or temporal connectives. Note that 0 formulas are just boolean combinations of atomic formulas of the form t 1 = t 2 or p(t 1 ; : : :; t r ) where the t i 's are terms and p is a predicate symbol of arity r. The classes of n and n formulas are de ned inductively as follows. If A is a n formula then any formula of the form 8x 1 : : :8x k A is n+1 formula. If A is a n formula then any formula of the form 9x 1 : : :9x k A is n+1 formula. Denote by the union of all n for n 0. For a class C of formulas, let tense(C) be the class of temporal formulas obtained from C using future temporal and propositional connectives but no quanti ers (i.e., using the rules of the de nition of formulas). If Q 2 f9; 8g, let QC be the class of all formulas of the form QxA, where A 2 C and let Q C be the union of all classes QQ : : :QC. If we take a class of formulas of the form Q tense(C), the quanti ers in Q are called external and the quanti ers in C internal.
We will be mainly concerned with the following classes of formulas:
biquanti ed formulas, in symbols 8 tense( ), universal formulas, in symbols 8 tense( 0 ), biquanti ed formulas with a single internal quanti er, in symbols 8 tense( 1 ).
Note that the 1 formulas are equivalent to the negations of the 1 formulas. Then, since tense(C) is closed under negation, the 8 tense( 1 ) formulas are equivalent to 8 tense ( 1 ) formulas.
Both the examples given earlier in this section are universal (i.e., 8 tense( 0 )) formulas.
Temporal integrity checking and triggers
Temporal integrity constraints are imposed on the current history of a database, i.e., the sequence of states up to the current one. Such a history is of course a nite-time temporal database. However, the semantics of a temporal integrity constraint is de ned with respect to an in nite structure representing a possible future evolution of the database. Pref (C). In other words, a constraint is potentially satis ed after an update if the history ending in the state resulting from the update has an (in nite) extension to a model of the constraint.
In the database context, considering in nite sequences of states means that the database is in nitely updatable. This seems like a desirable characteristic, even though in most applications databases have only a nite lifetime. Similarly, in concurrent programming one often studies in nite behaviors, although every practical program runs only for a nite time. In both cases in nity provides a convenient mathematical abstraction. Moreover, the paper 20] that originated the study of temporal integrity constraints considered constraints over in nite sequences. As we study classes of constraints proposed in that very paper, we want to stay as close to the original motivation as possible. In the future, it may prove wortwhile to study integrity checking over nite histories, as well as di erent notions of constraint satisfaction.
A Condition-Action trigger 6] \if C then A" res at instant t for a (ground) substitution to the free variables of C if :C (the result of applying the substitution to :C) is not potentially satis ed at t. The action executed is A . Intuitively, a trigger res after an update if no extension of the history ending in the state resulting from the update can make the trigger condition false. So we can see that the notion of trigger ring is dual to potential constraint satisfaction. That corresponds to the intuition that integrity checking triggers should re when the integrity is violated.
Safety properties
Any set of temporal databases over a xed vocabulary can be considered a property. We say that a property P is de It should be clear that a liveness formula is useless for integrity checking because it does not produce any integrity violations (it is always potentially satis ed). For an example, consider the formula 9x p(x). 1] shows that every property is an intersection of a safety property and a liveness property. Only the safety property (de ned by a temporal formula) is useful for temporal integrity. Intuitively, this can be explained as follows: Integrity checking is always done using a nite history. Therefore, if an in nite sequence of states violates a constraint, the integrity checking mechanism should be able to discover that after looking at some nite pre x of this sequence. The behavior \at in nity" is not known at the time of checking the constraint because future updates may be arbitrary. This should be contrasted with the situation in the area of concurrent programming 21] where formulas that are not safety formulas are very useful. Such formulas usually describe properties of a given concurrent program whose behavior \at in nity" is known. Following this line of thought, liveness formulas may be useful as integrity constraints if the database changes in a controlled manner, for example when all the updates are performed by prede ned procedures. Then a priori integrity veri cation may become possible 7, 18] .
The restriction to safety formulas is essential for the technical results presented in this paper, particularly for the positive results in section 4 which do not hold for non-safety formulas.
Propositional temporal logic
We shall also consider a propositional version of the logic presented above. The vocabulary of the propositional temporal logic of linear time (propositional TL) consists of a set of propositional letters that are used as atomic formulas of the logic. Other formulas are formed from atomic formulas using the Boolean operators and temporal connectives. The semantics is given in terms of in nite sequences of propositional states, where a state is a mapping from the set of propositional letters to the set ftrue; falseg. The interpretation of the temporal connectives is similar as in the rst order case presented above 8].
Propositional temporal logic has attracted much attention as a formalism for reasoning about concurrent programs, since the basic properties of this logic (satis ability, validity, equivalence of formulas) are elementarily decidable (see 8] for a survey). We shall see in section 4 that in some special cases decision problems for FOTL can be reduced to the propositional case.
Internal quanti cation
In this section, we study the complexity of the extension problem, i.e., of Pref ( ), for a biquanti ed formula with a single internal quanti er (a 8 tense ( 1 ) 
formula). It is easy
to see that it does not matter whether this quanti er is universal or existential because a universal quanti er can be replaced by an existential one and vice versa. For example, 8x : 9x : . We assume that the internal quanti er is existential. We show that there is a 8 3 tense ( 1 ) formula' for which the extension problem is 2 0 -complete. We also show that' is a formula that de nes a safety property but cannot be transformed to the form A, where A is a past formula.
The vocabulary of' consists of monadic predicate symbols only. As the rst step we construct another formula ' that is universal but over the extended vocabulary (c.f., section 2). The argument uses an encoding of the computations of a deterministic Turing machine for which some temporal property is shown 0 2 -complete.
Repeating computations
We now describe a problem about Turing machines and prove its 0 2 -completeness.
We consider deterministic Turing machines with a single tape in nite to the right over an alphabet including B 2 as a blank symbol and f0; 1g
as an input alphabet.
We say that a word w 2 f0; 1g induces a repeating behaviour of a machine M if the computation of M starting with w as an input is in nite and also the machine's head visits the leftmost cell of the tape in nitely often.
Lemma 3.1 There exists a Turing machine M such that the set of words w which induce a repeating behaviour of M is 0 2 -complete.
Proof: Let us x a 0 2 -complete language A f0; 1g . By a well{known characterization of the 0 2 sets (c.f. Rogers 23], Chapter 14), there exists a recursive relation R(x; y; z), such that x 2 A () 8y9z R(x; y; z) Clearly, we can have a Turing machine, say M 0 , over an alphabet f0; 1; $g, which halts for every input and accepts a word w$v$u i w; v, and u are words in f0; 1g satisfying the relation R.
We shall construct a machine M with the input alphabet f0; 1g such that a word w 2 f0; 1g will induce a repeating behaviour of M i w 2 A.
Given an input w, the machine rst shifts it one cell to the right and marks the second cell of the tape in some special way; this is in order to prevent visiting the origin of the tape except in the situations to be described below. Now M enters into an in nite loop in which it will examine all the words v 2 f0; 1g in some xed linear order. For each such v, the machine M starts another loop in which it enumerates all the pairs (u; m), where u 2 f0; 1g and m is (an encoding) of a natural number. For each such (u; m), M simulates m steps of the computation of the machine M 0 on the input w$v$u (remember that w is the original input of the machine M). If it happens that the simulated machine M 0 stops and accepts within m steps, then the machine M exits from the loop enumerating the pairs (u; m) for this given v and goes to the origin of its own tape. Next, it passes to an examination of the succesor of v. Note that if, for some v, no attempt of simulating M 0 is successful, then M will loop forever for that v and will not visit the origin of the tape any more, neither will it examine any succesor of v. This may happen, however, only if there is no u such that R(w; v; u) holds.
Then, it is easy to see that an input w induces a repeating behaviour of M i , for all v, there is some u such that the relation R(w; v; u) holds, that is, i w 2 A. 2
Remark: For some nondeterministic Turing machines, the problem of deciding whether a word induces a repeating behaviour is not arithmetical. This fact has been used in the proof that the satis ability problem for rst{order temporal logic is 1 1 -complete 15].
Formula '
We are now going to show that the repeating behaviour of a Turing machine can be expressed in the framework of rst-order temporal logic over a vocabulary extended by the symbols , succ and Zero.
Let us x a Turing machine M satisfying the property of the preceding lemma. Recall that the alphabet of the tape symbols used by M includes the input alphabet f0; 1g and the special blank symbol B: Let Q be the set of states of M including the initial state q 0 . We encode con gurations of M (i.e., sequences of the form q B ! where ; 2 and q 2 Q) by database states in the following way: the vocabulary will include a monadic symbol P q for each state q 2 Q and a monadic predicate symbol P for each 2 except for B. The intuitive meaning of a formula P (x) (resp. P q (x)) is: the xth symbol of the actual con guration is (resp. q). It will be further convenient to use the notation P B (x) as an abbreviation for V z2Q ?fBg :P z (x). The intuitive meaning of this is: the xth symbol of the actual con guration is the blank symbol. The formula which forces a temporal database to encode a repeating computation of M will express the following database properties. First, for any element x of the universe, in any database state (i.e., always in the temporal sense), at most one of the monadic predicates P z , where z 2 Q ? fBg, is true about x. Second, the initial database state encodes some initial con guration of M. Third, subsequent database states encode subsequent con gurations. Finally, there are in nitely many database states which encode con gurations with the machine's head scanning the leftmost tape cell.
We sketch the construction here. It is given in detail in the Appendix. Each of the above conditions can be expressed by a temporal formula of the form 8x 1 : : :8x k , where is quanti er-free. For example, the last statement (concerning the repeating behaviour of the machine) can be formalized as
Indeed, this formula forces that, for the least element of the database universe, in nitely often some predicate P q is true. This corresponds to the fact that, in the encoded computation, the rst symbol of a con guration is in nitely often a state, i.e. the machine's head visits the origin of the tape in nitely often. Moreover, for all these formulas k 3: Then, using the standard transformations of predicate calculus, we can write the entire formula in the form 8x 1 8x 2 8x 3 , where is quanti er-free.
We can summarize the above considerations in the following. Proposition 3.1 There is a temporal formula ' over the vocabulary described above, and of the form ' 8x 1 8x 2 8x 3 , where is quanti er-free, such that any temporal database over this vocabulary satis es ' if and only if it is an encoding of a repeating computation of the machine M. Proposition 3.2 The property de ned by a formula of Proposition 3.1 is a safety property.
Proof: Since the machine M is deterministic, any nite sequence of database states of length 1 has at most one extension to a temporal database. Thus the safety condition holds obviously. 2
But the main feature of the above-de ned formula ' is the following. Proof: We show a Turing reduction of the problem discussed in Lemma 3.1. Let w 2 f0; 1g . Consider a database state which encodes the initial con guration of the machine M with the input w. Now the one element sequence consisting of this database state can be extended to a temporal model of ' i w induces a repeating behaviour of M. Thus the problem is 0 2 -hard.
In order to see that the problem is actually in the class 0 2 , we can give it an alternative formulation as follows. Given a nite sequence of database states, determine if for each n there is a nite prolongation of this sequence which encodes an initial segment of some computation of M in which the machine's head visits the leftmost cell of the tape at least n times. Since nite sequences of database states can be encoded by integers and it is clearly decidable if a nite sequence of database states encodes some initial segment of a computation of M then the latter problem is clearly in 0 2 . In order to see that it is equivalent to the original one, observe that a nite sequence of database states has at most one prolongation of a given length to a sequence which actually encodes an initial segment of some computation of M. 2 Corollary 3.1 The formula ' is not equivalent to any formula of the form , with being a past formula.
Proof: Suppose to the contrary that ' is equivalent to . The set of nite sequences of database states that satisfy cannot coincide with the set of pre xes of temporal models of ' since the former set is clearly decidable while the latter was shown to be 0 2 -complete.
This, however, is not yet a contradiction, since the mere satisfaction of by a sequence of database states does not imply that the sequence can be extended to a temporal model of . We have to proceed more subtly.
Let w 2 f0; 1g and let C 0 be the initial con guration of the machine M with the input w. We claim that the following condition is equivalent to the statement that w induces a repeating behavior of M:
For each n, the computation of M on the input w does not terminate within n steps and, One implication is plain and the other follows from our hypothesis and the fact that the initial con guration has at most one prolongation to a computation of M of length n. Now, using appropriate encodings of nite sequences of database states by natural numbers, one can easily see that the last problem is in the class 0 1 which contradicts Lemma 3.1. 2
Formula'
The formula' will force that a database encodes a repeating computation if considered with an ordering of type ! on the universe which is not explicitly present but can be de ned by means of temporal formulas. De nability of such an ordering in temporal logic is a standard construction used in the proofs of the incompleteness of FOTL We shall consider the vocabulary of monadic symbols of the previous subsection (induced by the Turing machine M) extended by the symbol W. Now, if we restrict our attention to models of W1^W2^W3, we can de ne the encoding of con gurations of M by database states in the similar way as before, but now with respect to the new ordering W . Also, the property \a database encodes a repeating computation of M w.r.t. W " can be de ned in a similar way.
Let the formula ' 8x 1 8x 2 8x 3 be as in the previous subsection. Let ' 
Universal formulas
We now x an arbitrary nite vocabulary L. Recall that, by de nition, the universe of a database is in nite and countable and, by convention, it coincides with N. In what follows, we will sometimes relax this last convention. Let A be an in nite subset of the universe of a database D containing the interpretations of all the constant symbols of L. The restriction of D to A, in symbols DjA, is a database with the universe A in which the interpretation of a predicate symbol p of arity r at a time instant t is given by p Dt \ A r . Clearly, one could nd a database with the universe N isomorphic to DjA. The following property will be useful : if D is a model of a universal temporal sentence, so is DjA. Let The important point in the above lemma is that the universe of the model D 0 in consideration must be in nite, according to our usual requirement about databases. (In particular, the restriction of the above D 00 to R D , although it is obviously a model of ', cannot be considered a temporal database unless we allow temporal databases with nite universes.) To illustrate the importance of the above point, we show an example of a universal temporal formula that has models with arbitrary large nite universes but does not have a model with an in nite universe. Let the formulas W1 and x W y be as in section 3. This formula forces that any element of the universe satis es the relation W in exactly one database state. Let Q be a fresh monadic predicate letter and let Q1, Q4, and Q be de ned like W1, W4, and W resp., except that all the occurrences of W are replaced by Q. Take the conjunction of W1, W4, Q1, Q4, and the formula (8x; y)(x Q y ) y W x): The last formula asserts that the ordering of the universe induced by Q is the inverse of the ordering induced by W. Together with Q4 it forces the existence of a W -decreasing chain formed by all elements of the universe. where f ranges over all mappings from the set fx 1 ; : : :; x k g to M.
We also de ne the propositional temporal formula Axiom D , as the conjunction of the following: The above theorem will allow us to reduce the question if a nite-time temporal database can be extended to a model of a universal safety sentence to the question of satis ability of some propositional temporal formula. By the results on propositional temporal logic, this will yield decidability of the extension problem. Proof: The algorithm consists of two phases. The rst phase is deterministic: we check whether the propositional states w 0 ; w 1 ; : : :; w t are consistent with , i.e., whether they can form a pre x of a model of . This can be done using the approach of Sistla and Wolfson 26] . The essence of this approach consists of building a formula t 0 on the basis of and w = (w 0 ; w 1 ; : : :; w t ) for t 0 = 0; 1; : : :; t . This formula will be tested for satis ability in the second phase.
We show how to build the formula 0 . 1 . Subsequently, the expressions with subscript 0 are further rewritten using the same rules. It should be clear that as the result of the rewriting, we obtain a boolean combination of propositional atoms with subscript 0 and expressions of the form ] 1 where is a subformula of the original formula or its negation. Now atoms of the rst kind can be replaced by true or false depending on the propositional state w 0 , and the resulting formula simpli ed. In this way we obtain the formula 0 . In the next step expressions with subscript 1 are rewritten and the resulting formula simpli ed to obtain 1 etc. Finally, the formula t is obtained.
The second phase veri es the satis ability of t using the nondeterministic polynomial space procedure of Sistla and Clarke 25] .
It is easy to see that every formula i , 0 i t, is of size at most O(j j). Thus the rst phase takes O(t j j) time, and the second phase takes 2 O(j j) time. 2
From this and Theorem 4.1, we can infer our main result about universal formulas. In the formulation of Theorem 4.2 it is essential that ' be a safety sentence. For universal sentences that are not safety sentences, e.g., 8x p(x), Lemma 4.1 fails and the proofs of Theorem4.1 and Theorem 4.2 do not go through. This fact provides an additional justi cation for considering only safety formulas as integrity constraints.
Related work
It seems safe to say that FOTL is the preferred language for the speci cation of temporal integrity constraints as evidenced by the following papers (the list is by no means complete): 3, 4, 5, 7, 14, 17, 18, 19, 20, 22, 26] .
Lipeck, Saake, and their students 14, 17, 19, 20] introduced the class of biquanti ed formulas (although they didn't use this term), proposed several constraint checking methods for this class, and were the rst to de ne a notion equivalent to potential constraint satisfaction. It is clear from the lower recursion-theoretic bounds established in the present paper that checking potential constraint satisfaction for the full class of biquanti ed formulas is not computationally feasible. Therefore, the methods of Lipeck and Saake implemented by necessity a weaker notion of constraint satisfaction, namely one in which constraint violations are always detected but not necessarily at the earliest possible time.
In our earlier work 3] we introduced Past FOTL (FOTL with past operators only) as the language for specifying temporal integrity constraints and proposed an e cient method to evaluate such constraints (again, under a weaker notion than potential constraint satisfaction). We have also extended Past FOTL to Past Metric FOTL in order to be able to formulate real-time constraints (constraints that refer to the values of a clock).
Qian and Waldinger 22] also recognized the need for e cient checking of temporal constraints. They presented many compelling examples but no general method. Castilho, Casanova and Furtado 7] and Kung 18] dealt mainly with the issue of consistency of temporal constraints with action speci cations and did not study integrity checking in the presence of arbitrary updates.
Sistla and Wolfson 26] discussed triggers whose conditions are temporal formulas. However, instead of standard rst-order quanti ers, they used freeze quanti ers with nonstandard semantics. The expressive power of their trigger language depends on the query language of the underlying DBMS. It is interesting to note that if the latter language is a rst-order query language like relational calculus or algebra, the trigger language of 26]
is as expressive as the class 9 tense( ) of FOTL formulas, i.e., the class of negations of biquanti ed formulas. The integrity checking method of 26] implements, like 20], a notion of constraint satisfaction that is weaker than potential constraint satisfaction. In the object-oriented context Gehani, Jagadish and Shmueli 12, 13] discussed triggers that are red by event occurrences. They introduced a language of extended regular expressions for specifying composite events.
Conclusions and further work
We have analyzed the computational feasibility of checking temporal integrity constraints formulated in some sublanguages of FOTL. Our results illustrate the impact of the quanti er pattern on the complexity of this problem. The presence of a single quanti er in the scope of a temporal operator makes the problem undecidable. On the other hand, if no quanti ers are in the scope of a temporal operator and all the quanti ers are universal, temporal integrity checking can be done in exponential time.
The most immediate question is whether one can remove jR D j (the size of the set of relevant domain elements) from the exponent in the time bound for universal formulas. Most probably no, as shown by the following argument. Consider a deterministic Turing machine M that decides the problem SAT within polynomial space and exponential time. Using techniques similar to those used in section 3, we can encode an initial con guration of this machine by a single database state D 0 . We can make this initial con guration as large as the maximal space needed for the computation. Then, it is not di cult to write a universal formula ', de ning a safety property, such that the singleton sequence (D 0 ) can be extended to a model of ' i M accepts. (Notice that we are now dealing with a machine operating in a bounded space. It is enough that the successor relation will be correctly de ned in D 0 ; the formula ' can force that this relation remains the same throughout the other database states. Therefore, the problem resulting from the impossibility of axiomatizing the successor relation by a universal formula, that we have encountered in section 3, does not arise here.) Now, if we could answer the extension question within a time polynomial in the size of D 0 then we could solve SAT in polynomial time, which is believably not possible.
It is essential that a universal sentence be a safety sentence for the exponential upper bound to hold. Sistla 24] showed that propositional safety formulas can be characterized syntactically. He also proved that recognizing propositional safety formulas is decidable. We conjecture that his results generalize to universal biquanti ed formulas.
To make temporal integrity checking more practical, weaker notions of constraint satisfaction should be considered and their computational complexity analyzed. An important notion in this area is that of a history-less constraint evaluation 3, 4] . Intuitively, the complexity of history-less constraint evaluation does not depend on the length of the database history but only on the number of di erent attribute values that appear in it. A history-less evaluation method for Past FOTL implementing a notion weaker than potential constraint satisfaction is presented in 3]. It remains to be seen whether a history-less method can be devised for universal biquanti ed formulas. nitely many symbols in the sequence are B. Thus a con guration corresponds precisely to an actual content of the Turing machine's tape, and the position of q indicates the actual position of the machine's head: it is supposed to be scanning the rst symbol of B ! . (Notice that we do not forbid B to occur in or .) An initial con guration is of the form q 0 wB ! ; where w 2 f0; 1g . Now, for a con guration C, there is at most one con guration C 0 resulting from C by one move of M. If it is the case and C = c 0 c 1 : : :, C 0 = c 0 0 c 0 1 : : :, then each three consequtive letters c i c i+1 c i+2 determine uniquely c 0 i+1 , and c 0 c 1 determines uniquely c 0 0 . Now a computation of M with an input w can be identi ed with a sequence of con gurations C 0 ; C 1 ; : : :, where C 0 is an initial con guration, say C 0 = q 0 wB ! , and for each i, C i+1 results from C i by one move. Moreover, the input w induces a repeating behaviour of M if the computation sequence is in nite and contains in nitely many con gurations of the form q B ! : We call such a sequence a repeating computation (of M).
Our vocabulary will include a monadic symbol P q for each state q 2 Q and a monadic predicate symbol P for each 2 except for B. We say that a database state D encodes a con guration C = c 0 c 1 : : : if for each i 2 N, at most one monadic predicate is true about i and, for each z 2 Q ?fBg the predicate corresponding to the symbol P z is true about i i c i = z: Notice that c i = B if and only if none of the predicates P z is true about i. Since B is the only symbol that can occur in a con guration in nitely often, each con guration is indeed encoded by a database state. It will be further convenient to use the notation P B (x) as an abbreviation for V z2Q ?fBg :P z (x). Now, we say that a temporal structure D = (D 0 ; D 1 ; : : :) encodes a computation C 0 ; C 1 ; : : :, if each D i encodes C i , for i = 0; 1; : : :
We will construct a formula which will force a temporal database to encode a repeating computation of M. At rst, we construct several formulas, each one of them capturing one of the desired properties.
1. For any element i of the universe, in any database state at most one of the monadic predicates P q ; q 2 Q; P ; 2 ? fBg is true about i.
8xâ
;b2 nfBg Q;a6 =b :(P a (x)^P b (x)) 2. The initial database state encodes some initial con guration of M.
8x; y Zero(x) ) P q 0 (x) (:Zero(x)^x y^:P B (y)) ) ((P 0 (y) _ P 1 (y))^(P 0 (x) _ P 1 (x))) (Note that we do not need to express the property that there is some B since it follows from our proviso that the interpretation of any of the predicate symbol P a , a 2 Q, is nite.)
3. Subsequent database states encode subsequent con gurations. For this, we shall use the fact that any three consecutive positions of a con guration determine uniquely the content of the middle position in the next con guration. More speci cally, we shall need a formula for each transition of M. Suppose there is a transition of the form q; ! p; ; R (i.e., if the machine is scanning symbol in state q then in the next move it changes state to p, replaces by and moves the head right). Then the corresponding formula is 8x; y; zĉ Now, it is easy to see that a temporal database satis es the conjunction of all the above formulas i it is an encoding of a repeating computation of the machine M, in the sense explained above. Note that any of the above formulas can be written in the form ' 8x 1 8x 2 8x 3 , where is quanti er-free. Moreover, the conjunction of those formulas can be also written in such a form. Thus, the proof of Proposition 3.1 is completed.
