BACKGROUND AND GOALS
years of age. Legislative proposals under serious consideration would lead to a much greater reliance on managed care for the Medicare population as well.
If managed care is to be the centerpiece of efforts to enhance quality of care and to control overall Medicare outlays, better risk payment methods are needed. A principal shortcoming of the existing method is its inability to adequately adjust capitation levels for systematic differences in the health status of enrolled groups (Gruenberg, Wallack, and Tompkins, 1986; Newhouse, 1986) . Indeed, the findings of the Medicare HMO evaluation strongly suggest that a new payment approach must be found to meet the cost-containment goals of Medicare, and to provide adequate payments to HMOs that seek to provide care to the most sick (Brown et al., 1993) .
Current Medicare HMO capitation payments are based on an estimate of 95 percent of the amount HMO enrollees would have cost Medicare had they remained in the local fee-for-service (FFS) sector. This hypothetical amount is calculated using the average adjusted per capita cost (AAPCC) methodology as the average cost in the county of residence for groups of FFS Medicare beneficiaries, classified by age, sex, welfare status, institutional status, and employment status (Kunkel and Powell, 1981) . The last of these categories was introduced in 1995 with the inclusion of a set of rate cells for the working aged.
Although a great deal of research has been carried out regarding the impact of healthstatus measures on health care costs, only very limited experience has been obtained regarding the payment of real-world programs using a model based on this research. A few demonstration programs have provided a fertile laboratory for testing various alternatives. One such example is the S/HMO, which is testing a modified AAPCC formula that includes special payment rates by Medicare for frail individuals who reside in the community and who are classified as "nursing home certifiable" (NHC).
The study reported here was undertaken in response to a need articulated by participants in the second phase of the S/HMO demonstration for a more comprehensive health-status payment adjustment than the one based on NHC status. In response, the study was designed to examine the variation in health care costs across a broad cross-section of the elderly population, rather than focusing on the cost differences between the small group of those who are classified as NHC and others who are less frail. Although specifically directed toward developing a payment formula for use in the S/HMO, several of the models discussed here could also be considered as potential AAPCC health adjusters for use in setting Medicare's payments to HMOs.
PRIOR RESEARCH
Risk-adjustment research for elderly populations has established the following as significant predictors of future Medicare expenditures:
• Demographic variables included in the current AAPCC: age, sex, institutional status, and work status (Kunkel and Powell, 1981; Gruenberg, Tompkins, and Porell, 1989 ).
• Prior use of acute-care hospital and physician services (Beebe, Lubitz, and Eggers, 1985; Gruenberg, Tompkins, and Porell, 1989; Freeborn et al., 1990; Anderson et al., 1990 ).
• Morbidity indicators constructed from data on prior use of acute-care hospital services associated with non-discretionary conditions (Anderson et al., 1986; Ash et al., 1989; Ellis and Ash, 1989 ).
• Disability-related Medicare eligibility before age 65 (Riley, 1987 ).
• Self-reported health status, including diagnoses and self-ratings of health (Lichtenstein and Thomas, 1987a Thomas, , 1987b Whitmore et al., 1989; Hornbrook and Goodman, 1991; Brown et al., 1993 ).
• Disability level as measured by limitations in activities of daily living (ADLs) and/or instrumental activities of daily living (IADLs) (Gruenberg and Stuart, 1982; Thomas and Lichtenstein, 1986) or by nursing home certifiability (Gruenberg, Tompkins, and Porell, 1990; Gruenberg, Silva, and Leutz, 1993; Gruenberg, Kaganova, and Rumshiskaya, 1993 ).
• Medical risk factors, including physiologic measures and results of certain laboratory tests (Howland et al., 1987; Schauffler, Howland, and Cobb, 1986 ).
• Cost-weighted disease-specific mortality rates (Tolley and Manton, 1984) .
The selection of models tested in the current study was influenced generally by the studies cited but was limited to models sought by participants in the third phase of the S/HMO demonstration and by the experience gained during the first phase. In addition to examining models incorporating various measures of health and functional status that were under serious consideration for inclusion in a new payment formula, we included models that incorporate prior-use variables. These are known to have the greatest explanatory power among all of those considered to date (Howland et al., 1987; Kaganova and Gruenberg, 1996) but, as discussed later, are not being seriously considered as risk adjustors for the AAPCC.
THE AAPCC AND THE S/HMO
By assigning a higher capitation payment for nursing home as opposed to community residents, the AAPCC formula creates an incentive counter to the goals of the S/HMO, which seeks to maintain frail individuals in the community with the aid of community support services. To address this problem, a simple modification of the AAPCC was adopted: Frail community residents who were classified as NHC were assigned the same payment rate as that for individuals residing in nursing homes. As data became available from the National Long-Term Care Survey, an improved model was developed and implemented with payment rates associated with an NHC subgroup based on an analysis of Medicare claims (Gruenberg, Tompkins, and Porell, 1990; Gruenberg, Silva, and Leutz, 1993; Gruenberg, Kaganova, and Rumshiskaya, 1993) .
The second phase of the S/HMO demonstration focuses attention on developing improvements in geriatric care that it is hoped will lead to better management of chronic conditions and prevention of or delay in the onset of disability among aged beneficiaries. For this reason, a new model of payment is being sought to adequately account for the variations in medical costs over a much broader range of persons than those who are classified as NHC. Variables to be considered for inclusion are: disability level, including ADL and IADL limitations; diagnoses; and self-reported health status. It was considered preferable that measures be based on empirical data that could be found in an individual's medical records. However, the absence of consistent information of this type led to the acceptance of the idea of using self-reported data, and for this reason, Diagnostic Cost Groups (DCGs) were not studied. It is known from the extensive research already cited that social surveys provide an efficient and valid way of collecting health and functional-status information. Therefore, until comparable information is routinely entered into patients' medical records, it may be necessary to rely on this method of data collection. However, as discussed later, further research is necessary to examine issues of reliability before there is widespread use of the models discussed here for payment purposes.
DATA
Data used for this study were obtained from the first round of the MCBS, which was conducted during the last 4 months of 1991. For each person surveyed, we linked these data with summary information obtained from Medicare claims for 1991 and 1992 total Medicare expenditures and utilization rates.
As discussed in detail by Adler (1994) , the MCBS is a multipurpose survey of a representative sample of the Medicare population, conducted on a continuous basis by the HCFA Office of the Actuary. The MCBS provides a mechanism that enables HCFA to monitor the performance of the health care system with regard to the elderly population and to trace the impacts of program changes and changing health status over time on patient outcomes and program expenditures.
Interviews are conducted regardless of whether the sample person resides at home or in a long-term care facility, using a questionnaire version appropriate to the setting. Respondents for the MCBS were selected from the Medicare enrollment file to be representative of the Medicare population as a whole and by age group: under age 45, 45-64, 65-69, 70-74, 75-79, 80-84, and 85 or over. Because of interest in their special health care needs, the oldest old (85 years of age or over) and the disabled (under 65 years of age) were oversampled to permit detailed analysis of these subpopulations.
The sample used for estimation included all surveyed individuals who were:
• Alive on January 1, 1992.
• At least 65 years of age at the time of the first round interview. Altogether, there were 9,316 individuals in the sample, with 8,640 residing in the community and 676 in institutions. The study focused on individuals residing in the community for two reasons: First, a number of key variables in the analysis were not available for persons residing in institutions, and second, the question of the reliability of self-reported data needs to be more closely examined for this population, which includes a large proportion of persons who are cognitively impaired. Data for at least one of the independent variables in the study were missing for 48 persons in the community, resulting in a study sample of 8,592.
METHODS

Conceptual Scheme
Building upon methods and concepts that evolved from other recent work in developing risk-adjustment models for the population under 65 years of age (Hornbrook and Goodman, 1995 ; to be published) and upon a preliminary analysis of the MCBS data (Kaganova and Gruenberg, 1996) , we constructed and tested, using multiple regression analysis and a split-sample technique, a comprehensive risk-adjustment model. The model incorporated information on demographic and diagnostic characteristics, perceived health status, and functional-impairment information. Variables included in the model are shown in Table 1 . We dropped variables that were found not to have stable, statistically significant coefficients and constructed a single "best" model using only significant variables.
We used the Medicare cost ratio, defined as the ratio of Medicare expenditures for the individual and mean Medicare expenditures as the dependent variable. Using the cost ratio rather than actual costs facilitates simple interpretations of regression coefficients as risk adjusters. For persons who died during the year, annualized Medicare costs were used rather than total costs to ensure that an appropriate accounting is made of the above-average costs of persons who died during the year (Ellis and Ash, 1995) . For these individuals, annualized costs were determined as the ratio of total costs and the proportion of the year that the person was alive.
Defining the Risk-Adjustment Models
To gain an understanding of how the comprehensive model compares with models incorporating more limited sets of data, we subdivided the variables in the comprehensive model into the following domains: demographic, diagnostic-health, ADL, and IADL. These separate sets of variables from each domain were forced to enter each specific model in a block, in order to facilitate a clear understanding of the contributions of each domain to the explanation of the overall variance. Models examined included: (1) a demographic model that was the regression-based equivalent of the current AAPCC; (2) a health model that includes demographics, self-reported diagnoses, and perceived health; (3) an ADL model that includes ADL variables in addition to demographics; (4) a broader disability model that includes IADL and other impairment variables in addition to ADLs and demographics; and (5) a comprehensive model including demographic, health, ADL, and IADL variables. For the sake of comparison, we also included a sixth model incorporating prior-use variables in addition to all others included in the comprehensive model.
Estimation Methods
We used a weighted least-squares regression to estimate the 1992 Medicare cost ratio as a function of demographic characteristics, health status, functional status, and 1991 utilization rates. The weighting factor was equal to the product of the sample weight and the proportion of the year the sample person was alive. This procedure was necessary to ensure that the regression equation would provide an unbiased estimate of Medicare costs for a person drawn randomly from the Medicare population.
The linear regression method was employed for the sake of simplicity, robustness, and ease of direct interpretation. Other more complex approaches were considered but not used because of the need to provide a model that would be simple to understand by a variety of concerned individuals at each S/HMO site.
To ensure that models were sufficiently robust, we employed methods used by Hornbrook and Goodman (1995) . In estimating a comprehensive health-and functional-status model, we carried out repeated regression analyses on 25 randomly selected samples of 50 percent of the overall survey population. We selected variables for the comprehensive model with the aid of an analysis of the significance level of each coefficient in the course of the 25 estimates, selecting variables having significant coefficients, as discussed in greater detail in the next section. Finally, a comprehensive model was estimated on the full sample, using a reduced set of independent variables based on the stability analysis. We applied this method only to the comprehensive model: It would not be appropriate to apply it to the other models because they were constructed by forcing in a specific set of variables.
Evaluating the Performance of Models
We evaluated the performance of the comprehensive model in two ways. First, we compared the model with the other five risk-adjustment models in their ability to fit the data. Second, we validated the model by simulating the effects of using it on another sample and observing the consequences.
Comparison With Other Models
We performed several comparisons, using models developed on the entire sample. First, we compared the adjusted R 2 of the models; ideally, a better model should have a higher R 2 . Second, we compared the standard deviation of predicted values. As pointed out by Hornbrook and Goodman (1995) , in addition to having a high R 2 , a good model should "stretch out" predictions relative to other models; otherwise, it neither explains the wide variation in actual health care costs nor addresses important policy issues.
Third, we compared how well the various models fit across the full range of health care costs by dividing the population into subgroups in order of increasing expected costs, where expected costs were defined as those predicted from the comprehensive model. Fourth, we compared the models' performance in accurately predicting the Medicare costs for various biased subgroups defined in terms of health, functional status, and prior-use variables.
Validating Models
We sought to validate the comprehensive model in order to determine what would occur if it were used as a payment formula, i.e., how accurately it would determine actual FFS expenditures for groups of persons different from the one on which the model was developed. We performed a series of validation tests by determining a payment formula from a 50-percent test sample and using it to estimate what payments would be made to individuals in the remaining 50-percent validation sample. We did this using the 25 randomly drawn samples.
Several tests were carried out. We first examined the extent of errors in prediction by looking at the mean and standard deviation and distribution of errors. Second, we examined the overall fit of actual to predicted costs over the whole range of predicted costs. We did this in two different ways: regressing actual versus predicted costs and following the suggestion of Luft and Rosenkrantz (1993) that the critical issue is how well the model is able to predict for groups of persons. They proposed grouping individuals into 50 equally sized subgroups chosen after sorting individuals in order of their expected costs. We carried out this grouped R 2 analysis by regressing the average observed expense of each group against the predicted expense.
Finally, we examined whether there were biases in the predictions. This is quite an important test, because if a model is good, it should not lead to any cross-subsidies between groups of persons that are regarded as important from a policy perspective. We examined age-and sex-related biases. Table 2 shows the results of ordinary leastsquares regression analyses carried out on the 25 test samples, where every variable in Table 1 was included as an independent variable and the Medicare cost ratio was used as the dependent variable. This table displays the mean value and standard deviation of the standardized beta coefficients corresponding to each independent variable. Also shown is the mean t value, obtained as an average from the 25 regression runs and the number of times (out of 25) that the coefficient was found to be statistically significant at the 0.05 and 0.20 levels. Finally, the table shows the beta values and regression coefficients that were determined from the pooled data (i.e., the full sample).
FINDINGS Comprehensive Model: Stability Analysis
We found that some variables appeared to be statistically significant in a regression analysis using the entire sample but were found to have coefficients that were unstable as a result of the analysis shown in Table 2 . Examples of these variables were reaching and writing. We chose to include variables that were found to be significant at the 0.20 level or higher in 12 or more regression runs, except for the ADL variables. The ADL variables were examined more carefully because of their high degree of intercorrelation. After repeating the analysis shown in Table 2 with dressing and transferring (variables with a very low stability level) removed, we found that the remaining three ADL variablesbathing, toileting, and eating-were all significant by the above definition.
Among IADLs and other impairments, only meal preparation assistance and having difficulty in lifting and in walking two to three blocks were found to be significant. The welfare variable was not found to be significant, indicating that the health-status variables by themselves are sufficient in accounting for differences in costs between Medicare-only and dually eligible populations. Demographic variables (age and sex) were significant, but at a reduced level compared with health-status and disability variables. Table 3 also provides two additional measures of how successful the alternative models are in accounting for the differences among individuals in predicted costs. The first of these is the standard deviation of predicted costs. A high standard deviation is indicative of a successful model because it indicates that predicted costs vary across a broad range, and that the model is able to capture substantial amounts of differences in expected costs. A low value indicates a poor model because it indicates that expected costs vary over a narrow range. Standard deviations vary considerably among models, ranging from 0.25 for the demographic model to 0.98 for the prior-use model. Finally, Table 3 provides an additional measure of degree of success of a model, the risk score, which we define to be the percent of persons for whom predicted costs are found to be influenced by characteristics other than age and sex. The risk score as defined in this manner is a convenient tool for measuring the extent to which a model is differentiating the overall population. For example, the current AAPCC has a very low risk score because it only differentiates persons on welfare or in institutions from all others. In the demographic model, only 7.3 percent of persons (i.e., those on welfare) are differentiated from all others on the basis of their characteristics. In contrast, in the prior-use model, 97 percent of persons are differentiated. It can be seen that the comprehensive model (risk score = 91 percent) is quite close in this measure to the prior-use model, although it differs considerably from the latter model in its R 2 . Table 4 compares the degree of fit of the six models across the full range of expected costs. The comprehensive model was used as the basis for defining quartiles of costs, with individuals grouped according to their expected costs; cutoffs are defined so that equal numbers of persons are included in each group. We also include a fifth group consisting of persons in the uppermost 5 percent of expected costs.
Comparison of Alternative Risk Models
Specification of Models
- - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - -
Goodness of Fit of Alternative Models
For the comprehensive model, expected costs range from 0.38 in the lowest quartile to 2.9 in the uppermost 5 percent. The fit with actual costs across is quite good, i.e., expected costs are quite close to the observed costs for each subgroup: In no case is the difference more than 5 percent. The fit across this grid appears quite similar to what is found for the better (but unsuitable) prior-use model.
In contrast, the demographic model provides the poorest fit to the data, overestimating the expected costs by more than 125 percent in the lowest quartile and underestimating these costs by more than 57 percent for the highest quartile.
The health model appears to fit the data quite well in the lowest quartile, but it overestimates costs somewhat in the second and third quartiles and substantially underestimates costs in the fourth quartile. The error is quite serious in the uppermost 5 percent subgroup, where costs are underestimated by more than 33 percent. The health model fits the data much better than the demographic model but does not do very well in singling out and estimating the costs of high-cost elderly.
In contrast, the two disability (ADL and disability) models provide better fits than the health model at the high end, i.e., for the upper quartile and uppermost 5 percent of the population. In fact, the better of these, the disability model, underestimates costs in each of these domains by less than 12 percent. However, neither the ADL nor the disability model is as good as the health model at the low end in estimating costs. The ADL model overestimates costs , 1991-92. in the lower quartile by nearly 100 percent. The disability model is somewhat better, but it also overestimates the costs of this group by nearly 50 percent.
We interpret these findings to mean that to adequately fit the data over the full range of costs, it is necessary to include disability measures as well as health and diagnostic ones. The data suggest that a combination of disability, diagnostic, and selfreported health variables are needed to adequately account for severity and instability of medical conditions that have substantial impacts on health care costs. It is not sufficient to identify diagnoses alone or even to include self-reported health variables. We suspect that the same limitations will be found in models using claims data, unless these models are built to incorporate severity measures. Table 5 provides a comparison of how well the models perform in estimating costs for a variety of special subgroups defined according to diagnostic, functioning, and prior-use variables. The subgroups were created by identifying individuals: (1) with one or more heart conditions of the three included in the list; (2) with diabetes; (3) with arthritis; (4) with stroke; (5) needing supervision or hands-on help in walking; (6) needing help in managing money; (7) with a hospitalization in 1991; (8) with Part B costs more than one standard deviation above the mean in 1991 and no hospitalizations in 1991; and (9) whose health is limiting their social activities.
Comparison of Models for Biased Subgroups
The comprehensive model, the prior-use model, and the health model predict the costs of groups defined according to diagnoses quite accurately. In contrast, the demographic, ADL, and disability models underestimate these costs, with the errors being least for the disability model and most for the demographic model. The extent of underestimation made by the two disability models is greater for heart conditions and diabetes than for arthritis and stroke. We interpret this as meaning that the effect of the latter two are to a large extent explained by disability-level variables in the ADL and disability models.
Overall, the comprehensive model yields predicted costs that are within 5 percent of actual costs for all of the biased subgroups except the two that were chosen on the basis of high prior utilization. For these subgroups, the comprehensive model underestimates actual costs by 31 percent (for the hospitalized subgroup) to 43 percent (for the "high Part B" subgroup). The prior-use model is the only risk model that provides reasonable estimates for these subgroups, but it overestimates costs for these subgroups by 5-7 percent.
It should be noted that groups 3-9 are defined by variables that are not included in the comprehensive model. It is therefore a quite important finding that the comprehensive model fits relatively well for all of these subgroups except those defined in terms of their prior use (i.e., groups 7 and 8).
In contrast to the comprehensive and prior-use models, the ADL, disability, and health models display significant errors in estimating costs for various groups. The health model is quite poor in estimating costs for "needs help walking" and "needs help managing money." It is also interesting to note that the health model underestimates costs by nearly one-third for subgroup 9. In comparison, the comprehensive models provide good estimates (error of 12 percent) for these individuals, demonstrating the usefulness of disability measures as a severity measure for risk modeling.
The two disability models provide estimates for subgroups 4 and 5 that are more accurate than those of the health model, but they provide much poorer fits to the data than the health model for the diagnostically defined subgroups 1,2, and 3.
These analyses of the comparative fit of different models for subgroups that are biased according to either their expected costs or specific health and functional criteria demonstrate that neither health nor disability variables alone are able to adequately fit the observed cost data. Disability variables appear better able to provide accurate cost estimates for highcost individuals, and health variables facilitate better differentiation among those whose average costs are relatively low. Taken together, the two types of variables provide a reasonably good fit over the whole range of costs and for key subgroups of individuals defined according to health status and functioning.
Validation of Model
We simulated the effects of using the comprehensive model as a payment formula by applying predicted costs derived from each of the 25 test samples to estimate the costs on the 25 validation samples. Table 6 shows the results of this test.
When averaged over the 25 runs, the predicted mean differs insignificantly (by 0.3 percent) from the actual mean. Errors range from -9 to 13 percent The standard deviation of the mean value of actual and predicted costs for the 25 runs is small (about 3 percent). However, there are some significant outliers: for 5 of the 25 samples, the error was greater than 5 percent, and in 2 of the samples the error was 10 percent or greater. It should be noted that the frequency with which errors of this magnitude occur will be reduced if samples of greater size are used (the samples used in the analyses all had 4,300 persons).
A regression analysis of actual versus predicted costs was carried out for of the 25 validation samples. As anticipated, the R2 (6 percent) was quite similar to what we found estimating the equation for the test sample.
The average slope (0.933) and intercept (0.065) indicate that there is a good overall fit between predicted and actual costs, in spite of wide variability found for individual cases. This is further substantiated by the grouped R 2 analysis (Luft and Rosencrantz, 1993) , which indicated a high degree of correlation (grouped R 2 = 0.83) between expected and actual costs for subgroups of 86 persons formed in order of increasing expected costs.
To examine whether there were genderrelated biases in prediction, we determined, for each of the 25 validation samples, the mean prediction error for males and females. As shown in Table 5 , the average difference (.015) is much less than the standard deviation of the difference, indicating that there was not a statistically significant bias. Similarly, a regression of prediction error against age, carried out separately for males and females, showed an insignificant relationship except in 1 out 25 of the regressions and for females only.
Estimating the Effects of Biased Selection
The magnitude of effects of incorporating the comprehensive model into the AAPCC can be appreciated by using the model to predict costs under several alternative case-mix scenarios. The results of such an analysis are shown in Table 7 . This table shows the financial effects of various enrollment patterns in an HMO, where enrollment pattern or case-mix is measured using the comprehensive model. Five cost strata are defined in order of increasing costs, as predicted by this model. This table shows that a small change in the number of high-risk enrollees (chosen from individuals in the uppermost 5 percent of expected costs) and a similar offsetting change in the corresponding number of low-risk enrollees (from among those in the lowest 25 per- cent of expected costs) leads to a large change in total costs. For example, each 1-percent change of this type for an enrolled population of 10,000 would lead to an increase or decrease in costs of 2.6 percent that would translate into a gain or loss of $1 million. The use of the proposed model could protect both health plans and the Medicare program against these unpredictable losses or gains.
SUMMARY AND CONCLUSIONS
The first major conclusion is that our primary hypothesis is supported, namely, that direct health-status measures (diagnoses, perceived health status, and functional level) and indirect health-status measures (demographic characteristics) all make, to a significant degree, independent contributions to forecasting health care costs. We recommend that these factors be incorporated in the payment formula for the S/HMO and be considered for inclusion in the AAPCC to improve the currently inadequate risk-adjustment model. We need to stop thinking of the individual items mentioned as substitute measures of risk; rather they are complementary measures because they are all needed to capture the underlying structure of risk in the heterogenous population of Medicare aged beneficiaries. It is especially important to note the critical contribution of disability in accounting for Medicare costs, especially for the oldest old, and our analysis suggests that revisions to the AAPCC based on diagnostic measures alone are not likely to be satisfactory.
Second, although the comprehensive model is not nearly as successful as the prior-use model (which incorporates prior year's utilization and cost measures) in explaining the variance in health care costs, it does not suffer from the well-known drawbacks of relying on prior-use measures in a payment formula. These include, most importantly, the potentially inappropriately high payment amount assigned by the prior-use model to a patient cared for by an "elaborate provider" (McClure, 1984) and the underpayment for persons or populations who are underserved. In addition, the use of utilization in one year in the HMO as a modifier of payments in the next year would create perverse incentives for the HMO .
Several authors (Newhouse, 1986; Gruenberg, Wallack, and Tompkins, 1986) have argued that it may be preferable for Medicare to base payments to HMOs on a blended payment method rather than on a full capitation method. In a blended payment method, the total payments to an HMO are based in part on a prospectively determined amount and in part on actual utilization experience. Our analysis suggests that it is possible to develop a prediction model (and a payment formula) that is robust, that fits reasonably well across the full range of health costs, and that provides reliable cost estimates for a variety of clinically defined subgroups, without the need to incorporate utilization measures. We believe that the comprehensive model would address the major concerns regarding full capitation and would thus obviate the necessity of moving toward a blended payment approach.
A key issue that needs to be addressed is whether social survey techniques can be used to collect all of the required data. There is considerable reluctance on the part of payers and providers to rely on selfreport for payment purposes. To some extent, objections to the use of self-reports could be overcome by further analyses of data from the MCBS, and the strength of having these data available on an ongoing basis should not be overlooked. However, it is also necessary to test whether the procedures can be implemented in a manner that ensures that real-world use of self-reported data does not lead to gaming on the part of HMOs, and that individuals' responses to the survey will not be influenced by the knowledge that payment rates to HMOs will be affected by these responses.
In weighing the potential for biases that may be introduced by incorporating measures proposed here in the AAPCC, one must weigh theses biases against those that would occur in an alternative approach. It is already well known that there are considerable biases in the current AAPCC that lead to a considerably inequitable pattern of expenditures. We believe that the current biases in the AAPCC are more serious than those that could occur if a self-report-based model were implemented. In addition, alternative morbidity-based AAPCC models that are under consideration would rely on medical records data. These alternatives are also subject to the potential for gaming, because the data required to implement them would be under the direct control of the HMO. Moreover, a morbidity-based model using ambulatory care records would fail to account for unmet need.
Further refinements of the model need to be explored. Interaction effects between health and functioning can, to some extent, be examined using MCBS data, but a full examination of this issue would require a much larger data set.
Questions regarding the effects of biases in the model resulting from the use of survey data and methods for compensating for these biases can be addressed by further research, including: examining whether there are biases in the model when proxies are used in collecting survey data; studying effects on the model of non-response; making possible improvements of modeling techniques by considering two-part models; developing methods for taking account of geographic variations; examining the effect of sociocultural variations on the riskadjustment models; and studying the stability of the model with respect to the time of measurement of health care costs in relation to the time of the survey. A validation of the model by testing it out using a later round of MCBS data can also be undertaken to establish the extent of stability over time in the model's predictions.
