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5. Tagung des Verbands Digital Humanities im deutschsprachigen Raum e.V.
 
Digital Humanities im deutschsprachigen Raum 2018
Vorwort
Das „Book of Abstracts“ war in der jungen Tradition der DHd zunächst eher ein Nebenprodukt des
Bewerbungsprozesses. Die Professionalisierung unserer Disziplin hat nun dazu geführt, dass für die
DHd 2018 in Köln die Ansprüche an die Qualität der Beiträge gestiegen sind. Damit geht einher, dass die
Vorschläge immer mehr ihre guten Ideen mit den üblichen Argumentationsmustern und äußeren For-
men wissenschaftlichen Arbeitens entwickeln, also die Standards einer wissenschaftlichen Publikation
erfüllen. Das „Book of Abstracts“ wird so klassischen „Conference Proceedings“ immer ähnlicher. Das ist
eine zu begrüßende Entwicklung. Sie trägt hoffentlich auch dazu bei, die auf der DHd 2018 vorgestellten
Forschungsergebnisse im weiteren wissenschaftlichen Diskurs aufzugreifen und zu referenzieren.
Für die Qualität der Beiträge sind natürlich die Autoren verantwortlich. Ihrem Bemühen, auch dem
der vielen, die wir leider ablehnen mussten, gebührt das erste Dankeschön. Dazu beigetragen haben
dann die vielen Gutachterinnen und Gutachter, die es ertragen mussten, von mir immer wieder daran
erinnert zu werden, doch bitte ihre Expertise in den Dienst der Tagung zu stellen. Auch Ihnen/euch al-
len: Danke! Es blieben dann trotz dieser Expertise immer noch einige Nüsse zu knacken, die wir im Pro-
grammkomitee so sachlich, konstruktiv und wohlwollend diskutieren konnten, wie ich mir es für eine
Tagung nur wünschen kann: Danke an Mareike König als meine Stellvertreterin, Andreas Münzmay,
Claudine Moulin, Christof Schöch, Anne Baillot, Peter Gietz, Walter Scholger, Lisa Dieckmann, Andreas
Henrich, Petra Gehring, Lars Wieneke und als Vertreter der lokalen Organisation Andreas Witt. Ebenso
ein Danke an die übrigen lokalen Organisatorinnen und Organisatoren für die produktive Zusammen-
arbeit bei der Vorbereitung des Tagungsprogramms.
Die Konferenz – und damit auch diese Publikation – wäre natürlich nicht möglich, wenn es nicht Ein-
richtungen gäbe, die sie finanziell unterstützen. Sie sind auf der Rückseite des Titelblatts aufgelistet. Ich
hoffe, das Ergebnis macht sie zufrieden. Wir bedanken uns auf jeden Fall für die Unterstützung!
Der Status einer wissenschaftlich nutzbaren Publikation hat auch etwas mit einer gründlichen Redak-
tion der Texte zu tun. Diese haben die Kölner Patrick Helling, Claes Neuefeind und Dana Persch geleistet.
Sie haben die Vielfalt der TEI-Kodierungen, die der DHconvalidator aus der Vielfalt der eingereichten
Dateiformatierungen erzeugte, angeglichen und daraus ein PDF erzeugt. Für die technische Abwicklung
konnten Sie auf die Vorarbeiten der Leipziger Kolleginnen und Kollegen aufbauen. Ihrer aller Arbeit ist
in diesem Band und in einem github-Repository ( https://github.com/GVogeler/DHd2018 ) dokumentiert.
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Der ‚Stachel des Digitalen‘ - ein Anreiz zur
Selbstreflexion in den Geisteswissenschaften?
Krämer, Sybille
sybkram@zedat.fu-berlin.de
Freie Universität Berlin, Deutschland, Institut für Philosophie
Geht es um eine Kritik an der digitalen Vernunft? Oder kann die ‚digitale Vernunft‘ ihrerseits eine
kritische Perspektive eröffnen, insofern ‚der Stachel‘ ihrer Praktiken das Selbstverständnis von Geistes-
wissenschaften herausfordert? Die leitende Idee ist, dass ein Nachdenken über die ‚strukturentdecken-
den ‘, über ‚datengetriebene‘ algorithmische Forschungsverfahren der Digital Humanities die Geistes-
und Kulturwissenschaften anregen kann (oder anregen sollte) zu einer Metareflexion, durch welche
auch die Verfahrensweisen ‚herkömmlicher‘ geistes- und kulturwissenschaftlicher Forschungsarbeit
neu beleuchtet werden. Der dabei eingenommene methodische Gesichtspunkt ist ein praxeologischer:
Was eine Wissenschaft ist, zeigt sich im Insgesamt ihres Forschungs-, Lehr- und Vermittlungshandelns.
Alle Geistes- und Kulturwissenschaften zielen darauf, etwas das Texten, Bildern, Artefakten impli-
zit ist, explizit zu machen – ob nun durch traditionelle Interpretation oder algorithmische Datenana-
lyse. Doch bereits diese Unterscheidung von ‚Interpretation‘ und ‚Datenanalyse‘ hinkt, denn es gibt we-
der rohe Daten noch material- und texturunabhängige Interpretationen. Doch wenn das so ist: Warum
sollte eine maschinelle – im Idealfall statistisch-empirische - Auswertung großer Datenbestände die her-
kömmlichen geisteswissenschaftlichen Verfahrensweisen in neuem Licht erscheinen lassen?
Kritik der digitalen Vernunft
Sperberg-McQueen, C. Michael
cmsmcq@blackmesatech.com
Black Mesa Technologies LLC, New Mexico
Die Organisatoren der Tagung stellen den Teilnehmern die Frage: "Gibt es im Umgang mit digitalen
Medien, in der Modellierung, Operationalisierung und Formalisierung der Arbeit mit Computern im-
plizite, stillschweigend akzeptierte Agenden, die einer Reflexion durch einen „Intellectual Criticism“
bedürfen?" Wie sähe ein solcher Intellectual Criticism aus? Worauf könnte er basieren?
In den drei großen Kritiken der reinen Vernunft, der praktischen Vernunft, und der Urteilskraft hat
Kant eine 'kopernikanische Revolution' in der Philosophie mit dem Postulat eingeleitet, unsere Erkennt-
nis richte sich nicht nach den Dingen, sondern die Dinge richten sich nach unserer Erkenntnis: d.h.
nach den apriorischen Formen der Anschauung und nach den vorgegebenen Begriffen des Verstandes
(die Kategorient).
Gibt es apriorische Formen, die den zu bearbeitenden Stoff der digitalen Vernunft bestimmen, ähnlich
wie Zeit und Raum die menschliche Anschauung bestimmen? Gibt es vorgegebene Begriffe, die aller
digitalen Vernunftarbeit zu Grunde liegen? Wie verhält es sich im digitalen Raum mit der Eigenverant-
wortung und der Autonomie, die nach Kant das Wesen der Aufklärung und der Freiheit ausmachen?
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Goals of the workshop
The workshop presents ATHEN 1 (Annotation
and Text Highlighting Environment), an extensi-
ble desktop-based annotation environment which
supports more than just regular annotation. Be-
sides being a general purpose annotation envi-
ronment, ATHEN supports indexing and query-
ing support of your data as well as the ability to
automatically preprocess your data with Meta in-
formation. It is especially suited for those who
want to extend existing general purpose annota-
tion tools by implementing their own custom fea-
tures, which cannot be fulfilled by other available
annotation environments. On the according git-
lab, we provide online tutorials, which demons-
trate the use of specific features of ATHEN.
Related Work
We compare ATHEN to three web-based and
four desktop applications in 12 categories by ad-
apting most criteria defined by Neves and Leser
(Neves / Leser 2012) to compare different annota-
tion tools:
1.  Availability and up-to-dateness of the docu-
mentation
2.  Active development at the present time
3.  Source code for download
4.  Complexity of system requirements
5.  Interoperability by supporting certain formats
6.  Support of different annotation layers
7.  Support of NLP-preprocessing to speed up ma-
nual annotation
8.  Support of visualization
9.  Support of self-learning systems to speed up
manual annotation
10.  Support of querying annotated data
11.  Possibility to do an inter-annotator-agree-
ment, this is important for projects, in which
more than one annotator labels the same do-
cuments
12.  Extensibility
We explicitly do not want to compare subjective
features like usability or how the annotations are
presented.
Table 1: Comparison of three web-based and
four desktop applications with ATHEN in twelve
categories. No tool excels in every category.
All of the listed tools have an accessible docu-
mentation, either web-based or as a PDF, avail-
able for download. Besides UAM (O'Donnell 2008),
every other application is listed as open source,
so at least extensions based on code level can be
made. WebAnno (Yimam et al. 2013) is the only
19
Digital Humanities im deutschsprachigen Raum 2018
application having a tutorial supporting a new de-
veloper to make changes in their project. ATHEN
stands out in the sense that extensions to its UI
can be made at runtime, therefore easing the pro-
cess of adding functionality to it. WebAnno sup-
ports the largest number of formats and comes
with a machine learning based automatic anno-
tation, however lacks integrated NLP-preproces-
sing. CATMA (Meister 2017) is the only project that
has a very good visualization component and also
supports TEI-XML (Wittern et al 2009), the unspo-
ken standard of text processing. Being a standa-
lone web application, CATMA itself does not sup-
port NLP-preprocessing. ATHEN comes with the
support of the execution of UIMA analysis engi-
nes, accessible from web repositories or a local
repository, giving the user a chance to integrate
her custom-made annotators. Four tools, ATHEN,
UAM, MMAX2 (Müller / Strube 2006) and CATMA
feature an integrated query language which helps
to analyze existing corpora. Most tools allow the
annotation of user-defined annotation schemas
earning therefore the title “generic annotation
tool”. Alongside UAM, ATHEN supports the anno-
tation based on queries, while UAM defines its
own language, ATHEN supports the annotation
using Apache UIMA Ruta (Kluegl et al. 2016) ru-
les. Three of the listed tools, MMAX2, Knowtator
(Ogren 2006) and WordFreak (Morton / LaCivita




ATHEN is a Java-based desktop application with
the vision to be extensible. Therefore, it makes use
of the flexible plugin architecture of the eclipse
Rich- Client- Platform (RCP) 2. Internally, it is
built around Apache UIMA, which means incom-
ing data is automatically converted into the UIMA
specific Common Analysis Subject (CAS) architec-
ture. Working with UIMA allows the integration
of standalone analysis engines, which can be used
to preprocess data and speed up manual annota-
tion. The use of Apache Lucene enables ATHEN
to create an index comprising documents, as well
as their annotations, which results in queries that
can answer questions based on text and meta in-
formation in real time. With the ability to execute
Apache UIMA Ruta one can even create queries of
far higher complexity. On top of that, ATHEN fea-
tures OWL-Support, which allows the definition of
an ontological annotation schema in a machine-
readable format. Using Apache UIMA internally
allows ATHEN to even address more complicated
input. Currently ATHEN supports the annotation
of image regions, based on user defined polygons.
Program of the workshop
The program is split into four sections:
1.  Introduction to ATHEN and distinguishing
from other existing annotation environments.
2.  Working with ATHEN, which contains the de-
finition of scenarios and annotating sample
documents.
3.  Utility of ATHEN (beyond regular annotation),
which addresses the following topics:
1.  Defining an annotation schema using OWL
2.  Preprocessing texts based on Apache UIMA
Analysis Engines
3.  Creating and executing queries based on
Apache Lucene
4.  Annotating images with ATHEN
4.  Extending ATHENs functionalities and adapt-
ing it to your needs (developer specific)
The first section is a presentation which shows
the main differences between the existing anno-
tation tools. The second section defines an or-
dinary annotation scenario and it is used to in-
troduce the participants to the general-purpose
annotation view of ATHEN. Afterwards, for tasks
to which ATHEN has special support (annotating
character references and their coreferences, an-
notating direct speech and their speaker) an intro-
duction to the special purpose views of ATHEN is
given.
The third panel introduces the participants to
the functionality of ATHEN beyond regular text
annotation. It starts with the definition of an OWL
ontology (and its utilization for texts). This is cen-
tered on relation detection of character referen-
ces, as well as an attribution of those references.
To speed up manual annotation it is helpful to
have it preprocessed with existing tools. The task
definition is then changed from pure annotation
to an application with a consecutive correction of
the output of the automatic engines. In this con-
text, Nappi, a submodule of ATHEN is presented
and it is shown how to define, execute and inte-
grate custom analysis engines.
The next part is dedicated towards extracting
knowledge from annotated data, for this purpose,
an Apache Lucene Index is created using ATHEN
and is queried in a live fashion. This feature al-
lows rapid insight into an existing corpus and
enables the user to answer their own hypothesis.
The tutorial continues with the presentation of
how images can be annotated with polygon-based
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annotations to show, that ATHEN is not only limi-
ted to textual resources.
The last part is directed towards Java developers
who are interested in developing their own anno-
tation component.
Each section starts with a set of slides which in-
troduce the features in focus and presents the par-
ticipants with one or more tasks that can be fulfil-
led by using ATHEN.
Requirements
The participants need their own laptops with an
active internet connection. The number of partici-
pants is limited to 15 to 20. The last section requi-
res knowledge of Java. Data which is necessary for
the tutorials will be hosted on our own server and
will be made accessible for download.
Research projects
ATHEN is mainly developed in the context of the
project Kallimachos at the University of Wuerz-
burg. Its main purpose was to support the annota-
tion process of DROC ( Deutscher ROman Corpus).
Currently automatic creation of literary interac-
tion networks, automatic genre detection of no-
vels and sentiment analysis in literary novels are
in the focus of interest.
An extension to ATHEN was made in the project
“Redewiedergabe” to manually annotate different
forms of speech, thought and writing representa-
tion (STWR). These annotations will then be used




2. A web version of ATHEN with its major fea-
tures is available at: https://webathen.informati-
k.uni-wuerzburg.de
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•   Nikolaus P. Himmelmann, Universität zu Köln,
•   Joachim Köhler, Fraunhofer IAIS,
•   Almuth Leh, FernUniversität in Hagen,
•   Felix Rau, Universität zu Köln,
Ort
Der Workshop findet in Raum S16 des Seminar-
gebäudes (Gebäude 106) der Universität zu Köln
statt.
Programm
Zum Workshop gibt es Beiträge, die primär aus
Entwicklerperspektive das Thema angehen, und
solche, die eher eine Anwenderperspektive ein-
nehmen, wobei das keine scharfe Trennung ist.
Aus Entwicklerperspektive berichten Alexandre
Arkhipov vom Hamburger Zentrum für Sprach-
korpora, Christoph Draxler vom Bayerisches
Schallarchiv (LMU), Jens Gorisch vom IDS Mann-
heim, Joachim Köhler vom Fraunhofer IAIS sowie
Burkhard Meyer-Sickendiek und Hussein Hussein
von der FU Berlin über Audiomining Werkzeuge,
die bei Ihnen entwickelt wurden und werden.
Aus der Anwenderperspektive stellen Thomas
Beckers vom WDR, Thorsten Dresing von der
Firma audiotranskription (Marburg), Almuth Leh
von der FernUniversität Hagen sowie Anna-Ma-
ria Götz, Annabelle Petschow & Ruth Rosenberger
von der Stiftung Haus der Geschichte der Bundes-
republik Deutschland (Bonn) Herausforderungen
für die automatischen Spracherkennung in unter-
schiedlichen Anwendungsbereichen dar.
Ein detailliertes Programm ist Ende Januar über
die Webseite des KA3 Projekts zugänglich. Im An-
schluss an die Beiträge gibt es jeweils Gelegen-
heit zu Fragen und kurzer Diskussion. Am Schluss
des Workshops gibt es eine kurze Abschlussdis-
kussion. Workshopsprache ist Deutsch, Beiträge
können aber auch auf Englisch präsentiert wer-
den.
Weitere Details zum Thema
Moderne intelligente Analyse- und Auswer-
tungsmethoden für Audiodaten ermöglichen ef-
fektivere Arbeitsweisen und neue Fragestellun-
gen in den Geistes- und Kulturwissenschaften.
Dieser Workshop soll Fortschritte, Herausforde-
rungen und Perspektiven im Audio Mining prä-
sentieren und Forscherinnen und Forscher aus
dem Bereich der Sprachtechnologie mit (potenti-
ellen) Nutzerinnen und Nutzern aus den Geistes-
und Kulturwissenschaften zusammenbringen.
Audiovisuelle (multimodale) Primärdaten spie-
len eine zunehmend größer werdende Rolle in
den Geistes‐ und Kulturwissenschaften. Einfacher
und kostengünstiger werdende Aufnahme- und
Speicherungstechniken für Audio- und Videoda-
ten ermöglichen die Erhebung von immer um-
fangreicheren Datensets. Die wissenschaftliche
Analyse und Auswertung dieser Daten basiert
aber weiterhin überwiegend auf Transkripten,
also konvertiert ins schriftsprachliche Medium.
Dabei gehen wesentliche Merkmale dieses Da-
tentyps (Sprechmelodie, Stimmqualitäten, Gestik,
Mimik etc.) verloren. Selbst wenn die Primärda-
ten als audiovisuelle Daten analysiert werden ge-
schieht dies meist durch arbeitsintensive manu-
elle Segmentierung und Annotation.
Von zunehmender Bedeutung ist auch die Nach-
nutzung audiovisueller Daten, namentlich quali-
tativer Interviews, wie sie in fast allen Geistes-
und Kulturwissenschaften eine Rolle spielen. AV-
Daten stellen schon allein aufgrund ihres gro-
ßen Umfangs besondere Herausforderungen dar
für den flexiblen und systematischen Zugriff wie
auch eine zweckmäßige langfristige Speicherung.
Es bedarf einer Arbeitsumgebung, in der flexibel
online auf den gesamten Datensatz zugegriffen
werden kann und je nach Bedarf Unterkorpora
definiert werden können. Für die einschlägigen
Archive, Medienzentren und Dokumentations-
stellen ermöglicht das Audio Mining eine nutzer-
spezifische Recherche in der Gesamtdatenmenge
bei direktem Zugriff auf das Audiosignal und se-
kundengenauer Trefferanzeige. Dadurch wird die
Ermittlung und Bereitstellung relevanter Daten
für Sekundäranalysen erheblich verbessert.
Der Einsatz von intelligenten Analyse- und Aus-
wertungsmethoden für multimodale Daten ge-
winnt vor diesem Hintergrund in den letzten Jah-
ren stark an Bedeutung. Fortschritte im Bereich
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des maschinellen Lernens ermöglichen stärker
automatisierte Arten der Datenanalyse und füh-
ren zu einer weniger zeit- und arbeitsintensiven
Aufbereitung. Diese Analysemethoden operieren
darüber hinaus auf den audiovisuellen Primärda-
ten und nicht auf textuellen Derivaten.
Im Vergleich zu Textdaten sind die Möglichkei-
ten der Analyse und Auswertung von audiovi-
suelle Daten noch weniger verbreitet. Besonders
bei der Sprachanalyse von Audio- und Videoauf-
zeichnungen gibt es aber in jüngster Zeit bemer-
kenswerte Fortschritte. So lassen sich inzwischen
umfangreiche Sprachkorpora automatisch analy-
sieren. Die Sprachaufnahmen können mittels sta-
tistischer Verfahren in kleinere Segmente unter-
teilt werden, Sprecher erkannt und Sprache in
Text umgewandelt werden. Diese Techniken wer-
den unter dem Begriff Audio Mining zusammen-
gefasst und ermöglichen den exakten Zugriff auf
einzelnen Begriffe, Abschnitte und Ereignisse in
Audiodaten.
Technologien und Anwendungen des Audio Mi-
nings sind daher für verschiedenste Bereiche der
Geistes- und Kulturwissenschaften von großem
Interesse. So lassen sich zum Beispiel Sprachauf-
nahmen automatisch vorsegmentieren, so dass
diese anschließend mit gängigen Tools (z.B. ELAN
und EXMARaLDA) weiter verarbeitet werden
können. Diese Anwendung von Audio Mining
ist besonders für die Forschung in Linguistik
und Gesprächsanalyse sowie anderen Bereichen,
die sich mit Interaktion und Sprache beschäf-
tigen, interessant. Für Oral History, Ethnologie
und andere vor allem an inhaltlichen Aspekten
der Sprachdaten interessierte Fachgebiete lassen
sich die hier typischerweise sehr langen Inter-
views automatisch segmentieren und transkri-
bieren. Biographische, narrative Interviews sind
das Produkt eines kommunikativen Geschehens
und damit hoch komplexe Quellen mit vielfäl-
tigen Ansatzpunkten für die Interpretation. Aus
forschungspraktischen Gründen wird die Analyse
von Interviewdaten bisher meist auf das schrift-
sprachliche Medium reduziert. Das Audio Mining
eröffnet hier ganz neue Dimensionen und Frage-
stellungen. Während die Fallzahlen bei konven-
tionellen Analysemethoden meist bei um die 30
Interviews liegen, können mit technischer Unter-
stützung viel größere Fallzahlen bearbeitet und
somit unter vielfältigen vergleichenden Frage-
stellungen auch quantitativ ausgewertet werden.
Gleichzeitig bieten die Werkzeuge auch der qua-
litativen Analyse neue Dimensionen, indem so-
wohl sprachliche wie nicht-sprachliche Aspekte
der Kommunikation differenziert erfasst und so-
mit für Forschungsfragen zugänglich gemacht
werden können. Um diese Potentiale realisieren
zu können, besteht allerdings Forschungsbedarf.
Für die Sprachtechnologien stellen die Audioda-
ten vieler Fachrichtungen der Digital Humanities
interessante Herausforderungen dar. Denn wäh-
rend die Spracherkennung bei Sprachaufnahmen
aus dem Nachrichtenbereich (optimale Aufnah-
mebedingungen und Aufnahmetechnik, artiku-
lierte Hochsprache professioneller Sprecher) in-
zwischen gute Ergebnisse liefert, stellen zum
Beispiel Zeitzeugeninterviews noch eine erhebli-
che Herausforderung dar. Ursachen sind die oft
schlechte Qualität der Audiodaten bedingt durch
Modalitäten der Aufzeichnung (Rauschen, Über-
steuerung, geringe Lautstärke durch schlechte
Platzierung des Mikrophons), Alterungsprozesse
der Magnetbänder bis zur Digitalisierung und
Fehlentscheidungen bei der Wahl des Audiofor-
mats sowie die Charakteristiken der Spontanspra-
che (undeutliche Aussprache, schnelles Sprechen
und Dialektfärbung). Bei den Aufnahmen aus Lin-
guistik und Interaktionsforschung handelt es sich
oft um Daten aus wenig erforschten Sprachen,
zu denen es kaum Ressourcen und wenig andere
linguistische Information gibt. Aber selbst Daten
aus gut erforschten Sprachen wie dem Deutschen
können für die Analyseverfahren anspruchsvoll
sein. Datensets bestehen in beiden Fällen häufig
aus natürlicher, spontaner Sprache mit mehre-
ren Gesprächsteilnehmern und entsprechenden
Sprechüberlappungen. Werkzeuge und Verfah-
ren, die an Daten aus geplanter Sprache trainiert
wurden, stoßen bei diesen Aufnahmen schnell an
ihre Grenzen. Da diese Daten nicht unter Studio-
bedingungen erhoben werden können, ist dar-
über hinaus die Aufnahmequalität zumeist deut-
lich geringer als bei Aufnahmen aus Hörfunk und
Fernsehen. Die im Vergleich zu Daten auf dem
Rundfunk recht kleinen Datensets erschweren da-
bei die Anwendung von intelligenten Analyse-
und Auswertungsverfahren noch weiter. So beste-
hen eine Vielzahl von Forschungsthemen im Be-
reich der Sprachanalyse, wie beispielsweise die
Detektion von überlappenden Sprachsegmenten,
eine robuste Sprechersegmentierung von kurzen
Dialogsequenzen, Diarisierung von Aufnahmen
für die Analyse von Turn-Takings, die Erken-
nung von Sprechern, Erkennung von Dialekten,
robuste Transkription von Sprachdaten hinsicht-
lich Hintergrundgeräusche und Raumhall, Code-
Switching in gesprochener Sprache, Erkennung
von Pausen und gegebenenfalls Satzzeichen.
Weitere Informationen zu den
Ausrichtern des Workshops
Der Workshop wird von dem an der Universi-
tät zu Köln angesiedelten BMBF-Zentrum »Kölner
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Zentrum Analyse und Archivierung von AV-Da-
ten« (KA³) ausgerichtet. Ziele des über drei Jahre
geförderten Projektes sind die Erforschung und
Entwicklung von Werkzeugen und Services zur
akustischen Analyse von AV-Daten, die Einrich-
tung einer Nutzerplattform für die Analyse und
Archivierung von AV-Daten sowie die Erprobung
und Anwendung der Methoden in ausgewählten
Pilotprojekten im Bereich der Oral History/Bio-
grafieforschung und der Linguistik/Interkultu-
relle Kommunikation. Besondere Aufmerksam-
keit gilt den miteinander zusammenhängenden
Problemen der interaktionsbezogenen Struktu-
rierung und der effizienten Bereitstellung und
Archivierung von audiovisuellen Daten. Im Rah-
men des Verbundprojektes wird ein fach- und
standortübergreifendes Zentrum für die Analyse
und Archivierung audiovisueller Daten mit den
drei Komponenten Analyse, Archivierung/Publi-
kation und Schulung/Beratung aufgebaut, das die
im Projekt entwickelten Werkzeuge und Services
interessierten Forscherinnen und Forschern zur
Verfügung stellt. Das geplante Zentrum ist insti-
tutionell eingegliedert in das umfassender an-
gelegte Kölner Data Center for the Humanities
(DCH), das informationstechnologische Unterstüt-
zung für alle Datentypen in den Geisteswissen-
schaften anbietet und erforscht. Das Projekt KA³
ist eine Kooperation des Instituts für Linguistik
(N. P. Himmelmann), dem Regionalen Rechenzen-
trum (U. Lang) und dem Data Center for the Hu-
manities (A. Witt und B. Mathiak) der Universität
zu Köln, dem Fraunhofer‐ Institut für Intelligente
Analyse‐ und Informationssysteme, Sankt Augus-
tin (J. Köhler), dem Institut für Geschichte und Bio-
graphie der FernUniversität Hagen (A. Leh) und
dem Max-Planck-Institut für Psycholinguistik (P.
Trilsbeek).
Nikolaus P. Himmelmann lehrt Allgemeine
Sprachwissenschaft an der Universität zu Köln.
Zentrales Forschungsgebiet ist sprachliche Diver-
sität und was diese uns über menschliche Ko-
gnition und Gesellschaftlichkeit lehrt. Er hat ent-
scheidend zur Entwicklung des Konzepts digitaler
Sprachdokumentationen und Spracharchive bei-
getragen.
Joachim Köhler leitet den Bereich Spracher-
kennung am Fraunhofer Institut IAIS. Zentrale
Arbeitsgebiete sind maschinelles Lernen, Mus-
tererkennung, Deep Learning, Information Re-
trieval, Medieninformationssysteme, Metadaten
sowie Linked Data.
Almuth Leh leitet das Archiv ‚Deutsches Ge-
dächtnis‘ an der FernUniversität Hagen und
forscht zu deutscher Mentalitätsgeschichte im 20.
Jahrhundert mit Einzelarbeiten zum Naturschutz
in Nordrhein-Westfalen, Gewerkschafterinnen,
Soldaten im Zweiten Weltkrieg, Wehrmachtsjus-
tiz, Universitätsgeschichte. Weitere Interessens-
gebiete sind forschungsethische und methodische
Fragen der Oral History und die Archivierung le-
bensgeschichtlicher Interviews.
Felix Rau ist Projektmitarbeiter im Projekt »Köl-
ner Zentrum für Analyse und Archivierung au-
diovisueller Daten« (KA³) und koordiniert die
Faschspezifische Arbeitsgruppe »Linguistische
Feldforschung, Ethnologie, Sprachtypologie« (Lei-
tung: Himmelmann) in CLARIN-D. Er ist Feldlin-
guist mit einem Schwerpunkt auf den Munda-
Zweig der austroasiatischen Sprachen und ist ein















Vienna University of Technology, Computer
Vision Lab
Die Aufbereitung und Erkennung von hand-
schriftlichen Dokumenten oder von speziellen
Druckschriften ist sowohl für Menschen als auch
für Computeralgorithmen eine (technische) Her-
ausforderung. Die Bearbeitung von schriftlichem,
insbesondere handschriftlichem Material aber
auch früher Drucke wird bislang von spezia-
lisierten Experten durchgeführt, um technisch
und qualitativ hochstehende Resultate aus histo-
rischen Dokumenten zu erhalten. Zur Erstellung
hochwertiger Editionen sind hilfswissenschaftli-
che Kenntnisse (Paläographie, Editorik), histori-
sches Kontextwissen und technisches Know-how
gefragt.
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Im Rahmen des Projekts READ (Recognition
and Enrichment of Archival Documents) wer-
den unterschiedliche Aufgaben der Automatisie-
rung (weiter-)entwickelt, um qualitativ gute Er-
gebnisse mit optimalem Ressourceneinsatz zu
erhalten. Ein speziell dafür entwickeltes Tool ist
die Software Transkribus und die Transkribus
Weboberfläche (öffentliche Vorstellung im No-
vember 2017). Beide Ansätze verkoppeln auf un-
terschiedliche Weise die Arbeit von Expertinnen
und maschinelle Erkennleistung. Software und
Webservice sind frei verfügbar unter www.tran-
skribus.eu. Im Workshop wird Transkribus vorge-
stellt und kann durch die Teilnehmenden mit ei-
genen oder zur Verfügung gestellten Dokumenten
getestet werden.
Transkribus unterstützt alle Prozesse vom Im-
port der Bilder über die Identifikation der Text-
blöcke und Zeilen, die zu einer detaillierten Ver-
linkung zwischen Text und Bild führt, sowie die
Transkription und Annotation der Handschrift
bis zum Export der gewonnen Daten in standardi-
sierten Formaten.
Workflow in Transkribus
Um Texte zu transkribieren oder zu edie-
ren, müssen digitale Bilder hochgeladen und
danach mit Layouterkennungswerkzeugen bear-
beitet werden. Die Analyse des Layouts kann
automatisiert geschehen, wobei die manuelle
Kontrolle und falls nötig die Nachbearbeitung im
Moment noch sinnvoll ist.
Dokumente können entweder automatisch mit
bereits bestehenden ATR-Modellen (Automatic
Text Recognition) erkannt werden oder die Tran-
skription erfolgt händisch und kann danach zum
Training neuer Modelle genutzt werden. Insbe-
sondere für die Bearbeitung großer Dokumenten-
korpora, die in ähnlichen Handschriften verfasst
wurden, lassen sich bereits heute Effizienzge-
winne und Vereinfachungen erzielen.
Aufbauend auf den Transkriptionen ist es mög-
lich eine Vielzahl von Auszeichnungen und Anno-
tationen innerhalb des Textes, aber auch darüber
hinaus für Einzeldokumente und ganze Doku-
mentenbestände anzulegen. Neben der Anreiche-
rung der Dokumente mit Metadaten (Identifika-
tion von Personen, Orten und Sachwörtern) ist
somit auch die Möglichkeit der Herstellung von
Bestandsbeschreibungen und der Hinterlegung
von Transkriptions- und Editionsvorschriften ge-
geben.
Ausgabeformate
Für den Export stehen unterschiedliche For-
mate und Ausgabeformen zur Verfügung. So ist
es möglich XML-Dateien zu exportieren, die den
Vorgaben der TEI entsprechen. Ausgehend davon
können komplexe digitale Editionen erstellt wer-
den, die jedoch im Unterschied zu den meisten
herkömmlichen Editionen eine enge Verzahnung
mit den verwendeten Bilddateien aufweisen. Da-
durch werden Editionen ermöglicht, die den tran-
skribierten Text in der Zusammenschau mit der
faksimilierten Vorlage sichtbar machen. Daneben
sind auch Ausgaben als Druckdaten (PDF) oder
zur Weiterbearbeitung für Textverarbeitungspro-
gramme (DOCX) implementiert. Schließlich ist
auch ein Export im PAGE-Format (zur Anzeige in
Viewern für OCR gelesene Dokumente, Pletscha-
cher, 2010) sowie als METS (Metadata Encoding
and Transmission) möglich.
Zielpublikum
Die Plattform ist für unterschiedliche Gruppen
konzipiert. Einerseits für Geisteswissenschaft-
lerINNEN, die selbst Transkriptionen und Editio-
nen historischer Dokumente erstellen möchten.
Andererseits richtet sich die Plattform an Archive,
Bibliotheken und andere Erinnerungsinstitutio-
nen, die handschriftliche Dokumente in ihren
Sammlungen aufbewahren und ein Interesse an
der Aufbereitung des Materials haben. Angespro-
chen werden sollen auch Studierende der Geis-
tes-, Archiv- und Bibliothekswissenschaften mit
einem Interesse an der Transkription historischer
Handschriften.
Das Ziel, eine robuste und technisch hochste-
hende Automatisierung von Layout- und Hand-
schriftenerkennung, lässt sich nur durch die enge
Zusammenarbeit zwischen Geisteswissenschaft-
lerINNEn und ComputerspezialistINNen mit un-
terschiedlichen Voraussetzungen und Ansprü-
chen an Datenqualität und Herstellung von
Transkriptionen erreichen. Die Algorithmen wer-
den somit nicht nur bis zu einem Status als  proof-
of-concept erarbeitet, sondern bis zur Praxistaug-
lichkeit verfeinert und in grösseren Forschungs-
und Aufbewahrungsumgebungen getestet und
verbessert. Die ComputerwissenschaftlerINNEN
sind entsprechend ebenfalls ein wichtiges Zielpu-
blikum, wobei bei ihnen weniger die Nutzung der
Plattform als das Beisteuern von Software(teilen)
anvisiert wird.
Die Speicherung der Dokumente erfolgt in der
Cloud, gehostet auf Servern der Universität Inns-
bruck. Die importierten Daten bleiben auch wäh-
rend der Bearbeitung unverändert im Dateisys-
tem liegen und werden ergänzt durch METS und
PAGE XML. Alle bearbeiteten Dokumente und Da-
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ten bleiben somit in den unterschiedlichen Bear-
beitungsstadien nicht nur lokal verfügbar, son-
dern können für andere Transkribusnutzerinnen
und -nutzer freigegeben werden. Dank elaborier-
tem  user-management ist die Zuteilung von Rol-
len möglich.
Die eingespeisten Dokumente und Daten blei-
ben privat und vor dem Zugriff Dritter geschützt.
Von Projektseite können vorgenommene Arbeits-
schritte zwecks besserem Verständnis der ausge-
führten Arbeiten und letztlich der Verbesserung
der Produkte ausgewertet werden.
Die Erkennprozesse werden serverseitig durch-
geführt, sodass die Ressourcen auf den lokalen
Rechnern nicht strapaziert werden. Transkribus
ist mit JAVA und SWT programmiert und kann da-
her plattformunabhängig (Windows, Mac, Linux)
genutzt werden.
Ein- und Ausblicke im Workshop
Der Workshop richtet sich sowohl an Geisteswis-
senschaftlerINNEN als auch an Computerwissen-
schaftlerINNEN, wobei vorwiegend die Tools und
Möglichkeiten von Transkribus präsentiert wer-
den.
Zwei zentrale Forschungsaspekte aus READ
werden im Rahmen des Workshops durch Exper-
ten vorgestellt:
Einerseits das technische Verfahren des Auto-
matic Text Recognition mit rekurrenten neurona-
len Netzen (Leifert et al. 2016). Dabei wird kurz
in die Trainings- und Auswertungsmechanismen
mit neuronalen Netzen eingeführt und Möglich-
keiten der Auswertung demonstriert.
Andererseits wird die Erkennung von komple-
xen Layouts, insbesondere Tabellen, erklärt und
neueste technische Lösungen vorgestellt.
Programm/Ablauf des Workshops
•   Begrüßung und Informationen zum Projekt RE-
AD (Tobias Hodel, Zürich): 20‘
Überblick über Ziele und Fortschritte im Rah-
men des von der EU geförderten Projekts.
•    Machine Learning und automatisierte Text Er-
kennung (Tobias Strauß, Rostock): 30‘
Einführung und Erklärung zum Einsatz neuro-
naler Netze bei der Texterkennung
•    Einführung in Transkribus  30‘
Aufbau und Funktionieren des Programms,
Demonstration des Gebrauchs anhand von
Beispielen. Aufzeigen der Möglichkeiten zum
Einsatz der Automatisierungen.
•    Selbstständiges Arbeiten der Teilnehmenden
mit Transkribus:  90‘
•   Die Möglichkeiten und Grenzen von Transkri-
bus sollen von den Teilnehmenden (falls ge-
wünscht mit eigenen Dokumenten) selbst aus-
getestet werden.
•    Layout Analyse: Tabellen und andere schwie-
rige Formen  (Markus Diem, Wien): 30‘
Ein über Transkribus hinausgehender Teil des
Projekts beschäftigt sich mit computer vision.
Ziel ist es, auch komplexe Strukturen korrekt
als Layout zu erkennen, um die automatisierte
Texterkennung überhaupt zu ermöglichen. Ta-
bellen gehören in dem Bereich zu den schwie-
rigsten Formen der Texterkennung.
•    Diskussion über Vor- und Nachteile der Soft-
ware: 30‘
Inklusive Evaluation des Tools und der Ver-
anstaltung. Feedbacks werden eingeholt, zur
Verbesserung der Software und Webtools
(usability, Umfang und Leistung der Automati-
sierungen etc.).
•   Nach Interesse der Teilnehmenden werden
während des Workshops Kurzinputs zu fol-
genden Themen angeboten:




4.  ScanTent und DocScan (Fotografieren eige-
ner Dokumente mit Android App).
Workflow in Transkribus
Um Texte zu transkribieren oder zu edie-
ren, müssen digitale Bilder hochgeladen und
danach mit Layouterkennungswerkzeugen bear-
beitet werden. Die Analyse des Layouts kann
automatisiert geschehen, wobei die manuelle
Kontrolle und falls nötig die Nachbearbeitung im
Moment noch sinnvoll ist.
Dokumente können entweder automatisch mit
bereits bestehenden ATR-Modellen (Automatic
Text Recognition) erkannt werden oder die Tran-
skription erfolgt händisch und kann danach zum
Training neuer Modelle genutzt werden. Insbe-
sondere für die Bearbeitung großer Dokumenten-
korpora, die in ähnlichen Handschriften verfasst
wurden, lassen sich bereits heute Effizienzge-
winne und Vereinfachungen erzielen.
Aufbauend auf den Transkriptionen ist es mög-
lich eine Vielzahl von Auszeichnungen und Anno-
tationen innerhalb des Textes, aber auch darüber
hinaus für Einzeldokumente und ganze Doku-
mentenbestände anzulegen. Neben der Anreiche-
rung der Dokumente mit Metadaten (Identifika-
tion von Personen, Orten und Sachwörtern) ist
somit auch die Möglichkeit der Herstellung von
Bestandsbeschreibungen und der Hinterlegung
von Transkriptions- und Editionsvorschriften ge-
geben.
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Ausgabeformate
Für den Export stehen unterschiedliche For-
mate und Ausgabeformen zur Verfügung. So ist
es möglich XML-Dateien zu exportieren, die den
Vorgaben der TEI entsprechen. Ausgehend davon
können komplexe digitale Editionen erstellt wer-
den, die jedoch im Unterschied zu den meisten
herkömmlichen Editionen eine enge Verzahnung
mit den verwendeten Bilddateien aufweisen. Da-
durch werden Editionen ermöglicht, die den tran-
skribierten Text in der Zusammenschau mit der
faksimilierten Vorlage sichtbar machen. Daneben
sind auch Ausgaben als Druckdaten (PDF) oder
zur Weiterbearbeitung für Textverarbeitungspro-
gramme (DOCX) implementiert. Schließlich ist
auch ein Export im PAGE-Format (zur Anzeige in
Viewern für OCR gelesene Dokumente, Pletscha-
cher, 2010) sowie als METS (Metadata Encoding
and Transmission) möglich.
Zielpublikum
Die Plattform ist für unterschiedliche Gruppen
konzipiert. Einerseits für Geisteswissenschaft-
lerINNEN, die selbst Transkriptionen und Editio-
nen historischer Dokumente erstellen möchten.
Andererseits richtet sich die Plattform an Archive,
Bibliotheken und andere Erinnerungsinstitutio-
nen, die handschriftliche Dokumente in ihren
Sammlungen aufbewahren und ein Interesse an
der Aufbereitung des Materials haben. Angespro-
chen werden sollen auch Studierende der Geis-
tes-, Archiv- und Bibliothekswissenschaften mit
einem Interesse an der Transkription historischer
Handschriften.
Das Ziel, eine robuste und technisch hochste-
hende Automatisierung von Layout- und Hand-
schriftenerkennung, lässt sich nur durch die enge
Zusammenarbeit zwischen Geisteswissenschaft-
lerINNEn und ComputerspezialistINNen mit un-
terschiedlichen Voraussetzungen und Ansprü-
chen an Datenqualität und Herstellung von
Transkriptionen erreichen. Die Algorithmen wer-
den somit nicht nur bis zu einem Status als  proof-
of-concept erarbeitet, sondern bis zur Praxistaug-
lichkeit verfeinert und in grösseren Forschungs-
und Aufbewahrungsumgebungen getestet und
verbessert. Die ComputerwissenschaftlerINNEN
sind entsprechend ebenfalls ein wichtiges Zielpu-
blikum, wobei bei ihnen weniger die Nutzung der
Plattform als das Beisteuern von Software(teilen)
anvisiert wird.
Die Speicherung der Dokumente erfolgt in der
Cloud, gehostet auf Servern der Universität Inns-
bruck. Die importierten Daten bleiben auch wäh-
rend der Bearbeitung unverändert im Dateisys-
tem liegen und werden ergänzt durch METS und
PAGE XML. Alle bearbeiteten Dokumente und Da-
ten bleiben somit in den unterschiedlichen Bear-
beitungsstadien nicht nur lokal verfügbar, son-
dern können für andere Transkribusnutzerinnen
und -nutzer freigegeben werden. Dank elaborier-
tem  user-management ist die Zuteilung von Rol-
len möglich.
Die eingespeisten Dokumente und Daten blei-
ben privat und vor dem Zugriff Dritter geschützt.
Von Projektseite können vorgenommene Arbeits-
schritte zwecks besserem Verständnis der ausge-
führten Arbeiten und letztlich der Verbesserung
der Produkte ausgewertet werden.
Die Erkennprozesse werden serverseitig durch-
geführt, sodass die Ressourcen auf den lokalen
Rechnern nicht strapaziert werden. Transkribus
ist mit JAVA und SWT programmiert und kann da-
her plattformunabhängig (Windows, Mac, Linux)
genutzt werden.
Ein- und Ausblicke im Workshop
Der Workshop richtet sich sowohl an Geisteswis-
senschaftlerINNEN als auch an Computerwissen-
schaftlerINNEN, wobei vorwiegend die Tools und
Möglichkeiten von Transkribus präsentiert wer-
den.
Zwei zentrale Forschungsaspekte aus READ
werden im Rahmen des Workshops durch Exper-
ten vorgestellt:
Einerseits das technische Verfahren des Auto-
matic Text Recognition mit rekurrenten neurona-
len Netzen (Leifert et al. 2016). Dabei wird kurz
in die Trainings- und Auswertungsmechanismen
mit neuronalen Netzen eingeführt und Möglich-
keiten der Auswertung demonstriert.
Andererseits wird die Erkennung von komple-
xen Layouts, insbesondere Tabellen, erklärt und
neueste technische Lösungen vorgestellt.
Programm/Ablauf des Workshops
Begrüßung und Informationen zum Projekt
READ (Tobias Hodel, Zürich): 20‘
Überblick über Ziele und Fortschritte im Rahmen
des von der EU geförderten Projekts. Machine
Learning und automatisierte Text Erkennung (To-
bias Strauß, Rostock): 30‘
Einführung und Erklärung zum Einsatz neurona-
ler Netze bei der Texterkennung Einführung in
Transkribus  30‘
Aufbau und Funktionieren des Programms, De-
monstration des Gebrauchs anhand von Beispie-
len. Aufzeigen der Möglichkeiten zum Einsatz der
Automatisierungen. Selbstständiges Arbeiten der
Teilnehmenden mit Transkribus: 90‘
Die Möglichkeiten und Grenzen von Transkri-
bus sollen von den Teilnehmenden (falls ge-
wünscht mit eigenen Dokumenten) selbst ausge-
testet werden.
Layout Analyse: Tabellen und andere schwierige
Formen  (Markus Diem, Wien): 30‘
Ein über Transkribus hinausgehender Teil des
Projekts beschäftigt sich mit computer vision. Ziel
ist es, auch komplexe Strukturen korrekt als Lay-
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out zu erkennen, um die automatisierte Tex-
terkennung überhaupt zu ermöglichen. Tabellen
gehören in dem Bereich zu den schwierigsten For-
men der Texterkennung.
Diskussion über Vor- und Nachteile der Software:
30‘
Inklusive Evaluation des Tools und der Veranstal-
tung. Feedbacks werden eingeholt, zur Verbesse-
rung der Software und Webtools (usability, Um-
fang und Leistung der Automatisierungen etc.).
Nach Interesse der Teilnehmenden werden
während des Workshops Kurzinputs zu folgenden
Themen angeboten:
- Matching von Text und Bild (bspw. aus bestehen-
den Transkriptionen),
- Transkribus Learn (e-Learningumgebung),
- Crowdsourcing-Infrastruktur,
- ScanTent und DocScan (Fotografieren eigener
Dokumente mit Android App).
Während des gesamten Workshops stehen drei
wissenschaftliche Mitarbeitende des Projekts für
Fragen und Auskünfte zur Verfügung.   Tobias
Hodel (  nimmt bereits im Vorfeld gerne Do-
kumente oder Projektideen an, damit sich die
Veranstalter bereits vor dem Workshop Ge-
danken zu möglichen technischen Umsetzun-
gen machen können.
Das Projekt READ und somit die Weiterentwick-
lung von Transkribus werden finanziert durch ei-
nen Grant der Europäischen Union im Rahmen
des Horizon 2020 Forschungs- und Innovations-
programms (grant agreement No 674943).
Zahl der möglichen Teilnehmerinnen und Teil-
nehmer: 30-40 Personen (auch abhängig von der
Raumgrösse).
Benötigte technische Ausstattung: Allgemein: Bea-
mer, evtl. Whiteboard.
Teilnehmende: Eigener Rechner (wenn möglich
Installation von Transkribus; Hilfe zur Installa-
tion von Transkribus wird 15 Minuten vor der
Veranstaltung angeboten)
Anmeldungen und Rückfragen bitte an tobi-
as.hodel@ji.zh.ch
Kontaktdaten aller Beitragenden (inkl. For-
schungsinteressen)
Markus Diem, Technische Universität Wien, In-
stitute of Computer Aided Automation Computer
Vision Lab, Favoritenstr. 9/183-2, A-1040 Vienna,
Österreich; diem@caa.tuwien.ac.at (Computer Vi-
sion, Document Analysis, Layout Analysis/Page
Segmentation, Cluster Analysis, Automated Flow
Cytometry Analysis).
Tobias Hodel, Staatsarchiv des Kantons Zü-
rich, Winterthurerstrasse 170, CH-8057 Zürich,
Schweiz; tobias.hodel@ji.zh.ch (Digital Huma-
nities; Automatic Textrecognition; eArchiving; In-
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Die Fähigkeit zur Kritik setzt voraus, dass die
notwendigen Fähigkeiten zur Durchführung vor-
handen sind. Es bedarf jedoch des Mutes sich zu
entschließen, durchzuhalten und nicht bequem
zu werden und somit die eigenen Fähigkeiten/Me-
thoden kontinuierlich zu verbessern. Methoden
wie Sie in den Digital Humanities und speziell in
der Korpuslinguistik zum Einsatz kommen, lassen
sich nur verbessern, wenn man selbst tätig wird,
hinterfragt, ausprobiert und gemeinsam disku-
tiert. Im Rahmen dieses Workshops wird der Cor-
pusExplorer v2.0 vorgestellt (OpenSource), der
unterschiedlichste Methoden aus dem Bereich
der Forschung holt und diese für die universi-
täre Lehre bereitstellt. Studenten sollen mit die-
ser Software ermutigt werden, eigene kleine For-
schungsprojekte zu realisieren (es wurden bereits
Seminararbeiten, Bachlor-/Masterarbeiten sowie
(laufende) Dissertationsprojekte mittels Corpus-
Explorer umgesetzt).
Dies ist nicht selbstverständlich, so weisen be-
reits (Bubenhofer 2011) „Oft bedingen korpuslin-
guistische Arbeiten einen großen Aufwand, so-
wohl für Lernende als auch die Betreuenden, der
im Rahmen eines Studiums nicht geleistet wer-
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den kann.“ oder (Dipper 2011) „Bei der Arbeit mit
‚echten‘ Daten, [...] werden die Computerlinguis-
tik- Studenten früh mit Problemen wie dem Da-
ten-Encoding oder der Datengröße konfrontiert
[...]“ auf elementare Probleme zu Seminar-/Pro-
jektstart hin. Außerdem ist es in der Regel not-
wendig, dass unterschiedliche Programme kom-
biniert werden, um ein (visuelles) Ergebnis zu
erzielen.
Der CorpusExplorer v2.0 beseitigt viele die-
ser (Einstiegs-)Hürden. Unterschiedlichste Pro-
gramme und Methoden werden unter ei-
ner benutzerfreundlichen Programmoberfläche
kombiniert, die zudem vielfältige Visualisie-
rung/Weiterverarbeitungsmöglichkeiten zur Ver-
fügung stellt (wie auch in den Video-Tutorials von
(Rüdiger 2017) bereits gezeigt wurde). Im Ver-
gleich zu AntConc, TXM und anderen verbreiteten
Tools wird schnell klar, wie stark sich der Corpus-
Explorer an Forschung -und- Lehre orientiert.
Einen Einblick in die Work-
shopinhalte:
Korpora erstellen
Der CorpusExplorer automatisiert den gesam-
ten Erstellungsprozess. Die Möglichkeiten Kor-
pusmaterial zu akquirieren sind vielfältig – PDF,
eBooks, X/HML, Tweets, Blogs, uvm. – lassen sich
einlesen, Text-/Metadaten werden getrennt, der
Text bereinigt (z. B. von unerwünschten HTML/
XML-Tags), abschließend erfolgt eine Annotation
(z. B. durch den TreeTagger, Stanford POS oder
TnT). Vom Rohtext zum analysefertigen Korpus
ist die Nutzer*in nur wenige Mausklicks ent-
fernt. Dies bietet verschiedene Möglichkeiten,
Korpora werden entweder zentral durch Dozen-
t*in/Tutor*in bereitgestellt oder selbst von den
Student*innen aufgebaut. Außerdem besteht die
Möglichkeit, Korpusmaterial im Seminarverlauf
gemeinsam zu pflegen, zu erweitern und auszu-
rollen.
Auswertungen
Im CorpusExplorer stehen über 45 Analysemo-
dule zur Verfügung. Bei einigen davon über-
schneidet sich die Datengrundlage – es wird
erprobbar, wie Visualisierungen in den Rezepti-
onsprozess eingreifen. Am Beispiel der Kookkur-
renzanalyse wird dies besonders deutlich, optisch
unattraktiv weil mächtig und funktional umfang-
reich – die Tabellen-Darstellung zeigt alle Da-
ten auf einmal (filter-/gruppier-/sortierbar). Als
WordCloud (auf Basis der TagCloud-Visualisie-
rung von (Jänicke et al. 2015)) werden Bedeu-
tungen/Schnittmengen einzelner Begriffe schnell
sichtbar. In der Graphen-Darstellung lassen sich
Zusammenhänge explorativ erkunden. Kombi-
niert mit der Auswertung von N-Grammen lassen
sich Sprachgebrauchsmuster schnell identifizie-
ren (welche Teile eines N-Gramms sind signifi-
kante Kookkurrenzpartner?).
Nicht nur Text-Daten lassen sich auswerten, son-
dern auch Meta-Daten, diese werden während
des Erstellprozesses automatisch mit erfasst oder
lassen sich nachträglich manuell erweitern/än-
dern. Im Seminar können unterschiedliche An-
sätze/Haltungen auf diese Weise erprobt werden –
z. B. ob und wie sich die Korpuszusammensetzung
auf das Analyseergebnis auswirkt (Bsp.: ausgewo-
genes Korpus, pragmatischer Ansatz oder „more
data is better data“).
Das Konzept der Schnappschüsse erlaubt die Fil-
terung/Zusammenstellung individueller Teilkor-
pora. Korpusmaterial und Analysen sind durch
Schnappschüsse voneinander isoliert. Neu hin-
zukommendes Material verwirft keine bisheri-
gen Ergebnisse. Aus vielen Analysen lassen sich
Schnappschüsse erstellen, um konkreten For-
schungsfragen nachzugehen – Es können indivi-
duelle Filter auf Text-, Meta- und Korpus-Ebene
getroffen werden oder der CorpusExplorer kann
anhand von Vorgaben mehrere Teilkorpora auf
einmal erstellen (z. B. jeder Autor/Verlag isoliert –
Datums/Zeitabschnitte, etc.). Letztlich lassen sich
Schnappschüsse durch Mengenoperatoren kom-
binieren.
Schnappschüsse erlauben es, das gegenwärtige
Forschungsinteresse zu lenken und gezielt durch
große Korpusmengen zu navigieren. Gegenwärtig
stehen sich corpus-driven und corpus-based An-
sätze sowie close- und distant-reading gegenüber.
Da Ansätze beider Denkrichtungen in diesem Pro-
gramm vereint sind, erlaubt der CorpusExplorer
nicht nur einen schnellen Perspektivwechsel son-
dern schafft neue Möglichkeiten des Arbeitens.
Transparenz & Anbindung an andere
Programme / Programmiersprachen
Ein wesentliches Teil des OpenSource-Gedan-
kens im CorpusExplorers ist: Transparenz – Nicht
nur, dass sich viele Formate verarbeiten lassen,
auch der Prozess lässt sich ohne viel Aufwand ve-
rifizieren (Generator zur Erzeugung von Dummy-
Korpora für die Prozessvalidierung) und alle Ana-
lyseergebnisse lassen sich exportieren (inkl. ei-
ner Konvertierung des CorpusExplorer-Formats
in andere XML/JSON-Formate). Aus dieser, an-
fänglich als Möglichkeit gedachten Funktion, ent-
standen zwei Möglichkeiten für fortgeschrittene
29
Digital Humanities im deutschsprachigen Raum 2018
Nutzer*innen. Das HTML5-Labor erlaubt es, Da-
ten/Analysen direkt im CorpusExplorer mittels
HTML5, JavaScript und CSS zu visualisieren (Syn-
tax-Editor inkl. HTML5 Rendering-Engine auf Ba-
sis von Chromium stehen bereit). Die zweite Mög-
lichkeit erlaubt den kompletten Verzicht auf die
Programmoberfläche. Mittels R, Kommandozeile
oder anderer Programmiersprachen kann auf
den CorpusExplorer zugegriffen werden. Der Cor-
pusExplorer ist keine Ultima Ratio – er kann aber
helfen, einen schnelleren Einstieg in die Korpus-
linguistik zu finden und erleichtert selbst in fort-
geschrittenen Szenarien die Arbeit.
Wie im Seminar einbinden
Ein didaktisches Konzept wird im Rahmen die-
ses Workshops nicht vorgestellt. Aus der Praxiser-
fahrung heraus werden einige Beispiele erfolgen,
wie man diese Software bereits im Bachelor-Stu-
dium einsetzen kann. Zum Beispiel wie die von
(Bubenhofer 2011) angesprochene Problematik
„[…] die Studierenden überhaupt dazu zu motivie-
ren, korpuslinguistisch, also empirisch zu arbei-
ten.“ durchbrochen werden kann. Dies gelingt im
Wesentlichen dadurch, dass die Studenten bereits
in der ersten Seminarsitzung aktiv arbeiten kön-
nen und erkennen, welchen Mehrwert und Spaß
empirisches Arbeiten bietet.
Workshopverlauf
Im Workshop wechseln sich vier Sozialformen
in unterschiedlicher Reihung ab. In den Vor-
trags-/Frontal-Sequenzen werden die wesentli-
chen Funktionen und deren Hintergründe erklärt
– z. B. wie werden N-Gramme ausgezählt? In Live-
Demonstrationen wird die konkrete Anwendung
gezeigt – Was muss eingestellt / ausgewählt / ange-
klickt werden, um ein Ergebnis zu erreichen? Da-
bei können die Teilnehmer*innen das Gezeigte an
ihrem Rechner nachverfolgen. Außerdem erfolgt
eine eigene Erprobungsphase – hier probieren die
Teilnehmer*innen selbständig eigene Parameter
aus und durchforsten das Korpusmaterial auf ei-
gene Faust. Abschließend wird alles innerhalb der
Workshopgruppe diskutiert. Für den Workshop
werden unterschiedliche Korpustypen zur Verfü-
gung gestellt, eigenes Korpusmaterial kann ggf. in
der Erprobungsphase getestet werden.
Voraussetzungen
Im Idealfall würde ein PC-Poolraum mit Win-
dows-Rechnern ab Windows 7 inkl. Beamer zur
Verfügung gestellt, auf dem der CorpusExplorer
bereits vorinstalliert ist. Ggf. könnten die Teil-
nehmer*innen die Software auch selbst instal-
lieren (für die Installation sind keine Adminis-
tratoren-Rechte notwendig). Falls kein geeigneter
Poolraum zur Verfügung stehen sollte, wäre ein
Seminarraum mit Internetzugang, Beamer und
ausreichenden Steckdosen für die Teilnehmer*in-
nen notwendig. Die Teilnehmer*innen könn-
ten ihren eigenen Windows-Rechner mitbringen.
Teilnehmer*innen mit Linux/MacOS Notebook
sollten sich zuvor melden, damit eine Virtualisie-
rungslösung bereitgestellt werden kann.
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Diese Erfahrung teilen sicher viele: Bei der Su-
che nach einer bestimmten Abbildung, zum Bei-
spiel nach einem Foto eines Gebäudes, konsul-
tiert man verschiedene Online-Plattformen, doch
entweder werden gar keine Treffer ausgegeben
oder aber man erhält eine unüberschaubare Flut
an Ergebnissen, die leider oftmals nicht relevant
für das eigene Suchanliegen sind. So kann die
gewünschte Arbeitserleichterung durch digitale
Mittel leider fast schon hinderlich wirken.
Der Workshop setzt drei Schwerpunkte: Ers-
tens werden im Rahmen einer Podiumsdiskussion
die Experten der Bildrepositorien, so von Prome-
theus, der Deutschen Fotothek und der UB Hei-
delberg, mit einem tiefgreifenden Austausch in
das Programm starten. Daraufhin sollen die Teil-
nehmer für den Umgang mit Bildrepositorien sen-
sibilisiert, Suchstrategien in den Fokus gestellt
und Kompetenzen in diesem Bereich vertieft wer-
den. Hierbei werden vor allem diejenigen, die
mit solchen Quellenbeständen arbeiten, mit ihren
Erfahrungen und Wünschen zu Wort kommen.
Schließlich soll ein komplementärer Lösungsan-
satz vorgestellt und kritisch durch die Teilnehmer
geprüft werden.
Der Workshop richtet sich vorrangig an Kunst-
und Architekturhistoriker, Nutzer und Anbieter
von Bild- und Fotoarchiven sowie digital huma-
nists im Bereich Bild.
Problemaufriss
Gerade vor dem Hintergrund, dass immer mehr
historische Bestände an Bild- und Planmaterial di-
gitalisiert und in Online-Repositorien der Öffent-
lichkeit zur Verfügung gestellt werden, stellt sich
das Problem, dass sich die Suche vor allem nach
ortsbezogenen Bildquellen stetig verkompliziert
(Bauer 2015). Bei der Arbeit mit diesem Material
ist eine hohe Kompetenz im Umgang mit Schlag-
wörtern erforderlich; es muss ergo die Erschlie-
ßung des dargestellten Gegenstandes anhand von
Wörtern sowie gegebenenfalls ein sinnvoller Ein-
satz von etwaig vorhandenen Filtern beherrscht
werden – andernfalls wird eine solche Recherche
unter Umständen ineffizient und wenig zielfüh-
rend bleiben (Beaudoin und Brady 2011; Kohle
2013: 15-62; Kamposiori 2012).
Im Rahmen des Workshops soll ein erweiter-
ter Ansatz, der die Erschließung umfangreicher
historischer Bildbestände mit örtlicher Gebun-
denheit unterstützen kann, vorgestellt und ge-
testet werden. Hiernach bildet die schlagwortge-
bundene Suche nur einen ergänzenden Aspekt,
während die Quellen deutlich in den Vordergrund
treten. Die Idee basiert auf einer Verortung der
Fotografien innerhalb eines vierdimensionalen
Modells, so dass die topographische Lage inner-
halb einer Stadt den Aufhängungspunkt für die
dazugehörigen Quellen bildet und die Zeit als
zusätzliche Komponente hinzutritt, um Verände-
rungen gerecht zu werden.
Forschungsstand & Projekt-
skizze
Eine automatische Bildersuche auf Grundlage
von bestimmten Bildmerkmalen erweitert hier-
bei die schlagwortgebundene Suche (Jégou et al.,
2010). Möglicherweise können auch Bildersuchen
mit neuronalen Netzwerken klassische Suchan-
fragen unterstützen (Wan et al., 2014). Mit ma-
nueller Verortung beziehungsweise an einzelnen
Objekten existieren bereits dreidimensionale und
vierdimensionale Ansätze (Schindler & Dellaert
2012, Agarwal et al. 2009, Bitelli et al. 2017).
Der hinzutretende Ansatz ist hingegen der Ver-
such, historische Bilder aus einer Datenbank mög-
lichst automatisch zu verorten. Nach einer Aus-
wahl von geeignetem Bildmaterial werden die
Bilder mittels eines zweistufigen Verfahrens in ei-
nem dreidimensionalen Modell lokalisiert. Zuerst
werden die Fotografien über spezifische Merk-
male relativ zueinander orientiert, so dass Ge-
bäudeteile, die mehreren Bildern gemein sind,
perspektivisch korreliert werden können. An-
schließend erfolgt die absolute Verortung über
aktuelle 3D-Modelle in einem Stadtmodell (Vietze
et al. 2017). Für Gebäude mit genügend Bildma-
terial ist es sogar möglich, historische dreidimen-
sionale Modelle mittels Structure-from-Motion zu
erstellen, so dass in mehreren Zeitschnitten eine
tatsächliche Vierdimensionalität erreicht wird.
Aus dem beschriebenen Modell heraus soll die
eigentliche Mediensuche geschehen. Es existie-
ren bereits einige Lösungen, die auf Basis einer
räumlichen Suche funktionieren, zum Beispiel
www.historypin.org oder www.phillyhistory.org.
Diese greifen auf Google Maps oder OpenStreet-
Map und damit auf aktuelles Kartenmaterial zu-
rück. Dadurch ist nur eine zweidimensionale
räumliche Suche innerhalb der jetzigen Bausitua-
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tion möglich. Zudem richtet sich diese Anwen-
dung nicht an Fachleute, die sie im Sinne eines
wissenschaftlichen Medienrepositoriums benut-
zen. Über diesen Stand soll hiermit hinausgegan-
gen werden.
Durch einen Abgleich mit einem dreidimen-
sionalen Modell der Stadt können Bilder aus
Medienrepositorien direkt Objekten im Stadtbild
zugeordnet werden, was einerseits ein objektba-
siertes Durchsuchen des gesamten Repositoriums
innerhalb eines 4D-Bowsers ermöglicht. Anderer-
seits erleichtert ein historisches 3D-Stadtmodell
darüber hinaus die Orientierung im damaligen
Stadtbild, unter anderem durch die Abbildung
der gesamten Situation und die klare Markie-
rung des Standpunkts des Fotografen (Schindler
& Dellaert 2012). Erweitert durch geeignete Ana-
lysewerkzeuge kann die Arbeit von Kunsthisto-
rikern und Bildwissenschaftlern unterstützt wer-
den (Bruschke et. al 2017).
Aufbauend auf diesen Überlegungen wird der-
zeit ein Prototyp erarbeitet. Es handelt sich da-
bei um eine Webanwendung, die in einem moder-
nen, HTML5/WebGL-fähigen Browser läuft. Einen
Großteil des Seitenaufbaus nimmt der 3D-View-
port ein, in dem ein (derzeit noch aktuelles) 3D-
Stadtmodell zusammen mit den bereits verorte-
ten Bildern angezeigt wird und in dem navigiert
werden kann. Über eine Suchleiste können die
Bilder mittels Schlagwörtern eingegrenzt werden.
Alternativ ist dies über eine facettierte Suche für
ausgewählte Metadaten möglich. Eine weitere Fil-
terung erfolgt über die Auswahl der Gebäude im
3D-Viewport. Neben den 3D-Repräsentation im
Viewport werden die gefunden Bilder auch als
klassische Ergebnisliste mit Thumbnails präsen-
tiert. Für jedes Bild kann eine Detailansicht geöff-
net werden, um alle Metadaten und das Bild im
Detail zu betrachten. Diese Anwendung soll hier-
mit zur Diskussion gestellt werden.
Programmplanung
Der Workshop wird sich nicht allein auf die kri-
tische Betrachtung des vorgeschlagenen Ansatzes
konzentrieren, sondern ebenso Suchstrategien in-
nerhalb von Online-Plattformen vermitteln und
Defizite sowie gelungene Lösungen seitens beste-
hender Repositorien eruieren. Daher wird es ein
mehrteiliges Programm geben.
Begonnen wird mit entsprechenden Impulsvor-
trägen, die in den Problemkreis einführen. Es
schließt sich eine Podiumsdiskussion mit Vertre-
tern namhafter Bildrepositorien an; so werden
Prometheus mit Prof. Holger Simon, die Deutsche
Fotothek mit Marc Rohrmüller und die UB Heidel-
berg mit Dr. Maria Effinger vertreten sein.
In einem nächsten Durchgang soll ein Ver-
gleich zwischen bereits existierenden Reposito-
rien durch die Nutzer gezogen werden, in dem
Charakteristika, Vorteile und ggf. Verbesserungs-
potential eruiert werden. Auf diese Weise kön-
nen verschiedene Suchstrategien vermittelt und
erprobt werden, mit denen in vorhandenen Repo-
sitorien effizient Resultate erzielt werden können.
Daraufhin soll die seitens der ausrichtenden
Gruppe die Testversion des 4D-Browsers als Platt-
form vorgestellt werden, um den erreichten Stand
zu präsentieren und eine Einweisung in die Funk-
tionsweise zu geben. Schließlich werden die Teil-
nehmer aktiv involviert, indem sie verschiedene
Aufgaben in kleinen Gruppen von fünf bis sechs
Personen bearbeiten, die der tatsächlichen kunst-
historischen Tätigkeit entlehnt sind.
Zu Beginn soll die Funktion zum Einbinden von
Quellen kritisch getestet werden, sowohl im Hin-
blick auf räumliche als auch auf zeitliche Aspekte.
Welche Features sind für Architekturhistoriker
besonders nutzbringend? Wo werden Probleme
gesehen?
Daraufhin wird die eigentliche Suche erprobt,
indem einerseits eine von Metadaten dominierte
Suche mit einer rein ortsbasierten Suche vergli-
chen wird. Wie zufriedenstellend sind die Resul-
tate? Wo ergänzen sich beide sinnvoll?
Als nächster Fall sollen Baustrukturen vergli-
chen werden, etwa der Vorkriegszustand eines
Bauwerks mit der Fassung der späteren Rekon-
struktion. Welche Funktionen sind hier beson-
ders wünschenswert, etwa Überblenden, Markie-
rungen, Lineale?
Eine vierte Aufgabe ist den digital humanities
entlehnt und wird sich mit der Anzahl der Bil-
der beschäftigen, und mittels eines numerisches
Verfahren nach der ikonischen Strahlkraft eines
Bauwerks oder einer besonderen Ansicht fragen.
Welche Ansicht hat besondere Aufmerksamkeit
erfahren? Wird dieses Tool auch zur Erfassung
von eher komplexen Auswertungsaufgaben die-
ser Art als geeignet empfunden?
Der Workshop wird im Rahmen einer gemeinsa-
men Präsentation der Erfahrungen zur Ergebnis-
sicherung vornehmen.
Ausblick
Der Workshop soll zur Sensibilisierung von Nut-
zern und auch Entwicklern von Bildrepositorien
beitragen, indem sich beide Gruppen aktiv in die
Veranstaltung einbringen können und sollen. So
wird neben einer Kompetenzvermittlung auch
die Entwicklung neuer Suchstrategien im Fokus
stehen, um die Nutzbarkeit von Medienreposito-
rien zu erleichtern beziehungsweise einen Dialog
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über zukünftige Möglichkeiten des Einsatzes sol-
cher Plattformen anzusteuern. Somit werden so-
wohl bestehende Angebote als auch der ergän-
zende geotemporale Ansatz vorangebracht.
Infos
Max. 30 Teilnehmer. Bitte bringen Sie Ihre eige-
nen Laptops oder Tablets mit, möglichst mit Login
in eduroam.
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Digitale
Sammlungserschließung









Die systematische Erfassung und wissenschaft-
liche Erschließung einer Sammlung sind grund-
legende Voraussetzungen, um ihr wissenschaftli-
ches Potential sichtbar zu machen. Häufig aber
fehlen Software-Lösungen und Know-How für
eine flächendeckende Digitalisierung und On-
line-Präsenz.
Dieser Workshop führt anhand praktischer Bei-
spiele in die digitale Sammlungsarbeit mit WissKI
und in die Modellierung mit dem CIDOC Concep-
tual Reference Model (CRM) ein. Durch die prakti-
sche Arbeit lernen die Teilnehmer die im Projekt
„Objekte im Netz" bereitgestellte Modellierung so-
wie die Konfiguration der Virtuellen Forschungs-




Neben Museen beherbergen auch Universitäten
einen großen Schatz an Sammlungen, die der Wis-
senschaftsrat 2011 „als wertvolle Infrastruktur
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für [...] Forschung” mit „beachtliche[m] wissen-
schaftliche[n] Potential” identifiziert hat. 1 Allein
in Deutschland existieren rund 1000 Sammlun-
gen an über 80 Universitäten. 2 Zwar sind darun-
ter auch renommierte Sammlungen, doch leidet
das Gros an unzureichender Erschließung, Sicht-
barkeit, Betreuung, Pflege oder Unterbringung.
3 Auch bei der Digitalisierung gibt es enormen
Aufholbedarf: Lediglich ein Drittel der Samm-
lungen sind digital zugänglich. Grund dafür sind
u.a. auch das Fehlen von Software-Lösungen und
Know-how für eine flächendeckende Digitalisie-
rung und Online-Präsenz.
Seit einigen Jahren gibt es vermehrt Anstren-
gungen, universitäre Sammlungen aus ihrem
Dornröschenschlaf zu wecken und sie zu ei-
ner wichtigen Ergänzung objektgebundener For-
schung und Lehre weiter zu entwickeln. Dies
drückt sich unter anderem in deutschlandwei-
ten Förderprogrammen aus, wie etwa der „Alli-
anz für universitäre Sammlungen” des Bundesmi-
nisteriums für Bildung und Forschung. Das darin
geförderte Projekt „Objekte im Netz” 4 konzen-
triert sich auf die Digitalisierung universitärer
Sammlungen und entwickelt in einer Koopera-
tion zwischen der Friedrich-Alexander-Universi-
tät Erlangen-Nürnberg (FAU) und dem Germa-
nischen Nationalmuseum Nürnberg (GNM) eine
gemeinsame Erschließungs- und Digitalisierungs-
strategie für die Sammlungen der FAU, um die
wissenschaftliche Nutzbarkeit der reichhaltigen
Bestände zu verbessern.
Im Fokus stehen jedoch nicht einzelne Samm-
lungen oder Fachbereiche, sondern die Be-
reitstellung von Software-Werkzeugen und Lö-
sungswegen, um die digitale Erschließung und
Verfügbarkeit an breiter Front voranzutreiben.
Die über 20 Sammlungen der FAU bilden dabei
eine äußerst heterogene Entwicklungs- und Test-
landschaft, um Lösungen zu erarbeiten, die über
die FAU hinaus anwendbar sind. Die nötige Gene-
rizität der Ansätze und die Nachhaltigkeit sind da-
her zentrale Herausforderungen, wobei bei letzte-
rem die langfristige Interpretierbarkeit der Daten
im Blickpunkt des Projekts steht. Daneben müs-
sen die meist knappen personellen und finanziel-
len Mittel berücksichtigt werden.
Als besonders geeignet zur Umsetzung der Ziele
erscheinen auf technischer Seite Lösungen, die
unter freien Lizenzen (Open Source) zur Verfü-
gung stehen und die Ideen des Semantic Web
implementieren: Flexible Wissensnetze mit klar
definierter Semantik, die weltweit – und damit
auch sammlungsübergreifend – verknüpft wer-
den können. Das Projekt erweitert daher die
virtuelle Forschungs- und Dokumentationsum-
gebung WissKI 5 zu einem Werkzeug für die
digitale Sammlungserschließung und stellt auf
verschiedene Sammlungsbereiche abgestimmte
Konfigurationen der Software sowie Leitfäden
zur Verfügung. Für die standardisierte semanti-
sche Auszeichnung der Daten kommt das CIDOC
Conceptual Reference Model (CRM) zum Einsatz.
Aufgrund einer erfolgreichen Pilotstudie kann
das Projekt bereits auf erste Ergebnisse verwei-
sen. Im Rahmen des Workshops wird die bereits
publizierte generische Konfiguration vorgestellt
und von den Teilnehmern angewandt.
Die Werkzeuge - WissKI und
CIDOC CRM
Semantische Technologien - im Speziellen Se-
mantic Web und Linked Open Data - erfreuen
sich zunehmender Beliebtheit in den Digital Hu-
manities. Für objektbasierte Forschung bieten die
flexible, netzwerkartige Grundstruktur des Re-
source Description Framework (RDF) und dar-
auf aufbauende Formate ein adäquates Mittel zur
Repräsentation, Verwaltung und Publikation von
(Meta-)Daten. Zahlreiche VFUs unterstützen das
Erstellen von komplexen Wissensnetzen und de-
ren Export in Tripelformaten. Wichtige Normda-
teien und Thesauri stehen als Linked Open Data
zur Verfügung. Ontologien wie das CIDOC CRM
bilden das semantische Rückgrat dieses Ansatzes
und garantieren ein Mindestmaß an Interopera-
bilität und Datenaustausch, das über das klas-
sische Verlinken von Web-Dokumenten hinaus-
geht.
Wenngleich die Nutzung semantischer Techno-
logien zunimmt, stellt der praktische Einsatz un-
erfahrene oder wenig technikaffine Nutzer meist
vor große Herausforderungen. Dies gilt weniger
für die Beherrschung bestimmter Formate und
Werkzeuge als vielmehr für die semantische Mo-
dellierung der Daten, d.h. die Erstellung von und
den richtigen Umgang mit Ontologien. Da hier-
bei die Bedeutung der Daten formalisiert nieder-
gelegt wird, ist mitunter ein gehöriges Maß an
Wissen über einen Anwendungs-/Fachbereich er-
forderlich, um Modellierungsfehler zu vermeiden
und so eine spätere korrekte Interpretation zu ge-
währleisten. Insbesondere das CIDOC CRM 6, das
eine Top-Level-Ontologie für die Dokumentation
kulturellen Erbes darstellt, steht immer wieder in
der Kritik, für Einsteiger zu komplex zu sein.
Die virtuelle Forschungs- und Dokumentations-
umgebung WissKI nimmt sich dieser Herausfor-
derung an. Die browserbasierte Software ist das
Produkt aus zwei DFG-geförderten Projekten und
entstand aus Anforderungen an die kooperative
Forschung in Museen bzw. im Bereich des Kul-
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turerbes und seiner Dokumentation im digitalen
Medium. Zentraler Fokus von WissKI ist das ver-
netzte Arbeiten auf Basis semantischer Tiefener-
schließung von Forschungsdaten. Eine Schlüssel-
rolle kommt hierbei dem CIDOC CRM zu, das um
projektspezifische Anwendungsontologien erwei-
tert werden kann.
Aus Nutzersicht ist das System an die tradier-
ten Formen der Datenakquise und -präsentation
angelehnt. Die Daten werden jedoch semantisch
aufbereitet und nativ als RDF mitsamt Ontolo-
gie-Konstrukten gespeichert. Dem Nutzer werden
so die Vorteile von Linked Open Data und Se-
mantic Web zugänglich, ohne dass dieser sich mit
technischen und ontologischen Details auseinan-
dersetzen muss. Kern dieses Ansatzes ist eine Ab-
bildung zwischen den tradierten, meist daten-
satz-basierten, tabellarischen Darstellungen und
der graphbasierten Wissensrepräsentation, die
die ontologiegestützte, formale Semantik der ver-
wendeten Datenfelder beinhaltet. Diese Abbil-
dung wird von einem inhaltlichen Administrator
festgelegt und ist für die Nutzer standardmäßig
nicht sichtbar. Die formale Semantik muss also
nicht verstanden werden, um das System effek-
tiv zu nutzen. Abbildungen oder Teile davon kön-
nen zwischen verschiedenen Systemen wieder-
verwendet und erweitert werden, so dass sich
Best-Practice-Modellierungen herausbilden.
Die Open-Source-Lizenzierung aller in diesem
Workshop verwendeten Werkzeuge und Stan-
dards ist ein wichtiger Aspekt. Die kostenfreie
Nutzung trägt zum einen der häufig angespann-
ten finanziellen Situation universitärer Samm-
lungen Rechnung und ist zum anderen Be-
standteil des partizipativen Konzepts: Anwender
können die Materialien nutzen, sie an ihre Be-
dürfnisse anpassen und wiederum der Commu-
nity zur Verfügung stellen.
Zielgruppe sowie Inhalt und
Ziele des Workshops
Der Workshop richtet sich an alle, die mit Samm-
lungsobjekten oder mit Objekten des kulturellen
Erbes im Allgemeinen arbeiten und diese digi-
tal dokumentieren oder erschließen. Auch spricht
der Workshop interessierte Wissenschaftler an,
die Objekte standardisiert dokumentieren und
ihre Metadaten semantisch aufbereiten möchten.
Es werden von den Teilnehmern keine Vorkennt-
nisse für die VFU WissKI oder das CIDOC CRM vor-
ausgesetzt.
Der Workshop zeigt anhand praktischer Bei-
spiele, wie Erfassungsschemata und -modi aus
der universitären Sammlungslandschaft mithilfe
der Referenzontologie CIDOC CRM und der VFU
WissKI auf Objekte universitärer Sammlungen
bzw. des kulturellen Erbes im Allgemeinen umge-
setzt werden können.
Während des Workshops arbeiten die Teilneh-
mer mit ihrem eigenen WissKI-System, wahl-
weise einzeln oder in Kleingruppen. Dabei stehen
weniger die informationstechnischen Details der
Werkzeuge im Vordergrund. Vielmehr werden
die nötigen Schritte bis zum effektiv einsetzbaren
System vermittelt und durchgeführt. Angefangen
bei der Installation und einigen grundlegenden
Funktionalitäten, binden die Teilnehmer die vom
Projekt „Objekte im Netz” angebotene Konfigura-
tion zur Sammlungserschließung in WissKI ein
und erhalten somit ein einsetzbares System mit
standardisierten Eingabe- und Anzeigemöglich-
keiten. Darauf aufbauend werden Möglichkeiten
der einfachen Anpassung der semantischen Mo-
dellierung aufgezeigt und selbständig geübt. Das
Erfassen von (selbst mitgebrachten) Datensätzen
rundet die praktische Einführung ab.
Neben einer allgemeinen Einführung in das Ar-
beiten mit WissKI und der semantischen Doku-
mentation von Daten sind die Teilnehmer nach
dem Workshop in der Lage, einfache Erfassungs-
masken zu modellieren, Daten mit WissKI zu er-
fassen und zu recherchieren.
Kurzbiographien
Martin Scholz ist einer der Hauptentwick-
ler der Virtuellen Forschungsumgebung WissKI.
Er studierte Informatik und Sinologie an der
Friedrich-Alexander-Universität Erlangen-Nürn-
berg. Nach seinem Diplom 2008 arbeitete
er für die Arbeitsgemeinschaft Digital Huma-
nities der FAU für das DFG-geförderte Pro-
jekt “Wissenschaftliche KommunikationsInfra-
struktur” (WissKI). Seit 2017 engagiert er sich
für die Digitalisierung der Sammlungen der FAU
im Rahmen des BMBF-geförderten Projekts “Ob-
jekte im Netz”. Seine Forschungsinteressen liegen
in den Digital Humanities, insbesondere in den
Bereichen Wissensrepräsentation, Semantic Web
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Sarah Wagner ist Kunsthistorikerin und arbei-
tet seit 2012 in der Abteilung für Kulturinformatik
am Germanischen Nationalmuseum Nürnberg.
Sie studierte Kunstgeschichte und Museumsar-
beit in Bamberg, Erlangen und Leiden (NL) und
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betreut seit 2014 verschiedene Forschungspro-
jekte, die mit WissKI arbeiten. Aktuell ist sie für
das BMBF-geförderte Kooperationsprojekt “Ob-
jekte im Netz” tätig und vertritt dort die Seite des
Museums. Ihre Forschungsschwerpunkte liegen




Kornmarkt 1, 90402 Nürnberg
s.wagner@gnm.de
Fußnoten
1. Vgl. „Empfehlungen zu wissenschaftlichen
Sammlungen als Forschungsinfrastrukturen”,
Verfügbar unter: https://www.wissenschaftsra-
t.de/download/archiv/10464-11.pdf ) [letzter Zu-
griff: 10. Januar 2018]
2. Kennzahlen zu den folgenden Aussagen sind
verfügbar unter: https://portal.wissenschaftli-
che-sammlungen.de/kennzahlen / [letzter Zu-
griff: 10. Januar 2018]
3. siehe Fußnote 1
4. Das Projekt wird vom Bundesministerium für
Bildung und Forschung von 2017 bis 2020 im
Rahmen der Förderlinie „Vernetzen - Erschlie-
ßen - Forschen. Allianz für universitäre Samm-
lungen” gefördert. Mehr Informationen unter
URL: http://objekte-im-netz.fau.de/ [letzter Zu-
griff: 10. Januar 2018]
5. WissKI (=„Wissenschaftliche Kommunikations-
Infrastruktur, URL: [letzter Zugriff: 10. Januar
2018]) basiert auf dem Open-Source Content Ma-
nagement System Drupal (URL: [letzter Zugriff:
10. Januar 2018]) und wurde in Zusammenarbeit
zwischen dem Germanischen Nationalmuseum,
Nürnberg, dem Zoologischen Forschungsmu-
seum Alexander Koenig, Bonn und der Fried-
rich-Alexander- Universität Erlangen-Nürnberg
entwickelt.
6. Das CIDOC CRM wurde vom International
Committee for Documentation als Teil des Inter-
national Council of Museums (ICOM) als formale
Referenzontologie erarbeitet und ist seit 2006 als
ISO Norm (ISO 21127) anerkannt. In der „Erlan-
gen CRM“ (URL: http://erlangen-crm.org/ [letz-
ter Zugriff: 10. Januar 2018]) auf Basis der Web
Ontology Language (OWL) liegt eine maschi-
nenlesbare Version vor. Weitere Informationen
zum CIDOC CRM unter URL: http://cidoc-crm.org/
[letzter Zugriff: 10. Januar 2018].
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The Use of Distributional Mo-
dels in the Digital Humanities
In recent years, the Digital Humanities have wit-
nessed the steadily growing popularity of mo-
dels from distributional semantics which can be
used to model the meaning of documents and
words in large digital text collections. Well-known
examples of influential distributional models in-
clude Latent Dirichlet Allocation for topic mo-
delling (Blei et al.) or Word2vec for estimating
word vectors (Mikolov et al. 2013). Such distri-
butional models have recently gained much pro-
minence in the fields of Natural Language Pro-
cessing and, more recently, Deep Representation
Learning (Manning 2016). Humanities data is
typically sparse and distributional models help
scholars obtain smoother estimations of them.
Whereas, for instance, words are conventionally
encoded as binary ‘one-hot vectors’ in digital text
analysis, embedding techniques from distributio-
nal semantics allow scholars to obtain dense, yet
rich representations of vocabularies. These em-
bedded representations are known to capture
all sorts of valuable relationships between data
points, although embedding techniques are typi-
cally trained using unsupervised objectives and
require relatively little parameter tuning from
scholars. Inspiring applications of this emergent
technology in DH have ranged from more techni-
cal work in cultural studies at large (Bamman et
al. 2014), case studies in literary history (Mimno
2012; Schoech 2017) or valuable DH-oriented web
apps, such as ShiCo (Martinez-Ortiz et al. 2016).
The availability of high-quality implementations
in the public domain, in software suites as gensim,
word2vec, or mallet etc. has greatly added these
methods’ popularity.
In spite of their huge potential for Digital Hu-
manities, multiple aspects of their application still
remain untapped. Unsupervised models such as
Word2vec, for instance, are notoriously hard to
evaluate directly – often researchers have to re-
sort to indirect evaluations in this respect. This
renders it intriguing to which extent the out-
put of distributional models should play a de-
cisive role in hermeneutical debates or controver-
sies in the Humanities. With other techniques for
Distant Reading, distributional models moreover
share the drawback that they typically only yield
a single reading  for a particular corpus so that
for example the polysemy of a word isn’t rende-
red adequately. Interesting progress into repre-
senting the complex variability of meaning has
been achieved, for example on the level of dia-
chronic word embeddings, where convincing at-
tempts have been made to allow for semantic
shifts in an individual word’s meaning (Hamil-
ton et al. 2016). Likewise, critical studies have re-
vealed how tightly distributional models repro-
duce cultural biases with respect to gender and
race (Bolukbasi et al. 2016), which calls for a de-
bate about the ethical aspects of the matter. Like-
wise, it deserves emphasis how distributional mo-
dels depend on large datasets and typically yield
poor estimates for more restrictive data collec-
tions. This might help explain why word embed-
dings so far have not that many applications in
fields like stylometry, that mostly work with rela-
tively small corpora.
The DARIAH working group on Text and Data
Analytics (@dariahtdawg), in collaboration with
the FWO-sponsored scientific community Digital
Humanities Flanders (DHuF) proposes to collo-
cate a one-day workshop with the 2018 DHd con-
ference in Cologne. The workshop aims to bring
together ca. 10-12 practitioners from the Digital
Humanities to present and discuss recent advan-
ces in the field, through 30-minute presentations
on focused case studies, including work-in-pro-
gress or theoretical contributions. Additionally,
the workshop aims to reach an audience of non-
presenting participants who take an active inte-
rest in distributional models and who are plan-
ning to apply distributional models to their own
data in the near future. We aim to bring together
a diverse group of both junior and senior stake-
holders in this nascent subfield of DH. The goal of
the workshop is to identify the state of the art in
the field, identify common challenges and share
recommendations for a best practice. Special at-
tention will be given to the (both hermeneutic and
quantitative) evaluation of distributional models
in the context of Humanities research, which re-
mains a challenging issue. The workshop is open
to scholars from all backgrounds with an inte-
rest in semantic representation learning and en-
courages submissions that deal with under-rese-
arched resource-scarce and/or historic languages.
Abstracts (between 250 and 300 words, not inclu-
ding references) can be submitted to mike.keste-
mont@uantwerp.be. The workshop also explicitly
welcomes submissions presenting previously pu-
blished research which is of interest to the DH
community (although this work should not over-
lap strongly with work presented at the main con-
ference).
Topics which seem of special interest to the DH
community nowadays include, but are not limited
to:
•   the general use of distributional semantics in
DH (such as topic modelling and word embed-
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dings), but also more specific case studies, in-
cluding work in progress;
•   the diachronic study of cultural phenomena
via distributed methods;
•   the evaluation of distributional models, both
from an empiric and hermeneutic perspective;
•   modelling the role and behaviour of (indivi-
dual) readers or reading communities;
•   …
In terms of technical requirements, the work-
shop would need a beamer to project from a lap-
top.
As keynote speaker, we have found David Bam-
man (University of California, Berkeley) willing
to join our workshop and give a plenary lecture.
Bamman is an authority in the field and will cer-
tainly increase the attractiveness of the workshop
to potential participants.
Convenors




Fotis holds the chair for literary computing in
the department of German studies at the Univer-
sity of Würzburg. In the last years, the main focus
of his work is the computational analysis of larger
collections of literature, especially narrative texts.
He is interested in developing new research me-
thods for this new subfield of literary studies, but
also in new applications for established methods
and also in a better understanding, why success-
ful algorithms in this field work.




Mike is a tenure track research professor in the
department of Literature the University of Ant-
werp. He specializes in computational text analy-
sis for the Humanities, in particular stylometry or
computational stylistics. He has published on the
topic of authorship attribution in various fields,
such as Classics or medieval European literature.
Mike actively engages in the debate surrounding
the Digital Humanities and attempts to merge me-
thods from Artificial Intelligence with traditional
scholarship in the Humanities. He recently took
up an interest in so-called ‘deep’ representation
learning using neural networks.
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Einleitung
Das Ziel dieses Tutorials ist es, den Teilneh-
merinnen und Teilnehmern konkrete und prak-
tische Einblicke in einen Standardfall automa-
tischer Textanalyse zu geben. Am Beispiel der
automatischen Erkennung von Entitätenreferen-
zen gehen wir auf allgemeine Annahmen, Ver-
fahrensweisen und methodische Standards bei
maschinellen Lernverfahren ein. Die Teilnehme-
rinnen und Teilnehmer können beim Bearbei-
ten von lauffähigem Programmiercode den Ent-
scheidungsraum solcher Verfahren ausleuchten
und austesten. Es werden dabei keinerlei Vor-
kenntnisse zu maschinellem Lernen oder Pro-
grammierkenntnisse vorausgesetzt.
Es gibt keinen Grund, den Ergebnissen von ma-
schinellen Lernverfahren im Allgemeinen und
NLP-Tools im Besonderen blind zu vertrauen.
Durch die konkreten Einblicke in den "Maschi-
nenraum" von maschinellen Lernverfahren wird
den Teilnehmenden ermöglicht, das Potenzial
und die Grenzen statistischer Textanalysewerk-
zeuge realistischer einzuschätzen. Mittelfristig
hoffen wir dadurch, den immer wieder auftre-
tenden Frustrationen beim Einsatz automatischer
Verfahren für die Textanalyse und deren teil-
weise wenig zufriedenstellender Ergebnis-Daten
zu begegnen, aber auch die Nutzung und Inter-
pretation der Ergebnisse von maschinellen Lern-
verfahren (d.h. in erster Linie von automatisch
erzeugten Annotationen) zu fördern. Zu deren
adäquater Nutzung, etwa in hermeneutischen
Interpretationsschritten, ist der Einblick in die
Funktionsweise der maschinellen Methoden un-
erlässlich. Insbesondere ist die Art und Herkunft
der Trainingsdaten für die Qualität der maschi-
nell produzierten Daten von Bedeutung, wie wir
im Tutorial deutlich machen werden.
Neben einem Python-Programm für die auto-
matische Annotierung von Entitätenreferenzen,
mit und an dem während des Tutorials gearbei-
tet werden wird, stellen wir ein heterogenes, ma-
nuell annotiertes Korpus sowie die Routinen zur
Evaluation und zum Vergleich von Annotationen
zu Verfügung. Das Korpus enthält Entitätenrefe-
renzen, die im "Center for Reflected Text Ana-
lytics" (CRETA) 1 in den letzten zwei Jahren an-
notiert wurden, und deckt Texte verschiedener
Disziplinen und Sprachstufen ab.
Entitätenreferenzen
Als empirisches Phänomen befassen wir uns
mit dem Konzept der Entität und ihrer Refe-
renz. Das Konzept steht für verschiedene lingu-
istische und semantische Kategorien, die im Rah-
men der Digital Humanities von Interesse sind.
Es ist bewusst weit gefasst und damit anschluss-
fähig für verschiedene Forschungsfragen aus den
geistes- und sozialwissenschaftlichen Disziplinen.
Auf diese Weise können unterschiedliche Per-
spektiven auf Entitäten berücksichtigt werden.
Insgesamt werden in den ausgewählten Texten
fünf verschiedene Entitätenklassen betrachtet:
PER (Personen/Figuren), LOC (Orte), ORG (Organi-
sationen), EVT (Ereignisse) und WRK (Werke).
Unter Entitätenreferenzen verstehen wir Aus-
drücke, die auf eine Entität in der realen oder
fiktiven Welt referieren. Das sind zum einen Ei-
gennamen (Named Entities, z.B. "Peter"), zum an-
deren Gattungsnamen (z.B. "der Bauer"), sofern
diese sich auf eine konkrete Instanz der Gat-
tung beziehen. Dabei wird als Referenzausdruck
immer die maximale Nominalphrase (inkl. Arti-
kel, Attribut) annotiert. Pronominale Entitätenre-
ferenzen werden hingegen nicht annotiert.
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In literarischen Texten sind vor allem Figuren
und Räume als grundlegende Kategorien der er-
zählten Welt von Interesse. Über die Annotation
von Figurenreferenzen können u.a. Figurenkon-
stellationen und -relationen betrachtbar gemacht
sowie Fragen zur Figurencharakterisierung oder
Handlungsstruktur angeschlossen werden. Spä-
testens seit dem spatial turn rückt auch der Raum
als relevante Entität der erzählten Welt in den
Fokus. Als "semantischer Raum" (Lotmann, 1972)
übernimmt er eine strukturierende Funktion und
steht in Wechselwirkung mit Aspekten der Figur.
In den Sozialwissenschaften sind politische
Parteien und internationale Organisationen seit
jeher zentrale Analyseobjekte der empirischen
Sozialforschung. Die Annotation der Entitäten der
Klassen ORG, PER und LOC in größeren Text-
korpora ermöglicht vielfältige Anschlussuntersu-
chungen, unter anderem zur Sichtbarkeit oder
Bewertung bestimmter Instanzen, beispielsweise
der Europäischen Union.
Textkorpus
Die Grundlage für (überwachte) maschinelle
Lernverfahren bilden Annotationen. Um die An-
notierung von Entitätenreferenzen automatisie-
ren zu können, bedarf es Textdaten, die die Viel-
falt des Entitätenkonzepts abdecken. Bei diesem
Tutorial werden wir auf Annotationen zurück-
greifen, die im Rahmen von CRETA an der Univer-
sität Stuttgart entstanden sind (cf. Blessing et al.,
2017; Reiter et al., 2017a). Das Korpus enthält li-
terarische Texte aus zwei Sprachstufen des Deut-
schen (Neuhochdeutsch und Mittelhochdeutsch)
sowie ein sozialwissenschaftliches Teilkorpus. 2
Der Parzival  Wolframs von Eschenbach ist ein
arthurischer Gralroman in mittelhochdeutscher
Sprache, entstanden zwischen 1200 und 1210. Der
Parzival zeichnet sich u.a. durch sein enormes Fi-
gureninventar und seine komplexen genealogi-
schen Strukturen aus, wodurch er für Analysen zu
Figurenrelationen von besonderem Interesse ist.
Der Text ist in 16 Bücher unterteilt und umfasst
knapp 25.0000 Verse.
Johann Wolfgang von Goethes  Die Leiden
des jungen Werthers ist ein Briefroman aus dem
Jahr 1774. Unsere Annotationen sind an einer
überarbeiteten Fassung von 1787 vorgenommen
und umfassen die einleitenden Worte des fiktiven
Herausgebers sowie die ersten Briefe von Wert-
her an seinen Freund Wilhelm.
Das Plenardebattenkorpus des deutschen
Bundestages besteht aus den von Stenografinnen
und Stenografen protokollierten Plenardebatten
des Bundestages und umfasst 1.226 Sitzungen
zwischen 1996 und 2015. 3 Unsere Annotationen
beschränken sich auf Auszüge aus insgesamt vier
Plenarprotokollen, die inhaltlich Debatten über
die Europäische Union behandeln. Hierbei wurde
pro Protokoll jeweils die gesamte Rede eines Poli-
tikers bzw. einer Politikerin annotiert.
Ablauf
Der Ablauf des Tutorials orientiert sich an sog.
shared tasks aus der Computerlinguistik, wobei
der Aspekt des Wettbewerbs im Tutorial vor al-
lem spielerischen Charakter hat. Bei einem tradi-
tionellen shared task arbeiten die teilnehmenden
Teams, oft auf Basis gleicher Daten, an Lösun-
gen für eine einzelne gestellte Aufgabe. Solch eine
definierte Aufgabe kann z.B. part of speech-tag-
ging sein. Durch eine zeitgleiche Evaluation auf
demselben Goldstandard können die entwickel-
ten Systeme direkt verglichen werden. In unse-
rem Tutorial setzen wir dieses Konzept live und
vor Ort um.
Zunächst diskutieren wir kurz die zugrundelie-
genden Texte und deren Annotierung. Annotati-
onsrichtlinien werden den Teilnehmerinnen und
Teilnehmern im Vorfeld zur Verfügung gestellt.
Im Rahmen der Einführung wird auch auf die
konkrete Organisation der Annotationsarbeit ein-
gegangen, so dass das Tutorial als Blaupause für
zukünftige Tätigkeiten der Teilnehmenden in die-
sem und ähnlichen Arbeitsfeldern dienen kann.
Die Teilnehmerinnen und Teilnehmer versu-
chen selbständig und unabhängig voneinander,
eine Kombination aus maschinellen Lernverfah-
ren, Merkmalsmenge und Parametersetzungen
zu finden, die auf einem neuen, vom automati-
schen Lernverfahren ungesehenen Datensatz zu
den Ergebnissen führt, die dem Goldstandard der
manuellen Annotation am Ähnlichsten sind. Das
bedeutet konkret, dass der Einfluss von berück-
sichtigten Features (z.B. Groß- und Kleinschrei-
bung oder Wortlänge) auf die Erkennung von
Entitätenreferenzen empirisch getestet werden
kann. Dabei sind Intuitionen über die Daten und
das annotierte Phänomen hilfreich, da simplem
Durchprobieren aller möglichen Kombinationen
(``brute force'') zeitlich Grenzen gesetzt sind.
Wir verzichten bewusst auf eine graphische
Benutzerschnittstelle (cf. Reiter et al., 2017b) --
stattdessen editieren die Teilnehmerinnen und
Teilnehmer das (Python)-Programm direkt, nach
einer Einführung und unter Anleitung. Vorkennt-
nisse in Python sind dabei nicht nötig: Das von
uns zur Verfügung gestellte Programm ist so auf-
gebaut, dass auch Python-Neulinge relativ schnell
die zu bearbeitenden Teile davon verstehen und
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damit experimentieren können. Wer bereits Er-
fahrung im Python-Programmieren hat, kann
fortgeschrittene Funktionalitäten des Programms
verwenden.
Wie am Ende jedes maschinellen Lernprozes-
ses wird auch bei uns abschließend eine Evalua-
tion der automatisch generierten Annotationen
durchgeführt. Hierfür werden den Teilnehme-
rinnen und Teilnehmern nach Ablauf einer be-
grenzten Zeit des Experimentierens und Testens
(etwa 60 Minuten) die finalen, vorher unbekann-
ten Testdaten zur Verfügung gestellt. Auf diese
Daten werden die erstellten Modelle angewen-
det, um automatisch Annotationen zu erzeugen.
Diese wiederum werden dann mit dem Goldstan-
dard verglichen, wobei die verschiedenen Entitä-
tenklassen sowie Teilkorpora getrennt evaluiert
werden. Auch das Programm zur Evaluation stel-
len wir bereit.
Lernziele
Am hier verwendeten Beispiel der automati-
schen Annotation von Entitätenreferenzen de-
monstrieren wir, welche Schritte für die Au-
tomatisierung einer Textanalyseaufgabe mittels
maschinellen Lernverfahren nötig sind und wie
diese konkret implementiert werden können. Die
Teilnehmerinnen und Teilnehmer bekommen ei-
nen zusammenhängenden Überblick von der ma-
nuellen Annotation ausgewählter Texte über die
Feinjustierung der Lernverfahren bis zur Evalua-
tion der Ergebnisse. Die vorgestellte Vorgehens-
weise für den gesamten Ablauf ist grundsätzlich
auf ähnliche Projekte übertragbar.
Das Tutorial schärft dabei das Verständnis
für den Zusammenhang zwischen untersuch-
tem Konzept und den dafür relevanten Features,
die in ein statistisches Lernverfahren einfließen.
Durch Einblick in die technische Umsetzung be-
kommen die Teilnehmerinnen und Teilnehmer
ein Verständnis für die Grenzen und Möglichkei-
ten der Automatisierung, das sie dazu befähigt,
zum einen das Potenzial solcher Verfahren für ei-
gene Vorhaben realistisch(er) einschätzen zu kön-
nen, zum anderen aber auch Ergebnisse, die auf
Basis solcher Verfahren erzielt wurden, angemes-
sen hinterfragen und deuten zu können.
Zeitplan
•   Im Vorfeld der Veranstaltung: Installationsan-
weisungen und Online-Support




•   Test der Installation bei allen
•   50 Lecture
•   Einführung in Korpus und Annotationen
•   Grundlagen maschinellen Lernens









•   30 Evaluation & Preisverleihung
Beitragende (Kontaktdaten
und Forschungsinteressen)
Der Workshop wird ausgerichtet von Mitar-
beiterinnen und Mitarbeitern des "Center for
Reflected Text Analytics" (CRETA) an der Uni-
versität Stuttgart. CRETA verbindet Literaturwis-
senschaft, Linguistik, Philosophie und Sozialwis-
senschaft mit Maschineller Sprachverarbeitung
und Visualisierung. Hauptaufgabe von CRETA ist
die Entwicklung reflektierter Methoden zur Text-
analyse, wobei wir Methoden als Gesamtpaket
aus konzeptuellem Rahmen, Annahmen, techni-
scher Implementierung und Interpretationsanlei-
tung verstehen. Methoden sollen also keine "black
box" sein, sondern auch für Nicht-Technikerin-
nen und -Techniker so transparent sein, dass ihr




Institut für Maschinelle Sprachverarbeitung
Pfaffenwaldring 5b
70569 Stuttgart
Die Forschungsinteressen von Nils Reiter lie-
gen generell in der Anwendung computerlinguis-
tischer Methoden auf Fragen aus den Geistes- und
Sozialwissenschaften. Insbesondere die Operatio-
nalisierung literarischer Forschungsfragen und
die adäquate Interpretation von Ergebnissen ist
dabei ein Schwerpunkt, neben der regelgeleiteten
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70174 Stuttgart
Nora Ketschik ist Promotionsstudentin in der
Abteilung für Germanistische Mediävistik. Im
Rahmen des CRETA-Projekts nimmt sie Analysen
narratologischer Kategorien (u.a. Figur, Raum) an
ausgewählten mittelhochdeutschen Romanen vor
und setzt sich dabei mit der Verwendung compu-
tergestützter Methoden für literaturwissenschaft-
liche Analysezwecke auseinander.
Gerhard Kremer
Institut für Maschinelle Sprachverarbeitung
Pfaffenwaldring 5b
70569 Stuttgart
Der Interessenschwerpunkt Gerhard Kremers
ist der reflektierte Einsatz von Werkzeugen der
Computerlinguistik für geistes- und sozialwissen-
schaftliche Fragestellungen. Damit zusammen-
hängend gehören die Entwicklung übertragbarer
Arbeitsmethoden und die angepasste, nutzer-
freundliche Bedienbarkeit automatischer lingu-
istischer Analysetools zu seinen Forschungsthe-
men.
Sarah Schulz
Institut für Maschinelle Sprachverarbeitung
Pfaffenwaldring 5b
70569 Stuttgart
Sarah Schulz beschäftigt sich überwiegend mit
der automatischen Verarbeitung von Texten, die
syntaktischen oder lexikalischen Eigenschaften
aufweisen und damit vom Standard abweichen.
Sie hat einen Hintergrund in sowohl Computerlin-
guistik als auch Theater-und Medienwissenschaf-
ten und Germanistik.
Zahl der möglichen Teilneh-
merinnen und Teilnehmer
Zwischen 15 und 25.
Benötigte technische Ausstat-
tung
Es wird außer einem Beamer keine besondere
technische Ausstattung benötigt. Es sollte sich um
einen Raum handeln, in dem es möglich ist, den
Teilnehmenden über die Schulter zu blicken und
durch die Reihen zu gehen.
Fußnoten
1. www.creta.uni-stuttgart.de
2. Aus urheberrechtlichen Gründen wird das Tu-
torial ohne das Teilkorpus zu Adornos ästheti-
scher Theorie stattfinden, das in den Publikatio-
nen erwähnt wird.
3. Die Texte wurden im Rahmen des Pol-
Mine-Projekts verfügbar gemacht: http://polmi-
ne.sowi.uni-due.de/polmine/
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Die Arbeitsgruppe „Digitale Rekonstruktion“
ging aus der 1. Jahrestagung der Digi-
tal Humanities im deutschsprachigen Raum
(25.-28.03.2014, Universität Passau) hervor. Die
Arbeitsgruppe versammelt Kolleginnen und Kol-
legen, die sich dem Thema digitale Rekon-
struktion aus dem Blickwinkel  der Architektur,
Archäologie, Bau- und Kunstgeschichte sowie
Computergraphik und Informatik verschrieben
haben. Die Arbeitsgruppe bietet eine Plattform
für einen  Austausch und eine  feste Etablierung
der digitalen Rekonstruktion im Dienste einer
Erfassung, Erforschung und Vermittlung kultu-
reller und geschichtlicher Inhalte innerhalb der
Digital Humanities. Vorrangiges Ziel der Arbeits-
gruppe ist es, die Akteure im deutschsprachi-
gen Raum zusammenzubringen, um sich den Fra-
gen der Begriffsklärung und der Arbeitsmethodik
sowie der Dokumentation und Langzeitarchivie-
rung von digitalen Rekonstruktionsprojekten zu
widmen. Der Arbeitsgemeinschaft gehören ca. 50
Personen aus 29 Einrichtungen im deutschspra-
chigen Raum sowie 4 assoziierten Mitgliedsein-
richtungen im europäischen Raum an. In bisher
4 Beiträgen wurden bei vergangenen DHd-Jah-
restagungen durch die Arbeitsgemeinschaft „All-
gemeine Standards, Methodik und Dokumenta-
tion“ (Kuroczyński et al., 2014) und „aktuelle
Herausforderungen“ (Kuroczyński et al., 2015) so-
wie Transformationsprozesse „vom digitalen 3D-
Datensatz zum wissenschaftlichen Informations-
modell“ (Kuroczyński et al., 2016) und nicht zu-
letzt aktuelle Projekte und Forschungsschwer-
punkte (Münster et al., 2017) beleuchtet. Während
damit vor allem theoretische Perspektiven digi-
taler Rekonstruktion als Forschungs- und Ver-
mittlungsmethode aufgezeigt wurden, soll auf der
DHd 2018 im Rahmen eines an das Format des
Hackathons (Wikipedia, 2017) angelehnten Mo-
dellathons praktisches Handwerkszeug digitaler
3D-Rekonstruktion in wissenschaftlichen Kontex-
ten vermittelt und erprobt werden. Der Modell-
athon beinhaltet einen ½ tägigen Workshop zur
Vermittlung von Grundlagen der 3D-Rekonstruk-
tionen und deren filmischer oder bildlicher Insze-
nierung. Daran anschliessend sollen im Rahmen
eines die DHd-Jahrestagung begleitenden Wett-
bewerbs durch studentische Arbeitsteams 3D-
Rekonstruktionen eines noch zu benennenden
Objekts erstellt werden. Die Ergebnisse werden
im abschliessenden DHd-Plenum vorgestellt und




Der Modellathon besteht aus einem ½ tägi-
gen, der DHd-Jahrestagung (26.2.-2.3.2018) vorge-
lagerten Workshop, bei welchem sowohl den stu-
dentischen Arbeitsteams als auch interessierten
Besuchern eine Einführung in den Gegenstand
sowie Grundlagen wissenschaftlicher 3D-Rekon-
struktion geboten werden. Hierfür sind folgende

































An den Workshop anschließend wird ein die
DHd-Jahrestagung begleitender Wettbewerb zur
3D-Rekonstruktion eines zum Workshop-Auftakt
zu benennenden historischen Objekts durchge-
führt. Zur individuellen Bearbeitung der Projekte
durch die studentischen Teams steht während
der gesamten Jahrestagung ein durch Mitglieder
der AG „Digitale Rekonstruktion“ betreuter Ar-
beitsraum zur Verfügung, welcher während der
Keynotes geschlossen wird. Die individuelle Ar-
beit am Projekt wird durch Kurztutorien von je-
weils ca. 15-20 min. Dauer begleitet, in welchen
praxisrelevante Techniken bspw. zu Interdiszi-
plinarität, Modellierungspraktiken, interaktiven
Web-Modellen u. ä. vermittelt werden. Ergebnisse
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des Wettbewerbs können Bilder, Filme oder in-
teraktive Präsentationen der durch die studen-
tischen Teams erstellten 3D-rekonstruierten Mo-
delle sein. Diese werden durch die Teams im
DHd-Plenum in Form eines „Elevator-Pitchs“ (je
Team max. 2 Minuten Vorstellung + 2 Minuten für
Fragen) vorgestellt und durch das Publikum so-
wie eine Expertenjury anhand der Kriterien Wis-








































Als Sachpreis wird eine Maxon Cinema 4D Stu-
dio Lizenz (Wert ca. 3000 EUR, gestiftet durch die
Maxon Computer GmbH) vergeben.
Teilnahmevoraussetzungen
Workshop
Eine Teilnahme am Workshop steht allen Inter-
essierten offen. Teilnahmevoraussetzungen sind
ein eigener Laptop mit einem gängigen 3D-Mo-
dellierungspaket (bspw. Autodesk 3DStudio Max
oder Maya, Maxon Cinema 4D, Blender, Mc Neel
Rhino) sowie Grundkenntnisse der 3D-Modellie-
rung. Teilnehmer des Workshops erhalten einen
Überblick zu Problemstellungen und Ansätzen
wissenschaftlicher 3D-Rekonstruktion sowie Vi-
sualisierung und können diese anhand einer Bei-
spielaufgabe praktisch erproben.
Wettbewerb
Der darüber hinaus stattfindende Wettbewerb
steht studentischen Arbeitsteams sowie Einzelstu-
denten offen. Bis zum 10. Dezember konnten sich
Studierende von außerhalb Kölns für eine durch
den DHd-Vorstand gestiftete Förderung der Teil-
nahme an Workshop und Wettbewerb in Höhe
von 250 EUR je Person bewerben. An 10 Bewerber
wurden dabei 10 Stipendien vergeben, weitere 3
Studierende sind ohne Förderung zum Wettbe-
werb eingeladen.
Zeitplanung
30. September 2017 Veröffentlichung eines an
die Teilnehmer gerichte-
ten Calls
10. Dezember 2017 Ende der Bewerbungsfrist
für die geförderte Teilneh-
mer
20. Dezember 2017 Bekanntgabe der nomi-
nierten 10 geförderten
Teilnehmer




2. März 2018 Präsentation und Prämie-
rung der Ergebnisse im
DHd-Plenum
Jury
Die Jury setzt sich aus Mitgliedern des DHd-Vor-
stands, der AGDR sowie ggf. Vertretern der noch
zu benennenden inhaltlichen Schirmherren zu-
sammen. Aufgaben der Jury sind (a) die Vergabe
der Teilnahmeförderungen sowie (b) die Bewer-
tung der im DHd-Plenum vorgestellten Wettbe-
werbsergebnisse aus Expertensicht. Die Jury setzt
sich aus Vertretern des DHd-Vorstandes, der AG
Digitale Rekonstruktion sowie der inhaltlichen
Schirmherren zusammen.
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Fax: +49- (0) 351 463-35606
eMail: sander.muenster@tu-dresden.de
Sander Münster studierte Geschichts-, Erzie-
hungs- sowie Wirtschaftswissenschaften an der
TU Dresden und promovierte 2014 im Bereich
Bildungstechnologie zum Thema „Interdiszipli-
näre Kooperation bei der Erstellung virtuel-
ler geschichtswissenschaftlicher 3D-Rekonstruk-
tionen“ und wurde 2016 an der TU Dresden zum
Young Investigator ernannt. Seine Forschungs-
schwerpunkte stellen interdisziplinäre Koopera-
tion sowie Teamwork und Arbeitsabläufe inner-
halb von 3D-Rekonstruktionsprojekten dar. Er
leitet den Bereich Mediendesign und -produk-
tion am Medienzentrum der TU Dresden und ist
seit 2015 Koordinator der vom BMBF geförder-
ten eHumanities Nachwuchsforschergruppe His-
tStadt4D. Daneben arbeitet er seit mehr als einem
Jahrzehnt im Bereich 3D‑Grafik mit Schwerpunkt
wissenschaftliche Visualisierung und war in die-
ser Funktion an zahlreichen 3D‑Rekonstruktions-




Telefon +41 43 446 32 80
Mobile +41 78 717 83 85 (Di, Fr)
Jonas Christen ist wissenschaftlicher Mitarbei-
ter an der Zürcher Hochschule der Künste im
Bereich Design. Er gehört der Forschungsgruppe
Knowledge Visualization an und ist langjähriges




DDU - Digital Design Unit - Digitales Gestalten
El-Lissitzky-Str.1
64287 Darmstadt
fon: +49 6151 16-22482 | fax: +49 6151 16-22480
mail: pfarr@dg.tu-darmstadt.de | http://www.d-
g.tu-darmstadt.de
Mieke Pfarr-Harfst leitet derzeit den For-
schungsschwerpunkt "Digitale Rekonstruktio-
nen" am Fachgebiet Digitales Gestalten an der TU
Darmstadt. In ihrer Promotion „Dokumentations-
system für Digitale Rekonstruktionen“ und ihrer
aktuellen Forschungsarbeit setzt sich Frau Pfarr-
Harfst mit den digitalen dreidimensionalen Ge-
bäudemodellen als innovative Methode zur Erfor-




Für Workshop und Wettbewerb wird um die Be-
reitstellung eines (idealerweise abschließbaren)
Raumes mit ca. 15-20 Plätzen für die gesamte
DHd-Konferenzdauer gebeten. Benötigt werden
ein Datenprojektor und ca. 15 Steckdosenplätze.
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Beschreibung
Digitale Spracharchive sind ein integraler Be-
standteil der Forschungsdateninfrastruktur und
haben den spezifischen Auftrag audiovisuelle
Sprachdaten und Dokumente zu sichern und auf
deren Basis Wissensgenerierung zu ermöglichen
und zu unterstützen. Ein Spracharchiv ist in die-
sem Sinn eine Plattform, die zwischen Produzen-
ten und Konsumenten von Primärdaten vermit-
telt, so dass diese direkt oder indirekt interagieren
können. Den datenproduzierenden Forschern er-
möglicht das Archiv, Audio- und Videoaufnah-
men menschlicher Kommunikation zu archivie-
ren und idealerweise web-basiert zugänglich zu
machen. Auf der anderen Seite werden Forscher,
Sprachgemeinschaften und die weitere Öffent-
lichkeit in die Lage versetzt, diese Daten aufzu-
finden, zu betrachten, herunterzuladen und wei-
terzuverwenden und auf dieser Grundlage neues
Wissen zu generieren. Um diesen Austausch zu
unterstützen, haben die verschiedenen Sprachar-
chive komplexe Webplattformen entwickelt.
Wie alle Forschungsdatenarchive profitieren
Repositorien für audiovisuelle Daten von ei-
nem voranschreitenden Standardisierungspro-
zess. Das OAIS Referenzmodell hat die Grundlage
für ein gemeinsames Beschreibungsvokabular ge-
legt. Das Data Seal of Approval/CoreTrustSeal ent-
wickelt sich zum de-facto Standard für die Zertifi-
zierung von  Forschungsdatenrepositorien in den
digitalen Geisteswissenschaften. Auf dem Gebiet
der Sprachressourcen wirken die Infrastruktur-
initiative CLARIN und der vom BMBF geförderte
deutsche Partner CLARIN-D als starke integrative
Kraft und haben mit der Etablierung von Stan-
dards, die in allen Aspekten des Datenlebens-
zyklus zur Anwendung kommen, gemeinsame
Lösungen geschaffen. Forschungsdatenreposito-
rien für Sprachdaten sind herausgefordert, gül-
tige Standards zu implementieren und gleichzei-
tig attraktive Dienste anzubieten, die die Spezifika
der Datentypen und die Bedürfnisse der jeweili-
gen Nutzergruppen berücksichtigen, um eine er-
folgreiche Nachnutzung von Forschungsdaten zu
befördern.
Der Workshop soll Archivbetreibern, Datenku-
ratoren, Datenproduzenten und Datenkonsumen-
ten die Möglichkeit zum Austausch über Ange-
bote, Bedarfe und zentrale Weiterentwicklungen
geben. Der Workshop richtet sich an Betreiber
von Forschungsdatenrepositorien mit audiovisu-
ellen (Sprach-)Daten sowie Mitarbeiter von In-
stitutionen, die Forschungsdatenmanagement für
Forschung mit audiovisuellen Daten anbieten.
Ebenso sind auch WissenschaftlerInnen als aktive
oder potentielle Nutzer von Forschungsdatenre-
positorien angesprochen.
Ablauf
Der Workshop wird eingeleitet durch eine 15-
minütige Einführung in den Themenkomplex und
eine Vorstellung der Beitragenden aus verschie-
denen Institutionen, die sich mit den Problemen
und Lösungen rund um die Archivierung und Be-
reitstellung von AV-Daten auseinandersetzen.
Der Hauptteil des Workshops gliedert sich in
drei Sektionen, die unterschiedliche Aspekte der
Nutzerunterstützung im Datenlebenszyklus be-
handeln. In jeder Sektion wird es zwei aufeinan-
derfolgende 15-minütige Impulsvorträge geben,
die diesen Themenkomplex jeweils aus der Sicht
eines der beitragenden Forschungsdatenreposi-
torien beleuchten und Antworten darauf geben,
mit welchen Maßnahmen, Policies oder techni-
schen Implementierungen sie den jeweiligen As-
pekt adressieren und wie sie diese an ihre Nutzer-
schaft kommunizieren. Jede Sektion endet jeweils
in einer 30-minütigen Diskussion.
Der Workshop schließt mit einer kurzen Zusam-
menfassung und Abschlussdiskussion.
Sektion 1: Wie komme ich an die Daten?
Die Bereitstellung der Daten gehört neben einer
nachhaltigen Sicherungsstrategie zu den grund-
legendsten Aufgaben eines Datenarchivs. Den-
noch ist die Implementierung und Vermittlung
der dazugehörigen Prozesse alles andere als tri-
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vial:  Erschließungsmechanismen müssen je nach
Fachdomäne und Zielgruppe unterschiedlichen
Anforderungen genügen, die Vergabe von Per-
sitent Identifiern (PIDs) garantieren eine stabile
Adressierung und werten die Zitierfähigkeit der
Bestände auf, OAI-PMH und andere technische
Schnittstellen ermöglichen eine weitergehende
Auffindbarkeit in externen Portalen und Integra-
tion mit externen Diensten. Schließlich wird in
dieser Frage auch der sensible Aspekt der Authen-
tifizierung, Autorisierung und Lizenzierung be-
rührt: Welche Bedingungen sind an den Zugriff
der Daten geknüpft? Welche Verwertungsrechte
werden dem Nutzer eingeräumt? Welche konkre-
ten Schritte muss ein Nutzer unternehmen, um
Zugriff zu erlangen und wie wird der Prozess
kommuniziert?
Sektion 2: Wie kommen die Daten ins Ar-
chiv?
Archive haben verschiedene Workflows für die
Einreichung und Integration neuer Daten. Zum
Teil werden vollständig technisch geleitete Ver-
fahren angeboten, die es dem Produzenten er-
möglichen, weitgehend autark Daten über das
Archiv bereitzustellen („self-archiving”). Andere
Institutionen optieren bewusst für eine intensive
Begleitung und Prüfung durch einen digitalen Ar-
chivar oder Kurator. Ebenso können die Heran-
gehensweisen an die Veränderlichkeit von Da-
tenbeständen weit auseinandergehen. Während
manche Archive ausschließlich oder bevorzugt
abgeschlossene Datensammlungen integrieren,
begünstigen andere in ihren Implementierung
eine laufende und teils feingranulare Aktualisie-
rung und Erweiterung von Sammlungen („living
archive”).
Der Wirkungsbereich eines digitalen Archivs
geht idealerweise weit über den eigentlichen Ein-
reichungsprozess hinaus. Qualitätssicherung be-
ginnt mit einer frühen Beratung, Begleitung/Schu-
lung und der Etablierung von Workflows für
Arbeitsgruppen, die Daten in einem Repositorium
archiven wollen. Datenarchive sind nicht selten
auch an der Entwicklung von Software beteiligt,
die in der Korpuserstellung und -kuratierung zum
Einsatz kommt (z.B. Annotations-Tools, Metada-
ten-Editoren).
Sektion 3: Was kann ich mit den Daten
machen?
Archive können „Mehrwert-Dienste” anbieten,
die die Daten in einer fachspezifischen Art und
Weise darstellen, kontextualisieren und vernet-
zen, oder sogar die Auswertung und Weiterver-
arbeitung unterstützen. In welcher Weise unter-




rien für die Geisteswissenschaften
Der Vortrag präsentiert den Ansatz eines dyna-
mischen Forschungsdatenrepositoriums für die
Geisteswissenschaften, der im BMBF-Zentrums-
projekt „Kölner Zentrum Analyse und Archivie-
rung von AV‐Daten“ (KA³) implementiert wird. Im
Mittelpunkt steht die Vereinbarkeit von Skalier-
barkeit und Berücksichtigung fachspezifischer
Anforderungen.
Andreas Witt (andreas.witt@uni-koeln.de), Insti-
tut für Digital Humanities, Universität zu Köln
und Michael Lönhardt (loenhardt@uni-koeln.de),
Diensteentwicklung, Regionales Rechenzentrum,
Universität zu Köln
Eines für alle - Alles für einen
Der Beitrag beleuchtet die besonderen Anfor-
derungen, die an ressourcentyp- bzw. fachspezi-
fische Repositorien gestellt werden. Am Beispiel
des HZSK-Repositoriums am Hamburger Zentrum
für Sprachkorpora wird das Spannungsfeld zwi-
schen dem Ziel einer möglichst breiten Nutzbar-
keit und der Anpassung an spezifische Nutzer-
gruppen diskutiert.
Hanna Hedeland (hanna.hedeland@uni-ham-
burg.de) Hamburger Zentrum für Sprachkor-
pora (HZSK), CLARIN-D, Universität Hamburg und
Timm Lehmberg (timm.lehmberg@uni-hambur-
g.de), INEL, Institut für Finnougristik/Uralistik,
Universität Hamburg
Muss es immer Fedora sein? Die Reposi-
toriumslösung der Sprachbank von Finn-
land (Kielipankki)
Vorgestellt wird ein alternativer Ansatz der
Datenbereitstellug, der ohne Repositoriumssoft-
ware wie Fedora oder DSpace auskommt. Das Zu-
sammenspiel zwischen verschiedenen Zugangs-
formen, PID-Verwaltung, Metadatenverwaltung,
Versionierung und Zugangskontrolle wird erläu-
tert, wobei besonders auf den Download-Service,
die PID- und Metadatenverwaltung näher einge-
gangen wird.
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Martin Matthiesen (martin.matthiesen@csc.fi),
The Language Bank of Finland, CSC - IT Center for
Science
Virtuelles An-die-Hand-nehmen: Quali-
tätssicherung für linguistische und kultu-
relle Datensammlungen
ELAR betreut weltweit intensiv Linguisten mit
unterschiedlichsten linguistischen und digitalen
Vorkenntnissen, um diese in die Lage zu verset-
zen, digitale Daten selbst zu kurieren, zu archi-
vieren und langfristig für andere nutzbar zu ma-
chen.
Vera Ferreira (vf4@soas.ac.uk), Sophie Salffner
(ss123@soas.ac.uk) und Mandana Seyfeddinipur
(ms123@soas.ac.uk), Endangered Languages Ar-
chive, SOAS University of London
Visualisierung zeitalignierter Audio-An-
notationen mit IIIF
Der Vortrag gibt Einblick in ein im Rahmen des
Projekts KA³ entwickeltes Softwaresystem zur Vi-
sualisierung zeitalignierter Audio-Annotationen.
Neben einer Live Demonstration werden die kon-
zeptionellen Anpassungen und technischen Ent-
wicklungen vorgestellt, die nötig waren, um die
REST Standardisierungsbemühungen des Inter-
national Image Interoperability Framework (IIIF
Image API, IIIF Presentation API, IIIF Search API)
für den Bereich zeitalignierter Audio-Annotatio-
nen nutzbar zu machen.
Jochen Graf (jochen.graf@uni-koeln.de), Mitar-
beiter im Projekt KA³, Regionales Rechenzen-
trum, Abteilung Diensteentwicklung, Universität
zu Köln
Erschließung audiovisueller Daten im
AGD am Beispiel des FOLK-Korpus
Im AGD werden Varietäten- und Gesprächskor-
pora im Deutschen archiviert und bereitgestellt.
Wir konzentrieren uns in diesem Beitrag darauf,
wie Audios, Videos und Transkripte durch die
DGD nutzbar gemacht werden.
Jan Gorisch (gorisch@ids-mannheim.de) &
Thomas Schmidt (thomas.schmidt@ids-mann-
heim.de), Programmbereich Mündliche Korpora,
Institut für Deutsche Sprache, Mannheim
Liste der Beitragenden
Dr. Vera Ferreira,  Endangered Languages Ar-
chive, SOAS, University of London
Vera is a trained linguist with a background in
language documentation and field research. Her
main research interests lie in European endange-
red languages and in the connection between do-
cumentary data and language revitalisation. She
is head of CIDLeS (Interdisciplinary Centre for So-
cial and Language Documentation) and digital ar-
chivist at Endangered Languages Archive (SOAS
University of London). As the digital archivist,
Vera provides advice and training on all aspects
of data management, metadata preparation and
digital archiving.
Dr. Jan Gorisch,  Institut für Deutsche Sprache,
Mannheim, Programmbereich Mündliche Korpora
Jan Gorisch ist Mitarbeiter des Archivs für Ge-
sprochenes Deutsch (AGD) und wirkt bei Daten-
übernahmen und deren Kuration mit. Er arbeitet
an der Automatisierung des Workflows am AGD
und entwickelt Tools zur Integration von Sprach-
technologie bei der Erschließung der Sprachda-
ten.
Jochen Graf, M.A.,  Regionales Rechenzentrum,
Diensteentwicklung, Universität zu Köln
Jochen Graf hat einen langjährigen Hintergrund
in Digital Humanities Projekten und ist Entwick-
ler im BMBF-Zentrumsprojekt „Kölner Zentrum
Analyse und Archivierung von AV‐Daten“ (KA³)
am Regionalen Rechenzentrum an der Universität
zu Köln.
Hanna Hedeland, M.A., Hamburger Zentrum
für Sprachkorpora, CLARIN-D, Universität Ham-
burg
Hanna Hedeland koordiniert als Geschäftsfüh-
rerin des Hamburger Zentrums für Sprachkor-
pora (HZSK) die Arbeit der dort angesiedelten In-
frastrukturprojekte sowie die Kooperationen mit
externen Forschungsprojekten. Im Rahmen des
Projekts CLARIN beschäftigt sie sich mit der Ent-
wicklung von Standards und Best Practices sowie
entsprechenden Technologien und Workflows für
die Aufbereitung und Bereitstellung (mehrspra-
chiger) gesprochener Daten.
Timm Lehmberg, M.A.,  Institut für Finnou-
gristik/Uralistik, Langzeitprojekt INEL/Hamburger
Zentrum für Sprachkorpora (HZSK), Universität
Hamburg
Timm Lehmberg ist technischer Koordina-
tor des Langzeitvorhabens INEL („Grammati-
ken, Korpora und Sprachtechnologie für indigene
nordeurasische Sprachen“), das im Rahmen des
gemeinsam von Bund und Ländern finanzier-
ten Akademieprogramms durchgeführt wird so-
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wie Mitwirkender am Hamburger Zentrum für
Sprachkorpora (HZSK).
Dipl.-Inf. Michael Lönhardt, Regionales Re-
chenzentrum, Diensteentwicklung, Universität zu
Köln
Michael Lönhardt ist Leiter der Diensteentwick-
lung am Regionalen Rechenzentrum der Univer-
sität zu Köln.
Martin Matthiesen, M.A., Senior Application
Specialist, CSC - IT Center for Science, Finnland
Martin Matthiesen ist Administrator der Sprach-
bank von Finnland (www.kielipankki.fi/lan-
guagebank/) und beschäftigt sich mit der
nachhaltigen Bereitstellung von multimodalen
Forschungsdaten für die Sprachwissenschaft und
angrenzenden Disziplinen. Dies umfasst Versio-
nierung, Metadaten, Persistente Identifikatoren
(PIDs) und Zugangsverwaltung für nicht frei zu-
gängliche Daten. Die Sprachbank ist ein gemein-
samer Service von CSC - IT Center for Science
(www.csc.fi) und der Universität Helsinki (ww-
w.helsinki.fi/en) für FIN-CLARIN (www.kielipan-
kki.fi/organization/).
Dr. Sophie Salffner,  Endangered Languages Ar-
chive, SOAS, University of London
Sophie Salffner ist Digitale Archivarin am End-
angered Languages Archive an der SOAS Uni-
versity of London. Sie arbeitet u.a. in der Aus-
und Weiterbildung der BenutzerInnen des Ar-
chivs und schult WissenschaftlerInnen im wis-
senschaftlichen Datenmanagement, in der Auf-
bereitung von Metadaten und im Archivieren in
digitalen Archiven.
Dr. Thomas Schmidt,  Institut für Deutsche
Sprache, Mannheim, Programmbereich Mündliche
Korpora
Thomas Schmidt leitet das Archiv für Gespro-
chenes Deutsch (AGD) und den Aufbau des For-
schungs- und Lehrkorpus Gesprochenes Deutsch
(FOLK) am IDS. Mit EXMARaLDA und der Daten-
bank für Gesprochenes Deutsch (DGD) beschäftigt
er sich außerdem mit der Entwicklung von Tech-
nologie für die Arbeit mit und den Zugriff auf au-
diovisuelle Daten gesprochener Sprache.
Dr. Mandana Seyfeddinipur, Endangered Lan-
guages Archive, SOAS University of London
Mandana Seyfeddinipur ist Leiterin des Endan-
gered Languages Archive (ELAR) an der SOAS Uni-
versity of London.
Prof. Dr. Andreas Witt, Institut für Digital Hu-
manities/Data Centre for the Humanities, Universi-
tät zu Köln
Andreas Witt ist geschäftsführender Direktor
des Instituts für Digital Humanities an der Uni-
versität zu Köln. Er beschäftigt sich mit digitalen
Forschungsinfrastrukturen für linguistische Res-
sourcen, insbesondere mit der Standardisierung
von Datenformaten und mit ethischen und juristi-
schen Aspekten beim Umgang mit Forschungsda-
ten.
Ausrichter des Workshops
Der Workshop wird von dem an der Univer-
sität zu Köln angesiedelten BMBF-Zentrum „Köl-
ner Zentrum Analyse und Archivierung von AV-
Daten” (KA³) ausgerichtet. Das Zentrum wird am
Standort Köln vom Institut für Liguistik (IfL),
dem Regionalen Rechenzentrum der Universität











L'Université Paris Descartes, Frankreich
Scholger, Walter
walter.scholger@uni-graz.at
ZIM-ACDH, Universität Graz, Österreich
Mit dem Eintritt der Geisteswissenschaften in
den digitalen Raum öffnet sich für Forschende
auch ein neuer Rechtsraum mit Anforderungen
und Problemstellungen, die uns bislang nicht
oder nur marginal betroffen haben.
Dieser Workshop soll die gängigsten Fragen
beantworten, die sich aus unterschiedlichen
Rechtsbereichen bei der Realisierung von Digita-
lisierungsvorhaben und digitalen Forschungspro-
jekten ergeben. Besonders eingegangen wird auf
jüngste Entwicklungen und Neuerungen in den
Legislaturen speziell der deutschsprachigen Län-
der, die für die DH von besonderer Relevanz sind
(etwa die UrhWissG-Novelle in Deutschland oder
die EU-Datenschutz-Grundverordnung, die jeweils
2018 in Kraft treten).
Ziel dieses Workshops ist es, die Teilnehmen-
den für die rechtlichen Aspekte des digitalen Ar-
beitens zu sensibilisieren und ihnen im Speziel-
len einen Überblick über jene Rechtsbereiche zu
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verschaffen, mit denen wir im Rahmen unserer
Forschungstätigkeiten konfrontiert werden.
Dabei wird ein interaktives Format gewählt, bei
dem die Teilnehmer*innen die Gelegenheit fin-
den, ihre konkreten Fragen aus ihrer Anwen-
dungspraxis im Rahmen der thematischen Blöcke
sowie am Ende des Workshops in einer offenen
Diskussion einzubringen und mit den anwesen-
den Expert*innen und Kolleg*innen zu erörtern.
Urheberrecht
Das Urheberrecht schützt sämtliche materiel-
len und immateriellen Rechte von Urheber*in-
nen an deren Werken. Ob ein Werk veröffentlicht
bzw. erschienen ist oder nicht hat auf das Entste-
hen von Urheberrecht keinen Einfluss. Nach dem
Ableben der Schaffenden geht das Urheberrecht
auf die Erb*innen über und erlischt 70 Jahre nach
Ableben der Schaffenden (gerechnet ab dem 1.1.
des Folgejahres).
Sämtliche Werknutzungsrechte können von
Urheber*innen bzw. deren Erb*innen verkauft
oder anders veräußert werden. Das Urheberper-
sönlichkeitsrecht (also das Recht, durch die Schaf-
fung eines Werkes dessen - zu nennende*r -
Urheber*in zu werden) ist nicht veräußerbar. Ar-
chive und andere Institutionen, in deren Eigen-
tum urheberrechtlich geschütztes Material vor
oder nach Ableben durch Schenkung oder Ver-
kauf durch die Urheber*innen oder deren Erb*in-
nen übergeht, besitzen häufig nur das Material,
nicht aber das (ererbte) Urheber- oder anderwei-
tig erlangte Werknutzungsrecht an dem von ih-
nen Aufbewahrten.
Am 1. März 2018 tritt in Deutschland
das Urheberrechts-Wissensgesellschafts-Ge-
setz (UrhWissG) in Kraft. Dieses novelliert die
bestehenden Schranken des Urheberrechts für
Unterricht und Forschung (§52a UrhG) und für
Bibliotheken bzw. öffentliche Gedächtnisinsti-
tutionen (52b UrhG) und ersetzt diese durch
eine Reihe neuer Bestimmungen betreffend For-
schung, Lehre, Bibliotheken und Archive (§60a
- 60h UrhG). Insbesondere sind auch die Para-
graphen 60d (enthält eine breite Ausnahme für
data-mining zu nicht-kommerziellen Forschungs-
zwecken) und 60c (für andere nicht-kommerzi-
elle Forschung) von besonderem Interesse für die
Digitalen Geisteswissenschaften. Dabei ist festzu-
halten, dass die in diesen Paragraphen festge-
legten Schranken durch anderslautende Verträge
nicht ausgesetzt werden können. Allerdings ist
eine “angemessene Vergütung” an die zuständi-
gen Verwertungsgesellschaften (wie z.B. VG Wort)
zu entrichten. Die Verhandlungen über eine sol-
che „angemessene Vergütung“ sind, wie die Pra-
xis zeigt, langwierig und kompliziert – ein Grund
mehr, umgehend diesbezüglich tätig zu werden.
Vom Urheberrecht erfasst sind neben dem Di-
gitalisierungsbereich beispielsweise auch die fol-
genden (häufigen) Vorhaben:
1.  Faksimilierung (Abdruck in Büchern)
2.  digitale Faksimilierung (Wiedergabe von
Scans auf Webseiten): auch bei der Verwen-
dung z.B. von Fotos oder anderen Einzelbil-
dern, etwa für Startseiten, ist das Urheber-
recht zu berücksichtigen!
3.  Edition (analog oder digital, auch ohne Bei-
gabe von Faksimiles)
4.  Corpuserstellung (auch ohne Zugriff auf den
Volltext)
“Copyright” - nationales Recht
& der digitale Raum
Der Begriff “copyright” führt oft zu Missver-
ständnissen, da er ein rechtliches Konzept be-
zeichnet, das es in Österreich bzw. im deutsch-
sprachigen / europäischen Raum nicht gibt.
“Copyright”, das dominierende Rechtskonzept im
angelsächsischen Raum, stellt das Recht zur Ver-
wertung und Verbreitung eines Werks in den
Vordergrund, während im Mittelpunkt des Ur-
heberrechts die geistige Schöpfung und ihre
Besitzer*innen stehen. Eine Möglichkeit, diese
unterschiedlichen Rechtskonzepte bis zu einem
gewissen Grad in Einklang zu bringen, stellen of-
fene Lizenzen dar (siehe unten).
Datenschutzrecht
Forschungsprojekte können unter Umständen
mit vom Datenschutzgesetz umfassten Material
arbeiten und müssen in diesem Fall die Ge-
setzeslage berücksichtigen. Das gilt dann, wenn
mit personenbezogenen Daten (jegliche Angaben
über natürliche oder juristische Personen, de-
ren Identität bestimmt oder bestimmbar ist) und
insbesondere mit sensiblen Daten (personenbe-
zogene Daten über natürliche, Personen, über
ihre ethnische Herkunft, politische Meinung, Ge-
werkschaftszugehörigkeit, religiöse oder philo-
sophische Überzeugung, Gesundheit, phänotypi-
sche Merkmale oder ihr Sexualleben) gearbeitet
werden soll. Das Datenschutzrecht betrifft in ers-
ter Linie lebende, natürliche Personen. Auch sen-
sible Informationen über Verstorbene können je-
doch rechtlich relevant sein.
Im Mai 2018 tritt die EU-weite Daten-
schutz-Grundverordnung in Kraft (DS-GVO), die
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eine Reihe von Änderungen und Vorgaben ent-
hält sowie eine Novellierung der nationalen Da-
tenschutzgesetze angestoßen hat, die überblicks-
artig vermittelt werden.  
Persönlichkeitsrechte
Das Urheberrechtsgesetz umfasst einige Persön-
lichkeitsrechte, die es zu beachten gilt und die
nach Ableben u.U. jene Aspekte betreffen, die vor
Ableben vom Datenschutzrecht abgedeckt wur-
den. So sind vertrauliche Aufzeichnungen (Briefe,
Tagebücher, etc.) auch nach Ableben unabhän-
gig von der Urheberschaft nicht frei zur Ver-
öffentlichung, solange Angehörige oder Adressa-
ten berechtigtes Interesse daran haben, dass das
nicht geschieht. Dasselbe gilt für Bilder (vor Ab-
leben spricht man dabei in Österreich auch vom
“Recht am eigenen Bild”). Für die Verwendung
von Lichtbildern sind daher neben den Reproduk-
tionsrechten (von den Urheber*innen) auch die
Einwilligung der Abgebildeten bzw. deren Nach-
kommen einzuholen.
Lizenzierung
So es die rechtliche Ausgangslage zulässt, ist es
empfehlenswert und gute wissenschaftliche Pra-
xis, digitale Forschungsdaten- und Ergebnisse mit
möglichst offenen Lizenzen (z.B. Creative-Com-
mons-Lizenzen) zu versehen, um ihre Wieder-
und Weiterverwendbarkeit zu gewährleisten. Die
Wahl der richtigen Lizenz ist dabei nicht immer
einfach, da die Möglichkeiten zu verschiedenen
Graden der Offenheit vor allem vom rechtlichen
Status des Ausgangsmaterials abhängig sind. Mitt-
lerweile gibt es allerdings schon einige Tools, die
bei der Wahl der richtigen Lizenz Unterstützung
bieten.
Impressumspflicht
Alle Medieninhaber*innen sind laut Medien-
gesetz bzw. e-Commerce-Gesetz (für Webseiten)
dazu verpflichtet, gewisse Informationen in Form
eines Impressums offen zu legen. Dazu gehören
im Kontext digitaler wissenschaftlicher Projekte:
Angaben zu den Medieninhaber*innen selbst (bei
wissenschaftlichen Projekten zumeist die Institu-
tion als juristische Person, also Universität, Aka-
demie, etc.), zu den Herausgeber*innen (jene
Personen, die die grundlegende Richtung des Me-
diums bestimmen) und zur grundlegenden Rich-
tung. Umso diffiziler wird es, sobald eine kom-
merzielle Nutzung der Webseiten gegeben ist,
zum Beispiel durch die Vergabe von kostenpflich-
tigen Zugängen zu Restriktionen unterworfenem
Material.
Diensteanbieter
Als Bereitsteller öffentlich zugänglicher digita-
ler Ressourcen und elektronischer Dienste wer-
den auch Bildungs- und Kulturerbeeinrichtungen
zu "Diensteanbietern" im Sinne der E-Com-
merce-Gesetzgebung. Dabei bestehen wesentliche
Unterschiede bezüglich der Pflichten der Institu-
tionen, abhängig von den zur Verfügung gestell-
ten Diensten und Inhalten: Während Content Pro-
vider lediglich den Zugang zu selbst generierte
Inhalten ermöglichen, wird man durch die Mög-
lichkeit, Benutzer*inneneingaben zu speichern -
wie das bereits durch eine Kommentar- oder Gäs-
tebuchfunktion der Fall ist, geschweige denn bei
Crowdsourcing Projekten -    zum Host Provider.
Wer aber haftet für fehlerhafte Informationen









•   Freie Werknutzungen (Gesetzliche Ausnah-
men vom Urheberrecht)
Vertiefung Bildrechte
•   Digitalisate: Lichtbildwerk, Lichtbild oder Ver-
vielfältigung?
•   Persönlichkeitsrechte (Recht am eigenen Bild)
•   Freiheit des Straßenbildes
Vertiefung Lizenzierung






•   Datenschutz bei personenbezogenen Quellen
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•   Datenschutz für BenutzerInnen von On-
line-Angeboten
E-Commerce Gesetz





… studierte Germanistik in Wien. Sie ist wissen-
schaftliche Mitarbeiterin des Austrian Centre for
Digital Humanities der Österreichischen Akade-
mie der Wissenschaften (ACDH-ÖAW) und dort
für Rechts- und Lizenzierungsfragen zuständig.
Schon im Rahmen eines vorangegangenen For-
schungsprojekts am Literaturarchiv der Österrei-
chischen Nationalbibliothek beschäftigte sie sich
mit praktischen Fragen des Urheberrechts. Mit-
arbeit in CLARIN (CLARIN PLUS) und DARIAH
(WG Thesaurus Maintenance, ELDAH). Zu ihren
Forschungsinteressen gehören digitales Edieren,
Text- und Datenmodellierung, das Archiv im digi-
talen Kontext, Vermittlungsstrategien in den DH
sowie digitale Infrastrukturen.
Pawel Kamocki
… verfügt sowohl im Bereich des Rechts als auch
im Bereich der Sprachwissenschaften über brei-
tes Fachwissen; derzeit ist er wissenschaftlicher
Mitarbeiter am Institut für Deutsche Sprache in
Mannheim und Lehr- und Forschungsassistent an
der Descartes Universität in Paris und promoviert
zu den rechtlichen Fragestellungen der Open Sci-
ence. Er ist Mitglied des CLARIN Legal Issues Com-
mittee und arbeitete als rechtlicher Berater in
zahlreichen anderen Projekten und Arbeitsgrup-
pen (z.B. EUDAT, RDA, OpenMinTeD). Neben Ur-
heberrecht und Datenschutz gilt sein Interesse
auch den Sprachwissenschaften (insb. rechtliche
Fachsprache).
Walter Scholger
… studierte Geschichte und Angewandte Kultur-
wissenschaften in Graz und Maynooth und ist ad-
ministrativer Leiter des Zentrums für Informa-
tionsmodellierung - Austrian Centre for Digital
Humanities an der Universität Graz. In Projek-
ten, internationalen Workshops und universitä-
rer Lehre widmet er sich rechtlichen Aspekten
des digitalen Kulturerbes und Fragen offener di-
gitaler Publikationsformen.
Er ist Mitglied in facheinschlägigen Arbeitsgrup-
pen der Digital Humanities Dachverbände und
internationaler Projekte (ADHO, DHd, ICARUS,
DARIAH) zu rechtlichen Aspekten, digitalen Publi-
kationen und Lehre im Bereich der Digital Huma-
nities.
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Reisewege gut und genau zu kennen, ist für
die Geschichtsforschung von enormer Bedeutung.
Nicht nur, dass so persönliche Kontakte reflek-
tiert werden können, so zeigen die Reisewege viel-
mehr auf, wie sich Güter oder Ideen verbreitet
haben können. Weiterhin zeigen Reisewege auch
auf, über welches Ortswissen eine bestimmte Per-
son verfügt hat. So sei bspw. auf die aktuelle Dis-
kussion rund um Shakespeare hingewiesen. Auf
der einen Seite wird über stilometrische Analysen
gezeigt, dass Shakespeare wirklich der Autor sei-
ner Werke sein soll. Auf der anderen Seite wird in
Romeo und Julia Verona so detailreich dargestellt,
dass eine gute Ortskenntnis notwendig gewesen
sein muss. Da Shakespeare nach jetzigem Kennt-
nisstand niemals in Italien war, nährt dies die An-
sichten der Gegenseite, dass er nicht der Autor
gewesen sein kann. Ferner gibt es nach dieser An-
sicht auch stilometrische Signale, welche auf eine
Frau hinweisen. Zusätzlich wird diese Sichtweise
dahingehend unterstützt, dass sich die Charak-
tere in Shakespeares Werken mit den Namen von
Familienmitgliedern von Emilia Lanier aus Bas-
sano, Italien, auffällig gleichen. Das größte Pro-
blem in der gesamten Diskussion ist, dass es eine
sieben-jährige Lücke in Shakespeares Lebenslauf
gibt, in welcher völlig unklar ist, wo er war und
mit wem er in Kontakt stand. Das Füllen die-
ser biographischen Lücke würde, wahrscheinlich,
wichtige Impulse in der vorangestellten Diskus-
sion geben. Ferner zeigt es im Allgemeinen wie
wichtig die Vollständigkeit von Biographien nicht
nur für Historiker, sondern auch für andere Dis-
ziplinen in den Geisteswissenschaften ist
Neben der dargestellten Vollständigkeit besteht
auch die Notwendigkeit der Konzeptualisierung.
Hierbei werden mehrere Objekte und Personen
zu Gruppen formiert. Derartige Konzeptualisie-
rungen können als latente Variablen verwendet
werden, um auch Objekte und Personen zu fin-
den, welche unter einem anderen Namen gefun-
den werden. Durch den Einsatz digitaler Werk-
zeuge ist es möglich die Eigenschaften, die einer
Gruppe inhärent sind, zusammenzufassen. Diese
Aggregation zu Gruppenprofilen ermöglicht his-
torisch Arbeitenden, ihre Hypothesen zu bilden
oder zu stärken. Es würde ermöglichen, beispiels-
weise, etablierte Thesen in der klassischen Ge-
schichtswissenschaft bezüglich der Korrelation
zwischen Konfessionalität, bzw. Beruf und Mobi-
lität zu prüfen.
Grundlage
Die Partner der Otto-Friedrich-Universität Bam-
berg und des Leibniz-Institutes für Europäische
Geschichte arbeiten im Rahmen von DARIAH-DE
an einem Werkzeug welches die Basis für die-
sen Workshop darstellt: Das CosmoTool steht in-
teressierten Nutzern als Prototyp unter https://
cosmotool.de.dariah.eu zur Verfügung. Neben der
Darstellung derzeit implementierter Funktiona-
lität zielt der Workshop wesentlich auf die Ge-
winnung von Anforderungen und Interessen aus
der Fachcommunity zur Weiterentwicklung des
CosmoTools.
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Motiviert wurde das CosmoTool aus dem Be-
dürfnis, biographische Datenquellen unterschied-
licher Art und Strukturiertheit zu verarbeiten,
analysieren und in so genannte biographische
Profile zusammenzuführen. Durch die Integra-
tion verschiedener Perspektiven auf histori-
sche Personen soll neben der Transnationalität
und -kontextualität einzelner Biographien insbe-
sondere auch die aggregierte Betrachtung von
Personengruppen ermöglicht werden und Un-
terschiede beispielsweise in der Mobilität un-
terschiedlicher Berufsgruppen evaluiert werden
können (Panter, Paulmann 2015). Durch den Ver-
gleich biographischer Profile untereinander oder
mit benutzerdefinierten Gruppen sollen inhalt-
liche Vergleiche, Zusammenhänge oder Abwei-
chungen offenbart werden, die hypothesengene-
rierend auf die qualitative Forschung einwirken
können.
Aus der infrastrukturellen Perspektive von
DARIAH-DE bildet das CosmoTool eine Brücke
zwischen der konkreten fachwissenschaftlichen
Forschung und den generischen Diensten von
DARIAH-DE (Gradl, Henrich 2016a). So bedient
sich das CosmoTool zur Umsetzung inhaltlicher
Funktionalität insbesondere bei dem DARIAH-DE
Data Modeling Environment (DME), welches die
Modellierung und Explizierung von Daten z. B.
auch durch die Anwendung von Methoden des
Natural Language Processings (NLP) kapselt. Ein-
mal modellierte Daten stehen einer Vielzahl mög-
licher Anwendungsfälle zur Verfügung - von de-
nen einer im CosmoTool besteht.
Konzeptualisierung
Das CosmoTool ermöglicht eine Selektion und
Filterung großer Datenmengen. Eine grundle-
gende Hypothese ist, dass ein Mehrwert durch die
automatisierte Erstellung biographischer Profile
entsteht. Die Gruppenprofile können anhand der
von FachwissenschaftlerInnen erstellten Wort-
felder aggregiert werden. So können Aggregati-
onskriterien wie beispielsweise Berufsfelder oder
Konfessions-/Religionsgruppen beschrieben wer-
den.
Abbildung 1: Auszug aus der Tabelle, die Kon-
fessions-, bzw. religionsspezifische Wörter zur
Identifikation eines (vormodernen) Katholiken,
Protestanten, Juden oder eines Muslims in mo-
dernen (deutschsprachigen) biographischen Le-
xika, ermöglicht.
Thematische Schwerpunkte
Der Workshop ist auf einen halben Tag kon-
zipiert. Gegenstand des Workshops ist die geo-
graphische Darstellung von Reisewegen sowie
deren technischen Anforderungen und wissen-
schaftlichen Implikationen für die Digital Huma-
nities. Der Fokus des Workshops besteht neben
der Präsentation des aktuellen Entwicklungsstan-
des insbesondere in der Gewinnung von Rückmel-
dungen und Anforderungen für die weitere Kon-
zeptualisierung und Entwicklung des Werkzeugs.
Aus wissenschaftlicher Sicht unterteilt sich der
Workshop in zwei Impulsreferate mit je einem
Beitrag aus den Geschichtswissenschaften sowie
der Informatik. Dem schließt sich eine Gruppen-
arbeit zu vorgegebenen Themen an.
Impulsvortrag 1 - Informatik und Infra-
struktur: Analyse und Kombination for-
schungsspezifischer Methoden auf dem
infrastrukturellen Fundament von DAR-
IAH-DE
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Das CosmoTool basiert auf verschiedenen Kom-
ponenten der Föderationsarchitektur von DAR-
IAH-DE. Auf Basis der DARIAH-DE Collection
Registry und ihrer Schnittstellen werden biogra-
phische Datenquellen und deren Zugriffsmöglich-
keiten verzeichnet, beschrieben und im Cosmo-
Tool nachgenutzt. Mit Hilfe des DARIAH-DE Data
Modeling Environment (DME) können struktu-
rierte und unstrukturierte Daten modelliert und
anzuwendende Werkzeuge, wie Methoden des
Natural Language Processings (NLP) konfiguriert
werden (Gradl, Henrich 2016b). Das CosmoTool
nutzt die Funktionalität des DME beispielsweise,
um auf Basis unstrukturierter Texte biographi-
sche Zusammenhänge erkennen und extrahieren
zu können.
Das CosmoTool verknüpft die generische Per-
spektive einer Forschungsinfrastruktur, die stets
auch Aspekte der Nachhaltigkeit und Nachnutz-
barkeit fokussiert, mit spezifischen historischen
Forschungsfragen. Durch das Zusammenwirken
der verschiedenen Komponenten kann die Funk-
tionalität des CosmoTools durch Experten unter-
schiedlicher fachwissenschaftlicher Kontexte um
neue analytische Verfahren erweitert werden.
Einmal verwendete Verfahren z. B. zur Disambi-
guierung von Namen oder Zeitangaben können
für artverwandte Datenquellen nachgenutzt und
angepasst werden.
Impulsvortrag 2: Reise in der Frühen
Neuzeit: Rekonstruktion der Bewegung
konfessioneller Minderheiten
In der Geschichtsschreibung wird der Fokus oft
auf religiöse/kulturelle Minderheiten gelegt, weg
vom Blickwinkel der dominierenden Gruppen,
da diesen Minderheiten hohe politische, ökono-
mische und kulturelle Einflüsse zugeschrieben
werden. Solche religiösen Gruppen werden oft
zu Medien zwischen zwei Kulturen und führen
Transfers (u. A. Reisen) durch. In bestimmten Fäl-
len bilden diese Gruppen, wenn sie von Fremden
umgegeben sind, ein starkes nationales bzw. re-
ligiöses Bewusstsein, assimilieren sich aber nicht
und bilden Diasporen heraus. Um die Diaspo-
ren zu rekonstruieren ist es hilfreich Reisewege
der Gruppen oder einzelnen Reisenden zu ver-
folgen, da sie Einblicke in das Netzwerk der Ver-
trauten erlauben. Dabei sind Reisewege in der
Frühen Neuzeit eine besondere Herausforderung:
z. B. Reise/Ausreisebeschränkung, (aus moderner
Sicht) fehlende Infrastruktur wie befestigte Stra-
ßen oder fehlende Sicherheit, was die Verlässlich-
keit auf eigene Netzwerke noch wichtiger macht.
Die Reisetätigkeiten dieser Gruppen werden
anhand der Beispiele der Lutheraner aus
deutschsprachigen Gebieten in Russland des 18.
Jahrhunderts erläutert: Ausgehend aus ihrer “Be-
heimatung”, über ihrer Reisewege bis hin zu ih-
ren Tätigkeitsorten.
Arbeitsgruppen:
Den Impulsvorträgen schließen sich Gruppenar-
beiten zu jeweils einer der folgenden drei Themen
an:
Vollständigkeit: Für Historiker ist die Vollstän-
digkeit ein wichtiges Kriterium. Um Reisewege
zu verfolgen, ist es zumindest theoretisch not-
wendig, eine vollständige Datengrundlage vor-
zufinden. Jedoch ist dies praktisch nur in den
seltensten Fällen realisierbar. Deshalb soll sich
eine Arbeitsgruppe mit der Fragestellung beschäf-
tigen, ob und vor allem wie mit unvollständi-
gen Daten umgegangen werden kann und ob
sich dennoch ein wissenschaftlicher Mehrwert
für Historiker ergibt.
Technische Machbarkeit / Repräsentationsfor-
men: Eine weitere Arbeitsgruppe bearbeitet das
Thema der technischen Machbarkeit. Der Fokus
liegt hierbei auf der Frage, wie entsprechende Da-
ten vorgehalten und gespeichert werden sollen, so
dass bspw. auch mehrere Datenbanken miteinan-
der verknüpft werden können.
Rechtliche und ethische Aspekte: Werkzeuge, wie
das CosmoTool, entfalten erst dann ihre volle Leis-
tungsfähigkeit, wenn über Personen möglichst
viel oder gar alle relevanten Reisewege enthalten
sind. Auf der anderen Seite werden so für For-
schungszwecke historische Personen völlig trans-
parent dargestellt, ohne dass überhaupt klar ist,
ob ebenje Personen einer derartigen Darstellung
überhaupt zustimmen würden. Die Kernfrage, die
sich demnach stellt, ist, wo die Forschung auch
im Interesse der entsprechenden Personen enden
muss (vgl. auch Berendt et al 2015: Is it research
or is it spying? – Rethinking ethics in Big Data AI
and other fields of knowledge science).
Zielpublikum
Das Zielpublikum sollte sich aus interessierten
Forschern aus den Digital Humanities zusammen-
setzen. Neben potenziellen Anwendern mit ih-
ren spezifischen Forschungsfragen und Anforde-
rungen, könnte der Workshop insbesondere auch
für Sammlungsinhaber und Entwickler artver-
wandter Werkzeuge von Interesse sein. Die Orga-
nisatoren würden den Preconference-Workshop
auch separat bewerben, um interessierte Histori-
ker auf das Event aufmerksam zu machen. Der
Workshop ist für 15-20 Teilnehmer ausgelegt.
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Geplantes Programm
Der Workshop besteht im Wesentlichen aus den
drei Teilen Einführung, Impulsreferate sowie ei-
ner Gruppenarbeit mit den Workshop-Teilneh-
mern. Der Workshop gliedert sich im Detail wie
folgt:
•   09:00 - 09:30 Welcome und Einführung in das
Workshopthema (Aschauer, Büchler, Gradl,
Henrich)
•   09:30 - 10:00 Impulsvortrag Informatik (Gradl,
Henrich): Informatik und Infrastruktur: Ana-
lyse und Kombination forschungsspezifischer
Methoden auf dem infrastrukturellen Funda-
ment von DARIAH-DE
•   10:00 - 10:30 Impulsvortrag Geisteswissen-
schaften (Aschauer, Büchler): Reise in der Frü-
hen Neuzeit: Rekonstruktion der Bewegung
konfessioneller Minderheiten
•   10:30 - 11:00 Kaffeepause
•   11:30 - 12:30 Arbeiten in Arbeitsgruppe
•   12:30 - 13:00 Diskussionsrunde mit dem Publi-





Anna Aschauer, Leibniz-Institut für Europäi-
sche Geschichte, Mainz. Interessen: Pietismusfor-
schung, Migration der religiösen Minderheiten in
der Frühen Neuzeit, Digital Humanities. E-Mail:
aschauer@ieg-mainz.de
Marco Büchler, Leibniz-Institut für Europäi-
sche Geschichte, Mainz. Interessen: Digital Huma-
nities, Text Mining, Information Retrieval, Big Hu-
manities Data. E-Mail: buechler@ieg-mainz.de
Tobias Gradl, Otto-Friedrich-Universität Bam-





Bamberg. Interessen: Datenbanken, Informa-
tion-Retrieval, Digital Humanities, Multimediale
Systeme, Softwareentwicklung. E-Mail:
Ausstattung
Es wird keine zusätzliche Ausstattung neben der
üblichen Präsentationstechnik benötigt.
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Software ist in vielen Fällen ein integraler Be-
standteil von Forschungsaktivität, so auch in den
Digital Humanities zur Bearbeitung von geistes-
und kulturwissenschaftlichen Forschungsfragen
mit digitalen Methoden. Im weiteren Sinn ver-
standen reicht das Anwendungsfeld für geistes-
wissenschaftliche Forschungssoftware von der
täglichen Arbeit mit Webbrowsern und Text-
verarbeitungsprogrammen bis hin zum Ein-
satz spezialisierter Softwarelösungen, virtueller
Forschungsumgebungen oder auch webbasier-
ter Publikations- und Analyseinstrumente für
geisteswissenschaftliche Forschungsdaten. Im en-
geren Sinn verstanden ist Forschungssoftware in
den Digital Humanities als Summe spezifischer
Komponenten aufzufassen, die unter entwick-
lerischer Durchdringung der jeweiligen geistes-
wissenschaftlichen Wissens- und Anwendungsdo-
mäne konzipiert und implementiert werden.
Zum aktuellen Zeitpunkt finden die Entwick-
lungsprozesse für Forschungssoftware in den
Digital Humanities häufig noch isoliert, un-
reflektiert, undokumentiert, nicht an gängi-
gen Industriestandards ausgerichtet und ins-
besondere nicht innerhalb eines organisierten,
disziplinspezifischen Rahmens statt. Aus die-
ser Situation heraus ergibt sich ein eminen-
tes Nachhaltigkeitsproblem für geisteswissen-
schaftliche Forschungssoftware. Dies verwundert
umso mehr, denn während das Bewusstsein für
eine nachhaltige Erschließung kultureller Ob-
jekte durch die Entwicklung und den Einsatz ent-
sprechender systemneutraler Datenformate und -
standards inzwischen als hoch eingeschätzt wer-
den kann, spielt die Ebene der Softwareentwick-
lung in den Nachhaltigkeitsdiskussionen der Digi-
tal Humanities kaum eine Rolle. Während andere
Disziplinen wie beispielsweise die Natur- und In-
genieurswissenschaften, aber auch die informa-
tisch geprägten Lebenswissenschaften diese Pro-
blematik erkannt und erste Gegenmaßnahmen
ergriffen haben, gilt in den Digital Humanities im-
mer noch das schon vor Jahren geprägte Man-
tra „Data ages like wine, software ages like fish“.
1 Hinzu kommt, dass DH-Softwareentwickler_in-
nen häufig noch als digitale Geisteswissenschaft-
ler_innen 'zweiter Klasse' wahrgenommen wer-
den und deutlich schlechtere Möglichkeiten zur
Entfaltung ihrer akademischen Karriere haben
– obwohl sie die 'Ermöglichenden' bzw. zentrale
Beitragende zum jeweiligen wissenschaftlichen
Erkenntnisgewinn sind (vgl. Brett 2017, S. 22).
Der 2016 von Simon Hettrick vorgelegte Bericht
des Software Sustainability Institute kommt in Be-
zug auf die generellen Voraussetzungen zur Stei-
gerung der Nachhaltigkeit von Forschungssoft-
ware zu folgendem Schluss: „Many researchers
know how to code, but few understand the wi-
der set of skills that are needed to develop relia-
ble, reproducible and reusable software. […] soft-
ware engineering should be incorporated […] at
the very start of a research career“. (Hettrick 2016,
S. 14).
Der hier vorgeschlagene Workshop versteht sich
als eine erste Maßnahme, in den Digital Huma-
nities im deutschsprachigen Raum einen kriti-
schen Reflexionsprozess zum Thema 'Nachhaltige
Softwareentwicklung' anzustoßen und durch die
Etablierung einer gemeinsamen Diskussionsplatt-
form ein stärkeres Bewusstsein für diesen zentra-
len, aber vernachlässigten Baustein guter Digital
Humanities Forschung zu wecken.
Der Workshop bildet den Arbeitsauftakt für die
ins Auge gefasste Beantragung einer AG Rese-
arch Software Engineering innerhalb des DHd-
Verbandes (AG DH-RSE). Ziel ist es, im Rahmen
des Workshops möglichst vielen Wissenschaft-
ler_innen sowohl aus universitären wie auch
außeruniversitären Kontexten, die als digitale
Geisteswissenschaftler_innen im Feld der geis-
teswissenschaftlichen Softwareentwicklung tätig
sind, ein gemeinsames Forum für die Arbeit an
einem 'Manifest' für eine gute und nachhaltige
Implementierungspraxis zu geben. Dieses Mani-
fest versteht sich gleichzeitig als Gründungsdoku-
ment der AG DH-RSE. Eine im Vorfeld dieser Ein-
reichung getätigte informelle Erhebung hat einen
großen Bedarf für ein solches Format ermittelt.
Die Gruppe von Interessent_innen und potentiel-
len Teilnehmer_innen eines solchen Workshops
sowie der angestrebten AG besteht bereits jetzt
aus 20 Personen. Die Ausrichtung in Form ei-
nes Workshops auf der DHd-Konferenz soll das
Einzugsgebiet und die Teilnahmemöglichkeit für
weitere interessierte DH-Softwareentwickler_in-
nen vergrößern und öffnen, wobei als Zielgruppe
insbesondere solche Entwickler_innen aus dem
inner- wie außeruniversitären Kontext ins Auge
gefasst werden, die über eine entsprechende Pro-
jekterfahrung verfügen.
In Anlehnung an die im anglo-amerikanischen
Raum bereits etablierte UK Research Software En-
gineer Association ( http://rse.ac.uk/who/ ) und den
Workshops on Sustainable Software for Science:
Practice and Experiences (WSSSPE, http://wss-
spe.researchcomputing.org.uk ) wird der DHd-
Workshop verschiedene Formate integrieren.
Hierzu gehören neben einer Keynote auch Light-
ning Talks und Breakout Groups, die sich im Ver-
lauf des Workshops spezifischen Unterthemen
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widmen. Eine Zusammenfassung zum Ende des
Workshops fokussiert auf den erreichten Stand
des gemeinsamen Manifests sowie auf die konkre-
ten weiteren Schritte zur Implementierung der
AG DH-RSE. Der Workshop gliedert sich wie folgt:
1.  Impuls: Warum eine AG DH-RSE?
2.  Keynote
3.  Impuls: Gegenwärtige best practices im Be-
reich nachhaltiger Softwareentwicklung
4.  Breakout Groups
•    a) Ausbildung, Training, Software Carpen-
try, Standards
•    b) Struktur, Infrastruktur, Workflows für
die AG DH-RSE
•    c) Definitionen: Sustainability, Software,
Dokumentation, etc.
•    d) Manifest der AG DH-RSE; mit agiler Inte-
gration von Gruppen a), b), c)
5.   Wrap-Up und Online-Veröffentlichung der
Workshop-Ergebnisse sowie einer ersten Ver-
sion des Manifests
Im Fazit möchte der Workshop eine kritische
Reflexion der gegenwärtigen Prozesse und Prak-
tiken im Bereich der DH-Softwareentwicklung
anstoßen, eine erste Kartierung dieses wissen-
schaftlichen Tätigkeitsfeldes und seiner Akteure
erstellen und eine Organisationsform für eine
koordinierte Weiterentwicklung dieses wichtigen
Teilbereiches der Digital Humanities finden. Als
Startplattform für den Workshop steht eine Git-
Hub-Website zur Verfügung, an der im Rah-
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Historische Korpora (Gippert und Gehrke 2015;
Claridge 2008; Rissanen 2008) dienen in vielen
geisteswissenschaftlichen Disziplinen als Analy-
segrundlage und können sehr unterschiedlich
aufbereitet sein. Mit korpusbasierten Studien
können qualitative und quantitative Analysen,
die für die Überprüfung von Hypothesen über ein
bestimmtes Phänomen notwendig sind, durchge-
führt werden. Dem gegenüber steht methodisch
die korpusgetriebene Studie, die das Korpus selbst
nutzt, um Hypothesen über ein Phänomen zu ge-
nerieren (vgl. McEnery und Hardie 2012; Lüdeling
und Zeldes 2007). Neben diesen zwei Studienty-
pen können mit Hilfe von Korpora auch einzelne
Belege und Kontexte für die Beantwortung ver-
schiedenster Forschungsfragen ermittelt werden.
Eine andere methodische Unterscheidung wird
mit dem close reading und dem distant reading
gemacht (vgl. Moretti 2016; Federico 2015; Goo-
ding et al. 2013; Simanowski 2011). Wobei close
reading hermeneutische, nicht zwingend digitale
Methoden umfassen und eine methodische Nähe
zu den korpusinformierten Belegstudien sowie zu
qualitativen korpusbasierten Studien aufweisen
kann. Distant reading ist hingegen vergleichbar
mit überwiegend quantitativen, korpusgetriebe-
nen Studien. Ein zusätzlicher Aspekt dieser Me-
thoden ist auch die Visualisierung der Daten für
distant reading oder des Textes für  close rea-
ding. Verschiedene Visualisierungen der Annota-
tionen werden für die korpusbasierten, -getrie-
benen und -informierten Studien eingesetzt und
können so verschiedene Analysen unterstützen
oder auch erst ermöglichen.
In den digitalen Geisteswissenschaften müs-
sen daher für die jeweiligen Methoden und
Forschungsdaten Analyse- und Visualisierungs-
werkzeuge entwickelt werden, die es den For-
scherinnen und Forschern ermöglichen, für ihren
jeweiligen Forschungskontext aus einem brei-
ten methodischen Spektrum wählen zu kön-
nen (vgl. für einen Überblick z.B. Kupietz und
Geyken 2016). Ein solches Werkzeug ist ANNIS
(Krause und Zeldes 2016), das Such- und Visua-
lisierungstool für Annotationen, das wir in unse-
rem Workshop den Forscherinnen und Forschern
aus den Digital Humanities vorstellen möchten.
ANNIS erlaubt das Durchsuchen von Korpora,
die unterschiedliche Arten von Annotationen, die
möglicherweise durch unterschiedliche Forscher-
gruppen unter verschiedenen Gesichtspunkten
annotiert worden, in einem Korpus vereinen.
Diese Flexibilität erlaubt es, annotierte Phäno-
mene in der Suche zu kombinieren und damit
komplexere Strukturen zu finden.
Neben der Unterstützung der vielfältigen Ana-
lysemethoden ist eine weitere Herausforderung
für die Analysewerkzeuge, dass historische Kor-
pora je nach Forschungskontext und -frage un-
terschiedlich erstellt und aufbereitet werden (Lü-
deling 2011). Dies zeigt sich unter anderen in
den vielfältigen Transkriptions- und Normalisie-
rungsverfahren (vgl. z.B. Odebrecht et al. 2016;
Krasselt et al. 2015; Archer et al. 2015; Bollmann
et al. 2012; Jurish 2010) und Annotationsguideli-
nes (für z.B. Annotation von Wortarten für his-
torisches Deutsch Coniglio et al. 2016; Dipper et
al. 2013) sowie verschiedenen Formaten (z.B. Ro-
mary et al. 2015; Schmidt und Wörner 2009; Bur-
nard und Baumann 2008; Wittenburg et al. 2006;
Dipper 2005), die allein für die Erstellung von his-
torischen Korpora eingesetzt werden.
Damit historische Korpora mit verschiedenen
Methoden analysiert werden können, muss de-
ren Wiederverwendung ermöglicht werden. Die
Wiederverwendung von historischen Korpora
wird durch u.a. deren freie Veröffentlichung und
umfassende Dokumentation möglich (Odebrecht
2014; Borgmann 2012; Büttner et al. 2011). Wei-
terhin erhöht eine Wiederverwendung ihre Sicht-
barkeit und stellt eine Chance zur engeren Ver-
netzung und Zusammenarbeit in den digitalen
Geisteswissenschaften dar. So können auch histo-
rische Korpora in unterschiedlichen Wiederver-
wendungsszenarien gedacht werden (vgl. Simons
und Bird 2008) und als empirische Grundlage für
die verschiedenen Analysemethoden dienen.
Dieser Workshop möchte ausgehend von die-
sen Themenkomplex mit den Teilnehmerinnen
und Teilnehmern folgende Fragen diskutieren:
Wie können Analysewerkzeuge den Forscherin-
nen und Forschern vielfältige Analysemethoden
und Visualisierungsmethoden für verschiedene
historische Korpora ermöglichen? Wie kann AN-
NIS die verschiedenen Analysemethoden bislang
unterstützen? Wie kann es gelingen, auch die Viel-
fältigkeit der Forschungsdaten als solche zu be-
rücksichtigen und deren Wiederverwendung zu
ermöglichen? Wie können Werkzeuge spezifisch
genug entwickelt werden, um genaue und für den
Forschungskontext und die Forschungsdaten an-
gepasste Analysen zu ermöglichen?
Der Workshop hat das Ziel, anhand mehre-
rer historischer Korpora des Deutschen das ge-
nerische Such- und Visualisierungstool ANNIS
(Krause und Zeldes 2016) für den Einsatz in den
Digital Humanities zu diskutieren und anzuwen-
den, da es bislang überwiegend für korpusba-
sierte und korpusgetriebene Studien sowie für
das Auffinden von sprachlichen Belegen einge-
setzt wird.
ANNIS wird seit 2009 als ein generisches
webbasiertes Such- und Visualisierungstool für
verschiedene Korpustypen und Annotationskon-
zepte in verschiedenen Kooperationen mit der
Humboldt-Universität zu Berlin und der George-
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town University und in mehreren Projekten ent-
wickelt. Der Quellcode von ANNIS ist frei zugäng-
lich veröffentlicht und bietet gleichzeitig eine
Desktop- sowie Server-Installation. In ANNIS kön-
nen Korpora mit Token-, Spannen-, Baum- und
Pointingannotationen unabhängig von den ein-
zelnen, jeweils korpusspezifischen Annotations-
guidelines in ANNIS analysiert werden. ANNIS
bietet weiterhin den Korpuserstellerinnen und -
erstellern annotations- oder fachspezifische Vi-
sualisierungen für Korpora. Mit einer wiederum
generischen und mächtigen Anfragesprache (AN-
NIS Query Language – AQL) können alle Korpora
in ANNIS nach Annotationen und Kombinationen
von Annotationen durchsucht werden. Weiterhin
können die Suchergebnisse für bspw. weitere sta-
tistische Auswertungen exportiert werden. Jedes
Korpus, jede Suchanfrage und jeder Beleg kann
über einen permanenten Link stabil referenziert
werden. Mit dem Konverterframework Pepper
(Zipser und Romary 2010) werden Korpora, die
in verschiedenen Formaten vorliegen können, in
das ANNIS-Format überführt.
Repositorien wie das LAUDATIO-Repository
(Odebrecht et al. 2015) ermöglichen einen Open
Access Zugang zu verschiedensten historischen
Korpora und stellen eine umfassende Korpus-
dokumentation (Odebrecht 2014) zur Verfügung,
die eine Erschließung dieser heterogenen Daten-
grundlage unabhängig von den Korpuserstelle-
rinnen und -erstellern ermöglicht. Damit wird
eine Voraussetzung für die Wiederverwendung
der historischen Korpora erfüllt. Für den Work-
shop werden aus LAUDATIO beispielhaft die
Korpora „Referenzkorpus Altdeutsch“ (Donhau-
ser 2015) und „RIDGES Herbology Korpus“ (Ode-
brecht et al. 2016) verwendet.
Das Referenzkorpus Altdeutsch ist ein histori-
sches Mehrebenenkorpus der ganzen Sprachpe-
riode des Althochdeutschen mit ca. 650.000 Wör-
tern (von den ersten Überlieferungen bis Mitte
des 11. Jahrhunderts). Als Grundlage für die di-
plomatischen Transkription sind Editionen der
jeweiligen Handschriften, die mit weiteren An-
notationen zur Textstruktur sowie mit komple-
xen Wortartenannotation (Dipper et al. 2013),
Annotation zu Flexionsklassen und Lemmatisie-
rung versehen sind. Das RIDGES Korpus ist ein
tief annotiertes Korpus mit Auszügen aus ge-
druckten Kräuterbüchern aus der Zeit zwischen
1487 und 1910, anhand derer die Entwicklung
der deutschen Wissenschaftssprache auf vielen
Ebenen untersucht wird. Die Drucke sind di-
plomatisch transkribiert (wo möglich, nach vor-
her digitalisierten oder durch OCR-Verfahren er-
stellte Vorlagen, vgl. Springmann und Lüdeling
2017). Die Daten sind mehrfach normalisiert und
auf vielen Ebenen annotiert (unter anderem mit
Wortart, Lemma, Informationen zu Kompositi-
onstypen (Perlitz 2014), Dependenzsyntax, Infor-
mationen zur graphischen Struktur nach den TEI
Guidelines). Dabei werden automatische und ma-
nuelle Annotationsverfahren und Prüfverfahren
genutzt.
Um die eingangs formulierten Fragen adressie-
ren zu können, wird der Workshop zwei Schwer-
punkte enthalten. Der erste Schwerpunkt wird die
Einführung in die Funktionen und Suchanfrage-
sprache von ANNIS sowie die damit verbundene
Vorstellung der zwei historischen Beispielkor-
pora umfassen. Wir wollen den Teilnehmerinnen
und Teilnehmern die verschiedenen Analyse- und
Visualisierungsmöglichkeiten online und hands-
on vorstellen. Über die Vorstellung zweier his-
torischer Korpora mit dem generischen ANNIS
können bereits die Herausforderungen der hete-
rogenen Datengrundlage in den digitalen Geistes-
wissenschaften für Analysetools herausgearbeitet
werden.
Der zweite Schwerpunkt soll Raum für eine Dis-
kussion mit den Teilnehmerinnen und Teilneh-
mern sowie auch die Möglichkeit geben, weitere
Korpora in ANNIS – geleitet von den Forschungs-
interessen der Teilnehmerinnen und Teilneh-
mern – zu durchsuchen. Mit diesem Workshop
wollen wir uns gemeinsam mit den Teilnehme-
rinnen und Teilnehmern kritisch mit den An-
forderungen an ein Analysetool für verschie-
dene Methoden zur Analyse und Visualisierung
von historischen Korpora auseinandersetzen und
prüfen, in wie weit ANNIS bereits einige die-
ser Anforderungen erfüllen kann. So wollen wir
ANNIS in einem neuen Forschungskontext der
Digital Humanities diskutieren und dabei neue
Nutzerszenarien für die weitere Entwicklung er-
arbeiten.
Zeitplan:
•   1,5 Stunden Online Hands-on-Einführung in
das Such- und Visualisierungstool, der Anfra-
gesprache mit dem Referenzkorpus Altdeutsch
und RIDGES Korpus
•   1,5 Stunden Teilnehmergeleitete Anfragen,
weitere Korpora und Diskussion der Anforde-
rungen
Technische Anforderungen:
•   Für den Workshop werden ein Raum mit Bea-
mer und Zugang zu eduroam, ggf. einzelne
WLAN-Zugänge für die Teilnehmerinnen und
Teilnehmer benötigt.
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•   max. 30
Bibliographie
Moretti, Franco (2016): Distant Reading. Kon-
stanz: Konstanz University Press.
Romary, Laurent / Zeldes, Amir / Zipser, Flo-
rian (2015): "<tiger2/>. Serialising the ISO Sy-
nAF syntactic object model", in: Language Re-
sources and Evaluation 49 (1), S. 1–18. 10.1007/
s10579-014-9288-x.
Archer, Dawn / Kytö, Merja / Baron, Alistair /
Rayson, Paul (2015): "Guidelines for normalising
Early Modern English corpora. Decisions and jus-
tifications", in: ICAME Journal (39), 5–24.
Bollmann, Marcel / Dipper, Stefanie / Kras-
selt, Julia / Petran, Florian (2012): "Ma-
nual and semi-automatic normalization of
historical spelling. Case studies from Early
New High German", in: Proceedings of KON-
VENS 2012 342–350. http://www.oegai.at/kon-
vens2012/proceedings/51_bollmann12w/ [letzter
Zugriff am 24.08.2016].
Borgmann, Christine L. (2012): "The conund-
rum of sharing research data", in: Journal
of the American Society for Information Sci-
ence and Technology 63 (6), 1059–1087. 10.2139/
ssrn.1869155.
Burnard, Lou / Baumann, Sid (eds.) (2008): TEI
P5. Guidelines for Electronic Text Encoding and
Interchange. Oxford. http://www.tei-c.org/Guideli-
nes/P5/ [zuletzt geprüft am 11.11.2015].
Büttner, Stephan / Hobohm, Hans-Christoph /
Müller, Lars (2011): "Research Data Manage-
ment", in: Büttner, Stephan / Hobohm, Hans-Chris-
toph / Müller, Lars (eds.): Handbuch Forschungs-
datenmanagement. Bad Honnef: Bock + Herchen,
13–23.
Claridge, Claudia (2008): "Historical Corpora",
in: Lüdeling, Anke / Kytö, Merja (eds.): Corpus Lin-
guistics. An International Handbook, Bd. 1. 2. Ber-
lin: De Gruyter (1), 242–259.
Coniglio, Marco / Donhauser, Karin / Schlach-
ter, Eva / Rasskazova, Oxana / Odebrecht, Ca-
rolin / Wirth, Matthias / Miltenberger, Anke
(2016): Historisches Predigtenkorpus zum Nach-
feld (HIPKON Version 1.0). Technischer Bericht,
Humboldt-Universität zu Berlin. 10.18452/13681.
Dipper, Stefanie (2005): "XML-based Stand-off
Representation and Exploitation of Multi-Level
Linguistic Annotation", in: Proceedings of Berliner
XML Tage 2005 (BXML 2005). Berlin, 39–50.
Dipper, Stefanie / Donhauser, Karin / Klein,
Thomas / Linde, Sonja / Müller, Stefan / Wegera,
Klaus-Peter (2013): "HiTS. Ein Tagset für histori-
sche Sprachstufen des Deutschen“, in: Zinsmeis-
ter, Heike / Heid, Ulrich / Beck, Kathrin (eds.): Das
Stuttgart-Tübingen Wortarten-Tagset. Stand und
Perspektiven", in: Journal for Language Techno-
logy and Computational Linguistics, 28(1), 85–137.
Donhauser, Karin (2015): "Das Referenzkorpus
Altdeutsch. Das Konzept, die Realisierung und die
neuen Möglichkeiten", in: Gippert, Jost / Gehrke,
Ralf (eds.): Historical Corpora. Tübingen: Narr
(Korpuslinguistik und interdisziplinäre Perspekti-
ven auf Sprache, 5), 35–49.
Federico, Annette (2015): Engagements with Li-
terature. Engagements with Close Reading. Flo-
rence: Routledge.
Gippert, Jost / Gehrke, Ralf (eds.) (2015): His-
torical Corpora. Tübingen: Narr (Korpuslinguistik
und interdisziplinäre Perspektiven auf Sprache,
5).
Gooding, Paul / Terras, Melissa / Warwick,
Claire (2013): “The myth of the new. Mass digitiza-
tion, distant reading, and the future of the book”,
in: Literary and Linguistic Computing 28 (4), 629–
639. 10.1093/llc/fqt051.
Jurish, Bryan (2010): “More than Words: Using
Token Context to Improve Canonicalization of
Historical German”, in: Journal for Language Tech-
nology and Computational Linguistics 25 (1), 23–
40.
Krasselt, Julia / Bollmann, Marcel / Dipper,
Stefanie / Petran, Florian (2015): Guidelines für
die Normalisierung historischer deutscher Texte.
Bochumer Linguistische Arbeitsberichte, 15. ur-
n:nbn:de:hebis:30:3-419680.
Krause, Thomas / Zeldes, Amir (2016): ANNIS3.
“A new architecture for generic corpus query and
visualization”, in: Digital Scholarship in the Huma-
nities 31 (1), 118–139. 10.1093/llc/fqu057.
Kupietz, Marc / Geyken, Alexander (eds.)
(2016): “Corpus Linguistic Software Tools”, in:
Journal for Language Technology and Computatio-
nal Linguistics 31(1).
Lüdeling, Anke (2011): “Corpora in Linguistics.
Sampling and Annotation”, in: Grandin, Karl (ed.):
Going Digital. Evolutionary and Revolutionary As-
pects of Digitization. New York: Science History
Publications (Nobel Symposium, 147), 220–243.
Lüdeling, Anke / Zeldes, Amir (2007): “Three
Views on Corpora. Corpus Linguistics, Literary
Computing, and Computational Linguistics”, in:
Jahrbuch für Computerphilologie (9), 149–178.
McEnery, Tony / Hardie, Andrew (2012): Cor-
pus Linguistics. Method, Theory and Practice. Cam-
bride [u.a.]: Cambridge University Press (Cam-
bridge Textbooks in Linguistics).
Odebrecht, Carolin (2014): "Modeling Linguis-
tic Research Data for a Repository for Historical
Corpora", in: Digital Humanities Conference Ab-
stracts. Lausanne 284–285.
Odebrecht, Carolin / Belz, Malte / Zeldes,
Amir / Lüdeling, Anke / Krause, Thomas
62
Digital Humanities im deutschsprachigen Raum 2018
(2017): „RIDGES Herbology. Designing a Diachro-
nic Multi-Layer Corpus”, in: Language Resources
and Evaluation 51 (2) First Online 2016, 695-725 .
10.1007/s10579-016-9374-3.
Odebrecht, Carolin / Krause, Tho-
mas / Lüdeling, Anke (2015):
"Austausch von historischen Texten
verschiedener Sprachen über das LAU-
DATIO-Repository", 37. Jahrestagung der
Deutschen Gesellschaft für Sprachwis-
senschaft, DGfS-CL Poster Session, Leip-
zig. http://conference.uni-leipzig.de/dgfs2015/fi-
leadmin/zusatzdokumente/dgfs-
tagung-2015-final.pdf [letzter Zugriff am
17.08.2017].
Perlitz, Laura (2014): Konkurrenz zwischen
Wortbildung und Syntax. Historische Entwicklung
von Benennung. Bachelorarbeit. Humboldt-Uni-
versität zu Berlin, Berlin. 10.18452/14232
Rissanen, Matti (2008): "Corpus Linguistics and
Historical Linguistics", in: Lüdeling, Anke / Kytö,
Merja (eds.): Corpus Linguistics. An International
Handbook. 2 Bände. Berlin: De Gruyter (1), 53–68.
Schmidt, Thomas / Wörner, Kai (2009): "EX-
MARaLDA. Creating, analysing and sharing spo-
ken language corpora for pragmatic research", in:
Pragmatics 19 (4), 565–582.
Simanowski, Roberto (2011): Digital Art and
Meaning. Reading Kinetic Poetry, Text Machines,
Mapping Art, and Interactive Installations (Elec-
tronic Mediations). Minnesota: University of Min-
nesota Press.
Simons, Gary / Bird, Steven (2008): "Toward a
global infrastructure for the sustainability of lan-
guage resources", in: Proceedings of the 22nd Paci-
fic Asia Conference on Language, Information and
Computation. Cebu City,  87–100.
Springmann, Uwe / Lüdeling, Anke (2017):
"OCR of historical printings with an application to
building diachronic corpora. A case study using
the RIDGES herbal corpus", in: Digital Huma-
nities Quarterly 11 (2). http://www.digitalhuma-
nities.org/dhq/vol/11/2/000288/000288.html [letz-
ter Zugriff am 12.09.2017].
Wittenburg, Peter / Brugmann, Hennie / Rus-
sel, Albert / Klassmann, Alex / Sloetjes, Han
(2006): "ELAN. A Professional Framework for Mul-
timodality Research", in: Proceeedings of LREC.
Language Resources and Evaluation Conference.
Genoa  1556–1559. http://www.lrec-conf.org/pro-
ceedings/lrec2006/ [letzter Zugriff am 23.12.2016].
Zipser, Florian / Romary, Laurent (2010): "A
model oriented approach to the mapping of anno-
tation formats using standards", in: Proceedings
of the Workshop on Language Resource and Lan-
guage Technology Standards, LREC 2010. http://
hal.archives-ouvertes.fr/inria-00527799/en/ [letz-




















Das im Jahr 2012 gegründete Projekt Wikidata
ist ein Schwesterprojekt der Wikipedia, welches
strukturierte Daten verwaltet, die in Wikipedia
oder in anderen Wikimedia-Projekten verwendet
werden können. Der Wikidata-Ansatz basiert auf
einer Reihe von Designentscheidungen, wie der
offenen Bearbeitung, der Pluralität (Daten aus
unterschiedlichen Quellen mit unterschiedlicher
Aussage sind erlaubt) und der Mehrsprachigkeit
(Vrandečić & Krötzsch, 2014).
Die strukturierten Daten sind nach konkreten
Entitäten (Items) organisiert, die mit Aussagen
(Statements) beschrieben werden. Jede Entität
hat ein sprachspezifisches Label. Eine Entität,
beispielsweise Q12418 besitzt das Label „Mona
Lisa“. Sogenannte Eigenschaften (Properties) er-
lauben dann die Beschreibung der Entitäten
mit Aussagen. Q12418 (Subjekt) ist eine Instanz
„instance-of” (P31 Property) der Entität „Pain-
ting“ (Q3305213 Objekt) und sagt aus, dass es sich
hier um ein Gemälde handelt. Mit dieser Aus-
sagestruktur bestehend aus Subjekt-Prädikat-Ob-
jekt bietet Wikidata maximale Flexibilität, da Wi-
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kidata erlaubt, neue Eigenschaften zu erstellen
und Aussagen über sie zu machen. Durch die zu-
sätzliche (eigentlich verpflichtende) Angabe von
Referenzen kann Wikidata die Funktion einer se-
kundären, verifizierbaren Wissensbasis überneh-
men. Durch die Angabe von Referenzen werden
in Wikidata nicht in erster Linie Tatsachen über
die Welt gespeichert, sondern vielmehr Verlin-
kungen zu Quellen erstellt. Die Umstände, dass
derzeit noch häufig de facto Referenzen fehlen
und dass grundsätzlich Personen Falscheingaben
machen werden können, sind kritisch zu berück-
sichtigen, jedoch nicht Gegenstand des Work-
shops.
Im September 2017 umfasste Wikidata Infor-
mationen von über 29 Millionen Entitäten, die
mit Hilfe von über 175.000 registrierten Nut-
zern erstellt wurden. Ein wesentlicher Mehrwert
von Wikidata liegt in der Nutzung der struk-
turierten Daten, denn diese können von Men-
schen und Maschinen gleichermaßen „verstan-
den“ werden (Müller-Birn et al., 2015). Das wurde
dadurch ermöglicht, dass das bestehende Fak-
tenwissen in terminologische Wissen überführt
wurde (Erxleben et al., 2014). Somit können einer-
seits die Daten über ein User Interface von Men-
schen bearbeitet sowie abgefragt und anderer-
seits (unter anderem) über den Wikidata SPARQL
Query Service (https://query.wikidata.org/), von
Softwareanwendungen verwendet werden. Dar-
über hinaus bieten Anwendungen wie SQID die
Möglichkeit, das terminologische Wissen zu ex-
plorieren. Wikidata findet mittlerweile in vielfäl-
tigen Bereichen Anwendung: wie beispielsweise
in interaktiven Abfrageansichten zu bestimmten
Themen (z. B. das Oscar-Portal der Zeitung FAZ
online), aber auch zur Unterstützung von Q&A-
Systeme, wie beispielsweise Apples Siri Suchma-
schine.
Wikidata im Bereich Digital
Cultural Heritage
Solche oder ähnliche Anwendungen sind aber
ebenfalls im Bereich der Geistes- und Kultur-
wissenschaften denkbar, wie die Beiträge zu
der diesjährigen WikidataCon (https://www.wi-
kidata.org/wiki/Wikidata:WikidataCon_2017) zei-
gen. Die wachsende Vernetzung zwischen Da-
tenrepositorien und der zunehmende Einsatz
entsprechender Datenmodelle (z.B. Graphen-Da-
tenbanken, LOD) sowie Normdaten im Cultural
Heritage-Bereich machen Wikidata zu einer inter-
essanten Infrastruktur, die auch in diesem Gebiet
eingesetzt werden könnte.
Kulturhistorische Datenbanken können bei-
spielsweise die in ihnen enthaltenen Entitäten
(historische Personen, Objekte, Orte etc.) auf Wi-
kidata referenzieren, neue Zusammenhänge in
Form von Aussagen an Wikidata zurückspie-
len und bestehende Aussagen aus Wikidata ver-
wenden. Im Fall von Personen-Datensätzen ent-
hält Wikidata beispielsweise Bezeichner, wie z.B.
VIAF, GND oder der ULAN ID (Union List of Ar-
tist Names: Identifier von der Getty Union List von
Künstlernamen). Wikidata stellt hier bereits ein
internationales Bindeglied dar, da die überwie-
gend national (z.B. durch nationale Bibliotheken
wie die DNB, BNF oder Library of Congress) oder
disziplinär (z.B. ULAN für die Kunstgeschichte) or-
ganisierten Normdatenrepositorien nicht alle Be-
zeichner abdecken bzw. auf diese verweisen. Im
Bereich der Werke (Bauwerke, Kunstwerke und
Artefakte aller Art) könnte diese übergreifende
Rolle von Wikidata noch bedeutender werden.
Anders als bei Personen existieren hier noch im-
mer wenige Normdatenrepositorien. Zudem ist
die Zahl der Artefakte wesentlich höher und ihre
Definition viel weniger eindeutig (es kann von
einer Zahl von mehreren -zig Millionen „rele-
vanter“ Kunstwerke weltweit ausgegangen wer-
den; die Zahl der für die verschiedenen kultur-
historischen Disziplinen relevanten Artefakte ist
um ein Vielfaches höher). Es ist unwahrschein-
lich, dass die betreffenden GLAM-Institutionen,
d.h. kulturellen Institutionen und Gedächtnisor-
ganisationen, hier in absehbarer Zeit ein ausrei-
chendes und vor allem standardisiertes Daten-
material bereitstellen können. Auch dort wo sich
einschlägige Institutionen der Aufgabe angenom-
men haben, bleibt das entweder auf eine natio-
nale Ebene beschränkt (z.B. mit den Datenbanken
Merimee oder Joconde in Frankreich, oder dem
RKD in den Niederlanden), oder droht unausge-
wogen und fragmentarisch zu bleiben (z.B. CONA,
das Cultural Objects Name Authority des Getty Re-
search Institute). Das Deutsche Dokumentations-
zentrum für Kunstgeschichte, Foto Marburg, hat
zwar vielfach die Bedeutung von Werknormda-
ten unterstrichen (Locher/Warnke 2013), jedoch
bislang keinen Vorschlag für deren Bereitstellung
gemacht. Nach heutigem Ermessen kann wohl
auch nicht davon ausgegangen werden, dass es
möglich oder sinnvoll ist, ein vollständiges Refe-
renzrepositorium aller Bau- und Kunstwerke an-
zustreben. Selbst die Europeana (mit der Euro-
peana ID) als zusammenfassender Aggregator ist
hier noch lückenhaft und bietet vor allem keine
Möglichkeit, weiteres Material direkt hinzuzufü-
gen.
Wikidata kann hier eine bestehende Lücke
schließen und die Funktion eines Drehkreuzes
(Hub) erhalten, von dem aus auf weitere digitale
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Repräsentationen der Werke wie auch auf zuge-
hörige Wissensbestände verwiesen wird. Freilich
muss hierzu der Bestand in Wikidata – parallel zu
den genannten Repositorien – ständig weiter aus-
gebaut werden. Projekte wie beispielsweise die
„Sum of all paintings“ treiben diese Aufgabe sys-
tematisch voran (Poulter, 2017).
Für die praktische Arbeit im Bereich des Kultur-
erbes und der Kulturgeschichte bietet Wikidata
nicht zuletzt den Vorteil der freien Zugänglichkeit
und der verwendeten offenen technischen Stan-
dards. Selbst kleinste und sehr spezialisierte Pro-
jekte können so fehlende Gegenstände in Wiki-
data selbst ergänzen und sich damit zugleich in
den globalen Wissensbestand einschreiben. Wo-
hin sich Wikidata entwickeln wird, ist nicht ab-
sehbar. Es werden sich in jedem Fall viele wei-
teren Anwendungsgebiete herausbilden und ein
Anwendungsfall könnte eine offene Metadaten-
bank für das Weltkulturerbe sein. Die bereits er-
wähnte Einschränkung der Manipulierbarkeit ist
hierbei einerseits kritisch zu sehen, jedoch steht
zu erwarten, dass das Zusammenspiel zahlrei-
cher Statements einschließlich zugehöriger Refe-
renzquellen sowie die Referenzierung auf andere
Normdaten einen sich selbst bestätigenden oder
für automatisierte Überprüfungen immer besser
geeigneten Datenbestand erzeugen wird.
Ausrichtung des Workshops
Das Ziel des Workshops liegt darin, eine
fundierte Einführung in Wikidata zu ge-
ben (Weitere Informationen zum Ablauf und
Materialien unter https://blogs.fu-berlin.de/dh-
d2018_wikidata-workshop/ verfügbar). Im Rah-
men dieser Einführung wird den Teilnehmer_in-
nen der Semantic Web Technologie-Stack (Triple,
RDF, OWL, etc.) vermittelt und Wikidata in be-
stehende andere Initiativen (z.B. DBpedia) ein-
geordnet. In einem praxisorientierten Tutorial
wird eine Einführung in Wikidatas Abfragespra-
che SPARQL gegeben. Die Teilnehmer_innen soll-
ten nach dem Workshop ein grundlegendes Ver-
ständnis zu den Möglichkeiten des Einsatzes von
Wikidata in ihrer Forschungspraxis erlangt und
erste Möglichkeiten zum selbstständigen Einsatz
kennengelernt haben. Dies wird sichergestellt, in-
dem anhand mehrerer Fallbeispiele aus dem Be-
reich der kunsthistorischen Bilddatenbanken –
unter anderem der Historischen Glasdias-Samm-
lung des Instituts für Kunst- und Bildgeschichte
der HU Berlin – praktische Ansätze zur Nut-
zung von Wikidata in der geisteswissenschaftli-
chen Forschung aufgezeigt werden. Dabei werden
Probleme diskutiert und exemplarische Lösun-
gen durchgespielt werden. Hierzu gehören Fra-
gen, wie vorhandene Datensätze zu Kulturgütern
(automatisiert) aufgefunden, wie neue Entitäten
möglichst effektiv ohne die Erzeugung von Du-
bletten angelegt und bestehende Aussagen abge-
fragt werden können. Zu den exemplarischen Lö-
sungen gehören unter anderem ein Web-Service
für die Ermittlung von Wikidata-IDs unter Ver-
wendung der Google-Bildersuche und ein Skript
zur Extraktion von Daten unter Nutzung der GND-
Nummern. Nachfolgend werden die bisher ge-
planten Beispielanwendungen kurz eingeführt.
Beispielanwendung 1: Die Datenbank
der digitalisierten Glasdias des Insti-
tuts für Kunst- und Bildgeschichte der
Humboldt-Universität in Berlin. (Georg
Schelbert, Humboldt-Universität zu Ber-
lin; Martin Raspe, MPI f. Kunstgeschichte
in Rom)
Fotografien oder Dias, die Kunstwerke zeigen,
werden normalerweise erfasst, indem – neben
einigen Metadaten zum Bild – das abgebildete
Kunstwerk beschrieben wird. Dies erfolgt oft nach
bestimmten Standards, die dann Pflichtfelder und
Terminologien vorgeben (Harpring 2010). Aller-
dings bedeutet die Beschreibung der auf Dias be-
findlichen Kunstwerke einen im Grunde überflüs-
sigen Aufwand, da es sich zumeist um bekannte
oder sogar berühmte Kunstwerke handelt. Bei
diesen Kunstwerken ist anzunehmen, dass diese
bereits beschrieben wurden. Daher wurde ent-
schieden, die Fotografien oder Dias mit Normda-
ten-Identifikatoren aus Wikidata zu versehen. So
muss z.B. zumindest ein Teil der Beschriftung ent-
ziffert oder das Bildmotiv erkannt werden, um
dann in Wikidata gesucht werden zu können.
Um diesen Prozess zu beschleunigen bzw. zu-
verlässiger zu machen (indem zu eingegebenen
Namen der Objekte zugleich Bilder zur Über-
prüfung der Übereinstimmungen angezeigt wer-
den) wurde prototypisch ein Webservice entwi-
ckelt, der (mit einer entsprechend konfigurierten
Google „custom search engine“) Bilder sucht. Er
sucht dabei mit Vorrang bei Wikipedia, und er-
mittelt dazu die passenden Wikidata-IDs. Dieser
Service soll im Rahmen des Workshops als Aus-
gangspunkt für praktische Arbeiten und weitere
Diskussionen dienen.
Darüber hinaus stellt sich die Frage, wie Wissen,
das aus dem Umgang mit den Bildern – etwa auf
der Basis der Beschriftungen – entsteht, jedoch
noch nicht Wikidata enthalten ist, in Wikidata ein-
gespielt werden kann. Hierfür werden Möglich-
keiten (potentielle Workflows und Ansätze) im
Rahmen des Workshops diskutiert.
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Beispielanwendung 2: Die Coneda-
KOR-Datenbank im Kunsthistorischen In-
stitut in Frankfurt (Thorsten Wübbena,
DFK Paris / Kunstgeschichtliches Institut
der Univ. Frankfurt)
Aufgrund ihres Kenntnisstands sind Studie-
rende in einer frühen Phase des Kunstgeschichts-
studiums häufig nicht in der Lage, über die tex-
tuelle Suche in einem Bilddatenbanksystem zu
einem befriedigenden Ergebnis zu kommen. Sie
wissen schlichtweg nicht, wonach sie suchen müs-
sen bzw. welche Suchbegriffe sie verwenden müs-
sen, um das entsprechende Resultat zu erhalten.
Beim Einsatz von ConedaKOR hilft hier sicher die
Option, die Daten visuell zu explorieren. So reicht
es zum Beispiel, die aufbewahrende Institution zu
kennen, um zu einem bestimmten Bildwerk zu
gelangen. Mittels Relationen werden die überge-
ordneten Entitäten durch die diversen Räume bis
hin zu den Werken sichtbar. Diese Möglichkeit
stellt verständlich keine spezifische Besonderheit
dar, macht aber deutlich, dass nur eine hohe
Datendichte dieses Vorgehen wirklich sinnvoll
macht. Um nun die eingeschränkten personellen
Ressourcen im Frankfurter Kunstgeschichtlichen
Institut zu unterstützen, wurde eine semi-auto-
matisierte Lösung im Zusammenspiel mit dem
Datenbestand aus Wikidata konzipiert. Da in der
Frankfurter ConedaKOR-Installation die GND-ID
für Personen und Orte abgelegt wird und genau
diese Identifier auch in Wikidata vorhanden sind,
werden die Relationen zwischen den – mit einer
GND-ID versehenen – Entitäten in Wikidata mit
denen in der Frankfurter KOR-Installation vergli-
chen. Jede dort nicht vorhandene Relation wird
eingetragen und mit einem entsprechenden Label
(„Aussage aus Wikidata übernommen“) versehen.
Neben diesem Verfahren wird mit einer spezi-
ell entwickelten Web-Extension noch eine wei-
tere Möglichkeit der systemübergreifenden Nut-
zung von Wikidata vorgestellt. Hierbei wird zum
einen auf jeder Website, die eine Wikidata-ID ent-
hält im eigenen Datenbanksystem nachgesehen,
ob Bildmaterial zum Objekt vorhanden ist, wel-
ches sich die Nutzer_innen dann direkt anzei-
gen lassen können. Ebenso kann auf diesem Weg
neues Bildmaterial in das eigene System hochge-
laden werden. Damit ist die Nutzung der Daten-
basis in Wikidata möglich, fehlende Objekte kön-
nen direkt dort ergänzt werden und die rechtlich
häufig schwierige Abbildungssituation wird wei-
terhin im System der Nutzer_innen geklärt. Auch
die Übernahme von Wikidata-Inhalten in die ei-
gene Datenbank ist auf diesem Weg möglich.
Beitragende
Claudia Müller-Birn: Prof. Dr. rer. nat. Claudia
Müller-Birn erforscht Fragestellungen im Bereich
der Computer-Supported Cooperative Work und
Social Computing. Ihr Ziel ist es, basierend auf ei-
nem besseren Verständnis der bestehenden Wis-
sensprozesse neuartige Interaktionskonzepte zu
entwickeln. Daher verbindet sie die Bereiche der
Datenanalyse von Online Communities (z.B. Wiki-
data) mit dem Design von Kollaborationssoftware
(z.B. Annotationssoftware neonion) eng miteinan-
der. Ein zentraler Anwendungsbereich ihrer For-
schung ist der Bereich der Scientific Collabora-
tion, in welchen sie unter anderem durch Einsatz
von Linked Data für eine nachhaltigere Nutzung
von Forschungsdaten eintritt.
Georg Schelbert: Dr. phil. Georg Schelbert in-
teressiert sich als Architektur- und Kunsthisto-
riker insbesondere für die Kunstgeschichte der
Stadt Rom in der frühen Neuzeit, sowie für ihre
Dokumentation in Karten und Veduten (Urban
iconography). Ferner beschäftigt er sich als Leiter
der Mediathek des Instituts für Kunst- und Bild-
geschichte mit der Geschichte kunsthistorischer
Bildmedien (Fotografien, Diapositive). Innerhalb
der Digital Humanities beschäftigt er sich schwer-
punktmäßig mit kulturhistorischen Bild- und For-
schungsdatenbanken (Datenmodelle, linked data,
Wissensrepräsentation, open heritage, Chronoto-
pographie).
Martin Raspe: Dr. phil. Martin Raspe arbei-
tet generell über italienische Kunst und Archi-
tektur sowie niederländische Kunst der frühen
Neuzeit. Außerdem beschäftigt er sich mit der
Kunsttopographie der Stadt Rom von der Antike
bis zur Gegenwart. In den Digital Humanities in-
teressieren ihn Bild- und Forschungsdatenban-
ken (Datenmodelle, Graphdatenbanken, Wissens-
repräsentation), Verfahren und Tools.
Thorsten Wübbena: Thorsten Wübbena M.A.
arbeitet über Themen der bildenden Kunst und
deren mediale Rezeption (insbesondere in Musik-
videos). Er arbeitet an Projekten zum Einsatz von
Informationstechnologie in der kunstgeschichtli-
chen Forschung. Innerhalb der Digitalen Kunst-
geschichte interessieren ihn insbesondere kul-
turhistorische Bild- und Forschungsdatenbanken
(Datenmodelle, Wissensrepräsentation).
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In den textbasierenden Geisteswissenschaften
ist eine optimale Beschaffenheit der zu Grunde
liegenden Texte eine wesentliche Bedingung für
wissenschaftliches Arbeiten. Wie sehr sich die
Bedeutung eines Textes schon durch scheinbar
minimale Unterschiede wie die der Interpunk-
tion verschieben kann, hat sich einer breiteren
Öffentlichkeit zuletzt in der Diskussion über ei-
nen Punkt in einer Abschrift der amerikanischen
Unabhängigkeitserklärung gezeigt (The Atlantic
7/2014).
Während die historische Diskussion über di-
gitale Editionen vielfach mit dokumentarischen
Editionstypen bzw. der Frage nach dem Doku-
mentcharakter der Grundlagen einer Edition (Ma-
nuskripte etc.) und der Frage nach der Essenz
des Textbegriffes beschäftigt ist (P. Sahle 2013),
ergibt sich insbesondere für diejenigen histori-
schen und altertumswissenschaftlichen Diszipli-
nen, die weiterhin auf die klassische Form kriti-
scher Texteditionen angewiesen sind, ein anderes
Problem: Da sie traditionell in hohem Maße mit
Texten beschäftigt sind, die notwendig als Inter-
pretationen und Rekonstruktionen gelten müssen
(West 1973,32), ist hier vor allem die Frage nach
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der Beschaffenheit und Begründung der zum Teil
massiven editorischen Eingriffe nicht nur in die
Lesart, sondern auch in den Umfang und die Zu-
schreibung von Texten, etwa im Falle sogenann-
ter „Fragmente“, von vorrangiger Bedeutung. Der
Workshop soll in diese allgemeine Problematik
einführen und sich im Hinblick auf das Thema
der Konferenz dem Bereich Kritik der digitalen
Geisteswissenschaften (traditionelle Fächer und
DH) zuordnen. Den Teilnehmenden soll dies prak-
tisch anhand der Anwendung der Software eCOM-
PARATIO vermittelt werden. eCOMPARATIO bie-
tet eine einfache Möglichkeit der Kollationierung
verschiedener Varianten eines Textes und ermög-
licht eine digitale, auf dem automatischen Text-
vergleich beruhende Form des kritischen Appara-
tes.
Dazu sind einzelne Use Cases ausgearbeitet wor-
den (anhand der Fragmentsammlung der Vor-
sokratiker von Diels/Kranz [griechisch], der Res
Gestae des Augustus [lateinisch], des Genfer Ge-
löbnisses [deutsch], der Gettysburg Address von
Abraham Lincoln [englisch]), anhand derer den
Teilnehmern die Funktionalitäten demonstriert
werden.
II. Die Software
Im Projekt eCOMPARATIO, das von 2014 bis
2016 von der DFG gefördert wurde und in Leip-
zig am Lehrstuhl für Alte Geschichte in Koopera-
tion mit dem Center of E-Humanities in History
and Social Sciences (ICE) am Max-Weber-Kolleg
für kultur- und sozialwissenschaftliche Studien
durchgeführt wurde, ist vor dem Hintergrund die-
ser Problematik ein einfach zu bedienendes Tool
für den Vergleich prinzipiell beliebig vieler und
beliebig langer digitalisierter Editionen vorran-
gig griechischer und lateinischer, technisch gese-
hen aber auch sämtlicher anderer in einem UNI-
CODE-Format zugänglicher Texte entstanden. Der
Textvergleich arbeitet auf der Basis der Identi-
fikation von Ungleichheiten. Hierbei reicht die
Spanne der programmiertechnisch unterscheid-
baren Differenzen von Ungleichheiten innerhalb
von Wörtern und Buchstabenfolgen bis hin zu
vertauschten Passagen. Im Unterschied zu an-
deren Vergleichsprogrammen benötigen Anwen-
der weder eine Installation von Python, eine
Levenshtein Bibliothek oder ein Java-Plugin, son-
dern erhalten eine für die Anwender ohne Vor-
kenntnisse sofort im Browser nutzbare und mit
Copy-and-Paste einfach zu bedienende Oberflä-
che. Auch Fallbeispiele, eine Textdokumentation
sowie Videoanleitungen stehen zur Verfügung. In
zwei derzeit (2016-17) von der DFG und der An-
drew W. Mellon Foundation geförderten Projek-
ten an der Universität Leipzig in Kooperation mit
Christopher Blackwell von der Furman University
in Greenville, SC/ USA, erfolgt eine Einbindung
des Vergleichstools in ein Interface (zu dem Pro-
tokoll Canonical Text Services (CTS) als Teil der
CITE Architecture: http://cite-architecture.githu-
b.io/cts/), dessen Ziel nicht nur die Bereitstellung
möglichst vieler digitalisierter Editionen einzel-
ner Texte, sondern damit auch erweiterte Mög-
lichkeiten des Textvergleiches, der Suche nach
Parallelstellen und weiterer Formen des sog.
„Text-Mining“ ist.
Die Texteingabemaske
Die eigenständige Version der Vergleichssoft-
ware (unter http://ecomparatio.net/~khk/instan-
zen/ecompp/ ist ein Beispiel frei zum Gebrauch
bereitgestellt) ermöglicht weiterhin eine browser-
basierte oder auch offline verwendbare Anwen-
dung für Texte nach dem Copy-and-Paste-Prinzip:
Hier können beliebig viele Versionen eines Textes
eingefügt werden.
Die Darstellung
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Abbildung 2, Synopse
Abbildung 3, Buch-Darstellung mit digitalem Ap-
parat zum Textvergleich
Ausgabe/Export der Ergebnisse
Die Ausgabe der Ergebnisse kann zur weiteren
Integration in den Arbeitsprozess als TEI XML
oder LaTeX Code erfolgen. Will man die Ver-
gleichsdaten abfragen, so steht ein JSON Interface
zur Verfügung, über das weitere Software ange-
bunden werden kann.
III. Ziele und Zielgruppe
Ziel des Workshops ist eine Einführung in
die Anwendung der eCOMPARATIO Vergleichs-
software, auch in Abgrenzung zu bereits ver-
fügbarer Software (collateX, Juxta) mit ähnli-
chen Anwendungsbereichen. Dazu soll zunächst
eine Einführung in die Relevanz der Frage nach
scheinbar marginalen textlichen Unterschieden
anhand prägnanter Beispiele aus verschiedenen
historischen Epochen und in verschiedenen wis-
senschaftlichen Diskurssprachen gegeben wer-
den (anhand griechischer, lateinischer, englischer
und deutscher Texte).
Darüber hinaus soll den Teilnehmenden die
Möglichkeit gegeben werden, auch Texte aus den
eigenen Disziplinen oder beliebige im Internet
verfügbare Versionen von Texten selbst miteinan-
der zu vergleichen und sich so mit den Funktio-
nen der Software vertraut zu machen.
Zielgruppe des Workshops sind prinzipiell alle
Interessierten aus dem Bereich der textbasier-
ten Geisteswissenschaften. Dabei sind diejenigen,
die, wie oben angesprochen, vor allem mit der
Vielzahl digitalisierter Editionen arbeiten, ebenso
angesprochen wie solche, die selbst an der Er-
stellung von Editionen etc. arbeiten, und für
die eCOMPARATIO ein hilfreiches Mittel bei der
Sichtung und Kollationierung von Textzeugnissen
sein kann.
Besondere technische Kenntnisse sind nicht er-
forderlich, da sich eCOMPARATIO bewusst an An-
wender richtet, die entweder selbst an einer kri-
tischen Edition arbeiten oder auf der Grundlage
mehrerer kritischer Editionen wissenschaftliche
Fragestellungen verfolgen.
IV. Ablauf und Teilnehmer-
zahl
Im Workshop soll die browsergestützte Version
zur Anwendung kommen, ein Download der Soft-
ware wird aber auch möglich sein. Neben der
bereits beschriebenen Einführung in die wissen-
schaftliche Grundproblematik erfolgt zunächst
eine kurze Präsentation eigener Ergebnisse im
Zuge der Forschung mit eCOMPARATIO.
Hauptsächlich soll im praktischen Teil den Teil-
nehmenden die Möglichkeit gegeben werden, auf
ihren eigenen Rechnern in der browsergestützten
Version selbst Vergleiche der für sie relevanten
Texte vorzunehmen, die mitgebracht werden soll-
ten oder vor Ort aus Onlinedatenbanken herun-
tergeladen werden können.
Während des Workshops soll dann von Sei-
ten der Organisatoren auf eventuelle individu-
elle Probleme und Schwierigkeiten eingegangen
werden. Die Organisatoren des Workshops erhof-
fen sich hiervon einen eigenen Erkenntnisgewinn
auch im Hinblick auf die Anwendungsmöglich-
keiten und notwendige Ergänzungen im Hinblick
auf die Arbeit gerade mit nicht-lateinischen oder
nicht-griechischen Texten.
V. Ablauf
Die TeilnehmerInnen erhalten vorab eine detail-
lierte Anleitung (Handbuch eCOMPARATIO).
Im eigentlichen Workshop werden die jeweili-
gen Arbeitsschritte von einem der Organisatoren
live vorgeführt (dafür wird ein leistungsstarker
Beamer benötigt). Die konkreten Inhalte orientie-
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ren sich dabei an den bisher von den Organisato-
ren ausgearbeiteten Use Cases (s.o.), die von den
Organisatoren präsentiert werden.
Während des Workshops werden wir bei auftre-
tenden Fragen und Problemen den Teilnehmen-
den helfend zur Seite stehen, da sie auch die Mög-
lichkeit haben sollen, anhand eigener Texte zu
arbeiten. Um eine möglichst gute Betreuung der
TeilnehmerInnen gewährleisten zu können, sollte
die Teilnehmerzahl 25-30 nicht überschreiten.
VI. Organisatoren
Charlotte Schubert ist Althistorikerin, hat zu
Themen der Mentalitätsgeschichte, Medizin- und
Wissenschaftsgeschichte sowie zu verschiede-
nen Bereichen der griechischen Geschichte gear-
beitet; seit 2006 verantwortliche Koordinatorin
in verschiedenen DH-Projekten, die vom BMBF
(eAQUA, eXChange), der DFG (eCOMPARATIO,
CTS, Etablierung eines Open Access Online eJour-
nals: Digital Classics Online), der VolkswagenStif-
tung (Digital Plato) und der Andrew W. Mellon
Foundation (CTS) gefördert wurden und werden.
Hannes Kahl ist Informatiker, Berufserfah-
rung aus diversen DH-Projekten, Entwickler
von eCOMPARATIO, arbeitet an der Weiterent-
wicklung von CTS und an einer Dissertation
zu dem Thema „Form und Formalisierung –
mit Anwendung innerhalb automatischer Ermitt-
lung von Buchstabenwerten aus digitalen Ab-
bildungen griechischer Lettern innerhalb wis-
senschaftlicher Editionen sowie deren digitaler
Formatierung“ (Betreuer: Prof. Ch. Schubert, Alte
Geschichte/Universität Leipzig/ Prof. O. Arnold,
Informatik/FH Erfurt).
Friedrich Meins ist Althistoriker und hat eine
Dissertation zum Thema „Literarische Kritik, rhe-
torische Theorie und historische Methode bei Dio-
nysios von Halikarnassos“ geschrieben. Im Be-
reich der eHumanities hat er in den Projekten
„eAQUA“ und „eAQUA Dissemination“ an der
Uni Leipzig sowie im Projekt „eCOMPARATIO“
am ICE der Universität Erfurt mitgearbeitet. Der-
zeit arbeitet er im von der Andrew W. Mellon
Foundation geförderten Kooperationsprojekt der
Universität Leipzig und der Furman University
(Greenville, SC/ USA) „Annotating and Editing
With Canonical Text Services (CTS)“.
Oliver Bräckel ist Althistoriker und arbeitet an
einer Dissertation zu Politischen Flüchtlingen im
Römischen Reich. Im Bereich der eHumanities hat
er im Projekt „eCOMPARATIO“ am ICE der Univer-
sität Erfurt sowie im Projekt eXChange an der Uni
Leipzig mitgearbeitet. Derzeit arbeitet er im von
der Andrew W. Mellon Foundation geförderten
Kooperationsprojekt der Universität Leipzig und
der Furman University (Greenville, SC/ USA) „An-
notating and Editing With Canonical Text Services
(CTS)“.
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Bürger, Thomas
buerger@slub-dresden.de
Sächsische Landesbibliothek - Staats- und
Universitätsbibliothek Dresden
Ausgehend von thesenförmigen Impulsrefera-
ten (jeweils 10 Min., die PPT-Folien werden
nach der Tagung publiziert) sollen editionstheo-
retische und -technische Fragen diskutiert wer-
den.
Block 1 Impulse (90 Minuten)
14:00 – 15:30 Uhr
1.  Begrüßung und Einführung (Thomas Bürger
und Jochen Strobel)
2.  Offenheit und institutionelle Schließung (Pa-
trick Sahle)
3.  Kommentierung – ein Auslaufmodell? (Anne
Bohnenkamp)
4.  Versionierung/Zitation (Joachim Veit)
5.  Hemmnisse und Katalysatoren digitaler Brief-
Infrastrukturen (Thomas Stäcker)
6.  Schnelle Wege zu den Briefen (Stefan Du-
mont)
7.  DARIAH-Services für Briefeditionen (Mirjam
Blümm)
8.  Akteure und Rollen (Jochen Strobel)
Block 2 Diskussion, Fazit, Aus-
blick (90 Minuten) 16:00 –
17:30 Uhr
Diskussion der Impulsreferate und der fachli-
chen und förderpolitischen Schlussfolgerungen
(Moderation: Thomas Bürger, Jochen Strobel)
Block 1: 14:00 – 15:30 Uhr
1. Einführung (Thomas Bürger, Jochen Stro-
bel)
Ob es nun zutrifft, dass die Edition zu den Kern-
geschäften der Geisteswissenschaften gehört und
sogar die Königsdisziplin der Digital Humanities
sei, bleibe dahingestellt – nutzerseitig handelt es
sich bei den Forschungsergebnissen dieser Diszi-
plin um diejenigen mit der längsten Halbwerts-
zeit. Die Aussicht, dass gut gemachte Editionen
zu den unverzichtbaren Grundlagen der wissen-
schaftlichen Praxis gehören, setzt die an Editio-
nen Beteiligten aber auch unter Druck. Editionen
sind langwierig und teuer, sie müssen im fachli-
chen und technischen Sinne zuverlässige Daten
vorhalten, sie müssen dauerhaft verfügbar und
doch auf der Höhe der Zeit sein. Dazu bedarf es
fachlich und technisch versierter Bearbeiter. Ta-
gungen und Publikationen zur Digitalen Edition-
verdeutlichen das Bedürfnis nach Orientierung,
Standardisierung, Weiterentwicklung und trans-
parenterer Vernetzung. Eine pragmatische Aus-
richtung schließt diese Ziele ein:
•   die Orientierung der Usability an Forschungs-
fragen der Nutzer*innen, insbesondere eine
Optimierung der Durchsuch- und Findbarkeit
und eine gute Lesbarkeit der Texte
•   die zeitgemäße Einbettung der Edition in sta-
bile virtuelle Forschungsumgebungen
•   die Anschlussfähigkeit in Infrastrukturen
•   Sparten und Institutionen übergreifende Pro-
jektvernetzung.
Die Briefedition ist ein prominentes Paradigma:
In analoger Form ist sie besonders zeitraubend
und kostspielig. Als Zeugnis historischer Netz-
werke und Kommunikations-strukturen und we-
gen der vergleichsweise fortgeschrittenen Stan-
dardisierung bietet sie sich als Avantgarde
digitaler Projektvernetzung und Daten-Aggregie-
rung geradezu an.
Patrick Sahle hat für Editionen plausibel zwi-
schen der Repräsentation der eigentlichen Daten
(„Inhalt“) und der Präsentation („Form“) unter-
schieden. Unumstrittene Geltung besitzen Krite-
rien, wie sie auch durch Roland Kamzelak be-
nannt wurden, also z. B. XML-Standard, Open
Source-Software und Open Access, Nachnutzbar-
keit, persistente URL, Langzeitarchivierung. Ein
faktischer Standard besteht mit den von der
DFG herausgegebenen Förderkriterien für Wis-
senschaftliche Editionen. Komplementär hierzu
und um ein Vielfaches differenzierter bietet der
vom IDE bereitgestellte Kriterienkatalog für die
Besprechung digitaler Editionen Anhaltspunkte.
Mit RIDE besteht ein Rezensionsjournal für Editio-
nen. Thomas Stäcker, Thomas Burch u.a. verwei-
sen auf innovative multiple Analyse- und Darstel-
lungsmöglichkeiten (Distant Reading, Mapping
the Republic of Letters), die neue Fragestellun-
gen und Vermittlungsformen erlauben und zu
neuen Verständigungen (z.B. über Remediatisie-
rung, über innovative Vermittlungswege der wis-
senschaftlichen und kulturellen Überlieferung,
das Potential graphorientierter Datemodelle) an-
regen.
2. Offenheit und institutionelle Schließung
(Patrick Sahle)
Die Digitale Edition verheißt ewige Unabge-
schlossenheit und technische wie fachliche Of-
fenheit – was aber bedeutet dies: Paradies oder
Inferno? Bei allen Vorzügen der Korrigier- und
Ergänzbarkeit durch das Editorenteam oder auch
durch User: editorische Daten müssen zuverläs-
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sig sein – wir wollen nicht ewig auf Baustellen le-
ben. Was bedeutet dies im Hinblick auf mögliche
Schließungsregeln für ein offenes Medium (s. u.:
Zitation/Versionierung)? Was folgt etwa in puncto
Nachnutzbarkeit hieraus? Ist zu unterscheiden
zwischen gesicherten Forschungsdaten und sol-
chen, die als Forschungsergebnisse zwar inter-
subjektiver Nachprüfbarkeit unterliegen, in ihrer
Thesenhaftigkeit wie auch Kontextabhängigkeit
aber zugleich diskussionswürdig und revidierbar
sind, wie etwa Interpretamente?
In der Praxis sind es institutionelle und finanzi-
elle Zwänge, die die Begrenzung und Schließung
von an sich offenen Projekten erforderlich ma-
chen. Hieraus ergeben sich grundlegende Fragen
nach der gebündelten Kuratierung abgeschlosse-
ner Projekte.
3. Kommentierung – ein Auslaufmodell?
(Anne Bohnenkamp)
Ist der „Stellenkommentar“ überflüssig, ein in
der Editionsphilologie zwischen Redundanz- und
Interpretationsverdikt immer schon umstrittenes
Element, das gleichwohl der Profilierung der Edi-
tor*innen wie vor allem der Usability diente? Ist
über Tagging und Verlinkung hinaus ein editions-
spezifisches kommentierendes Angebot sinnvoll
– und wie sollte es sich zu den zuhauf existen-
ten externen Informationsressourcen technisch
und sachlich verhalten? Ist die Kommentierung
vielleicht sogar jenseits der scheinbar mechani-
schen und objektiven digitalen Repräsentation je-
ner letzte Ort, an dem das Fachwissen und die in-
terpretatorische Leistung die Unverzichtbarkeit
des Editors als eigentlichem Experten und bestem
Kenner der Materie belegt?
4. Versionierung/Zitation (Joachim Veit)
Die Herstellung von beliebig vielen, zitationsfä-
higen Versionen eines edierten Texts oder Text-
abschnitts ist technisch kein Problem, die Zuwei-
sung persistenter Identifier ebenso wenig. Wie
sollten Forschungsdaten jenseits der Text(prä-
sentations)ebene zitiert werden? Was sind die
(Haupt-?)Bestandteile der Editionen, wo liegen
ihre Grenzen? Nach der verbindlichen Veröffent-
lichung eines Textes müssen editorische Verände-
rungen als unterschiedliche Versionen markiert
werden. Hierzu dienlich ist ein Versionierungs-
system. Präzise Zitierfähigkeit ist ein unverzicht-
bares Merkmal von Editionen – doch wie bleibt
sie unter digitalen Auspizien praktikabel? Hierzu
zählt z. B. die nicht triviale Frage nach der Länge
des Zitatnachweises, der ganz oder teilweise zu-
gleich Link in einer Online-Publikation ist.
5. Hemmnisse und Katalysatoren digitaler
Brief-Infrastrukturen (Thomas Stäcker)
Es besteht seit langem Einigkeit darüber, dass
die Verwendung normierter Metadaten sowie die
Codierung gemäß den Regeln des TEI-Konsorti-
ums eine Garantie für Qualität und Nachhaltigkeit
bietet. GND, VIAF – inzwischen verwenden Digi-
tale Editionen bibliothekarische Normdaten zur
Referenzierung von Personen, Orten u.a. Die Stan-
dardisierung von Werktiteln schreitet eher lang-
sam voran. In der Praxis ist aber ebenso bekannt,
dass von Projekt zu Projekt kleinere oder größere
Abweichungen zu verzeichnen sind. Welche Fol-
gerungen sind aus dieser Inkongruenz zu ziehen,
wie ist mit einer unterschiedlichen Nutzung von
Standards umzugehen?
Mit dem Verlassen der Zweidimensionalität des
gedruckten Textes findet nicht nur durch das Ver-
schwinden des Substrates ein Verlust an Stabilität
statt, sondern es treten durchaus andere stabile
Konstituentien an dessen Stelle. Welche Entwick-
lungen sind zu erwarten bzw. zu organisieren?
6. Schnelle Wege zu den Briefen (Stefan Du-
mont)
CorrespSearch will verbesserte Voraussetzun-
gen für die Vernetzung von Briefeditionen schaf-
fen. Damit sollen Briefmetadaten über das bis-
herige Basis-Set hinaus verarbeitet und auch
die Erstellung von digitalen Briefverzeichnis-
sen aus gedruckten Publikationen unterstützt
werden. Über Schnittstellen zu anderen Diens-
ten ist der Webservice in die existierende und
zu entwickelnde Infrastrukturlandschaft tiefer
einzubetten. Wie lassen sich nutzer- und for-
schungsfreundlich die Zugänge zu Briefen und
insbesondere zu den Volltexten vereinfachen? In
welchem Verhältnis steht CorrepSearch zu den
vielen anderen Angeboten (Deutsche Digitale Bi-
bliothek, Europeana, Kalliope u.a.)?
7. DARIAH-Services für Briefeditionen (Mir-
jam Blümm)
DARIAH.DE ist eine Informations- und Technik-
infrastruktur für Lehre, Forschung, Forschungs-
daten und technische Werkzeuge. Welchen Stand
hat die Infrastruktur zur Einbindung digitaler
Editionen erreicht und welche kollaborativen
Strukturen und Ziele sollten angestrebt werden?
8. Akteure und Rollen (Jochen Strobel)
Die Digital Humanities fördern kollaboratives
Arbeiten und generell eine Diversifizierung und
Verflüssigung von Rollen und Verantwortlichkei-
ten. Zu den Rollen einer digitalen wissenschaft-
lichen Autor- und Beiträgerschaft zählen u.a.
Hauptherausgeber*in, Kurator*in, Programmie-
rer*in, Kodierer*in, Tagger*in, wissenschaftliche
Hilfskraft, Crowdsourcer*in. Einige dieser und
weitere Rollen sind so neu nicht, manche dürf-
ten vom bisherigen Urheberrecht nicht hinrei-
chend abgedeckt sein. Editionen sind seit langem
kollaborative Projekte, die Rollen der Beteiligten
sind dementsprechend vielfach ausdifferenziert.
Welche Folgerungen ergeben sich für die digitale
Edition einerseits und für die akademische Kar-
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riereplanung zwischen Forschung und Informati-
onsinfrastruktur andererseits?
Block 2: 16:00 – 17:30 Uhr
9. Diskussion, Fazit, Ausblick (Moderation:
Thomas Bürger, Jochen Strobel)
In der Schlussdiskussion sollen die Impulsre-
ferate diskutiert und ein Fazit gezogen werden.
Dabei sind auch forschungspolitische Schluss-
folgerungen zu thematisieren. Editionen und
insbesondere Briefeditionen sind in der Re-
gel langfristige Projekte und deshalb vor al-
lem an Akademien angesiedelt. Durch die sich
verbreiternde Retrodigitalisierung und verfüg-
bare digitale Werkzeuge können Projektlaufzei-
ten perspektivisch weiter verkürzt und Projekt-
fortschritte transparent in Forschung und Lehre
eingebunden werden. Wie groß ist der Bedarf
an digitalen Editionen und wie können sie Teil
einer Nationalen Forschungsdateninfrastruktur
werden? Welche drängenden Fragen sind zeitnah
in weiteren Workshops zu besprechen?
Bibliographie
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„Als Grundwissenschaft erwirken die Digital
Humanities das so elementar wichtige Nutzenkön-
nen digitaler Methoden und Daten, wie die Pa-
läographie uns das Lesenkönnen unserer Quellen
sicherstellt“. (Rehbein 2015) Wie Malte Rehbein
hier andeutet, scheint es hinsichtlich des Stellen-
wertes, der den Historischen Hilfs- oder Grund-
wissenschaften (HGW) wie auch den Digital Hu-
manities (DH) eigentlich beigemessen werden
sollte, durchaus Ähnlichkeiten zu geben. „Sollte“!
Denn sowohl bei den HGW als auch bei den DH ist
ihr Status als eigenständiger wissenschaftlicher
Zweig nicht gänzlich unumstritten. Beide werden
aktuell häufig als reine Zulieferer-Wissenschaften
oder Dienstleister gegenüber der „richtigen“ For-
schung wahrgenommen und ihr eigener wissen-
schaftlicher Wert in Zweifel gezogen.
Die zum Kanon der traditionellen HGW gehö-
renden, teils sehr unterschiedlichen Teildiszipli-
nen – neben der bereits genannten Paläogra-
phie zählen unter anderem auch Kodikologie,
Epigraphik, Heraldik, Sphragistik oder Diploma-
tik dazu – arbeiten allesamt quellennah und be-
treiben damit wertvolle Grundlagenforschung.
Ob der Breite dieses Kanons fällt es nicht ganz
leicht, die HGW in Patrick Sahles „3-Sphären-Mo-
dell zur Kartierung der Digital Humanities als
Schnittmenge, Brücke und eigenständigem Be-
reich zwischen (ausgewählten) traditionellen Dis-
ziplinen“ (Sahle 2015) zu verorten. In vielen As-
pekten scheinen sie den DH im Hinblick auf
Interdisziplinarität, Methoden, Stellenwert etc. je-
doch sogar näher zu stehen als die Geschichts-
wissenschaft, unter die sie im Allgemeinen subsu-
miert werden. Ja, es gab sogar eine Phase, in der
die Historische Fachinformatik als neue Teildiszi-
plin der HGW galt. 1
Während Professuren mit einer DH-Ausrich-
tung oder Denomination auf dem Vormarsch zu
sein scheinen – in seinem Beitrag „Zur Professo-
ralisierung der Digital Humanities“ zählt Sahle
mittlerweile 53 Ausschreibungen (Stand: Januar
2018) im deutschsprachigen Raum mit allerdings
äußerst diversen Ausrichtungen (Sahle 2016) – ist
in den letzten Jahren die Zahl der Universitäts-
standorte, die HGW im Programm haben, zuneh-
mend kleiner geworden, so dass diese heute mit
zu den strukturprekären Disziplinen gehören. 2
(Arbeitsstelle Kleine Fächer) Diese Situation war
Ende 2015 Anlass für die Formulierung des Positi-
onspapieres „Quellenkritik im digitalen Zeitalter.
Die Historischen Grundwissenschaften als zen-
trale Kompetenz der Geschichtswissenschaft und
benachbarter Fächer“ von Eva Schlotheuber und
Frank Bösch (Schlotheuber / Bösch 2015), welches
eine breite Diskussion auf „H-Soz-Kult“ in Gang
setzte, bei der (teils beiläufig) auch immer wie-
der das Verhältnis von HGW und DH thematisiert
wurde. Trotz aller Differenzen, die bei diesem –
mitunter durchaus kontrovers geführten – Aus-
tausch zutage kamen, herrschte hinsichtlich eines
Aspektes mehrheitlich Einigkeit: Der Wegfall von
Professuren, Studiengängen und Lehrveranstal-
tungen, die das notwendige methodische, grund-
wissenschaftliche Rüstzeug an heutige und künf-
tige Generationen von Studierenden weitergeben,
resultiert in einem Mangel an entsprechenden
Fachkompetenzen. In einer Zeit, in der im Zuge
zunehmender Digitalisierung historische Quellen
in großer Zahl allgemein und jederzeit verfügbar
geworden sind, führt dies zu der grotesken Si-
tuation, dass das Auffinden von Quellen und der
Zugriff auf sie heute zwar deutlich einfacher ge-
worden ist, die Mittel, mit diesen adäquat um-
zugehen, vielen Personen aber nicht mehr (oder
noch nicht) zur Verfügung stehen. Dass der Zu-
gang zu Datenbanken, die beispielsweise bei der
Datierung, Verortung oder Einordnung von Ein-
bänden, Wasserzeichen, Initialen etc. helfen, die
Arbeit der Grundwissenschaftler|innen und auch
anderer Forschenden heute erleichtert und öko-
nomisiert, wird von den Nutzer|inne|n niemand
bestreiten. Das Gros des heutigen in den HGW be-
schäftigten Lehrpersonals ist allerdings selbst oft
nicht ausreichend geschult, um die notwendigen
Kenntnisse im Umgang mit diesen Ressourcen an
die Studierenden zu vermitteln.
Dennoch fordern aktuelle Ausschreibungen
von Bewerber|innen häufig ausgeprägte grund-
wissenschaftliche Kompetenzen und gleichzeitig
Kenntnisse im Bereich der DH. Die wenigsten Ab-
solvent|inn|en deutscher Hochschulen können
75
Digital Humanities im deutschsprachigen Raum 2018
diesem Profil heute wirklich gerecht werden. Per-
sonen, die im Rahmen ihres Studiums noch eine
tiefergehende Ausbildung im erstgenannten Be-
reich genossen haben, stehen oft vor der Proble-
matik, dass sie sich ihr Wissen im Bereich der
DH mühevoll im Selbststudium oder in den zahl-
reich angebotenen Summer Schools erarbeiten
müssen.
Neben diesen praktischen Problemen der Zu-
gänglichkeit zu entsprechenden Weiterbildungs-
angeboten, differieren aber auch die grundlegen-
den Auffassungen darüber, welche (technischen)
Kompetenzen überhaupt notwendig sind, um das
„digital“ Dargebotene hinsichtlich seiner Wissen-
schaftlichkeit und Vollständigkeit hinreichend be-
werten zu können. 3 Auch herrscht weiterhin Un-
einigkeit darüber, wie diese Kompetenzen (an
Studierende und Lehrende) überhaupt vermit-
telt werden können. Sind die Grundwissenschaf-
ten in der Pflicht, ihre Vermittlungskonzepte auf
die veränderte Situation anzupassen? (Vogeler
2015) Definitiv! „[S]ind digitale Techniken und
Methoden nicht nur eine Chance, sondern viel-
leicht auch die einzige Möglichkeit für eine sinn-
volle Weiterentwicklung der Hilfswissenschaf-
ten“? (Hiltmann 2015) Wahrscheinlich ja! Doch
wie kann diese Weiterentwicklung ganz kon-
kret aussehen? (Wie) Können die hergebrachten
grundwissenschaftlichen Kompetenzen erhalten,
und dabei gleichzeitig neue Kompetenzen aufge-
baut werden, die für das heutige und zukünf-
tige wissenschaftliche Arbeiten benötigt werden?
Wie müsste eine Neuausrichtung grundwissen-
schaftlicher Curricula, die stärker digitale Metho-
den in die Lehre integrieren, aussehen? Welche
Umsetzungsversuche gibt es hier bereits? Welche
Kompetenzen werden gebraucht und wo kann
Kompetenzaufbau (auch für Graduierte) stattfin-
den? Welche Maßnahmen sind hierfür notwen-
dig? Welche konkreten Maßnahmen wurden in
den vergangen zwei bis drei Jahren vielleicht
auch schon in Gang gesetzt, um den Bereich der
HGW zu erhalten bzw. zu neuem Leben zu er-
wecken? 4 Wie kann das unzweifelhaft vorhan-
dene Potenzial bestmöglich genutzt werden, um
die grundwissenschaftliche Forschung zu beför-
dern? Aber auch: Wo liegen vielleicht grundle-
gende Probleme in der Kollaboration von HGW
und DH?
Bei der Aushandlung des Stellenwertes bzw.
der Verortung der DH ging es bisher meist um
das Verhältnis zwischen angewandter Informa-
tik und traditionellen Geisteswissenschaften. Der
Dialog zwischen HGW und DHs erscheint aber be-
sonders für einen fruchtbaren Austausch geeig-
net, da beide „Disziplinen“ teils mit sehr ähnli-
chen Problemen zu kämpfen haben und aus sich
heraus schon interdisziplinär arbeiten. Anderer-
seits stellen aber die DH gerade aus Sicht einiger
Grundwissenschaftler|innen vermehrt ein Feind-
bild dar, da sie vermeintlich die Existenz des ei-
genen Faches bedroht sehen und/oder sich den
neuen Herausforderungen nicht gewachsen füh-
len.
Das Panel, welches diesmal Vertreter|inn|en
der traditionellen HGW UND Digital Humanists
als dezidierte „Grenzgänger“ an einen Tisch
bringt, soll also zum einen dazu dienen, Vorur-
teile abzubauen und die bereits begonnenen Dis-
kussionen am Leben zu halten, zu konkretisieren
und weiterzuführen, zum anderen auch Gelegen-
heit bieten, beispielsweise Projekte mit grundwis-
senschaftlicher Ausrichtung sichtbar zu machen
und damit gleichzeitig deren Ansätze, Methoden
und Umsetzung zur allgemeinen Diskussion zu
stellen.
Die folgenden Personen (in alphabetischer Rei-
henfolge) haben ihre Teilnahme am Panel zuge-
sagt:
Jun.-Prof. Dr. Étienne Doublier, Juniorprofes-
sur für Historische Hilfswissenschaften (Bergi-
sche Universität Wuppertal)
Jun.-Prof. Dr. Torsten Hiltmann, Juniorprofessur
für die Geschichte des Hoch- und
Spätmittelalters / Historische Hilfswissenschaften
(Westfälische Wilhelms-Universität Münster)
Prof. Dr. Andrea Stieldorf, Institut für Ge-
schichtswissenschaft, Abteilung für Historische
Hilfswissenschaften und Archivkunde, Rheini-
sche Friedrich-Wilhelms-Universität Bonn
Prof. Dr. Georg Vogeler, Zentrum für Informa-
tionsmodellierung in den Geisteswissenschaften,
Karl-Franzens-Universität Graz
Der geplante Ablauf ist wie folgt:
Nach einer knappen Einleitung in die Thema-
tik des Panels und der Motivation zu dessen
Organisation, erhalten die Diskutant|inn|en zu-
nächst Gelegenheit zu einer individuellen Stel-
lungnahme. Der Verlauf der anschließenden Dis-
kussion wird nicht – wie sonst üblich – durch
vorgegebene Fragen seitens der Moderatorin vor-
gegeben, sondern „von außen“ bestimmt, so dass
dieser für alle Beteiligten nicht vorhersehbar ist.
Mit „von außen“ ist hier zum einen das Plenum
der Anwesenden gemeint, unten denen sich hof-
fentlich auch zahlreiche Vertreter der Studieren-
denschaft und des wissenschaftlichen Nachwuch-
ses befinden, zum anderen aber gerade auch
Personen, die selbst nicht an der Veranstaltung
teilnehmen können. Hierzu wurde Ende 2017 un-
ter anderem über Twitter ein Aufruf gestartet,
(unter # dhdp3a ) Fragen und Diskussionsthemen
einzureichen, die dann vor Ort besprochen wer-
den können. Dieses Vorgehen soll sicherstellen,
dass 1) in der Diskussion tatsächlich jene Themen
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aufgegriffen werden, die von allgemeinem Inter-
esse sind, 2) nicht bereits vielfach geführte Debat-
ten lediglich repliziert werden, und 3) ein wirkli-
cher Dialog zwischen „Betroffenen“ und anderen
Interessierten stattfinden kann, da diesmal nicht





2. Die innerdeutsche Verteilung gestaltet sich
entsprechend recht übersichtlich:
1.  Ruprecht-Karls-Universität Heidelberg (Frühe-
res Mittelalter und historische Grundwissen-
schaften)
2.  Eberhard-Karls-Universität Tübingen (Ge-





gen-Nürnberg (Mittelalterliche Geschichte und
Historische Hilfswissenschaften)
5.  Ludwig-Maximilians-Universität München
(Historische Grundwissenschaften und Histo-
rische Medienkunde)
6.  Universität Passau (Mittelalterliche Geschichte
und historische Hilfswissenschaften)
7.  Universität Regensburg (Historische Hilfswis-
senschaften)
8.  Julius-Maximilians-Universität Würzburg
(Mittelalterliche Geschichte und historische
Hilfswissenschaften)
9.  Christian-Albrechts-Universität zu Kiel (Mittel-
alterliche Geschichte und historische Hilfswis-
senschaften)
10.  Ruhr-Universität Bochum (Historische Hilfs-
wissenschaften)
11.  Rheinische Friedrich-Wilhelms-Universität
Bonn (Historische Hilfswissenschaften und Ar-
chivkunde)
12.  Universität zu Köln (Historische Hilfswissen-
schaften)
3. Das Gleiche gilt auch für die schon zahlreich
verfügbaren Tools zu deren vereinfachten Be-
oder Verarbeitung.
4. Exemplarisch können hier – neben der noch
aktuellen Ausschreibung einer (wenn auch
befristeten) W2 Professur für „Historische
Grundwissenschaften unter besonderer Berück-
sichtigung der Digital Humanities“ – auch der
Zusammenschluss historisch arbeitender Wis-
senschaftler|inne|n zur „Arbeitsgemeinschaft
Historische Grundwissenschaften“ (AHiG, https://
www.ahigw.de/ ) genannt werden, sowie die
Gründung des „Netzwerk Historische Grundwis-
senschaften“ (NHG, https://www.ahigw.de/nach-
wuchsnetzwerk/ ). Bei letzterem handelt es sich
um einen Zusammenschluss von Nachwuchswis-
senschaftler|inn|en verschiedener Disziplinen
und Qualifikationsstufen, die neben der Organi-
sation einer jährlichen Konferenz mit grundwis-
senschaftlicher Ausrichtung, auch auf anderen
Wegen versuchen, sich produktiv in die aktuel-
len Diskussionen einzuschalten und Entwicklun-
gen voran zu treiben – so z.B. auch mit der Orga-
nisation dieses Panels.
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Eine Kritik der digitalen Vernunft muss auch
eine Kritik der digitalen Ressourcen umfassen.
1 Eine traditionelle Form der Kritik ist die wis-
senschaftliche Besprechung oder Rezension. Die
kritische Instanz eines Rezensionswesens fehlt
den Digital Humanities bisher fast gänzlich. Digi-
tale Ressourcen wie etwa wissenschaftliche Edi-
tionen, Textkorpora, Bilddatenbanken oder auch
Software werden selten umfassend rezensiert. 2
Das Gleiche gilt für das “Primärmaterial” dieser
Ressourcen, also für Datensätze.
Im Gegensatz zu traditionellen Forschungser-
gebnissen der Geisteswissenschaften sind digitale
Ressourcen nicht statisch, sondern wandelbar, oft
prozesshaft und nicht abgeschlossen. Die Kritik
der Ressourcen muss die besonderen Bedingun-
gen, Eigenschaften und Folgephänomene digita-
ler Daten berücksichtigen und eine eigene Form
finden. 3 Wie sich die Ressourcen wandeln, so
muss sich auch die Kritik wandeln, denn panta
rhei - “alles fließt”, sagt Heraklit. 4
Vor diesem Hintergrund widmet sich das Pa-
nel u. a. folgenden Fragen: Wie können tradi-
tionelle Rezensionsorgane die Besprechung digi-
taler Ressourcen fördern? Brauchen die Digital
Humanities ein eigenes Rezensionswesen, um den
Besonderheiten digitaler Ressourcen gerecht zu
werden? Wenn ja, wie muss die Rezension als ,Mo-
mentaufnahme’ einer digitalen Ressource metho-
disch und technisch konzipiert sein, um nicht
der ,Schnelllebigkeit’ der digitalen Welt zu erlie-
gen? Welche Herausforderungen stellen Publika-
tionen von Daten oder Algorithmen an die Rezen-
sentInnen? Inwiefern steigen mit dem Zuwachs
an technischen Möglichkeiten auch die Ansprü-
che an digitale Ressourcen und wie lassen sich
diese als Standards und Evaluationskriterien ver-
handeln, dokumentieren und weiterentwickeln?
Wie kann man die Digitalität des Rezensionswe-
sens nutzen, um die Prozesshaftigkeit der zu re-
zensierenden Objekte zu berücksichtigen, z. B.
auch durch dynamischere Formen der Kritik jen-
seits der traditionellen Rezension?
Das Panel wird mit einer Moderation und sechs
Impulsbeiträgen einen Überblick über das The-
menfeld “Ressourcen und Rezensionen in den
Digital Humanities” geben. Die ReferentInnen
berichten von Erfahrungen aus der herausgeberi-
schen Praxis, diskutieren Problemfelder und set-
zen theoretische Impulse, um im Anschluss rasch
in eine offene Diskussion mit dem Publikum über-
zugehen.
Rüdiger Hohls: 5 Die Rezension
analoger und digitaler Medien
bei H-Soz-Kult
Die Tradition der wissenschaftlichen Rezensio-
nen wird vor allem in den Geistes-, Kunst-, Kultur-,
Politik- und Sozialwissenschaften gepflegt, über-
wiegend Fächer, die unter einer Überproduktion
von Texten leiden und deshalb für eine Sichtung
und für ein „Marketing“ über Rezensionen beson-
ders empfänglich sind.
Zu den Pflichten einer Rezension zählt laut Ge-
org Jäger (2001) die Berichtspflicht über Zielset-
zung, Gliederung, Argumentationslinien und Er-
gebnisse, kritische Reflexion des methodischen
Vorgehens und der ausgewählten Quellen, wei-
terhin die Wertung und Einbettung in den Kon-
text der einschlägigen Fachdiskussion. Zur Kür
bei digital vertriebenen Rezensionen zählt dar-
über hinaus ein „feuilletonistischer Ton“. Außer-
dem sei es notwendig, die „Ethik wissenschaft-
licher Kommunikation“ neu zu justieren. Viele
dieser Aspekte gelten auch für die Rezension digi-
taler Medien, und natürlich haben wir bei H-Soz-
Kult unsere formatspezifischen Hinweise für Re-
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zensentInnen regelmäßig an neue technische Ent-
wicklungen angepasst.
H-Soz-Kult hat seit 1996 über 15.200 Buchrezen-
sionen, mehr als 220 Ausstellungsrezensionen,
knapp 160 Rezensionen zu Publikationen auf digi-
talen Trägermedien und lediglich 33 sogenannte
Webrezensionen veröffentlicht. Die Zahlen spre-
chen nicht nur für die Relevanz der Genres bei H-
Soz-Kult, sondern unterstreichen auch die Bedeu-
tung des „Buchs“ in den Geschichtswissenschaf-
ten, egal ob analog oder digital publiziert. Es stellt
sich aber u. a. die Frage, warum es trotz aller
Bemühungen bei H-Soz-Kult nur vergleichsweise
wenige Besprechungen von fachwissenschaftli-
chen digitalen Ressourcen gibt.
Frederike Neuber: 6 RIDE und
die Herausforderungen der
Digitalität
Seit 2014 gibt das IDE die digitale Rezensions-
zeitschrift RIDE ( A review journal for digital edi-
tions and resources) heraus. Bis Dezember 2017
wurden in sieben Ausgaben 30 wissenschaftliche
digitale Editionen und 10 digitale Textsammlun-
gen rezensiert. Zum methodischen Rahmenpro-
gramm RIDEs zählen Kriterienkataloge für die Be-
sprechung des jeweiligen Ressourcentyps (Henny
u. Neuber 2017, Sahle 2014), die Erhebung von Da-
ten in einem Questionnaire und ein externes Peer
Reviewing der Beiträge.
Ein “markantes Kennzeichen digitaler Texte ist
deren Veränderbarkeit und prinzipielle Offen-
heit” (cf. Working Paper der DHd-Arbeitsgruppe
“Digitales Publizieren” 2016), das gilt auch für die
Rezensionsobjekte in RIDE: Etwa kann sich schon
während des Rezensierens und/oder nach der Pu-
blikation einer Rezension die Datengrundlage ei-
ner besprochenen Ressource verändern; im Zuge
eines Relaunches kann ein User Interface ersetzt
werden. Um derlei Fällen vorzubeugen empfeh-
len die RIDE- Reviewing Guidelines7 etwa die Er-
stellung von Screenshots und die Archivierung
von Websites. Damit ist der Status Quo der Res-
sourcen zum jeweiligen Rezensionszeitpunkt zu-
mindest teilweise dokumentiert.
Wie die Rezensionsobjekte, so sind auch die digi-
talen Rezensionstexte grundsätzlich offener und
veränderlicher als das bei gedruckten Rezensio-
nen der Fall ist. Vereinzelt wurden in RIDE bereits
nachträgliche Änderungen (z. B. auf Wunsch der
BetreiberInnen der rezensierten Ressource) in Re-
zensionstexte integriert, was in der XML/TEI-Ver-
sion der jeweiligen Ressource dokumentiert ist.
Grundsätzlich steht die “Aktualität” digitaler Re-
zensionen von digitalen Ressourcen trotz den in
RIDE bestehenden und oben geschilderten Do-
kumentationsverfahren auf wackeligen Beinen.
Es stellt sich daher die Frage, ob eine Rezension
mehr sein kann bzw. muss als die “Momentauf-
nahme” eines bestimmten Entwicklungsstandes
einer digitalen Ressource. Und wenn sich eine
Ressource nach der Rezension signifikant weiter-
entwickelt, liegt es dann in der Verantwortung
der RIDE-HerausgeberInnen, eine erneute Rezen-
sion anzustoßen? Oder sollte man den Ressour-
cenbetreiberInnen selbst die Möglichkeit geben,
in RIDE über Updates zu berichten, wenn Rezen-
sion und aktueller Ressourcenstand zu sehr diver-
gieren?
Anne Baillot: 8 Daten als Re-
zensionsobjekte
In den Geisteswissenschaften werden For-
schungsfragen verfolgt und in Publikationen be-
antwortet. Diese sind traditionell Gegenstand
von Rezensionen. Im Digitalen kommt mit den
Forschungsdaten eine “neue” Publikationsform
hinzu, die in das Rezensionswesen einbezogen
werden muss. Der Status des "Primärmaterials"
ist im digitalen Rezensionswesen zu klären und
kann sich unter Umständen am Modell der Natur-
wissenschaften orientieren. Data Papers und Data
Journals sind neue Formen der Dokumentation
und Publikation, die sich Struktur, Kohärenz und
Vollständigkeit von Daten widmen. Damit rückt
auch Datenmodellierung als eine zu evaluierende
wissenschaftliche Tätigkeit mehr in den Vorder-
grund.
Während naturwissenschaftliche Zeitschriften,
die Data Papers veröffentlichen oder rezensieren,
solche Datensätze in speziellen, selten öffentlich
zugänglichen Repositorien verfügbar machen,
entwickelt sich in den Geisteswissenschaften die
Tendenz, die Primärdaten eher zusammen mit
ihren Auswertungen oder auf allgemeinen Platt-
formen offen und langzeitverfügbar zugänglich
zu machen. Wie stabil ist diese offene Bereitstel-
lung auf lange Sicht? Wie komplex wird dadurch
bei einer immer wieder aktualisierten digitalen
Ressource die Bezugnahme auf jene Version, die
in einer Rezension begutachtet wird? Darüber
hinaus stellt sich die grundsätzliche Frage: Sto-
ßen Rezensionen von Data Papers und den Da-
ten selbst in einem Kontext der Informationsflut,
in der kaum die Auswertungen wahrgenommen
werden, überhaupt auf Interesse? Welche Funk-
tion hätten sie dann in einem geisteswissenschaft-
lichen Rezensionswesen in der digitalen Welt?
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Werden sie zur Rettung oder zum endgültigen
Sturz des Rezensionswesens in die Bedeutungslo-
sigkeit beitragen?




Bei der Rezension digitaler Ressourcen treffen
zwei Perspektiven aufeinander: Einerseits ist das
der Rahmen der jeweils spezifischen Projektziele,
die für die Erstellung einer Ressource handlungs-
leitend waren. Hierzu gehören auch praktische
Aspekte der Machbarkeit wie Zeitrahmen, Budget
und Personal. Nicht immer ist diese Perspektive
für die Rezensierenden transparent. Andererseits
ist das die Perspektive der theoretischen Anforde-
rungen und der mehr oder weniger gut etablier-
ten Best Practices, die in Form von Qualitätskri-
terien an eine digitale Ressource herangetragen
werden können. Auch hier sind die entsprechen-
den Maßstäbe nicht immer geteilt und explizit.
Dieses Spannungsfeld und die unter Umständen
asymmetrische Verfügbarkeit von Informationen
wirft die Frage auf, wie die Rezension einer digi-
talen Ressource sowohl fair als auch anspruchs-
voll sein kann, wenn unterschiedliche Maßstäbe
zugleich anzulegen sind. Es stellt sich auch die
Frage, inwiefern die Rezension digitaler Ressour-
cen hier grundsätzlich anders funktioniert als
die Rezension von Monographien oder Sammel-
bänden. Inwieweit sollten bei der Rezension di-
gitaler Ressourcen die äußeren Bedingungen ih-
rer Erstellung berücksichtigt werden? Braucht es
womöglich verschiedene Ebenen von Anforde-
rungen, wenn z. B. Ergebnisse der Individual-
forschung mit denjenigen großer Projekte vergli-
chen werden? Inwiefern muss beim Anlegen von
Maßstäben berücksichtigt werden, ob eine digi-
tale Ressource weitestgehend abgeschlossen oder
noch in der Bearbeitung ist?
Jürgen Hermes: 10 Die Rezen-
sion als Prozess
Ein Leitsatz, der die Open Source-Softwareent-
wicklung stark geprägt hat, und der sich auch im
Paradigma der agilen Entwicklung wiederfindet,
lautet “Release early, release often” (Raymond
2001).
Ist dieses Paradigma auch auf andere Arten di-
gitaler Publikationen wie digitale Monographien,
Aufsätze, Editionen, Text- und Datensammlun-
gen anwendbar? Eine Veröffentlichung auf digi-
talen Plattformen bietet völlig neue Möglichkei-
ten des Austauschs zwischen ErstellerInnen und
KonsumentInnen von digitalen Ressourcen ‒ Er-
rata können kurz nach ihrer Entdeckung kor-
rigiert, Verbesserungsvorschläge zum Zeitpunkt
ihrer Einreichung aufgenommen werden. Das Zu-
sammenspiel zwischen Veröffentlichung und kri-
tischer Würdigung wird so granularer, als dies
beim althergebrachten Zusammenspiel zwischen
Monographie und Rezension der Fall war.
Derartige, sich im Fluss befindliche Ressourcen
schaffen aber dort Probleme, wo auf verlässliche
Quellen verwiesen werden soll. Ebenso wird die
etablierte Kultur des wissenschaftlichen Diskur-
ses in Frage gestellt, der auf der Grundlage fi-
xierter Objekte stattfindet. Derlei Aspekte müs-
sen ernst genommen, können aber womöglich
durch Entwicklungen in den Bereichen der Kon-
trolle, Referenzierung und Kommentierung von
Text- und Daten-Versionen aufgefangen werden.
Des Vorteils, wissenschaftliche Daten, Methoden
und Ergebnisse zeitnaher, barrierefreier und in-
tensiver zu diskutieren, sollten sich auch Geistes-
wissenschaftlerInnen nicht berauben lassen.
Patrick Sahle: 11 Prinzipien der
Digitalität
Unsere digitale Informationsumwelt ist, wie
die vorhergehende analoge Welt, von wenigen
Grundprinzipien geprägt, die zunächst techni-
scher Natur sind, dann aber Folgen in allen mög-
lichen Bereichen erzeugen: Technik, Methode,
Inhalte, Form, Soziologie, Politik von Wissen, Wis-
sensproduktion und Wissenspräsentation in der
Forschung. Im Bereich digitaler Ressourcen und
Rezensionen lassen sich hier vielfältige Phäno-
mene durch verallgemeinernde Schlagworte an-
deuten: Multimedialisierung, Vernetzung, Aufhe-
bung von Mengenbegrenzungen, Trennung von
Daten, Auswertung und Präsentation, Generati-
vität und Prozesshaftigkeit von Publikationen,
Dynamik und Interaktion, Zunahme der Kom-
plexität, Kollaborativität, Interdisziplinarität, un-
mittelbare Diskursivität etc. Damit sind neue
Herausforderungen markiert, deren Lösungen
jetzt noch nicht absehbar oder erst thesen-
haft formulierbar sind. Zu nennen wären hier
unmittelbare Sichtbarkeit, “Unfassbarkeit” von
Ressourcen (hinsichtlich Inhalt, Status, Version,
Verantwortung), Probleme der Kreditierung von
Leistungen, Interdisziplinarität als Kompetenz-
problem, unformierte Wissenschaftskommunika-
tion, Halbwertszeit von Kritik, eingefrorene ver-
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sus dynamische Kritikdiskurse, Standardisierung
versus Innovation etc. Auch die digitale Rezension
digitaler Ressourcen steht damit vor ganz ande-
ren Aufgaben als die eingeführte Form der Be-
sprechung.
Vielleicht kann man es aber auch so zusammen-
fassen: Die Rezension in der Buchkultur ist die
Grabrede auf ein in den Brunnen gefallenes Kind
‒ die Rezension in einer digitalen Kultur ist ein
Verbesserungsvorschlag, der mit seiner Annahme
hinfällig wird. Wie so vieles wird in der digita-
len Welt auch die Kritik komplexer, die ihre neue
Form und Position noch nicht gefunden hat. Viel-
leicht muss sie aber auch grundsätzlich anders ge-
dacht werden, denn als Fortsetzung des traditio-
nellen Objekts “Rezension”?
Fußnoten
1. Unter “digitale Ressource” verstehen wir pu-
blizierte digitale Objekte, in Anlehnung an die
Definitionen der DNB im Papier “Digitale Publi-
kation” (DNB 2017).
2. Werden digitale Ressourcen rezensiert, dann
meist aus der Fachperspektive. Einige Beispiele
für verstreute Rezensionen aus DH-Perspektive
sind Schöch (2017); Schelbert (2017); Assmann
und Sahle (2008) mit Rezension zur Rezension
(Just 2009); erste Ansätze für systematische Kri-
tik im Sinne gebündelter Aktivitäten zur Bewer-
tung bestimmter Typen digitaler Ressourcen
(wie Projekte, Editionen, Textsammlungen, Da-
tensätze), mit Begleitmaterialien und eingebun-
den in einen kritischen Diskurs, finden sich im
DH Commons Journal, dem jTEI und RIDE.
3. Vgl. zu diesem Problemfeld u.a. die Sektion
“Evaluating Digital Scholarship” in Profession,
herausgegeben von Schreibman et al. 2011; das
Working Paper der DHd-Arbeitsgruppe “Digita-
les Publizieren” 2016; der Band “Closing the Eva-
luation Gap” des JDH von Cohen / Fragaszy Tro-
jano 2012; zu digitalen Editionen insbesondere
Pierazzo 2014, Yates 2008 und Henny, erscheint
demnächst.
4. Ein Phänomen dieses Wandels sind diverse
Kataloge für Best Practices und Bewertungskri-
terien digitaler Ressourcen (AHA 2015, Jannidis
1999, MLA 2012, Presner 2012, Rockwell 2012,
Sahle et al. 2014, Henny und Neuber 2017).
5. Humboldt-Universität zu Berlin, Redaktions-
mitglied von Clio online bzw. H-Soz-Kult (Pro-
jektleitung).
6. Berlin-Brandenburgische Akademie der Wis-
senschaften, Mit-Herausgeberin des Rezensions-
journals RIDE.
7. Siehe Institut für Dokumentologie und Edi-
torik e.V. (2014 ff.), http://ride.i-d-e.de/review-
ers/guidelines/ .
8. Le Mans Université, Managing Editor des Jour-
nals der Text Encoding Initiative und Redakti-
onsmitglied der Zeitschrift des französischspra-
chigen DH-Verbandes Humanistica sowie bei
DHCommons.
9. Universität Trier, Redaktionsmitglied bei Ro-
manistik.de.
10. Universität zu Köln, Institut für Digital Huma-
nities.
11. Universität zu Köln, CCeH, Mit-Herausgeber
des Rezensionsjournals RIDE.
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Das Thema Bild- und Bewegtbildanalyse ge-
winnt auch in der – bis dato stark auf Text fo-
kussierten – Digital Humanities-Community im-
mer mehr an Bedeutung. Vor diesem Hintergrund
wurde Anfang des Jahres eine dedizierte DHd-
Arbeitsgruppe „Film und Video“ 1 gegründet.
Nachdem die AG im Juli 2017 bereits ein erstes
Symposium zum Thema „Film rechnen – Compu-
tergestützte Methoden in der Filmanalyse“ 2 in Re-
gensburg abgehalten hat, soll als nächster Schritt
ein entsprechendes Panel auf der DHd 2018 in
Köln ausgerichtet werden, um in einem größeren
Kreis die Grenzen und Möglichkeiten computer-
gestützter Analyseverfahren für Film und Video
zu diskutieren.
Wesentliche Herausforderungen bei der com-
putergestützten Analyse von Film und Video er-
geben sich dabei vor allem durch die komplexe
mediale Struktur von Bewegtbildern, die sich in
einer Vielzahl technischer Formate und einer
enormen Bandbreite von Analyseansätzen und
-perspektiven niederschlagen. Anders als bspw.
für den Bereich Text, gibt es für die Filmana-
lyse bislang nur wenige etablierte Verfahren und
Softwarelösungen zur Erschließung und Verar-
beitung von Film- und Videodaten. Wenngleich
etablierte Felder aus der Informatik – wie etwa
computer vision oder audio processing – vielver-
sprechende Ansätze für die computergestützte
Analyse von Film und Video bereitstellen, so
erfordern diese mitunter erhebliches informati-
sches Know-How.
Trotz dieser schwierigen Gemengelage ist – zu-
mindest in Einzelprojekten – im Kontext com-
putergestützter Forschung bereits zu einzelnen
filmwissenschaftlichen Fragestellungen und As-
pekten wie Schnittrhythmus, Farbstrukturen,
Rollenverteilungen, Plotstrukturen, Filmsprache
oder der globalen Zirkulation von Filmen ge-
forscht worden. Im Rahmen des Panels sollen
nach einer kurzen Vorstellung der entsprechen-
den DHd-AG in insgesamt fünf Impulsreferaten
exemplarische Ansätze zur computerbasierten
Analyse von Film und Video vorgestellt und mit
dem Plenum diskutiert werden. Im Anschluss an
die Panelvorträge findet dann eine allgemeine
Diskussionsrunde mit den Vortragenden und dem
Plenum statt, in der ggf. weitere digitale Analyse-
ansätze ergänzt und zur Diskussion gestellt wer-
den können. Weiterhin sollen strategische Ziele
der AG „Film und Video“ vorgestellt und disku-
tiert werden. Durch diesen Austausch soll die
Möglichkeit methodischer Überschneidungen mit
anderen Forschungsfeldern evaluiert und disku-
tiert werden, um so einen Beitrag zur methodi-
schen Profilierung computergestützter Analyse-
verfahren und zum Methodentransfer zwischen
verschiedenen Forschungsfeldern insgesamt zu
leisten.
Ablauf (Gesamtdauer 90 Minuten):
Teil 1) Einführung in das Thema computerge-
stützte Film- und Videoanalyse und Kurzvorstel-
lung der DHd-AG „Film und Video“ (10 Minuten)
Teil 2) Panelvorträge in Form von Impulsrefe-
raten (Gesamtdauer 50 Minuten)
Teil 3) Moderierte Diskussion zu den folgen-
den Themen (30 Minuten):
•   Grenzen und Möglichkeiten der in den Impuls-
referaten gezeigten Ansätze
•   Weitere Ansätze / Desiderate in der computer-
gestützten Film- und Videoanalyse
•   Strategische Ziele der DHd-AG „Film und Vi-
deo“ 
Panelvorträge
Computergestützte Analyse von Film-
sprache: Zwei Fallstudien
Manuel Burghardt, Universität Regensburg
Für die computergestützte Analyse von Filmen
bieten sich auf der visuellen Ebene eine ganze
Reihe von quantitativ erfassbaren Parametern
an, etwa die Analyse von Einstellungslängen und
-frequenzen, Farben, Personen oder Objekten.
Weiterhin bietet die Filmsprache – die in Form
von Untertiteln für eine Vielzahl von Filmen be-
reits als textuelle Transkription vorliegt – einen
niederschwelligen Analysezugang, für den viele
bestehende Tools und Methoden aus der com-
putergestützten Sprach- und Literaturanalyse an-
gewendet werden können (Burghardt & Wolff,
2016; Burghardt et al., 2016). Im Rahmen des Pa-
nelvortrags sollen überblicksartig zwei Ansätze
zur Analyse von Film und Serien auf Basis der
jeweiligen Sprachdaten vorgestellt werden. Die
erste Fallstudie illustriert dabei Möglichkeiten
der automatischen Berechnung von filmischen
Strukturen, indem das Konzept von Marcus (1970)
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mathematischer Dramenanalyse auf den Bereich
von TV-Serien übertragen wird. Eine zweite Fall-
studie zeigt auf, wie mithilfe computergestützter
Methoden ein exploratives Tool für die Analyse
von Filmen umgesetzt werden kann, welches es
erlaubt einen Film nach bestimmten Figurenna-
men und Schlüsselwörtern zu durchsuchen. Das
Ergebnis dieser Suche wird in einer interakti-
ven Visualisierung der Trefferszenen zur weite-
ren Analyse dargestellt.
Dem Film auf der Spur – Die computerge-
stützte Auffindbarkeit von Bild, Clip, Stil
Adelheid Heftberger, Brandenburgisches Zen-
trum für Medienwissenschaften, Potsdam
Filmschaffende haben sich von Anfang bei ih-
rer Kollegenschaft sowie audiovisuellen Archi-
ven bedient. Einerseits handelt es sich dabei um
die Integration von Ausschnitten in eigene Filme
(Heftberger, 2016), andererseits um die Über-
nahme stilistischer Verfahren. Auch aus einer Ar-
chiv-Perspektive ist es interessant, die Spuren von
filmischer Überlieferung zu verfolgen. Solche Un-
tersuchungen unterliegen bislang nach wie vor
den Grenzen der menschlichen Recherchekapa-
zität, der Verfügbarkeit von Quellen und auch
Rollenzuschreibungen der beteiligten Institutio-
nen (Heftberger, 2014). Im Panelvortrag sollen
aus filmgeschichtlicher Perspektive Desiderate an
die computergestützte Analyse formuliert wer-
den, deren Umsetzung erst zögerlich erfolgt. An-
hand einer Fallstudie soll das Potential aufgezeigt
werden, dass sich aus der multimodalen Ana-
lyse für die Filmgeschichte und v.a. die Überliefe-
rungs- und Rezeptionsgeschichte ergeben könnte.
Wikidata für die Zugänglichmachung
von Forschungsdaten in den Filmwissen-
schaften
Claudia Müller-Birn, Freie Universität Berlin
Wissenschaftliche Publikationen in den Geistes-
wissenschaften haben oft nicht die Reichweite
und Nachhaltigkeit, die für HerausgeberInnen
und AutorInnen wünschenswert wäre. Die Ab-
lieferung von Faktenwissen an eine breiter rezi-
pierte und maschinenlesbare Wissensdatenbank
wie Wikidata könnte ein Ansatz sein, diese Reich-
weite und Nachhaltigkeit zu erzeugen. Dafür müs-
sen allerdings nutzerzentrierte Softwarelösungen
entwickelt werden, die es erlauben, dieses Fakten-
wissen auch niederschwellig und korrekt zu über-
tragen (Breitenfeld et al., 2017). Am Beispiel der
multilingualen Open Access Zeitschrift „Appara-
tus – Film, Media and Digital Cultures in Central
and Eastern Europe“ soll demonstriert werden,
wie ein solcher Workflow zur Übertragung von
Faktenwissen aussehen könnte. Einerseits wer-
den Einträge in Wikidata mit Referenzen (Bezug
auf die jeweilige Publikation) versehen, anderer-
seits werden bestehende Einträge auch mit neuen
Informationen angereichert oder sogar neu er-
stellt, sofern sie nicht vorhanden sind. Der Pa-
nelbeitrag zeigt das Potential für die bessere Zu-
gänglichmachung von Forschungsdaten in den
Filmwissenschaften (Müller-Birn et al., 2017).
Licht und Schatten. Methodische Heran-
gehensweisen an die Analyse von Farb-
strukturen in Filmen
Niels-Oliver Walkowski, Berlin-Brandenburgi-
sche Akademie der Wissenschaften
Johannes Pause, Universität Luxemburg
Obgleich Film als stark visuell geprägtes Me-
dium in weiten Teilen vom Spiel der Farben, ihrer
Inszenierung und Dramaturgisierung lebt, stellte
die Untersuchung von Farbstrukturen Wendy
Everetts (2007) zufolge innerhalb der Filmtheorie
vor 10 Jahren immer noch so etwas wie „the last
great wilderness, the one remaining area yet to be
explored, mapped, and charted“ dar. Diese Situa-
tion hat sich bisher nicht signifikant verändert.
Allerdings macht es die Entwicklung digitaler Me-
thoden in den Filmwissenschaften während der
seitdem vergangenen Zeit möglich, der Problema-
tik neue Impulse zu verleihen. Eine Reihe von Pro-
jekten der letzten Jahre versucht genau dies zu
tun. Zu nennen sind hier unter anderem Brod-
becks (2011) Cinemetrics, Bakers (2015) Spectrum
sowie die Projekte MovieBarcodes (Anonymus,
2016), MovieAnalyzer (Burghardt et al., 2016), das
ACTION Toolkit (Casey, 2014), das Projekt FilmCo-
lors (Flückiger, 2015) sowie die Arbeit von Pause
und Walkowski (2017). Mit Ausnahme der letzten
drei Beiträge entstammen diese Arbeiten ande-
ren Forschungsfeldern als den Filmwissenschaf-
ten. Diese Situation sowie der Umstand, dass die
computergestützte Analyse von Farbe in einem
filmwissenschaftlichen Kontext ein so junges For-
schungsfeld ist, lassen eine methodische Syste-
matisierung und Diskussion verschiedener An-
sätze der Farbanalyse sinnvoll erscheinen. Der
Panelbeitrag wird eine solche Übersicht geben.
Des Weiteren werden unterschiedliche Strategien
vorgestellt, mit denen versucht wird eine Inter-
pretation und Vermittlung der Analyseergebnisse
zu unterstützen.
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Automatisierte Verfahren für Analyse,
Retrieval und Annotation von Video und
Film
Matthias Zeppelzauer, Fachhochschule St. Pölten,
Österreich
Die manuelle Annotation von Videodaten ist
üblicherweise eine zeitaufwendige Tätigkeit, die
aufgrund der subjektiven Bewertungen unter-
schiedlicher AnnotatorInnen leicht zu Inkonsis-
tenzen führen kann, insbesondere wenn die zu
annotierenden Konzepte großen semantischen
Interpretationsspielraum bieten. Automatische
Annotationsmethoden basierend auf automati-
schen Bild- und Videoanalysemethoden aus dem
Bereich des maschinellen Sehens ( computer vi-
sion) bieten eine vielversprechende Alternative,
um den Annotationsvorgang einerseits zu be-
schleunigen und andererseits zu formalisieren
und zu objektivieren. In der Vergangenheit wur-
den zunächst automatisierte Methoden für die Er-
kennung von Schnitten und Einstellungsübergän-
gen entwickelt. Darauf aufbauend wurden dann
Lösungen präsentiert für die automatische Seg-
mentierung von Videos und Filmen in einzelne se-
mantisch kohärente Szenen. Methoden aus dem
Bereich der inhaltsbasierten Bildsuche können
eingesetzt werden, um nach visuellen Mustern,
z.B. häufig auftretende Motive, Objekte oder Per-
sonen zu suchen. Methoden der Bewegungsana-
lyse ( motion tracking) können eingesetzt werden,
um Kamerabewegungen oder Objektbewegungen
automatisiert zu erfassen. Ergänzend zur Bild-
analyse kann die akustische Analyse der Tonspur
weitere interessante Einsichten in den Rhythmus
und die Montage von Filmen geben. Im interdis-
ziplinären Projekt Digital Formalism wurde ein
breites Spektrum automatisierter Verfahren er-
folgreich für die Analyse und die Annotation von
Video- und Filmdaten eingesetzt (vgl. Mitrovic et
al., 2010 / 2011; Zaharieva et al. 2010; Zeppelzauer
et al. 2011a / 2011b). In diesem Impulsreferat soll
das Potenzial automatischer inhaltsbasierter Ana-
lyseverfahren an kurzen Beispielen aus der Pra-
xis illustriert werden.
Fußnoten
1. Mehr Informationen unter http://dig-hum.de/
ag-film-und-video
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Getrieben von einer fortschreitenden Compute-
risierung ihrer wissenschaftlichen Methodik und
einer wachsenden Verfügbarkeit von digitalen
Bildwerken ist in den letzten Dekaden in zahlrei-
chen Disziplinen der Geistes- und Kulturwissen-
schaften ein erneuertes Interesse am Bild als For-
schungsgegenstand und Erkenntnisinstrument zu
beobachten.
So begreift sich etwa die (digitale) Kunstge-
schichte in der Erweiterung explizit als digitale
Bildwissenschaft (Kohle 2013), hat die Geschichts-
wissenschaft als “Visual History” das lange ver-
nachlässigte Medium Bild als Quellengattung
neben dem Text wiederentdeckt (Paul 2014), er-
findet sich die Architekturgeschichte nicht zuletzt
mit digitalen Instrumenten als Disziplin neu und
haben sich junge Fächer wie die Material-Cul-
ture-Studies oder die Designgeschichte etabliert.
Alle diese Disziplinen begegnen sich in den Digi-
tal Humanities als einem geteilten Wissensraum,
dessen Erkundung ganz wesentlich von den Mög-
lichkeiten der Informatik mitbestimmt wird.
Die automatisierte Erschließung großer und
größter Bildkorpora im Sinne eines effektiven
Information Retrieval prägt dabei nach Jeffrey
Schnapp die erste Welle der Digitalen Revolution
(Schnapp 2011). Die zweite Welle - so wiederum
Schnapp - müsse nun “qualitativ, interpretativ, er-
fahrungsbewusst, intuitiv erfassbar und schöpfe-
risch” sein, um digitale Instrumente in den Dienst
der Kernkompetenzen der Geistes- und Kultur-
wissenschaften stellen zu können: Achtsamkeit
gegenüber Komplexität, Medienspezifik, histori-
86
Digital Humanities im deutschsprachigen Raum 2018
schem Kontext, analytischer Tiefe, Kritik und In-
terpretation.
Ziele des Panels
Mit dem hier vorgeschlagenen Panel verorten
wir den Stand der digitalen Bildforschung in die-
ser idealtypischen Abfolge. Forschende aus unter-
schiedlichen Disziplinen beleuchten den State-of-
the-art im Bereich automatisierter Verfahren der
Computer Vision sowie gegenwärtige Wege und
Visionen ihrer zukünftigen Anwendung in den
Geistes- und Kulturwissenschaften. Wir erkunden
Herausforderungen, die neue Werkzeuge wie die
automatisierte Bildanalyse an Instrumentenkritik
und Methodentransparenz stellen und tragen zur
Konkretisierung von Best Practices in diesem Be-
reich bei.
Gegenstand
Verfahren, Praktiken und Projekte
Von Merkmalserkennung (Pattern Matching) bis
hin zu Ansätzen aus dem Bereich des maschi-
nellen Lernens wie etwa Deep Learning haben
Verfahren der Computer Vision in den letzten
Jahren das Potential entwickelt, sich als disrup-
tive Technologie in den Geistes- und Kulturwis-
senschaften zu erweisen. Dieser Umstand ver-
dankt sich unter anderem raschen Fortschritten
bei der verfügbaren Rechenleistung, aber auch ei-
nem zunehmend vereinfachten Zugang zu geeig-
neter Software sowie einer wachsenden Verfüg-
barkeit digitaler Bilddaten.
Im Rahmen des Panels fragen wir zunächst nach
den sich rasch entwickelnden Instrumenten und
werfen einen Blick auf Bereiche und Projekte in
denen diese zur Anwendung kommen. Wir wol-
len erkunden, welche Möglichkeiten computerba-
sierte automatisierte Verfahren etwa der Objekt-
und Merkmalserkennung für die Digitalen Geis-
teswissenschaften eröffnen (zu einer einführen-
den Diskussion transdisziplinärer Potentiale von
Computer Vision und Kunstgeschichte vgl. (Bell &
Ommer (2015) sowie dies. (2016)).
Zwischen datengetriebenen und inter-
pretativ hermeneutischen Zugängen
Wir explorieren, ob und wie die anfangs postu-
lierte Dichotomie von datengetriebenen und in-
terpretativ-hermeneutischen Zugängen zur Gene-
rierung von Wissen (Drucker 2011) fortbesteht
oder einem differenzierteren Modell Raum ge-
geben hat. Inwieweit lässt sich der am „Close
Viewing“ geschulte Methodenapparat direkt auf
Verfahren eines „Distant-Viewing“ (oder „Dis-
tant-Watching“ im Fall von Bewegtbildern) über-
tragen, oder inwieweit wird hier eine Wissen-
schaftstheorie des Digitalen noch zu entwickeln
sein? Dies schließt die Frage einer adäquaten In-
strumentenkritik ebenso ein, wie die nach Se-
lektionsverfahren, Korpusbildung oder den Aus-
wirkungen der Freigabepraxis von Bildmaterial
durch Kulturinstinstitutionen (GLAM).
Die semantische Lücke, Annotation, Mul-
timodalität
Die Analyse von “Big Image Data” auch im Be-
reich der Forschung wirft die Frage auf, wie For-
schungsansätze in den letzten Jahren versucht ha-
ben, die “semantische Lücke” (Semantic Gap) im
Umgang mit diesem Datenmaterial zu schließen.
Welche Rolle kommt etwa Normdaten (GND),
Thesauri (ICONCLASS, AAT oder ULAN) oder On-
tologien, die spezifisch für die Dokumentation
kultureller Artefakte entwickelt wurden (CIDOC-
CRM) bzw. Domäneontologien wie Neoclassica
(Donig, Christoforaki, Handschuh 2016) zu?
Welche Rolle könnte alternativ die semantische
Annotation (Oren, Möller, Scerri, Handschuh, &
Sintek 2006) durch Zugänge etwa aus dem Bereich
der Gamification und des Crowdsourcing wie in
ARTIGO (Wieser, Bry, Bérard, Lagrange 2013) bie-
ten?
Kann die Informatik hier mit neuen Verfahren
zur Verknüpfung verschiedener digitaler Analy-
seansätze in multimodalen Artefakten – also etwa
die Untersuchung der Verbindung von Bild und
Text oder Bewegtbild und Ton – digitales Sehen
ergänzen und verbessern? (Bruni, Tran, Baroni
2014), (Hiippala 2013).
Methodentransparenz & Best Practices
In der Tat wirft ein digitales Sehen, analog zu
kritischen Debatten um “Close” und “Distant Rea-
ding” (Bonfiglioli & Nanni 2015) grundlegende
epistemologische Fragen nach den Gemeinsam-
keiten oder Unterschieden zwischen computerge-
stützter Bildanalyse und in spezifischen Praktiken
des Sehens geschulten Menschen auf. Erweitert
etwa der ferne Blick nur die Geschwindigkeit und
Menge dessen, was wir wahrnehmen können,
oder verändert er unsere Wahrnehmung selbst?
Wir erkunden wie digitale Instrumente beschaf-
fen sein müssen, um den Erfordernissen der Geis-
tes- und Kulturwissenschaften nach Methoden-
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transparenz zu genügen. (Für eine grundsätzliche
Diskussion der Konsequenzen des Designs von
Klassifizierungs- und Rankingmechanismen so-
wie verschiedene Formen von Opacity siehe Bu-
rell 2016). Wie kann etwa der Black Box Charakter
von Neuronalen Netzen sinnvoll akkommodiert
werden? Nicht zuletzt stellt sich die Frage nach
dem Zusammenspiel von Instrument und For-
schungspraxis. Reproduziert etwa ein (in sich
vollständig transparenter) Klassifikator, der aber
auf der Basis eines bestimmten Korpus trainiert
worden ist, nicht letztlich spezifische kulturelle
Konzepte und konfirmiert damit einen bestehen-
den Kanon?
Wir wollen uns diesen Fragen nicht verschlie-
ßen, aber sie gleichermaßen rekontextualisieren
wie über ihre forschungspraktischen Implikatio-
nen nachdenken. Wir werden dabei gerade mit
jenen, die an der Weiterentwicklung dieser In-
strumente arbeiten, diskutieren, wie Technolo-
gien gebaut und eingesetzt werden können, um
ein emanzipatorisches und exploratives Potential
zu entfalten.
In diesem Sinn wollen wir abschließend Ideen
für Best Practices im Sinne eines methodisch
angeleiteten Umgangs mit großen Bildkorpora
zusammentragen, indem wir etwa nach der
Rolle und Modellierbarkeit von Kontextualisie-
rung oder der Rolle von Ontologien und Normda-
ten dabei fragen.
Impulsvorträge
Siegfried Handschuh, Universität Passau:
Bild, mutimodaler Verbund und Automa-
tisierung
Bildanalyse stellt eine besondere Herausforde-
rung an die Fähigkeit von computerbasierten Ver-
fahren Wissen zu generieren. Dass Bilder voll-
kommen ohne einen Bezug zu anderen Modi –
hier besonders Text – vorkommen ist eher eine
Ausnahme als die Regel. Der multimodale Ver-
bund von Bild und Text kann so durch Verfah-
ren aus dem Bereich des maschinellen Lernens
ausgewertet werden, um Wissen zu erzeugen,
das einen breiteren Kontext berücksichtigt. Das
Impulsstatement thematisiert diesen Zusammen-
hang insbesondere eine Methodik für die Re-
präsentation, Annotation und (teil)automatisierte
Entdeckung multimodaler Wissensbestände in
großen digitalen Materialkorpora und fragt wie
Techniken der Computer Vision gewinnbringend
mit Verfahren aus dem Bereich der Verarbeitung
Natürlicher Sprache zusammengebracht werden
können.
Canan Hastik, Technische Universität
Darmstadt: Wie viel Semantik ist nötig
und wie viel Automatisierung ist mög-
lich?
Computerbasierte Verfahren sind ein wichtiges
Instrument, um die digitale Bildforschung effizi-
enter zu gestalten und zu verstetigen. Es wäre
jedoch ein großer Fehler, Verfahren des maschi-
nellen Lernens lediglich dafür einzusetzen, be-
stehende theoretische und historische Kategorien
zu definieren und die Automatisierung für Di-
gital Humanities Experten voranzutreiben. Die
Herausforderung besteht darin, den DH Forscher
bei der Kuration und Entwicklung von aussa-
gekräftigen, repräsentativen und authentischen
Forschungskorpora zu unterstützen. Ontologien
sind dabei elementar für die Semantifizierung
von großen bildbasierten Korpora und unterstüt-
zen zudem die kollaborative Entwicklung und die
Verknüpfung von Wissensbeständen. Automati-
sierte Verfahren gilt es insbesondere dafür einzu-




bestimmung in der digitalen Kunstge-
schichte
Das Statement widmet sich aus einer eher
geisteswissenschaftlichen Perspektive heraus
der digital gestützten Ähnlichkeitsbestimmung.
Ähnlichkeit wird hier verstanden als Erkenntnis-
motor, der insbesondere in der Kunstgeschichte
seinen Ort hat, die schon immer mit dem ver-
gleichenden Sehen eine Methode des Erkenntis-
gewinns besaß. Abzuwägen wird sein, ob hierfür
eher eine Metadatenanalyse oder die direkte Bild-
adressierung oder eine Mischung aus beidem ziel-
führend ist.
Björn Ommer, HCI/IWR Ruprecht-Karls-
Universität Heidelberg:
Aktuelle Entwicklungen im Bereich des Maschi-
nellen Lernens und der Computer Vision haben
Algorithmen hervorgebracht, die Visual Retrie-
val mit einer zuvor ungeahnten Performanz er-
möglichen. Dadurch ergeben sich für die digita-
len Bildwissenschaften ganz neue Möglichkeiten
große Korpora zu erschließen und zu analysie-
ren. Allerdings bringen diese neuen informa-
tischen Verfahren auch ihre ganz eigenen Be-
schränkungen mit sich, die insbesondere bei ihrer
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Rekontextualisierung in den Geisteswissenschaf-
ten zutage treten. Dieser Vortrag wird das Po-
tential einer interdisziplinären Kooperation von
Informationswissenschaften und den Geisteswis-
senschaften diskutieren, grundlegende Beschrän-
kungen beleuchten und mögliche Auswege prä-
sentieren.
Malte Rehbein, Universität Passau: Mode-
ration
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Zusammenfassung des Vorha-
bens
Die AG Datenzentren des DHd möchte ein Pa-
nel mit insgesamt fünf Diskussionspartnern und
zwei Moderatoren veranstalten, um die Heraus-
bildung fachbezogenen Datenmanagements im
deutschsprachigen Raum in den digitalen Geis-
teswissenschaften weiter zu fördern sowie den
Stand und die Perspektiven dieses Forschungsbe-
reichs zu diskutieren. Das Panel reiht sich damit
in den fachlich übergreifenden Organisationspro-
zess zum Datenmanagement ein. Im Mittelpunkt
der Diskussion soll hier die Veränderung der Da-
tenkultur in der Geisteswissenschaft stehen und
damit die Frage, wie eine Konsolidierung, Vernet-
zung und fachliche Abrundung von Diensten die
Anreize zur wissenschaftlichen Nutzung des Da-
tenmanagements erhöhen können. Dies soll mit
zwei Schwerpunktsetzungen erfolgen:
A. Zunächst möchten wir anhand eines Über-
blicks zu bestehenden Angeboten von Datenzen-
tren informieren und aufzeigen, welche fachbe-
zogenen Leistungen momentan oder in naher
Zukunft von Datenzentren in einem Netzwerk
verteilter DH-Strukturen eingebracht werden.
Dieser Block macht die Schwerpunktsetzungen,
Rollen und herausgehobene fachliche Dienste
einzelner Datenzentren sichtbar, die über all-
gemeine Anforderungen an ein Datenzentrum
hinausragen. Daran anschließend kann über die
mögliche Ausgestaltung kooperativer Strukturen
und die Zusammenarbeit innerhalb eines Netz-
werkes der DH-Datenzentren diskutiert werden.
B. Weiterhin fragt das Panel grundlegend nach
zentralen Aufgabenstellungen im Bereich von
Standards aus den einzelnen Fachgebieten der
Geisteswissenschaften: Welche fachlichen Stan-
dards müssen Datenzentren über die zuvor ge-
zeigten Ansätze hinaus kooperativ entwickeln,
um passfähige Daten für eine möglichst große
Breite von Nachnutzungen interdisziplinär abzu-
sichern? Wo liegen Möglichkeiten und wo Gren-
zen von fachlicher Standardisierung und Nor-
malisierung über die einzelnen Fachdisziplinen
der Geisteswissenschaft hinweg? Hierzu sollen
Erkenntnisse und Erfahrungen aus abgeschlosse-
nen bzw. weitgehend realisierten Projekten dazu
dienen, abstrahierende Anforderungen aus fach-
wissenschaftlicher Perspektive zu benennen, die
zugleich einen Mehrwert der Realisierung besit-
zen. Insgesamt geht es darum, die Notwendigkeit
eines geisteswissenschaftlichen sowie fachspezi-
fischen Angebots nachdrücklich unter Beweis zu
stellen, zu etablierende Standards zu benennen
und Desiderate zu erkennen.
Forschungsstand
Der digitale Wandel, das Entstehen, Archivie-
ren, Erschließen und Nachnutzen großer Daten-
bestände verändert wissenschaftliche Forschung
in ihren Grundlagen, Arbeitsweisen und Me-
thodiken fundamental (OECD 2007; HRK 2014;
RfII 2016; Allianz 2010; DFG 2015). Die zahlrei-
chen Aspekte dieses Wandels beschäftigen Fach-
Communities und Fachverbände in umfassen-
der Weise mit Fragen des Datenmanagements,
der Lizenzen, Rechte und des Datenschutzes, der
technischen und inhaltlichen Langzeitarchivie-
rung sowie Nachnutzung von Daten. Die inten-
siven Diskussionen um das Datenmanagement
sind verbunden mit einem grundlegenden Nach-
denken über künftige Aufgaben, Strukturen und
Workflows bestehender und sich neu formieren-
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der Institutionen oder Akteure und führen zu
grundsätzlichen Reflexionen über die notwen-
dige Schaffung verteilter nationaler infrastruk-
tureller Angebote (RfII 2016: 39f.; RfII 2017). In
der jüngeren Vergangenheit sind bevorzugt tech-
nische Aspekte des Datenmanagements disku-
tiert worden, wie sie etwa die interoperationale
Metadatenhaltung (Bibliotheksparadigma), Pro-
bleme der Speicherformate, Speichermedien und
Dokumentation in der technischen Langzeitar-
chivierung über einen Rahmen von zehn Jah-
ren hinaus (Archivparadigma) betreffen (Nestor
2016). Solche Lösungen und Angebote können
oft in übergreifenden technischen Strategien ge-
funden werden, die ein zentrales Aufgabenge-
biet von Bibliotheken und Archiven umfassen.
Wie in den Arbeitsbereichen der digitalen Wis-
senschaft allgegenwärtig zu beobachten ist, lässt
sich dabei eine sukzessive, aber dennoch inten-
sive Spezialisierung und Differenzierung digitaler
Erfordernisse und Techniken beobachten. War
beispielsweise noch das erste große deutschspra-
chige Überblickswerk der nestor-Arbeitsgruppe
zur Langzeitarchivierung fachübergreifend tech-
nisch geprägt (Neuroth 2010), offenbaren die
neueren Arbeitsergebnisse eine deutliche Hin-
wendung zur fachbezogenen Darstellung (Neu-
roth 2012). Allerdings blieben auch in dieser
Hinsicht die Parameter der technischen Langzeit-
archivierung aus der Sicht der Archive und Biblio-
theken bestimmend.
Gleiches lässt sich mit Blick auf die Wissenschaft
erkennen, wenn man etwa auf die sich konstitu-
ierenden Fachgruppen im Rahmen des Verban-
des der Digital Humanities im deutschsprachigen
Raum 1 oder andere traditionelle Fachverbände
mit ihren sich ausdifferenzierenden digitalen Ar-
beitsweisen/Methoden schaut. 2 Intensiv disku-
tiert wurden solche Themen der fachbezogenen
Binnendifferenzierung auch in der Auftaktveran-
staltung zum Förderprogramm "'Mixed Methods'
in den Geisteswissenschaften?" der VW-Stiftung
im Frühsommer 2017, die eine Vielzahl deutsch-
sprachiger Forschungsprojekte im Bereich der Di-
gital Humanities versammelte. 3
Um nachhaltig wirksam zu sein, braucht For-
schungsdatenmanagement eine enge Anbindung
an die Wissenschaft mit ihren spezifischen Pro-
blemen und fachlichen Erfordernissen (RfII 2016:
60; RfII 2017: 1f., AG DZ 2017: 3). Nicht in
erster Linie der technische Service zur Lang-
zeitarchivierung standardisierter Daten, sondern
die fachbezogene Datenkuration und die Tiefen-
erschließung auf der Basis von Standards si-
chert die Güte und Qualität von Forschungsdaten
und ihre Nachnutzbarkeit für spezifische wissen-
schaftliche Forschungsprojekte. Qualitätsgerech-
tes Forschungsdatenmanagement - das auch im
analogen Zeitalter den Kern jeder Forschung aus-
machte - sichert den wissenschaftlichen Mehr-
wert von Daten, schafft vielfältige Nutzungsan-
reize und innerwissenschaftliche Akzeptanz (RfII
2016: 38-40; AG DZ 2017: 2). Im gleichen Maße
wie daher die übergreifende Basis technischer Lö-
sungen zur Metadatenhaltung, Lizenzierung und
Langzeitarchivierung entwickelt werden muss,
sind fachbezogene Standards der Datenkura-
tion, der kontrollierten Vokabularien, der fach-
basierten Quellenkritik und Annotation sowie
spezialisierte Werkzeuge der fachlichen Daten-
verarbeitung zur Erzeugung nachhaltiger Daten-
strukturen notwendig. Während erstere eher in
den Verantwortungsbereich der Bibliotheken und
Archive fallen, sind letztere das zentrale Aufga-
benfeld der Wissenschaft mit ihren spezifischen
Fachgebieten.
Hinzu treten die zahlreichen Herausforderun-
gen des geisteswissenschaftlichen Datenmanage-
ments im Unterschied zu natur- und sozialwissen-
schaftlichen Projekten. Geisteswissenschaftliche
Daten bilden in vielen Anwendungsbereichen
komplexe Textkorpora mit hochspezialisierten
Formen der Transkription, Annotation und
der Unterscheidung verschiedener Ebenen von
Quellenbegriff, Lemmatisierung, Normalisierung,
Standardisierung und Begriffserklärung. Ähnli-
che komplexe Formen der Erschließung gelten
ebenso in eher auf Objekte und Gegenstände be-
zogene Geisteswissenschaften. Ansätze der einen
Diziplin sind (bis heute) nicht ohne weiteres auf
eine andere übertragbar bzw. nicht fachübergrei-
fend bekannt. Gleichzeitig ist es Anliegen von
Datenzentren übergreifende Standards bzw. Aus-
tauschformate zu definieren und zu etablieren,
welche die Transparenz und Verschneidung von
Daten überhaupt erst einmal ermöglichen.
Ebenso muss auf der Ebene der Datenzentren in-
tensiv über Kooperationsformen und Vorgehens-
weisen für neue heterogene Datenbestände mit
einem Mix aus Quellen, Daten, Methoden, Medien
und Rechten nachgedacht werden (AG DZ 2017: 3).
Fragestellung und Aufbau des
Panels
Die DH ist angetreten, um computergestützte
Ansätze und Methoden quer über die geisteswis-
senschaftlichen Fachdisziplinen zu entwickeln.
Was jedoch macht die Summe geisteswissen-
schaftlicher Bedürfnisse aus, um Daten tatsäch-
lich interdisziplinär und langfristig nachnutzbar
zu machen? Die "Kritik der digitalen Vernunft"
besteht für ein solches geisteswissenschaftliches
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Unterfangen darin, gemeinsame Anforderungen
und Standards der Datenhaltung aus bestehenden
Projekten und Erfahrungen zu formulieren, zu-
sammenzutragen, zu systematisieren und zu ab-
strahieren. Zudem bedürfen solche Standards der
Akzeptanz durch Forschende, sollen sie Wirksam-
keit entfalten. Standards müssen daher einen kla-
ren Mehrwert für wissenschaftliche Arbeit bieten.
1. Viele Datenzentren haben mittlerweile ihre
reguläre fachliche Arbeit aufgenommen, projekt-
basiert Erfahrungen gesammelt und neben der
regulären Arbeit oft spezifische Schwerpunkte
gebildet. In Form einer Präsentation der wich-
tigsten Akteure, Dienste und Angebote möchten
wir über das bestehende Leistungsangebot inner-
halb der AG Datenzentren des DHd-Verbandes
informieren, wobei bevorzugt die Schwerpunkt-
setzungen im Bereich der Standards thematisiert
werden. Auf diese Weise können sich Tagungs-
teilnehmer einen Überblick zum Dienstleistungs-
spektrum von Datenzentren verschaffen, was an-
gesichts der insgesamt unübersichtlichen (weil
sich dynamisch entwickelnden) Forschungsland-
schaft einen erheblichen Vorteil darstellt. Diese
ca. 15-20 Minuten dauernde Präsentation beruht
auf einer Umfrage unter den im Verband orga-
nisierten Einrichtungen und Akteuren, die von
der Organisatorin des Panels in Zusammenarbeit
mit der AG Datenzentren vorstrukturiert und prä-
sentiert wird. Bei Bedarf können weitere zentrale
fachwissenschaftliche Angebote in den Geistes-
wissenschaften einbezogen werden. Dieser Leis-
tungskatalog ist einerseits Grundlage der Diskus-
sion mit dem Publikum und andererseits für die
Außendarstellung der AG Datenzentren der DHd
förderlich.
2. Nach dieser Präsentation leitet die Mode-
ration in den Diskussionsteil über. Eingeladen
werden Vertreter und Vertreterinnen geisteswis-
senschaftlicher Datenzentren mit unterschiedli-
chen Schwerpunktsetzungen und Funktionen, die
Impulsreferate zu notwendigen Anforderungen
fachwissenschaftlicher Standards im Datenma-
nagement zu geben. Diese Statements werden vor
der Tagung allen Diskussionspartnern zur Ver-
fügung gestellt, um eine angeregte Diskussion
über fachliche Belange und Standards für das Da-
tenmanagement der Geisteswissenschaften zu er-
möglichen und auch Kritik zu formulieren. Die
Panelorganisatorin und Moderatoren sichten die
Beiträge zuvor redaktionell-moderierend. Hier
sollen vor allem Möglichkeiten und Grenzen von
bestehenden innerfachlichen Standards (z.B. exis-
tierende Ansätze wie GND, XML, TEI, Transkrip-
tionsregeln; neue Entwicklungen wie z.B. "On-
tologie historischer Berufe” etc.) benannt und
diskutiert werden. An Einzelbeispielen soll kon-
trovers diskutiert werden, welche Standards die
Geisteswissenschaft und das Datenmanagement
tatsächlich voranbringen. Sind es eher techni-
sche Aspekte und Rahmenbedingungen (Tools,
Formate, Annotationswerkzeuge), die formale As-
pekte des Datenmanagements vereinheitlichen
oder thematisch übergreifende Normansätze, On-
tologien oder kontrollierte Vokabulare, die häufig
aber sehr voraussetzungsvoll und arbeitsinten-
siv sind? Zielgerichtet sollen so Ansätze, Möglich-
keiten und Grenzen diskutiert werden. Fachwis-
senschaftliche Aspekte sollen zusätzlich durch die
Öffnung der Diskussion für das Publikum einbe-
zogen werden. Gleichzeitig kann das Publikum
Hindernisse und Desiderate des Forschungsda-
tenmanagements formulieren. Insgesamt sollen
zudem mögliche Kooperationen und Organisa-
tionsstrukturen zwischen verschiedenen Daten-
zentren angerissen werden (Wer darf Standards
entwickeln? Wer muss sie nutzen?). Nach Mög-
lichkeiten werden dazu Beiträge des Publikums
bzw. die Use Cases der Diskussion aufgegriffen.
Diese Diskussion soll die fachliche Positionierung
und Ausdifferenzierung der Datenzentren schär-
fen.
Es ist die Aufgabe der Moderation, entsprechend
der Schwerpunktsetzungen in der Diskussion ab-
strahierende Aussagen zur Ansetzung von Stan-
dards zu finden, die aber zuvor innerhalb der
AG und auch der eingeladenen Diskutanten be-
reits andiskutiert wurden, um ein konzentriertes
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Fußnoten
1. Siehe die Arbeitsgruppen des Verbands DHd:
https://dig-hum.de/dhd-ags .
2. Vergleiche hier etwa das CfP und die daraus
resultierenden Ergebnisse der Tagung: Quellen
und Methoden der Geschichtswissenschaft im
digitalen Zeitalter. Neue Zugänge für eine eta-
blierte Disziplin, DIGIMET 2017, 25./26.09.2017
in Berlin, URL: http://welt-der-kinder.gei.de/wp-
content/uploads/2017/05/CfP-DH-Abschlussta-
gung-WdK-02.05.2017.pdf.
3. Dabei nahmen zahlreiche Vertreter der DH-
Community in den Geisteswissenschaften teil,
die auch über das eigentliche Förderprogramm
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In diesem Panel geht es um die Förderung der
geisteswissenschaftlichen Forschung durch eine
planvolle Erhebung, Archivierung, Veröffentli-
chung und die dadurch ermöglichte Nachnutzung
von Forschungsdaten, die sowohl zur Qualitäts-
sicherung in der Forschung beitragen als auch
nicht zuletzt neue Fragestellungen erlauben. Aus
unterschiedlichen Perspektiven soll in dem Panel
beleuchtet werden, welchen Mehrwert das Da-
tenmanagement für die Forschung in den digi-
talen Geisteswissenschaften hat, wie man diesen
Mehrwert erreicht und auch die Veröffentlichung
der Forschungsdaten als ein selbstverständliches
Element der Dissemination der Forschungsergeb-
nisse etabliert und wie man gleichzeitig den Auf-
wand für die Forschung abschätzen kann.
Ziele des Panels
Vor dem Hintergrund der notwendigen Dis-
kussion zum Management, zur Interoperabilität,
Sicherung, Publikation und Zitation aber auch
zur Auswahl und Kassation von Forschungsda-
ten wird das Panel Experten aus der Forschung,
Entwicklung, aus wissenschaftsgeleiteten For-
schungsinfrastrukturen sowie dem Bibliotheks-
und Universitäts-Verlagswesen zusammenbrin-
gen. Im Fokus steht die kritische oder auch kon-
troverse Auseinandersetzung, welche Aufgaben
Forschende selbst übernehmen können und wol-
len, welche Aufgaben bei digitalen Infrastruktu-
ren anzusiedeln sind, welche gemeinsamen Stra-
tegien aller Mitwirkenden nötig sind, wo eine
Parallelisierung von Entwicklungen vermieden
werden muss und wo eine Vielfalt von Ansätzen
wünschenswert wäre.
Dazu werden die Teilnehmenden des Panels an-
hand von vier Leitfragen aus ihrer jeweiligen Per-
spektive kurz Stellung zum Thema nehmen.
Leitfragen
•   Welche spezifischen Anforderungen aus der
geisteswissenschaftlichen Praxis beeinflussen
das Datenmanagement?
•   Wie beeinflusst die Datenveröffentlichung
herkömmliche Publikationen und welche Da-
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tenmanagementoptionen sind für die Publika-
tionen von Daten relevant?
•   Wieweit können Forschungsdatenmanage-
mentpläne die Forschenden dabei unterstüt-
zen, schon vom Moment der Formulierung
der Forschungsfrage und der Beantragung ei-
nes Projektes an für die sichere forschungsbe-
gleitende und forschungsabschließende Veröf-
fentlichung der gesammelten, erhobenen und
erstellten Daten – möglichst den FAIR-Prinzi-
pien konform – zu sorgen?
•   Wie bestimmen wir die technischen Kriterien
für die Sicherung und Interoperabilität der
heterogenen Forschungsdaten, damit sie gesi-
chert, gefunden und nachgenutzt werden kön-
nen? Reichen die Kriterien zur Abschätzung
des Aufwands aus?
Hintergrund
Geisteswissenschaftliche Forschung basiert dar-
auf, Ideen und Konzepte anderer Forschender
zu betrachten, zu kommentieren und weiter zu
entwickeln. Im Rahmen des Paradigmenwechsels
  (siehe etwa Berry, 2011; Baum and Stäcker 2015 ;
Thiel, 2012), der sich gerade auch in den digita-
len Geisteswissenschaften durch teilautomatische
Analysen (siehe bereits Busa, R., 1951),   Visuali-
sierungen und Verknüpfungen unterschiedlicher
Datentypen manifestiert, ist die Nachnutzung von
Daten, Informationen und Konzepten von Anfang
an ein integraler Bestandteil der Forschung gewe-
sen (siehe etwa den Impact von Busa beschrieben
von Winter, 1999; die Daten von Busa unter http://
www.corpusthomisticum.org arbeiten von Anto-
nio Zampolli, 1973; etc.)
Die Veröffentlichung von Forschungsdaten
selbst ist kein Novum - in Anhängen, in Tabel-
len, in Abbildungen wurden “Daten” analog als
Merkmale der Wissenschaftlichkeit einer Publi-
kation veröffentlicht, und selbst Busa (ebd.) refe-
renziert existierende Konkordanzen und Indizes,
die allerdings noch nicht elektronisch vorlagen.
Die elektronische Publikation und Weitergabe ist
auch nicht neu: Bereits in den 1990er Jahren fan-
den sich elektronische Beilagen auf CD-ROM in
Verlagspublikationen und auch bei Hausarbeiten;
Webseiten enthielten schon früh Forschungsda-
ten 1, die – zumindest während der Projektlauf-
zeit – diese auch für andere Forschende verfügbar
machten.
Die Publikation über öffentlich zugängliche Da-
tenrepositorien ist dagegen recht neu, d.h. in
zentralen Einrichtungen, die auch über Pro-
jektlaufzeiten hinaus Forschungsdaten vorhalten
können, dafür aber eine Übergabe durch Da-
tenbereitsteller nach bestimmten Qualitäts- und
Beschreibungsrichtlinien verlangen. Dabei erlau-
ben Repositorien, extrem große Mengen von
(vernetzten) Daten zu veröffentlichen: alle er-
hobenen Daten können publiziert werden. Dar-
unter können auch Daten sein, die für die ei-
gene Forschungsfrage letztendlich nicht relevant
waren, aber den Forschungsweg und die Ergeb-
nisse nachvollziehbar machen, also sogenannte
   “null-results”. Innerhalb von Enhanced Publi-
cations können sie referenziert werden und z.B.
mittels Linked Data als dynamisch vernetzende
Daten aufeinander verweisen. Ihre Nachnutzung
erlaubt es, Analysen, die in der Vergangenheit nur
als Gedankenexperimente möglich waren, prak-
tisch durchzuführen.
Auch deswegen setzen Forschungsförderer zu-
nehmend voraus, dass ein Konzept zur Nach-
nutzung der Daten, auf denen Forschungsergeb-
nisse beruhen, zusammen mit Projektanträgen
eingereicht wird, und dass zudem bereits exis-
tierende Daten und Werkzeuge gegebenenfalls
nachgenutzt werden (siehe Senat der DFG, 2015;
Deutsche Forschungsgemeinschaft, 2013; Deut-
sche Forschungsgemeinschaft, 2009; Deutsche
Forschungsgemeinschaft, undatiert; H2020 Pro-
gramme, 2013; Allianz der deutschen Wissen-
schaftsorganisationen, 2010). Gleichzeitig wird
durch die Attribution der Datenaufbereitung
die Leistung derjenigen sichtbar, die die Da-
ten bereitgestellt haben, so dass die Veröffent-
lichung “infrastrukturbezogene[r] wissenschaft-
liche[r] Leistungen” und Forschungsdaten “in
Qualifikationsverfahren ergänzend anerkannt
werden” können (vgl. Wissenschaftsrat, 2011).
Die Bereitstellung von Forschungsdaten folgt da-
bei den sogenannten FAIR-Prinzipien 2, ist Teil
der sich entwickelnden Open-Science-Landschaft
und wird etwa von wissenschaftsgeleiteten For-
schungsinfrastrukturen wie CLARIN-D (siehe Hin-
richs und Trippel, 2017) und DARIAH-DE (Gradl
und Henrich, 2016)  unterstützt.
Auch wenn der Mehrwert des Forschungsdaten-
managements in diesem Bereich dokumentiert
ist, als Anforderung formuliert wird und positiv
konnotiert ist (siehe Bargheer u.a. 2017), erscheint
es einigen Forschenden trotzdem eher als aufge-
zwungene, lästige Notwendigkeit denn als Mehr-
wert für die Forschung in den DH. Auch deshalb
sollen in dem Panel die Vertreter der Forschungs-
infrastrukturen und die WissenschaftlerInnen re-
flektieren, ob die bisher an die Forschenden
herangetragenen Angebote ausreichen, um ihre
Anforderungen zu erfüllen und ihr Vertrauen zu
gewinnen, und, was die Forschungsinfrastuktu-
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ren tun können, um hier weitere Fortschritte zu
erzielen.
Panel Format
Das Panel besteht aus drei Teilen:
•   Kurze Impulsvorträge von max. 5 Minuten von
den Panel-Teilnehmenden unter Einnahme ih-
rer jeweiligen Perspektive
•   Diskussion der Leitfragen zwischen den Panel-
teilnehmenden moderiert aus der Anwender-
perspektive




Elke Teich (Saarbrücken): Als Sprecherin ei-
nes interdisziplinären SFB verfügt Prof. Teich
über eine hervorragende Kenntnis der Erforder-
nisse und Hindernisse im Forschungsdatenma-
nagement in großen Forschungsverbünden.  Sie
wird das Panel aus der spezifischen Perspektive
der Geisteswissenschaften moderieren.
Teilnehmende auf dem Panel und Im-
pulsvorträge
•   Lydia Müller (Mind Research Repository, Uni-
versität Leipzig): In den Kognitionswissen-
schaften ist die Verwaltung von Daten im Zu-
sammenhang mit der Publikation von Artikeln
zusammen mit den zugrundeliegenden Da-
ten teilweise gelebte Praxis. Lydia Müller ist
als Maintainerin des Mind Research Reposi-
tory ( http://openscience.uni-leipzig.de/ ) an ei-
ner Schlüsselstelle, da dieses Verzeichnis die
Integration von Daten und Publikationen er-
möglicht. Vor dem Hintergrund der dort ge-
hosteten Daten und Publikationen kennt sie
die Fallstricke bei der Integration von Daten
und Publikationen und weiß, wie die Daten
nachhaltig und gesichert abgelegt werden kön-
nen und hat Erfahrungen damit, auf diese Da-
ten zu verweisen. Sie steht damit für einen As-
pekt der FAIR-Prinzipien für Forschungsdaten
im Rahmen des Forschungsdatenzyklus in den
Geisteswissenschaften: der Aufbewahrung
und Zugänglichmachung von Daten.
•   Susanne Haaf (BBAW) ist am Aufbau und Be-
trieb des Deutschen Textarchivs (DTA) be-
teiligt und hat die Spezifikation des standar-
disierten DTA-Basisformats maßgeblich mit
beeinflusst, das Eingang in die einschlägigen
DFG-Richtlinien gefunden hat. Damit war sie
an der Erstellung von geisteswissenschaftli-
chen Forschungsdaten selbst beteiligt und ent-
wickelte aktiv Standards und Richtlinien, die
für große Datenmengen eingesetzt wurden.
Daneben vermittelte sie die zugrundeliegen-
den Workflows, Richtlinien und Technologien
im Rahmen von Workshops und Lehrveran-
staltungen innerhalb der DH-Nutzercommu-
nity. Das DTA vertritt mehr als 2000 Nutzende,
die zur Weiterentwicklung seines bislang ein-
zigartigen Korpus interoperabler Forschungs-
daten des historischen Deutschen für die Geis-
teswissenschaften beitragen.
•   Torsten Schrade (Leiter der Digitalen Aka-
demie der Akademie der Wissenschaften
und der Literatur Mainz, Professor für Digi-
tal Humanities an der Hochschule Mainz):
Torsten Schrade ist ausgewiesener Experte
für Forschungsdatenmanagement und Web-
technologien für die geisteswissenschaftliche
Grundlagenforschung, für historische Fachin-
formationssysteme, webbasierte Arbeitsum-
gebungen, digitale Editionen, Webservices für
geisteswissenschaftliche Fachdaten und Se-
mantic Web Anwendungen.
•   Thorsten Trippel: Im Rahmen von CLARIN-
D und dem europäischen Projekt Parthenos
beschäftigt sich Thorsten Trippel mit der Er-
stellung und Umsetzung von Datenmanage-
mentpläne für die geisteswissenschaftliche
Forschung. Zusammen mit Antragstellern ent-
wickelt er dazu Datenmanagementpläne, wie
sie von Drittmittelgebern zunehmend gefor-
dert sind, und begleitet die Projekte über alle
Phasen der geisteswissenschaftlichen For-
schung - vom Erstellen oder Auffinden von
Forschungsdaten, über die Aufbereitung, Ana-
lyse, Bereitstellung bis zur Archivierung, um
die FAIR-Prinzipien umzusetzen.
•   Tobias Gradl: Im Rahmen seiner Forschung
hat sich Tobias Gradl innerhalb von DARIAH
mit der nachhaltigen Aufbereitung von For-
schungsdaten beschäftigt, besonders mit Da-
ten, die nicht standardkonform aufbereitet
wurden und im Rahmen spezifischer For-
schungsfragestellungen anfallen. Daher bear-
beitet er Modelle, um Daten in einer nachhal-
tig erschlossenen Form bereitzustellen.
•   Maria Effinger (UB Heidelberg): Im Rahmen
des DFG-Projekts OA-Monos, des Universitäts-
verlags "Heidelberg University Publishing"
und der Fachinformationsdienste "arthistori-
cum.net" und, "Proyplaeum" hat Maria Effin-
ger XML-basiertes Publizieren implementiert
und in der Universitätsbibliothek in Heidel-
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berg umgesetzt. Die Veröffentlichungsmög-
lichkeiten über universitätseigene Verlage
nehmen für offene Publikationen und damit
verbundene Daten eine wichtige Funktion ein,
indem sie in einer engen Zusammenarbeit
mit den Forschenden die prinzipielle Nach-
vollziehbarkeit und Überprüfbarkeit wissen-
schaftlicher Ergebnisse sichern. Diesen Aspekt
wird Frau Effinger im Panel vertreten.
Fußnoten
1. Zum Beispiel gab es schon im Jahr 2000 auf
der Webseite http://wwwhomes.uni-bielefel-
d.de/gibbon/EGA/ Sprachdokumentationsda-
ten der Sprache Ega in Côte d'Ivoire. Diese Seite
kann als typisches Beispiel für Projektwebseiten
mit Daten angesehen werden, deren Nachhal-
tigkeit durch das Engagement des betreibenden
Einzelwissenschaftlers bestimmt wird.
2. Findable, Accessible, Interoperable, und Re-
usable, siehe h ttps://www.force11.org/group/
fairgroup/fairprinciples
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Institut für Germanistik, AAU Klagenfurt
Ausgangslage
Digitale Editionen haben sich bereits als geeig-
nete Publikationsform für die Präsentation von
umfangreichen Textbeständen im Bereich des
kulturellen Erbes etabliert. Für ein so umfang-
reiches und komplexes textgenetisches Korpus
wie Robert Musils literarischen Nachlass und die
daran entwickelte Datenstruktur der Klagenfur-
ter Ausgabe stehen jedoch keine fertigen Modelle
zur Verfügung. Im Rahmen des Panels soll ei-
nerseits diskutiert werden, welche Kriterien eine
digitale Edition erfüllen muss, um eine Grund-
lage zur Erforschung von Robert Musils Gesamt-
werk zu erstellen und andererseits, ob die derzeit
geltenden Standards zur Langzeitarchivierung,
interoperablen Repräsentation und Online-Kom-
mentierung von digitalen Textkorpora noch zeit-
gemäß sind.
Gegenstand
Der umfangreiche literarische Nachlass des ös-
terreichischen Schriftstellers Robert Musil um-
fasst 12.000 Manuskriptseiten und wird bereits
seit 1985 digital ediert. Die wichtigsten bisherigen
Publikationsetappen markieren die CD-ROM-Aus-
gabe Robert Musil: Der literarische Nachlass (Hg.
F. Aspetsberger, K. Eibl, A. Frisé, Rowohlt 1992)
und die DVD-Edition Robert Musil: Klagenfurter
Ausgabe. Kommentierte Edition sämtlicher Werke,
Briefe und nachgelassener Schriften. Mit Tran-
skriptionen und Faksimiles aller Handschriften
(Hg. W. Fanta, K. Amann, K. Corino, Robert-Mu-
sil-Institut/Kärntner Literaturarchiv, AAU Klagen-
furt 2009). Um für das Editionsvorhaben, das
mittlerweile mehrere Computer-Generationen,
System- und Formatwechsel sowie Veränderun-
gen der editorischen Vorgaben und Richtlinien
erlebt hat, eine befriedigende und zukunftssi-
chere Lösung zu entwickeln, entsteht am Ro-
bert-Musil-Institut/Kärntner Literaturarchiv seit
2016 eine Hybrid-Edition. Sie soll einerseits die
Bedürfnisse der LeserInnen und der wissen-
schaftlichen UserInnen befriedigen, andererseits
auch für nachhaltige Verfügbarkeit der Daten sor-
gen. Die TeilnehmerInnen des vorliegenden Pa-
nels präsentieren die einzelnen Lösungsansätze
aus theoretischer und methodologischer Sicht in
exemplarischer Weise und stellen sie als Best-
Practice-Modelle im Bereich des digitalen Edie-
rens zur Diskussion:
a) Die Hybrid-Edition setzt sich aus der Mu-
sil-Gesamtausgabe in 12 Bänden (Salzburg, Jung
und Jung, 2016-2022) und dem Internetportal
musilonline (Prototyp seit 2016: www.musilon-
line.at ) zusammen. Die Buchausgabe enthält ei-
nen Lesetext für die literarische Lektüre in leser-
freundlicher Ausstattung. musilonline wird unter
Musil-Text die digitale Version des Lesetexts, un-
ter Archiv das gesamte textgenetische Dossier
(Faksimiles, XML/TEI-Dateien) und unter Kom-
mentar neben dem textkritischen bzw. textgene-
tischen auch einen interdiskursiven Kommentar
bieten. Im Kurzvortrag wird die Hybrid-Edi-
tion in Hinblick auf ihre medienhistorische
Bedeutung, intermediale Funktion, literaturdi-
daktische Vermittlungsleistung und Leser/User-
Orientierung erläutert. (Anke Bosse, Robert-Mu-
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sil-Institut/Kärntner Literaturarchiv, AAU Klagen-
furt)
b) Das künftige Interface für die literaturwis-
senschaftliche, insbes. textgenetische Forschung
auf musilonline soll sich aus folgenden Kompo-
nenten zusammensetzen:
•    Suchmaschinen (zur Treffergenerierung im
edierten Musil-Textkorpus sowie im XML/TEI-
ausgezeichneten Text- und Metadatenbereich)
•    Navigation entlang hypertextueller Verknüp-
fungen zwischen ediertem Text, Faksimiles,
XML/TEI-Dateien und Kommentarbereich
•    Bild-Browser (zum Studium der Originalma-
nuskripte)
•    Textdarstellung (zur visuellen Inszenierung
der Textstufen und ‑schichten am Manuskript,
aus XML/TEI-Dateien generierte HTML-Lösun-
gen). Diese Funktionen werden derzeit auf der
Grundlage von zwei zentralen Manuskript-
mappen aus Musils Nachlass entwickelt.
Im Kurzvortrag werden noch keine fertigen Lö-
sungen vorgestellt, sondern es erfolgt ein kriti-
scher Aufriss der Problemlage in Folge der kom-
plexen Struktur von Musils Manuskripten und
die Präsentation eines Grundkonzepts an Hand
von exemplarischen Ausschnitten aus dem Manu-
skriptbestand. (Walter Fanta, Robert-Musil-Insti-
tut/Kärntner Literaturarchiv, AAU Klagenfurt)
c) Die fachgerechte Speicherung des gesamten
Text- und Metadatenbestands zu Robert Musils
autor-autorisierten und nachgelassenen Schriften
via XML/TEI ist vorgesehen und bereits begon-
nen worden. Die Manuskripte des Musil-Nachlas-
ses stellen eine besondere Herausforderung für
die Textauszeichnung dar, weil sie äußerst kom-
plexe Varianzbeziehungen auf der Ebene der Ma-
krovarianz zwischen den Entwurfsfassungen und
der Ebene der Mikrovarianz – Korrekturschichten
– enthalten. Es stellt sich heraus, dass die Struk-
tur der großen philosophischen und literarischen
Fragmente der Moderne (Nietzsche, Wittgenstein,
Musil, Bachmann) den Rahmen sprengt, der von
XML/TEI (Baumstruktur) vorgegeben ist. Im Kurz-
vortrag erfolgt ein Problembericht zu Auszeich-
nungsschwierigkeiten mit XML/TEI. Im Rahmen
des österreichischen Kompetenzzentrums für Di-
gitale Edition (KONDE), sowie mit Hilfe der TEI
Guidelines und DariahTeach wurden bereits Lö-
sungen gefunden. In Hinblick auf die Daten-
konservierung und –interoperabilität muss aber
diskutiert werden, ob XML/TEI für die Langzeitar-
chivierung des Musil-Nachlasses geeignet ist. (Ka-
tharina Godler, Robert-Musil-Institut/Kärntner Li-
teraturarchiv, AAU Klagenfurt)
d) Die Migration des gesamten Textdaten-Kor-
pus erfolgt aus dem Flatfile des Formats Folio-
Views der Klagenfurter Ausgabe in das Zielfor-
mat XML/TEI. Dabei werden Scripts entwickelt,
welche die im Flatfile enthaltenen Kodierungen
(Formatierungen und Sprungverknüpfungen von
FolioViews) sowie die diakritischen Zeichen der
1992 publizierten Transkription soweit wie mög-
lich automatisch im automatischen Austausch
in sachadäquate XML/TEI-Auszeichnungen um-
setzen. Der Kurzvortrag erläutert den erreich-
ten Stand und die Probleme dieser Migrations-
prozesse; sie bestehen kurz gesagt im Alter der
Nachlass-Transkription (entstanden 1984-1990),
in der chaotischen Struktur der FolioViews-In-
fobase mit insgesamt 735.000 Einträgen und ca.
250.000 Verknüpfungen, zahlreichen Redundan-
zen, Inkonsistenzen, Fehlern und Ergänzungs-
bedarf. Für die drei Hauptbereiche gedruckte
Quellen, Nachlassmanuskripte, Metadaten müs-
sen jeweils eigene Lösungen gefunden werden.
(Gerrit Brüning, Goethe-Universität Frankfurt /
Freies Deutsches Hochstift)
e) Der interdiskursive Online-Kommentar auf
musilonline wird 2018-2022 in einem vom Ös-
terreichischen Wissenschaftsfonds (FWF) geför-
derten Projekt am Robert-Musil-Institut / AAU
Klagenfurt entwickelt. Die Grundidee besteht
darin, über die herkömmliche (textkritische) Er-
läuterungsfunktion von Kommentaren hinaus
zu wirken, auf der Bedeutungsebene anzuset-
zen und die Bedeutungsvielfalt in Musils Tex-
ten dadurch zu bewahren, dass Interpretamente
im Musil-Textkorpus identifiziert und mit den
Deutungen der bisherigen Interpretationslitera-
tur verknüpft werden. Aus der Sicht der Digital
Humanities stellt sich die Herausforderung, für
die Online-Inszenierung der Diskurse um Musils
Texte eine digitale Struktur zu finden, die den he-
terogenen, teils widersprüchlichen Anforderun-
gen und Erwartungen unterschiedlicher User-
gruppen Genüge tut. Im Kurzvortrag wird das
Vorhaben mit Fokus auf den Online-Kommentar
als Desiderat der Literaturvermittlung exempla-
risch skizziert. (Artur Boelderl, Institut für Germa-
nistik, AAU Klagenfurt)
Das Panel integriert höchst unterschiedliche Be-
reiche und Aspekte der Digital Humanities, die
sich im Projekt musilonline verknüpft finden. Der
Stoßrichtung der Tagung, eine Kritik der digita-
len Vernunft zu formulieren, tragen die geplanten
Diskussionsbeiträge in besonderem Maße Rech-
nung, da nicht in allen Belangen schon mit fer-
tigen Lösungen aufgewartet wird, sondern das
Erkennen von Problemen, die Verbesserung eta-
blierter Strukturen, die Suche nach Alternativen
und die Erfindung neuer Konzepte im Vorder-
grund stehen. Die Präsentationen und Diskus-
sionen des Panels reflektieren u.a. auch die
neuen editionswissenschaftlichen Forschungsan-
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sätze und Best Practices, die im Rahmen des öster-
reichischen Kompetenznetzwerks digitale Edition
(KONDE) seit 2017 entwickelt werden.
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Der Aufbau von digitalen (Musik)-Editionen und
den entsprechenden Online-Publikationen hat
sich im wissenschaftlichen Umfeld etabliert und
damit Fakten und Muster geschaffen, die nicht
notwendigerweise mit den zeitlich parallel entwi-
ckelten Theorien kongruent gehen. Das mag zum
einen daran liegen, dass die zeitgenössische Theo-
riebildung selbst nicht einheitlich ist – man ver-
gleiche nur die Idee einer „sozialen Edition“ (Sie-
mens 2011) mit der Debatte um „documentary
editing“ (Robinson 2013; Gabler 2010; Pierazzo
2011) oder mit einem „multiplen Textbegriff“ als
Grundlage der Edition (Sahle 2013) – zum anderen
aber auch an den ganz praktischen Rahmenbe-
dingungen der allermeist als drittmittelgeförder-
ten, zeitlich begrenzten Projekte.
Es gilt daher, kritisch rückzublicken und zu
reflektieren, in welcher Weise die Art der di-
gitalen Erschließung die Erkenntnismöglichkei-
ten des Nutzers steuert, und ob sich die mit
solchen Webpublikationen häufig verbundenen
Ideen von „Offenheit“, „Erweiterbarkeit“, „Ver-
netzung“ und „Nutzerbeteiligung“ in der tägli-
chen Arbeit der Projekte überhaupt realisieren
lassen – oder ob diese Ideen nicht sogar teilweise
auf zu sehr simplifizierten Voraussetzungen be-
ruhen?
Innerhalb der Musikwissenschaft decken die di-
gitalen Projekte des Detmold/Paderborner Virtu-
ellen Forschungsverbunds Edirom und des Zen-
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trums Musik – Edition – Medien sowie die
damit assoziierten Vorhaben einen weiten Be-
reich der digitalen Aktivitäten im Fach ab. Es han-
delt sich einerseits um Projekte im Bereich der
Musikedition (u.a. Weber-Gesamtausgabe, Frei-
schütz Digital , Bargheer-Fiedellieder , Beetho-
vens Werkstatt ), andererseits um Methoden- und
Softwareentwicklung ( Edirom , ZenMEM , Vi-
deApp , WeGA-WebApp ), sowie um neuartige
Erschließungskonzepte ( Detmolder Hoftheater )
bzw. Beiträge zur Entwicklung von Codierungs-
standards (TEI, MEI). Vor allem in Rückbindung
an TEI und MEI sind dabei Publikationen entstan-
den, die weit über eine schlichte Digitalisierung
hinausgehen: Metadaten, die wissenschaftlichen
Ansprüchen gerecht werden, extensive Verknüp-
fungen und inhaltliche Auszeichnungen der Do-
kumente sind selbstverständlich. Ferner sind un-
terschiedliche Annotationspraktiken erprobt.
Das Bemühen der bisherigen Arbeiten war vor
allem darauf gerichtet, die wissenschaftlichen
Standards der „klassischen“ Edition und Informa-
tionsbereitstellung zu halten und „digitale“ Mög-
lichkeiten wie Verknüpfungen zu externen Quel-
len und die Vereinheitlichung von Angaben durch
Normdaten zu integrieren.
Aber genügt eine solche „Aufbereitung“ der ge-
sammelten Daten und wie kommt dabei der „Nut-
zer“ ins Spiel bzw. wie kann seinen Erwartungen
entsprochen werden? Mit Blick auf solche Fragen
stellte Jeffrey T. Schnapp 2013 fest:
„Herein resides the challenge that I am referring
to as storied collections and that I associate with
the need to give rise to a humanistic culture of cri-
tical engagement with data and data architectures
themselves as well as with the tools that analyze
and translate them into argumentative or narra-
tive forms.“ (Schnapp 2013)
D. h. es ist zu fragen:
•   Wie bestimmen die verwendeten Schemata
unsere Erschließung?
•   Was verstehen wir unter und wie ermöglichen
wir Partizipation der Nutzer?
•   Wie verhält sich Partizipation zu unserem wis-
senschaftlichem Anspruch?
•   Welche technischen Probleme stehen Partizi-
pation (noch?) entgegen?
•   Wie erreichen wir einen kritischen Umgang
mit den bereitgestellten Daten?
•   Wie erreichen wir durch bloße Informations-
bereitstellung kritisches Wissen?
•   Kann der Nutzer ohne Vorwissen solche Por-
tale / Editionen effektiv nutzen?
•   Inwiefern nehmen wir überhaupt auf ver-
schiedene Erkenntnisinteressen Rücksicht?
Wenn dies auch Fragen sind, die z. T. alle Geis-
teswissenschaften betreffen, so sollen sie doch in
dem vorgeschlagenen Panel aus Sicht der spe-
ziellen Anforderung der Musikwissenschaft be-
trachtet werden. Hierzu werden drei verschie-
dene musikwissenschaftliche digitale Projekte
(Weber-Gesamtausgabe, Hoftheater-Projekt und
Beethovens Werkstatt) ihren bisherigen Umgang
mit den Standards und den digitalen Möglich-
keiten kritisch erläutern. Ergänzt werden diese
Überlegungen durch die kritische Reflexion der
technischen Bedingungen von Partizipation und
Konsistenz der Daten (Zentrum Musik – Edition –
Medien).
Weber-Gesamtausgabe
Die digitale Edition der Schriften, Tagebücher
und Schriften Carl Maria von Webers wurde 2011
der Öffentlichkeit vorgestellt und seitdem – so-
wohl in der TEI-Auszeichnung als auch in der
HTML-Darstellung – kontinuierlich weiterentwi-
ckelt und angepasst. Erst im letzten Jahr z.B.
wurden dabei „Themenkommentare“ ergänzt als
Versuch, die inzwischen über 27.000 verfügba-
ren Dokumente stärker narrativ einzubetten bzw.
zu verknüpfen. Grundsätzlich bleibt aber das Di-
lemma, dass ein starker Fokus auf der Standar-
disierung und Normalisierung der Auszeichnung
liegt – das ermöglicht zwar auf einer globalen
Ebene das Vernetzen mit anderen Repositorien
z.B. durch GND-Beacon oder correspSearch und
demonstriert somit die Möglichkeiten und An-
schlussfähigkeiten digitaler Editionen, aus dem
Blick geraten dabei aber oft die Besonderheiten
(und Unsicherheiten) lokaler Phänomene.
Hoftheater-Projekt
Das sog. Hoftheater-Projekt („Entwicklung ei-
nes MEI- und TEI-basierten Modells kontextu-
eller Tiefenerschließung von Musikalienbestän-
den am Beispiel des Detmolder Hoftheaters im
19. Jahrhundert (1825–1875)“) stellt einerseits in
traditioneller Weise Informationen zu sehr he-
terogenen Beständen bereit und verknüpft diese
andererseits untereinander in einer Form, die
erst durch digitale Mittel möglich ist. D. h. ne-
ben der Präsentation von Digitalisaten, Metada-
ten, Incipits und Textübertragungen, werden die
einzelnen Objekte durch die Auszeichnung nicht
nur mit Elementen, sondern mit key-Attributen
(und wenn möglich mit Normdaten) für Personen,
Werke und Rollen miteinander in Verbindung ge-
setzt.
101
Digital Humanities im deutschsprachigen Raum 2018
Es entsteht so ein Informationsnetz 1, das unter-
schiedliche Forschungsinteressen zulässt. Neben
den „traditionellen“ Informationen zu den Quel-
len können Angaben zur Organisation des Thea-
terbetriebs, zur finanziellen Situation einzelner
Personen, zur Theatersituation in den verschie-
denen Spielorten etc. abgefragt werden. Die Da-
ten können aber auch Basis soziologischer/histo-
rischer Studien werden, indem z. B. die Gehälter
am Theater mit denen anderer Berufsgruppen in
Beziehung gesetzt werden.
Es ergeben sich u. a. folgende Fragen für einen
kritischen Umgang mit diesen Daten:
•   die bisher verwendeten Auszeichnungsele-
mente sind fachspezifisch gewählt
•   Zweifel in der Übertragung werden ausge-
zeichnet [aber nicht angezeigt]. Bei den Aus-
zeichnungen wird hingegen auf diese Angabe
verzichtet bzw. bleiben Lücken, da das grund-
sätzliche Problem, wie inhaltliche Argumente
„dargestellt“ werden können, noch nicht gelöst
ist
•   die XML-Dateien stehen innerhalb der Anwen-
dung zur Verfügung, können aber nicht frei
heruntergeladen werden
Beethovens Werkstatt
Die Zielsetzung der in „Beethovens Werkstatt“
entwickelten VideApp ist es, die Erkenntnisse und
Beobachtungen des Projekts zur Textgenese aus-
gewählter Werke Beethovens möglichst direkt
sichtbar zu machen, also eine Vermittlungsform
zu finden, die jenseits verbaler Erläuterungen ei-
nen möglichst unmittelbaren und nachvollzieh-
baren Zugang zu den Inhalten bietet. Dabei zeigt
sich, dass die Menge der zu treffenden Aussagen,
verbunden mit der Neuartigkeit dieser Vermitt-
lungsformen, leicht zu Orientierungsschwierig-
keiten des Benutzers führt: Nicht immer erschlie-
ßen sich gut gemeinte Funktionen so schnell wie
erhofft, und besonders spannende Beobachtun-
gen gehen in der Fülle an Details unter. Eine
vor Jahren im Kontext des Edirom-Projekts ent-
standene, aber nie umgesetzte Idee aufgreifend
versucht das Projekt daher inzwischen, dem Be-
nutzer besonders relevante Aspekte der Editio-
nen über geführte „Touren“ nahezubringen, ohne
dessen eigenständige vertiefende Auseinander-
setzung mit den Materialien einzuschränken.
ZenMEM
Im Verbundprojekt „Zentrum Musik – Edition
– Medien“ (ZenMEM) beschäftigen sich Wissen-
schaftler/-innen der Universität Paderborn, der
Hochschule für Musik Detmold und der Hoch-
schule Ostwestfalen-Lippe mit den Veränderun-
gen und den neuen Möglichkeiten beim Übergang
von analogen zu digitalen Musik- und Medienedi-
tionen.
Unbestritten sind an dieser Stelle die vielen
Vorteile und Mehrwerte einer digitalen Edi-
tion gegenüber der klassischen, analogen Edi-
tion in Buchform. Die Digitalisierung von Mu-
sikeditionen schafft aber gleichzeitig auch ganz
neue Problemstellungen und Herausforderun-
gen. Im Projekt durchgeführte problemzentrierte
Leitfadeninterviews mit Editoren zeigten bspw.
deutlich das Spannungsfeld zwischen Offenheit
und Abgeschlossenheit insbesondere bei der
(Nach-)Nutzung:
•   Wie erreicht man eine Form der Abgeschlos-
senheit bei der Publikation digitaler Musikedi-
tionen, welche die ‚Wertigkeit‘ einer gedruck-
ten Edition besitzt?
•   Wie bringt man die gewünschte offene
(Nach-)Nutzung einer digitalen Musikedition
durch ein breites Publikum (neben Editoren
auch Dirigenten, interessierte Laien, Studie-
rende) in Einklang mit dem Wunsch nach Ab-
geschlossenheit?
•   Wie gestaltet sich die Wertschöpfung im Be-
reich (offener) digitaler Musikeditionen und
wie ist das Verhältnis von Editoren, Verlagen,
Forschungs- und Gedächtnisinstitutionen zu-
einander?
•   Wie stellt man eine dauerhafte Verfügbarkeit
und Referenzierbarkeit (insbesondere im Hin-
blick auf eine offene, sich weiterentwickelnde)
digitale Musikedition sicher?
•   Wie geht man mit Autorschaft in einer ge-
meinschaftlich erarbeiteten Edition um? Be-
reits auf Annotationsebene?
•   Wie geht man mit den Rechten an (externem)
Quellenmaterial um?
•   Wie kann man Nachhaltigkeit gewährleisten?
Die genannten Problemfelder ergeben sich zum
Teil zwar schon direkt oder indirekt aus dem
Übergang von analogen zu digitalen Musikeditio-
nen und haben bereits Auswirkungen auf den
Prozess des Edierens selbst, doch eine breitge-
fächerte (Nach)Nutzung muss frühzeitig mitbe-
trachtet werden, da zusätzliche Akteure mit un-
terschiedlichen Interessen in Einklang gebracht
werden müssen.
Zusätzlich implizieren viele der Probleme auch
sehr technische Herausforderungen, wie bspw.
eine Revisionssicherheit (insbesondere: Berech-
tigungen, Schutz vor Veränderung und Verfäl-
schung, Sicherung vor Verlust, Dokumentation
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von Prozessen und Nachvollziehbarkeit) sowie
Versionierung und Referenzierung von Arbeits-
und Publikationsständen. Hier gilt es nun den
nächsten Paradigmenwechsel von einzelnen digi-
talen Musikeditionen hin zu Editionsinfrastruk-
turen forschungsbegleitend zu vollziehen, um
die genannten Herausforderungen überhaupt ad-
äquat adressieren zu können.
Fußnoten
1. Siehe das Modell auf der Website: http://hof-
theater-detmold.de/?page_id=1095 .
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Die Definition von Gattungen sowohl im Sinne
allgemeiner Gattungskonzepte als auch konkre-
ter einzelner Gattungen ist ein altes und nach
wie vor zentrales Problem der Literaturwissen-
schaft und wird immer noch debattiert (Kayser
1956: 330-387, Zymner 2003). Allgemein können
Gattungsbegriffe als Sammelbegriffe verstanden
werden, deren Aufgabe es ist, zu beschreiben, in
welcher Hinsicht Texte zu Textgruppen zusam-
mengefasst werden können. Oft ist dabei auf das
Konzept von Gattungen als logischen Klassen zu-
rückgegriffen worden, auch in vielen Untersu-
chungen zu literarischen Gattungen im Bereich
der Digital Humanities, obwohl in der literatur-
wissenschaftlichen Gattungstheorie bereits seit
den 60er-Jahren andere Vorschläge für das Ver-
ständnis von Gattungskategorien gemacht wor-
den sind.
Im Sinne der “Kritik der digitalen Vernunft” ist
das Ziel dieses Beitrags, die Problematik der Gat-
tungsbeschreibung auf der theoretischen Basis al-
ternativer Gattungstheorien und mit Hilfe infor-
matischer Mittel aus einer neuen Perspektive zu
betrachten. Dazu wird exemplarisch die Anwend-
barkeit des Prototypenmodells als Gattungskon-
zept für digitale gattungsstilistische Studien über-
prüft. Als Testkorpus dient eine Sammlung von
Texten aus der hispanoamerikanischen Romanli-
teratur des 19. Jahrhunderts.
Forschungsstand und Ziele
Viele Gattungstheorien beruhen auf der Grund-
annahme, dass sich konkrete Texte anhand von
hinreichenden und notwendigen Attributen ein-
deutig disjunkten Klassen zuordnen lassen und
oft auch, dass sich für Gattungen eine Taxonomie
entwickeln lässt (vgl. Zymner 2003: 102-104). Al-
lerdings weisen nicht alle Texte einer bestimmten
Gattung gemeinsame Merkmale auf, noch sind die
Beziehungen zwischen den einzelnen Gattungen
und Texten statisch. Zudem gibt es die Vorstellung
von Werken, die initiale, prägende Wirkung ha-
ben (z. B. Waverley von Walter Scott für den his-
torischen Roman) oder besonders gute Vertreter
einer Gattung sind (z. B. Goethes Wilhelm Meis-
ters Lehrjahre). Es kann dann andere Vertreter ge-
ben, bei denen die für die Gattung als prototypisch
angesehenen Merkmale nicht so stark ausgeprägt
sind, die aber trotzdem der entsprechenden Text-
gruppe zuzuordnen sind. Kritik am Klassenkon-
zept äußert schon Vivas (1968), später u. a. Hemp-
fer (2010). Neuere Gattungstheorien haben daher
u. a. Wittgensteins Konzept der Familienähnlich-
keit (Weitz 1956, Fowler 1982, Fishelov 1991) und
die in der Kognitionspsychologie entwickelte Pro-
totypentheorie (Rosch 1973) als alternative Mo-
delle der Kategorisierung aufgegriffen.
In den Digital Humanities gibt es bereits ei-
nige Untersuchungen zu literarischen Gattungen,
bei denen jedoch üblicherweise die Annahme zu-
grunde liegt, dass Gattungen als Klassen im logi-
schen Sinn zu verstehen sind (Calvo Tello et al.
2017, Hettinger el al. 2016a, Hettinger et al. 2016b,
Schöch et al. 2016, Schöch 2015, Schöch 2013).1
Im vorliegenden Beitrag wird exemplarisch dar-
gestellt, inwiefern es möglich ist, das Prototy-
penmodell zu verwenden, um Einsichten in die
Anordnung maschinell gruppierter Texte zu ge-
winnen, die über den klassischen Ansatz der
Klassifikation nicht möglich wären. Der Beitrag
leistet damit zum einen, einen konkreten Vor-
schlag für die Formalisierung des Prototypen-An-
satzes für gattungsstilistische Untersuchungen zu
machen. Zum anderen zielt er darauf, durch
die Berücksichtigung der internen Strukturierung
von Gattungskategorien eine bessere Anbindung
der computergestützten Verfahren an literatur-
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Romans im 19. Jahrhundert
Korpus. Die Analyse wurde an 80 hispanoameri-
kanischen Romanen von 51 AutorInnen getestet,
welche fünf verschiedenen Untergattungen zuge-
ordnet sind: dem historischen Roman, dem Lie-
besroman, dem kostumbristischen Roman, dem
Gaucho-Roman und dem Antisklaverei-Roman.
Der historische Roman, der Liebesroman und der
kostumbristische Roman sind im Hispanoame-
rika des 19. Jahrhunderts verbreitete Untergat-
tungen (Janik 2008: 60-77) mit europäischen Vor-
läufern und Vorbildern. Der Gaucho-Roman und
der Antisklaverei-Roman sind Romantypen, die in
Hispanoamerika entstanden sind und nur in be-
stimmten Regionen vorkommen. Für alle fünf Un-
tergattungen wird angenommen, dass sie vor al-
lem auf einer inhaltlichen Ebene definiert sind
(Álamo Felices 2011, Lichtblau 1959: 121-135, Ri-
vas 1990).
Für die Zuordnung der Romane zu den ver-
schiedenen Untergattungen wurde einschlägige
Sekundärliteratur ausgewertet. Abb. 1 und 2 zei-
gen die Verteilung der Romane über die Zeit nach
Untergattungen sowie nach Ländern. Bestandteil
des Korpus sind neben hispanoamerikanischen
Romanen auch fünf Texte aus Spanien sowie je
ein Text aus England und Frankreich (in spani-
scher Übersetzung), welche aufgrund ihres Proto-
typen-Status einbezogen wurden. Das Korpus um-
fasst insgesamt 2,3 Mio. Token.2
Abbildung 1: Verteilung der Romane über die
Jahrzehnte und nach Untergattungen
Abbildung 2: Verteilung der Romane über die
Jahrzehnte und nach Ländern
Definition von Prototypen. Für jede der fünf Un-
tergattungen wurde mindestens ein zur Untergat-
tung gehörender Roman als Prototyp festgelegt.3
Es wird zunächst also nicht die Idee vom Pro-
totypen als dem durchschnittlichen Vertreter ei-
ner Kategorie verfolgt, sondern der Ansatz, dass
ein oder mehrere bestimmte Exemplare einen be-
sonderen, prototypischen Status haben. Ob ein
Text eine Vorbild- oder Höhepunkt-Funktion in-
nerhalb einer bestimmten Gattung hat, ist letzt-
lich eine Frage der Perspektive und der Korpus-
zusammenstellung. Folgende Prototypen sind für
die fünf Untergattungen gesetzt worden, wobei
es für den kostumbristischen Roman eine ganze
Reihe in Frage kommender Prototypen gibt:
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Tabelle 1: Untergattungen und


























































Beim historischen Roman und beim Liebesro-
man handelt es sich bei den Prototyp-Texten um
Übersetzungen der ursprünglich auf englisch und
französisch verfassten Romane, die auch in His-
panoamerika als Vorbilder für diese Romantypen
eingeschätzt werden. Kontroverser wird disku-
tiert, welche Texte Einfluss auf die kostumbris-
tischen Romane ausgeübt haben. Auf der einen
Seite wird der mexikanische Autor Lizardi als
Pionier genannt, auf der anderen Seite werden
Romane spanischer Autoren (Caballero, Alarcón,
Valera, Pereda) angeführt (Calderón 2005). Eine
Prototypenanalyse könnte hier Argumente für
eine der beiden Thesen liefern. Im Falle des Gau-
cho-Romans und des Antisklaverei-Romans sind
die gesetzten Prototypen als Höhepunkte der je-
weiligen Gattung zu verstehen, da die weiteren
diesen Untergattungen zugeordneten Romane im
Korpus entweder als Vorstufen oder Nachfol-
ger der besonders repräsentativen Gattungsver-
treter beschrieben worden sind (Lichtblau 1959:
121-135, Rivas 1990).
Methoden. Um die für die Untergattungen re-
levanten Strukturen auf unterschiedlichen text-
lichen Ebenen zu analysieren und zu modellie-
ren, wurden Topic Modelling und eine Analyse
der häufigsten Wörter (MFW) angewandt.
Das Topic Modeling (vgl. Blei 2012) wurde mit
MALLET6 mit für das Korpus geeigneten Vor-
verarbeitungsschritten und Parametern durchge-
führt (Lemmatisierung, Beschränkung auf Sub-
stantive, Segmentlänge von 1000 Wörtern, 30
Topics, 5000 Iterationen, Optimierung alle 10 Ite-
rationen) und die Ergebnisse anschließend für die
einzelnen Romane wieder aggregiert. Abb. 3 zeigt
ein Beispiel-Topic aus dem entstandenen Modell:
Abbildung 3: Beispiel-Topic: carta-alma-corazón
(Brief-Seele-Herz)
Im Ergebnis erhält man für jedes Topic in je-
dem Roman einen bestimmten Wahrscheinlich-
keitswert; ein Roman ist durch die Reihe seiner
einzelnen Topic-Wahrscheinlichkeiten repräsen-
tiert. Anschließend sind die Ähnlichkeiten zwi-
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schen den Topic-Verteilungen der Romane mit
der Kosinus-Ähnlichkeit berechnet worden.7 Dar-
auf aufbauend konnten die Ähnlichkeiten aller
Romane untereinander ermittelt werden, so auch
zwischen einzelnen Vertretern einer Roman-Un-
tergattung und den jeweiligen Prototypen.
Die zweite Dokument-Repräsentation wurde auf
Basis der 10.000 häufigsten Wörter (MFW) in den
Roman-Volltexten erstellt (nicht lemmatisiert, ge-
wichtet mit TF-IDF, maximale Dokument-Fre-
quenz von 90 %). Anhand dieser beiden Re-
präsentationen kann überprüft werden, welche
Merkmale zentral für die Abbildung von Gat-
tungsunterschieden zwischen den Texten sind.
Ergebnisse und Diskussion. Die auf der Grund-
lage der Topics und MFW ermittelten Ähnlichkei-
ten zwischen den Texten wurden hinsichtlich der
Beziehungen der Romane zu ihren jeweiligen Pro-
totypen ausgewertet. Abb. 4 zeigt beispielsweise
die Abstände der einzelnen Gaucho-Romane zum
Prototypen “Juan Moreira” von Eduardo Gutiér-
rez, auf der linken Seite die Topic-Ähnlichkeiten
und auf der rechten Seite die MFW-Ähnlichkei-
ten. Insgesamt fällt auf, dass die Vorläufer und
Nachfolger dem Prototypen hinsichtlich der To-
pics ähnlicher sind als in Bezug auf die MFW,
der Gaucho-Roman also mehr durch gemeinsame
Themen als (im weitesten Sinne) stilistische Ei-
genschaften zusammengehalten wird. In beiden
Fällen sind die Abstände zum Prototypen jedoch
relativ groß. Wir führen das darauf zurück, dass
die Beschreibung der Gattung durch Lichtblau
vor allem eine seiner Entwicklung ist: in den
Vorläufern (“La familia de Sconner”, “Amalia”)
kommt der Gaucho als Typ nur beiläufig bzw. nur
in kurzen Passagen überhaupt vor. Bei den To-
pic-Ähnlichkeiten ist der späteste Gaucho-Roman
im Korpus, “Arturo Sierra” von Julio Llanos, dem
Prototypen am nächsten. Laut Lichtblau ist dies
ein sentimentaler Sensations-Roman, in dem der
Gaucho nur noch eine oberflächliche Rolle spielt
(Lichtblau 1959: 134f). Dies zeigt, dass Oberflä-
chenphänomene mit unserem Verfahren gut er-
fasst werden, die Texteigenschaften aber nicht in
allen Fällen hinreichend sind, um die Gattungszu-
gehörigkeit zu klären.
Abbildung 4: Ähnlichkeiten der dem Gaucho-Ro-
man zuzuordnenden Texte zum Prototypen
(“Juan Moreira”, 1880); links Topics, rechts
MFW
Der Boxplot in Abb. 5 zeigt über mehrere Un-
tergattungen hinweg (hier: Liebesroman, Histo-
rischer Roman, Antisklaverei-Roman und Gau-
cho-Roman), wie ähnlich die Texte ihrem
Prototypen im Durchschnitt sind und wie weit
die Ähnlichkeiten der Romane zum Prototy-
pen streuen (PT). Zusätzlich werden die durch-
schnittliche Ähnlichkeit und deren Varianz mit
der durchschnittlichen Topic-Verteilung inner-
halb der Untergattung verglichen und dargestellt
(AVG). Damit soll einerseits die Ähnlichkeit der
Romane zum Prototypen im Sinne eines beson-
deren, repräsentativen Romans derselben Un-
tergattung und andererseits ihre Ähnlichkeit zu
einem durchschnittlichen (hier fiktiven, berech-
neten) Text gezeigt werden. Die Liebesromane
sind im Vergleich der verschiedenen Untergattun-
gen ihrem Prototypen am unähnlichsten, mögli-
cherweise, weil der Prototyp eine Übersetzung
eines französischen Briefromans aus dem 18.
Jahrhundert ist. Die hispanoamerikanischen Lie-
besromane des 19. Jahrhunderts sind in ihrer
Topic-Struktur untereinander dagegen sehr ähn-
lich. Auch die historischen Romane und die Gau-
cho-Romane sind sich untereinander ähnlicher
als ihren gesetzten Prototypen. Die in der Litera-
turgeschichte traditionell angenommenen Proto-
typen von literarischen Gattungen sind also in vie-
len Fällen eher Ausnahme-Romane denn typische
Vertreter ihrer Art.
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Abbildung 5: Topic-Ähnlichkeiten der Romane
verschiedener Untergattungen zu ihren Prototy-
pen (PT) sowie zur durchschnittlichen Topic-Ver-
teilung innerhalb der Untergattung (AVG)
Um der umstrittenen Frage nachzugehen, wel-
cher Prototyp aus der Liste der benannten Ro-
mane für die hispanoamerikanischen kostum-
bristischen Romane anzusetzen ist, sind in Abb.
6 die MFW-Distanzen zu den verschiedenen als
Prototypen in Frage kommenden Romanen visua-
lisiert. Die Ähnlichkeit ist zu dem Roman “El Pe-
riquillo Sarniento” des Mexikaners Lizardi am
größten, gefolgt von dem ebenfalls von ihm ver-
fassten Werk “Don Catrin de la Fachenda”. Das
dritte Werk von Lizardi “Noches tristes y día
alegre” ist den kostumbristischen Romanen zwar
durchschnittlich unähnlicher, allerdings handelt
es sich dabei um einen Roman in Dialogform. Die
MFW als Merkmale stützen also eher die These
der mexikanischen Vorbilder. Zieht man die To-
pics als Merkmale heran, rücken die spanischen
Romane dem Prototypen etwas näher (vgl. Abb.
7). Die verschiedenen Positionen können auf un-
terschiedliche Texteigenschaften zurückgeführt
werden (eher stilistisch vs. thematisch), so dass
anzunehmen ist, dass die Vertreter der beiden
Thesen jeweils unterschiedliche Schwerpunkte
bei den Gattungsdefinitionen angesetzt haben. Es
kann also an dieser Stelle die Kontroverse um die
“wahren Prototypen” bestätigt und datengetrie-
ben differenzierter betrachtet werden.
Abbildung 6: MFW-Ähnlichkeiten der kostum-
bristischen Romane zu möglichen Prototypen,
mexikanische (rot) vs. spanische Romane (blau)
Abbildung 7: Topic-Ähnlichkeiten der kostum-
bristischen Romane zu möglichen Prototypen,
mexikanische (rot) vs. spanische Romane (blau)
Für das Gesamtkorpus zeigen Abb. 8 (Topics) und
9 (MFW) die Ähnlichkeitsverhältnisse aller 80 Ro-
mane, wobei hohe Ähnlichkeit in rot dargestellt
ist. Bei den Topics wird sichtbar, dass die Liebes-
romane (rechts oben) untereinander sehr ähnlich
sind. Auch die Gaucho- (Mitte rechts) und Antis-
klaverei-Romane (unten links) sind als Blöcke in
der Heatmap gut zu erkennen. Hinsichtlich ih-
rer Topic-Verteilungen weniger homogen sind die
historischen Romane und die kostumbristischen
Romane. Ähnlichkeiten in den Topic-Verteilungen
sind außerdem nicht nur innerhalb einzelner Un-
tergattungen vorhanden, sondern auch zwischen
den Liebesromanen und anderen Untergattun-
gen, insbesondere den Gaucho-Romanen und den
Antisklaverei-Romanen. Die in den Liebesroma-
nen zentralen Topics sind also auch in anderen
Gattungen relevant, was auf Mischtypen hindeu-
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tet und beispielsweise bei einer Klassifikation auf
der Basis von Topics berücksichtigt werden sollte.
Abbildung 8: Heatmap mit Topic-Ähnlichkeiten
aller Romane untereinander, Prototypen sind
heller gefärbt
Abbildung 9: Heatmap mit Ähnlichkeiten der
10.000 MFW aller Romane untereinander
Die Heatmap auf der Grundlage der 10.000 MFW
zeigt eine größere Homogenität für die kostum-
bristischen und historischen Romane, während
die Antisklaverei-, Gaucho- und Liebesromane
hier weniger Nähe zueinander aufweisen. Auch
die historischen und kostumbristischen Romane
untereinander weisen größere Ähnlichkeiten hin-
sichtlich ihrer MFW auf. Möglicherweise sind bei
beiden Untergattungen spezifisches Vokabular
oder stilistische Aspekte für die Gattungszugehö-
rigkeit wichtiger. Besonders für die kostumbris-
tischen Romane, in denen bei der Beschreibung
regionaler und lokaler Gegebenheiten auch die
Nachahmung von Dialekten und Umgangsspra-
che eine Rolle spielt, ist diese Erklärung schlüs-
sig. In einem auf Substantive beschränkten und
lemmatisierten Korpus, wie es in das Topic-Mode-
ling eingegangen ist, können solche Besonderhei-
ten nicht aufgefangen werden.
Fazit und Ausblick
Die exemplarische Anwendung des Prototypen-
modells auf die hispanoamerikanischen Romane
verschiedener Untergattungen hat gezeigt, dass
Ansätze zur Modellierung literarischer Gattun-
gen, die über das Prinzip logischer Klassen hin-
ausgehen, informatisch umgesetzt werden kön-
nen. Fragen wie diejenige nach der Prototypizität
einzelner Texte, Gattungsmischungen und nach
differenzierten Nähe- und Distanzverhältnissen
lassen sich erst auf dieser Grundlage angehen.
Literaturgeschichtliche Aussagen zu Gattungszu-
gehörigkeiten und Gattungsentwicklungen mit
prototypensemantischem Bezug (wie hier die Ent-
wicklung des Gaucho-Romans oder die Frage
nach den die hispanoamerikanische Tradition
prägenden kostumbristischen Romanen) können
so hinsichtlich relevanter Textmerkmale genauer
untersucht werden.
Künftig sollen weitere theoretische Gattungsmo-
delle, insbesondere das Prinzip der Familienähn-
lichkeit, auf ihre Anwendbarkeit für gattungs-
tilitische Untersuchungen hin getestet werden.
Außerdem soll geprüft werden, welche Ergeb-
nisse andere Textrepräsentationen als Topic-Mo-
delle und MFW liefern, z.B. Word Embeddings. Zu
diskutieren bleibt, wie offene Kategorisierungs-
modelle evaluiert werden können.
Fußnoten
1. Kürzlich stellte jedoch Underwood bei einem
Vortrag im Rahmen des DARIAH-Expertenwork-
shops “Distant Reading in Literary Texts” einen
Ansatz für den Umgang mit wechselnden Per-
spektiven auf das Konzept von Gattung über die
Zeit vor. Van Dalen-Oskam betonte die Bedeu-
tung von LeserInnen-Meinungen bei Gattungs-
zuordnungen, im Zusammenspiel mit formalen
Merkmalen, vgl. Hagen et al. 2017.
2. Die Metadaten zum verwendeten Korpus und
weitere Analysedaten sind unter https://githu-
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b.com/cligs/projects2018/tree/master/prototy-
pen-dhd [letzter Zugriff 13. Januar 2018] verfüg-
bar. Die Auswahl der Texte geht auf ein größeres
Korpus hispanoamerikanischer Romane und
eine digitale Bibliographie zurück, welche im
Projekt CLiGS erstellt wurden: https://githu-
b.com/cligs/textbox [letzter Zugriff 13. Januar
2018] und http://bibacme.cligs.digital-huma-
nities.de [letzter Zugriff 13. Januar 2018]. Es wur-
den sämtliche verfügbaren Romane einbezogen,
die den untersuchten Untergattungen zugeord-
net werden konnten.
3. Wie die Gattungszuordnung ist auch die Ent-
scheidung für die Prototypen auf der Grundlage
der Auswertung von Sekundärliteratur getroffen
worden (welche Texte werden häufig als proto-
typisch genannt?) und hat den Status einer Ar-
beitshypothese.
4. “ Waverley, or, ’Tis Sixty Years Since”. Überset-
zung aus dem Englischen von Francisco Gutiér-
rez-Brito und Isidoro López Lapuya, o.J.
5. “ Julie ou la Nouvelle Héloïse”. Übersetzung aus
dem Französischen von José Mor de Fuentes aus
dem Jahr 1836.
6. http://mallet.cs.umass.edu/topics.php [letzter
Zugriff 13. Januar 2018].
7. Im Ergebnis liegen die Werte zwischen 0
(keine Ähnlichkeit) und 1 (maximale Ähnlich-
keit).
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Der Vortrag beruht auf Überlegungen zur Theo-
rie und Praxis der erklärenden Annotation litera-
rischer Texte. Im Vordergrund steht also weniger
die digitale Aufbereitung (im Sinne von Markup)
als die Anreicherung von Texten durch Anno-
tationen, wie sie in TEASys (Tübingen Explana-
tory Annotations System; s. Bauer / Zirker 2015
und 2017) entwickelt wurden. TEASys bietet er-
klärende Annotationen auf drei verschiedenen
Komplexitätsebenen und ist strukturiert nach Ka-
tegorien, darunter wie sprachliche Erklärungen,
Kontextinformationen, Intertextualität, intratex-
tuelle Verweise, formale Aspekte, textphilologi-
sche Anmerkungen und Interpretationen. Das
Aufkommen digitaler Annotationen eröffnet neue
Möglichkeiten für die Gestaltung der erklärenden
Annotationen von Texten, die es noch zu entde-
cken und aufzubereiten gilt. Ein wesentlicher Fak-
tor liegt dabei im Informationsmanagement, ins-
besondere im Unterschied zu Annotationen im
gedruckten Buch: das digitale Medium erlaubt
eine schier unbegrenzte Menge an Informationen
sowohl hinsichtlich der dargebotenen Inhalte wie
auch durch Hyperlinks. TEASys wurde für die An-
notation literarischer Texte entwickelt, soll lang-
fristig aber auch für die Informationsanreiche-
rung und Erläuterung nicht-literarischer Texte
und anderer Disziplinen herangezogen werden
(vgl. Bauer / Zirker 2015). Es wurde bei der DHd
2016 und 2017 bereits vorgestellt. Seither hat sich
TEASys vor allem technisch weiterentwickelt: Die
online bereitgestellten Annotationen werden in
einer Datenbank gespeichert, die bei der Neuan-
lage von Annotationen in einem Text auch Vor-
schläge automatisiert anbietet. Der Vortrag für
die DHd 2018 ergibt sich aus dieser technischen
Weiterentwicklung des Projekts hinsichtlich ei-
nes theoretischen Problems, nämlich der Frage,
wie in erklärenden Annotationen mit Ambiguität,
d.h. sprachlicher aber auch textueller Mehrdeu-
tigkeit, umzugehen ist, und widmet sich vor allem
den Herausforderungen, die sich aus der Automa-
tisierung von Annotationen im Zusammenhang
mit Ambiguität ergeben. Ambiguität wird hier
verstanden als Doppel- oder Mehrdeutigkeit, d.h.
als distinkte Bedeutungen sprachlicher Einheiten
(vgl. GRK 1808 2017).
Obwohl es sich bei Praxis der erklärenden An-
notation um eine der ältesten Kulturtechniken bei
der Aufbereitung von (literarischen) Texten han-
delt, wurden die theoretischen Probleme und Her-
ausforderungen der erklärenden Annotation bis-
her nicht systematisch behandelt (vgl. Assmann
1995; Eggert 2009; van Peursen 2010; Drucker
2012; Parry 2012; Zirker / Bauer 2017). Dazu ge-
hört insbesondere die Frage nach dem Verhält-
nis von Textteilen und Textganzem, Text und Kon-
text, Erklärung und Interpretation. Ambiguität ist
für all diese Aspekte hoch relevant: die Annota-
tion etwa eines Ausdrucks oder eines Textaus-
zugs, z.B. in einem Roman, kann dazu beitragen,
die Verbindung zwischen lokaler und globaler
Textbedeutung zu zeigen. Ein Fallbeispiel dafür
ist etwa die Geistergeschichte „To Be Taken with
a Grain of Salt“ von Charles Dickens: diese Erzäh-
lung ist in die Sammlung Doctor Marigold’s Pre-
scriptions eingebettet, woraus die Ambiguität des
Titels resultiert, d.h. er kann wörtlich wie auch
metaphorisch gelesen werden (Zirker 2014). Dies
muss von einer Annotation entsprechend erläu-
tert werden. Die Datenbank kann beispielsweise
auf weitere (Kon)Texte der Verwendung und da-
mit auf ein Spektrum möglicher Bedeutungen hin-
weisen, die wiederum auf den Text (zurück)bezo-
gen werden können. 1
Die Ambiguität – oder Mehrdeutigkeit von Wör-
tern, Ausdrücken, Sätzen, ganzen Texten – stellt
somit eine besondere Herausforderung bei der
digitalen erläuternden Annotation dar, vor al-
lem wenn Annotationen automatisiert werden (s.
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dazu auch Gius / Jacke 2017). Ein Negativbeispiel
für die automatisierte Annotation literarischer
Texte, das im Vortrag vorgestellt werden wird,
findet sich bei Amazon x-ray (vgl. Bauer / Zirker
2017): dort werden häufig falsche Annotationen
angeboten oder es wird bei der Weiterleitung auf
die Disambiguierungsseiten von Wikipedia Wis-
sen vorausgesetzt, das dem Textverstehen bereits
zugrunde liegt. In TEASys tritt ein anderes Pro-
blem hervor: bei der Anlage neuer Annotationen
werden dem Annotator aus der Datenbank Vor-
schläge zu dem Item aus der zugrunde liegen-
den Datenbank unterbreitet. Im Falle von Ambi-
guität tritt hier nun die Schwierigkeit auf, dass
Textverstehen vorausgesetzt wird, um die ‚rich-
tige‘ Annotation im jeweiligen Kontext zu wäh-
len. Nimmt man etwa die Phrase „Let me not“, die
Shakespeares 116. Sonett einleitet, so kann sie so-
wohl von Sprecher an sich selbst gerichtet sein
(analog zu einem Soliloquium) oder aber an einen
Adressaten (im Sinne eines Imperativs). Die hier
vorliegende Ambiguität hinsichtlich der Kommu-
nikationssituation ist jedoch nicht automatisch
auf andere (Kon)Texte übertragbar: „Let me not“
wird auch von Hamlet in einem Soliloquium ver-
wendet (Akt 1, Sz. 2) bzw. von Brutus in Julius Cae-
sar in einem Dialog mit Cassius (Akt 1, Sz. 2). Eine
Automatisierung wie auch Rekontextualisierung
der Annotation zu „Let me not“ ist deshalb schwie-
rig gerade aufgrund ihres Potentials, mehrdeutig
zu sein. Dies bedeutet aber auch, dass im Fall der
Eindeutigkeit des Ausdrucks die Metadaten der je-
weiligen Annotationen auf die Bedingungen für
eine solche Disambiguierung verweisen sollten,
damit dieser Hinweis beim Erstellen weiterer An-
notationen erhältlich und nützlich bleibt.
Doch was passiert, wenn Annotationen Ambi-
guität berücksichtigen? Hierzu gibt es drei Sze-
narien: (1) Die erklärende Annotation disambigu-
iert die Textstelle / den Text. (2) Die erklärende
Annotation weist den Nutzer auf die Ambigui-
tät hin, insbesondere in einem literarischen Text
(Bode 1988), und bietet distinkte Denotationen an.
(3) Die erklärende Annotation führt (in strategi-
scher Weise; s. dazu Bauer / Zirker, in Vorb.) die
Wahrnehmung einer Ambiguität ein, die tatsäch-
lich vorliegt, oder eben auch nicht. Im Fall von
(1) kann dies in einer Vereindeutigung des Tex-
tes resultieren, die besondere Qualitäten literari-
scher Werke außer Acht lässt; möglicherweise er-
möglicht dies aber auch eine klare Interpretation.
Die Disambiguierung mag sogar erforderlich sein,
etwa im Zuge von Sprachwandel (im Englischen
denke man hier z.B. an die heute weniger geläu-
figen Bedeutungen von „gay“ und „nice“, die im
18. Jahrhundert völlig andere Denotationen besa-
ßen). Im Fall von (2) kann die Annotation einer
Ambiguität die ästhetischen Merkmale eines Tex-
tes in besonderer Weise hervortreten lassen, die
sonst in den Hintergrund gerückt werden, bspw.
die Ambiguität zwischen interner und externer
Kommunikationsebene (man denke hier an dra-
matische Ironie). Im Fall von (3) kann der An-
notator eine Erklärung eines potentiell ambigen
Items anbieten, die das globale Textverstehen be-
einflusst. Dies trifft etwa auf biographische Lesar-
ten der Sonette Shakespeares zu, wo lokale Am-
biguitäten strategisch in die Texte hineingelesen
werden. Im 145. Sonett ist z.B. von „hate away“
die Rede, was in einer Annotation als Verweis auf
Shakespeares Frau, Ann Hathaway, interpretiert
wird (Booth 1977: 501).
Die theoretischen Probleme, die an diese Über-
legungen und kurzen Fallbeispiele anknüpfen,
wurden bisher nicht systematisch reflektiert. Dies
gilt auch hinsichtlich der Frage, inwieweit erklä-
rende Annotationen der Komplexität und Ambi-
guität literarischer Texte gerecht werden können.
Und während das digitale Medium und der da-
mit (scheinbar) unbegrenzte Raum für Annota-
tionen neue Möglichkeiten für die Lösung dieser
Fragen und Probleme bietet, resultieren daraus
aber auch wiederum neue Herausforderungen,
nämlich die Reflexion über den Mehrwert und
den Verlust, der sich aufgrund der geschilderten
hermeneutischen Schwierigkeiten ergibt (s. auch
Gius / Jacke 2015 und 2017). Wendet man sich nun
der digitalen erklärenden Annotation im Verhält-
nis zu Ambiguität zu, so resultiert daraus – wie in
den Fällen (1) bis (3) dargelegt – ein trade-off zwi-
schen Klärung und Verdunkelung sowie die Not-
wendigkeit eines Mittelwegs zwischen der Über-
forderung bzw. Überfrachtung des Nutzers und
der Gefahr, zu wenig Informationen anzubieten
(s. dazu Berry 2012).
Der Vortrag widmet sich diesen Fragen und
Herausforderungen anhand einiger ausgewähl-
ter Beispiele und versucht, folgende Aspekte zu
präsentieren bzw. anzureißen: 1. die theoreti-
schen Grundlagen der erklärenden Annotation
und ihrer hermeneutischen Grundlagen im Hin-
blick auf die Ambiguität näher zu beleuchten; 2.
das Verhältnis von digitalem Medium und litera-
rischer Annotation weiter zu konzeptualisieren,
und zwar vor dem Hintergrund der erschwerten
Bedingungen durch Ambiguität; 3. die Automati-
sierung von Annotationen ambiger Items im digi-
talen Medium in theoretischer Hinsicht voranzu-
treiben.
Fußnoten
1. Die Phrase „grain of salt“ wird z.B. von Henry
James in The American metaphorisch verwendet
(Kap. 9), während sie von Sir Alfred Tennyson in
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der letzten Zeile seines Gedichts „Will“ zwar lite-
ral gebraucht, durch den Kontext ihrer Verwen-
dung die Metaphorik durch die Rätselhaftigkeit
des Ausdrucks „The city sparkles like a grain of
salt“ aber aufgerufen wird.
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Detecting direct speech in fiction allows gaining
insight into an important element of its narrative
structure. In literary studies, there are assump-
tions on the factors influencing the distribution
of direct speech, like genre, period and aesthetic
complexity.
This paper aims to provide a detailed analysis
of the use of direct speech across different time
periods and domains. To create a reliable data-
base for these analyses, we need to measure the
usage of direct speech in a large and represen-
tative corpus. This task is more challenging than
it may sound: While, nowadays, direct speech is
often marked very explicitly by the use of quo-
tes, this has not always been consistently the case.
Many historical novels are not available in a well-
edited form, meaning that there may be inconsis-
tent use of quotation, or no quotation at all (Brun-
ner, 2013). In this case, a more robust method for
detecting direct speech is necessary.
Our first contribution is therefore a deep
learning-based method to detect direct speech
using large amounts of rule-based, but slightly fla-
wed, labelled data extracted from raw text.  This
has multiple advantages over the use of manually
annotated training data: First, manually annota-
ting large amounts of text is very time-intensive
and therefore costly. Furthermore, annotations
for one type of texts may not be transferable to
other types, leading to the necessity of new anno-
tated data for new corpora. Being able to learn
from the already existing weakly labelled data is
therefore desirable, as this data can automatically
be extracted for a new corpus.
Our second contribution is the application of
this approach on curated texts to gain insight in
trends of direct speech distribution. On one hand
we try to look for development of direct speech
over time, analysing a large dataset of novels from
the nineteenth century, on the other hand we fo-
cus on differences in genre comparing contem-
porary high and low brow literature.
Related Work and Task De-
scription
There have been several previous approaches
to direct speech detection applying machine
learning methods.
For example, Brunner (2013) tests rule-based
and machine learning driven classification, as
well as combinations of both, on German novels.
She recommends using a pure machine learning
approach (Random Forest), reaching an F1 score
of 0.87.
Scheible et al. (2016) employ a simple greedy al-
gorithm and a semi-Markov model, showing that
the latter outperforms the previous state-of-the-
art by achieving a precision of 0.88.
Although the results seem quite satisfying, these
systems require a relatively large amount of la-
belled data for training. As stated above, this is
problematic because of the need for expensive an-
notation and lack of transferability to other do-
mains. Thus, our goal in this paper differs from
that in previous work. We do not aim to set a new
state-of-the-art in direct speech detection, but ins-
tead:
a) present a method that can leverage large
amounts of weakly labelled data extracted from
raw text, and
b) use this model for the analysis of different dis-
tributions of direct speech across genres or time-
periods.
To the best of our knowledge, the second task has
never been done on a large collection of texts.
Corpus and Resources
The following experiments are based on three
German corpora. The first one is a large corpus
containing 4600+ public domain novels including
texts from the TextGrid digital library1and Pro-
ject Gutenberg2. We will refer to this as the Cor-
pus Public Domain, PD. The second one contains
800+ texts of current popular genres like romance,
crime or science-fiction (Corpus Low Brow, LB). Fi-
nally, we use a corpus with 200 novels nominated
for the German Book Prize or the Georg Büchner
Prize (Corpus High Brow, HB).
In order to train and evaluate our classifiers, we
need to obtain labels specifying which parts of
the texts contain direct speeches. To this end, we
chose two strategies:
For training our classifiers, we decided to
extract weak labels using a simple rule based on
quotation, implying everything written between
quotation marks is direct speech. To yield high ac-
curacy for this approach, it is necessary to use a
well-edited collection of texts. Our PD corpus con-
tains such a subset, which we refer to as our Kern-
corpus. This Kerncorpus consists of 250 high and
middle brow texts (those from the TextGrid digi-
tal library), has been manually edited and is assu-
med to have a mostly consistent use of quotation.
115
Digital Humanities im deutschsprachigen Raum 2018
Using our quotation rule on the Kerncorpus re-
sulted in a dataset where about 36% of tokens
were marked as direct speech. In order to assess
the quality of these weak labels, we gave 500 of
the sentences to domain experts for manual cor-
rection. We found that there was an error-rate
of about 3% in those sentences, mostly caused by
nested direct speech or inscriptions being enclo-
sed by quotation marks.
For further evaluation, we chose to annotate a
smaller subset of the corpus LB by hand. We selec-
ted 50 snippets from texts of low brow literature.
This dataset, referred to as ALB, is relatively ske-
wed towards text outside direct speech, with only
about 18% of tokens in a direct speech.
Experiments
The following experiments use both labelled
subsets described above, the large Kerncorpus3
and the smaller ALB. For all experiments, quota-
tion marks are removed from the texts. This is
done to avoid training models that rely only on the
formal style of qualifying direct speech, but also
consider implicit signs like the use of first person
verbs or speech words.
We conducted experiments on two different le-
vels, starting with a sentence classification task,
which is then refined to detect direct speech on
word-level.
Sentence-Level Classification
In our first classification task, documents are
split into sentences and vectorised by storing
each sentence in a bag-of-words representation.
To create a baseline for measuring the advan-
tage using deep learning for direct speech reco-
gnition, we compared the performance of traditio-
nal machine learning algorithms on our labelled
datasets. Training and testing some of the most
common machine learning classifiers to detect
sentences containing at least one word of direct
speech leads to an accuracy of 0.85 using Logistic
Regression; for more results see Table 1.
Using the same setting and replacing machine
learning with a combination of recurrent and con-
volutional neural networks (see Chollet 2017 and
Goodfellow 2017) ended up with an accuracy of
0.84.
Since we noticed that three of our classifiers all
ended up with about the same score, we decided
to give the task to two human annotators to es-
tablish an upper bound. We selected 250 senten-
ces for manual annotation and again removed all
quotation marks. Both annotators ended up with
an accuracy comparable to that of the best ma-
chine learning methods, 84% and 82.8% respec-
tively. From this result we concluded that it is
not expedient to further optimise the sentence
classification task, as we had already reached hu-
man-level accuracy.
Word-Level Classification
Because of the results from the previous section,
we decided to modify our task to a word-level pre-
diction, which enables us to include more con-
text by ignoring sentence boundaries and at the
same time make more fine-grained predictions.
In this second classification task, each word is to
be classified separately as inside or outside a di-
rect speech. As baseline for this task, we trained
a Linear Chain Conditional Random Field (CRF)
that was only given the word itself and its part-
of-speech tag. This CRF stagnated at a comparably
low accuracy of 0 .71 using cross-validation on the
Kerncorpus.
Since our goal was to provide the classifier with
more context, we chose to use an architecture
based on recurrent neural networks, which are
able to deal with relatively large contexts. Our as-
sumption here is that, for a good classification, we
need context from both before and after the tar-
get word itself, as markers for direct speech can
be found at the beginning or the end of the direct
speech. We thus designed a two-branch network,
visualised in Figure 1. This network receives as in-
put a text-segment, specifically the target word in
its context. The words of the input are then pas-
sed through an embedding layer and split into two
parts, where the first part contains the context up
to the target word and the second part contains
the context following the target word. The target
word itself is contained in both parts. Each part is
passed through three separate LSTM-layers. In the
future-branch, the context is passed through the
layers in reverse, so that the target word is the last
word to be read in both branches. The LSTM-lay-
ers in the past-branch are stateful and can there-
fore theoretically retain the entire context of the
novel up to the target word. The outputs of the
final LSTM-layer of both branches are concaten-
ated. The final prediction is made based on this
concatenation by a fully connected layer.
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In our best setup, we used 60 words before and
after the target word as context.
Training on one half of the Kerncorpus and eva-
luating on the other half, this setup yielded an
accuracy of 0.83. Training on the full Kerncorpus
and evaluating on the manually annotated ALB
reached an even better accuracy of 0.90.
Figure 1: Architecture of recurrent network to
detect direct speech.
Distribution of direct speech
In the following experiments, we used the mo-
del based on the architecture described above. We
trained this model on the Kerncorpus and used
it to detect direct speech in the complete corpora
PD, LB and HB. Here, we describe our findings on
these corpora.
Direct speech in 19th Century Fiction
Figure 2: Ratio of direct speech in German no-
vels from 1800 – 1900.
Figure 2 shows the ratio of direct speech in
German novels from 1800 till 1900 based on the
texts from Corpus PD. The regression line indi-
cates a decline of direct speech over time; at the
same time, we can observe a decrease of variance.
The strong variations between certain years, es-
pecially in the early 19th century, are caused by
low numbers of provided texts (see Fig. 3). For in-
stance, the peak in 1805 can be explained by the
first publication of Denis Diderots ”Herrn Rame-
aus Neffe”, a philosophical dialogue-based novel.
Figure 3: Number of provided novels per year.
Distribution of direct speech in low and
high brow literature
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Figure 4: Ratio of direct speech in German low
and high brow novels after 1945.
There is an assumption in literary studies that
a huge amount of direct speech is an indicator
of low brow fiction. Figure 4 shows the ratio of
direct speech between Corpus LB and HB. While
the mean usage of direct speech is nearly equal in
both groups, the high brow literature is far more
variable.
This finding is contrary to the assumption men-
tioned above. We propose that, while there is
no clear difference in the average use of direct
speech between high and low brow literature,
authors in high brow literature are far more fle-
xible in choosing how much direct speech they
use in their novels. Low brow literature, on the
other hand, is expected to have a rather constant
amount of dialogue.
Conclusion and Future Work
In this paper, we introduced a neural network
architecture that is able to learn the classifica-
tion of direct speech by training on weakly label-
led data. This network works purely on the raw
text of a novel by taking into account a relatively
large context. We also demonstrate that training
on weakly labelled data leads to satisfying results.
While an accuracy of 0.9 is remarkable, there is
still need for optimisation. Recent developments
in the performance of neural networks by adding
an attention mechanism (see Rush 2015) could im-
prove the results.
We used our neural network to analyse the dis-
tribution of direct speech over time and genres.
Besides algorithmic refinements, there is a lot of
potential in adding more text to our corpus and
refining metadata to allow more sophisticated re-
search questions like differences between or de-




3. We cannot use the remaining texts for either
training or evaluation, as we do not have any re-
liable source of labels for these texts.
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Einleitung
Der Beitrag diskutiert kritisch, welche nicht
allein arbeitsökonomischen, sondern vor allem
intellektuellen, methodologischen und wissen-
schaftstheoretischen "Kosten" mit der Digitalisie-
rung und dem dadurch etablierten Fokus auf
Fragen der Interoperabilität entstehen. Die deut-
lichen wissenschaftlichen Vorteile von Interope-
rabilität müssen nämlich einem Umbau (und z.T.
Rückbau) in wissenschaftlichen Modellierungen
und im Verständnis wissenschaftlicher Erkennt-
nisvermehrung gegenüber gestellt werden. Da-
bei wird im Sinne des doppelten Genitivs "Kritik
der digitalen Vernunft" sowohl das naheliegende
Phänomen diskutiert, dass die digitale Transfor-
mation Hoffnungen weckt und Lösungen wissen-
schaftlich-methodologischer Schwierigkeiten na-
helegt, die sich (z.T. erst bei der Implementierung)
als wissenschaftlich nicht akzeptabel erweisen,
als auch der umgekehrte Fall, dass die digitale
Transformation ein kritisches Umdenken in der
Ausrichtung der eigenen wissenschaftlichen Ar-
beit und eine Umorientierung wissenschaftlicher
Ambitionen erzwingt.
Diese Diskussion wird im Durchgang durch ei-
nige beispielhafte Entwicklungen im seit vier
Jahren laufenden Projekt "Die Schule von Sala-
manca" geführt, bevor ein Versuch der Verallge-
meinerung unternommen wird. Dass Interopera-
bilität signifikante wissenschaftliche Kosten mit
sich bringt, heißt im Übrigen nicht, dass diese
nicht womöglich durch die Vorteile aufgewogen
würden. Es ist allerdings in der Orientierung der
Projektarbeit wichtig, sich an den „Grenzen der
Interoperabilität“ abzuarbeiten und sich regelmä-
ßig beide Seiten dieser Bilanz vorzulegen.
Interoperabilität
Mit der digitalen Transformation sind die Mög-
lichkeiten des überregionalen und interdiszipli-
nären Austauschs und der Weiterverwendung
von Forschungsdaten in einer ganz neuen Weise
möglich geworden. So hat sich der Begriff der
Interoperabilität als zentrales Paradigma in den
Digital Humanities etabliert, um den Anspruch
zu beschreiben, diese Möglichkeiten methodisch
auszubauen und ein Evaluationskriterium für
Forschungsleistungen und -ergebnisse anzubie-
ten. Interoperabilität ist auf mehreren Ebenen
zu verstehen (vgl. Gradmann 2009) und wird
auf den konkreten technischen und syntaktischen
Ebenen vor allem durch Standards für Datenfor-
mate und Schnittstellen, sowie auf der pragma-
tischen Ebene u.a. durch den Bezug auf Norm-
daten realisiert. Mag Interoperabilität auf der
semantischen Ebene schließlich vor einiger Zeit
noch als ein utopisches Ziel angemutet haben
(vgl. Baumann 2011), so haben sich etwa durch
die Selbstreflexion digitaler geisteswissenschaftli-
cher Forschungs-Arbeit (Hughes et al. 2016) oder
in der Beschreibung von kulturellen und geis-
tigen Phänomenen (Le Boeuf et al. 2017; Stead
et al. 2015) deutliche Fortschritte in der Model-
lierbarkeit geisteswissenschaftlicher Phänomene
und in der Verfügbarkeit und Relationierbarkeit
von semantischen Forschungsdaten und ‑ergeb-
nissen ergeben.
Wie Forschungsprojekte den derart gewachse-
nen Interoperabilitätserwartungen gerecht wer-
den können, kann jedoch kaum allgemein, son-
dern nur im Rahmen ihrer jeweils spezifischen
Arbeit ermittelt werden (zu einer projektunab-
hängig formulierten Handreichung vgl. aber Beer
et al. 2014). Dabei stellt sich die Frage nach dem
Nutzen, den Grenzen und den Kosten interope-
rabler Techniken im Projekt "Die Schule von Sa-
lamanca" insofern auf besondere Weise, als die-
ses einerseits über einen langen Zeitraum und mit
Blick auf eine langzeitverfügbare Erschließung
von relativ großen (Text-)Datenmengen operiert,
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andererseits aber auch die Erforschung innovati-
ver Textaufbereitungsverfahren und Webanwen-
dungsfunktionen zur Ermöglichung neuartiger
Forschungserkenntnisse für die beteiligten Fach-
wissenschaften anstrebt.
Das Projekt
Im durch die Akademie der Wissenschaften und
der Literatur | Mainz geförderten und insge-
samt auf 18 Jahre angelegten Projekt "Die Schule
von Salamanca. Eine digitale Quellensammlung
und ein Wörterbuch ihrer juristisch-politischen
Sprache" (Duve et al. 2013) werden voraussicht-
lich insgesamt etwa 120 Texte der gleichnamigen
Schule iberischer Theologen und Juristen des 16.
und 17. Jahrhunderts nach und nach digitalisiert
und als Volltexte erfasst. Die in TEI-XML ausge-
zeichneten und aufwändig normalisierten Texte
werden nicht nur strukturell, sondern auch im
Hinblick auf als Linked Open Data (LOD) referen-
zierbare Entitäten – etwa Personennamen – er-
schlossen; dabei werden die Text-Digitalisate, die
Volltexte und die LOD-Datensammlungen online
bereit gestellt. Hinzu kommt ein digitales (und
schließlich auch gedrucktes) Wörterbuch, in dem
sowohl biographische Informationen zu den in
der Edition vertretenen Autoren als auch zen-
trale Begriffe der Rechts- und politischen Ideen-
geschichte und deren Entwicklung im Diskussi-
onszusammenhang der "Schule von Salamanca"
erfasst werden. In diesen beiden Säulen des Pro-
jekts ist die Erschließung und Repräsentation der
Struktur der internen Verweise (Autoren, die sich
wechselseitig zitieren, Wörterbuchartikel, die auf
Textstellen verweisen) eines der zentralen wis-
senschaftlichen Ergebnisse.
Die sowohl für die Benutzung als auch für
die Bereitstellung der Daten als zentrales Por-
tal dienende Webseite des Projekts ( https://sa-
lamanca.school/ ) ist technisch in Form einer
komplex modularisierten Webanwendung imple-
mentiert, die fachwissenschaftlichen BenutzerIn-
nen eine Vielzahl von Funktionen bieten soll,
z.B. eine geräteübergreifende und performante
Darstellung der Editionstexte, eine intelligente
Suchfunktion, die den frühmodern-lateinischen
und -spanischen Volltexten angepasst ist, und
eine feinkörnige Referenzierung der Texteinhei-
ten. Durch technische Mechanismen (content ne-
gotiation, API, RESTful Microservice-Architektur),
Exportfunktionen (abschnitts-, text- oder corpus-
weise, plaintext-, TEI- oder andere Formate) und
die Orientierung an Formatstandards wird An-
forderungen der Interoperabilität explizit Rech-
nung getragen. Der Quelltext der Webanwendung
wird bis Januar 2018 ebenfalls veröffentlicht und
fortan in Open Source weiterentwickelt werden.
Interoperabilitäts-"Konflikte":
Einige Beispiele
Einhergehend mit der Open Source-Veröffent-
lichung der Webanwendung soll über einige re-
präsentative Aspekte der Projektarbeit reflektiert
werden, in denen sich an vermeintlich techni-
schen Herausforderungen Konflikte um die wis-
senschaftlichen Implikationen von Interoperabi-
lität entzünden:
a) Textrepräsentation:
Während in diesem Kernbereich der Projektar-
beit gegenwärtig noch mit einem eigens spezifi-
zierten und den bisherigen Forschungsanforde-
rungen entsprechenden "idiosynkratischen" TEI-
Format gearbeitet wird und die Datenmodellie-
rung somit eher als "research-driven" (vgl. Flan-
ders/Jannidis 2016: 233) bezeichnet werden kann,
wird eine langfristige Verfügbarmachung der
Texte in einem interoperableren, "curation-dri-
ven" Format wie etwa TEI Simple (Text Enco-
ding Initiative Consortium 2016) erwägt. Dies ist
nicht zuletzt auch durch den Blick auf die Wissen-
schaftsförderung motiviert (vgl. etwa DFG 2015,
Anhang), die die Interoperabilität von Textaus-
zeichnungen dem erst noch nachzuweisenden
Erkenntnisgewinn 'reicher' Annotationen gegen-
überstellt. Nun beinhaltet das XML-Ökosystem
der Edition allerdings auch Informationen wie
etwa Metadaten zur Zeichenkodierung (die nicht
zuletzt Interoperabilitäts-Funktionen erfüllen),
die sich nach derzeitigem Stand nicht ohne wei-
teres in TEI Simple abbilden lassen. So ergibt sich
eine nur durch einigen Aufwand aufzulösende
Spannung zwischen detaillierter wissenschaftli-
cher Gegenstandsbeschreibung und Maßnahmen
zur Förderung der Nachnutzbarkeit der eigenen
Ressourcen (z.B. des Angebots mehrerer alterna-
tiver Datenformate), und es stellt sich die Frage,
wann und durch wen jener Aufwand erbracht
werden soll. Selbst eine gegenüber den "Exper-
ten"-Annotationen tolerantere Zielvorgabe, die
sich etwa am Konzept des 'Interchange' (als ei-
ner durch menschliche Interpretation vermittel-
ten Nachnutzung, vgl. Holmes 2017, Baumann
2011) orientiert und im Vergleich zum Modell
einer bruchlosen Weiterverwertbarkeit der Da-
ten durch automatische Prozesse gemäßigtere An-
sprüche erhebt, sieht sich ähnlichen Fragen der
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Standardisierung von Schnittstellen und Daten-
formaten ausgesetzt.
b) Modulare Infrastruktur:
Im Zuge der Einrichtung einer Linked Open
Data-Infrastruktur haben wir content-negotia-
tion-Mechanismen, Weiterleitungen und die
Adressierung unterschiedlicher Funktionen über
verschiedene Server und Server-Adressen einge-
führt. Diese Entwicklung legt eine Fortsetzung
nahe, die den Umbau der Web-Anwendung insge-
samt in ein Ensemble von Microservices bedeu-
ten würde (vgl. Wolff 2016), in dem Daten und
Dienste aufs Engste verschränkt sind. Während
dies die Interoperabilität, d.h. konversions- und
barrierearme Nachnutzbarkeit der Daten enorm
verbessert (etwa dadurch, dass auf verschiedenen
Ebenen in verschiedenen Formaten und verschie-
denen Granularitäten Daten und Dienste verfüg-
bar sind, vgl. Turska et al. 2016) hat es jedoch
auch den Nachteil, dass der Daten- und Anwen-
dungszusammenhang – der eben auch als Zusam-
menhang eine Forschungsleistung darstellt – nur
in einer sehr viel aufwändigeren Weise repliziert
und ggf. archiviert werden kann: Während erste
Infrastrukturen die Archivierung und langfris-
tige Zugänglichkeit von Javascript-Anwendungen
erlauben sollen (vgl. Bingert/Buddenbohm 2016;
kritischer: Brunelle 2016), so ist dies für eine sol-
che Infrastruktur mit mehreren kooperierenden
und kommunizierenden Servern nur sehr viel
schwerer vorstellbar.
c) Adressierung, Versionierung und Per-
sistenz:
Im Zusammenhang mit der Adressierung von
einzelnen Textpassagen haben wir ein System
eingeführt, das sowohl semantische Aussagen
über Text-Entitäten als auch die Realisierung
der Verweisstrukturen auf implementierungs-
und plattformunabhängige, intellektuell intuitive
Weise erlaubt (im Anschluss an das Canoni-
cal Text Services-Schema, Blackwell/Smith 2014;
vgl. Wagner 2016). Diese Struktur der komple-
xen Verknüpfung von Ressourcen und Entitä-
ten untereinander verträgt sich aktuell nicht mit
etablierten Methoden, Dokumente persistent zu
identifizieren und die Überarbeitungshistorie der
Ressourcen in einer Versionierung transparent
und nachvollziehbar zu machen. Diese Metho-
den spezifizieren nämlich zumeist den Umgang
mit einem ganzen Dokument und vernachläs-
sigen den Bedarf, Entitäten innerhalb des Do-
kuments (persistent) zu referenzieren oder die
Einbettung jenes Dokuments in ein Corpus zu
verwalten. Wenn beispielsweise ein Dokument
verändert wird, muss es unter anderem norma-
lerweise eine neue persistente ID erhalten - da-
mit entsteht ein Aktualisierungs- oder mindestens
Kontrollbedarf bei den Querverweisen innerhalb
des Dokuments sowie in allen weiteren Dokumen-
ten des Corpus (und in unserem Falle in allen
Artikeln des Wörterbuchs), welche Verweise auf
das aktuelle Dokument enthalten. Mechanismen
wie das Memento framework (van de Sompel/Nel-
son 2015) bieten eine transparente und flexible
Versionierung, die für Web-Dokumente wie für
Semantische Ressourcen gleichermaßen funktio-
niert, sind jedoch in ihrer Integration mit PID-
Systemen ebenfalls noch nicht erprobt. Versteht
man diese Motive in einem Interoperabilitäts-Zu-
sammenhang, lesen sie sich wie ein Konflikt zwi-
schen etablierten Lösungen auf verschiedenen
Interoperabilitäts-Ebenen und es fragt sich, wie
kanonische Verweissysteme (funktional-pragma-
tische Ebene nach Gradmann 2009) und Persis-
tent Identifiers (technische Ebene) miteinander
harmonieren können.
Diskussion
Die hier am Beispiel digitaler Projektarbeit auf-
gezeigten Probleme etwa einer gesteigerten Span-
nung zwischen „Interoperabilität und Expressivi-
tät“ (Baumann 2011) weisen auf grundlegendere
wissenschafts- und erkenntnistheoretische Frage-
stellungen hin, die nicht zuletzt das Selbstver-
ständnis der Digital Humanities und die mit ihnen
verbundenen Hoffnungen berühren: Ist Exper-
tenwissen am Ende vielleicht gar nicht "interope-
rabel"? Erweisen sich die Möglichkeiten, durch
Verknüpfung digitaler Forschungsdaten und ‑an-
wendungen verschiedenster Kontexte neuartige
Einsichten zu generieren, als stark begrenzt? Eine
wissenschaftspolitische Pointe des Beitrags be-
steht so darin, auf die entscheidende Rolle auf-
merksam zu machen, die die Erwartung darüber
spielt, an welchem Ort – zwischen den Disziplinen
oder “tief” in den fachwissenschaftlichen Spezial-
diskursen – wissenschaftlicher Fortschritt erzielt
wird.
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Introduction and Motivation
The emergence of computational methods of
text processing has created new paradigms of re-
search in literary studies in recent years (Jockers
& Underwood, 2016), for instance distant reading
to find patterns and regularities (Moretti, 2005).
Network analysis and extraction of information
about relations between characters from literary
texts is an example for distant reading methods.
Such information can not only be helpful for bet-
ter understanding of character interactions but
can also facilitate the comparison of thereof in dif-
ferent texts.
Existing tools of text analysis and network vi-
sualization such as Voyant 1 or Gephi 2 are either
missing modules for character network analysis
or require preliminary steps on data preproces-
sing from the user and therefore are not easy-to-
use for some humanities scholars who lack pro-
gramming skills. Interactive tools in addition of-
ten lack features to ensure reproducibility of re-
sults.
We present our ongoing effort on closing this
gap by developing a literary analysis reporting
tool rCAT  3 , whose primary purpose is to pro-
vide an easy-to-use, stable, and reusable solution
for automatic extraction of relational information
from text and to characterize these relationships
automatically to provide the user with deeper
qualitative insight. We opt for implementation as
a web-based reporting tool instead of an interac-
tive tool for two reasons: (1) automatically gene-
rated reports in PDF format can serve as a stable
foundation for discussion and can be reused in
publications and visualizations easily, and (2) the
results are clearly connected to the chosen input
parameters such that reproducibility of results is
ensured.
As a use-case study, we apply rCAT to Johann
Wolfgang von Goethe's epistolary novel Die Lei-
den des jungen Werthers. On the basis of this epis-
tolary novel, we show that not only the network
can be generated, but also the characteristic tri-
angular relationship of the protagonists is easily
identified. The goal is to automatically determine
this triad in the original text and in the adapta-
tions that have been published since the publica-
tion of Werther in 1774.
Previous Work
Previous research on social networks in literary
fiction generally fall into one of the two catego-
ries: (1) works that explore methods for extrac-
ting and formalizing character networks ( cf., El-
son et al. (2010), Agarwal et al. (2012, 2013), Park
et al. (2012)), and (2) works that primarily focus
on qualitative implications of network analysis (
cf., Rydberg-Cox (2011), Moretti (2011), Nalisnick
& Baird (2013), Jayannavar et al. (2015)). It is com-
mon to address both tasks at the same time, as in
Beveridge & Shan (2016), who introduce a number
of formal measures for analyzing the centrality of
the characters in Game of Thrones books, which
results in both expected and surprising findings.
Building on graph theory extensively elaborated
in the past fifty years (e.g., Bondy and Murty, 1976
or West, 2001), our work is similar to Beveridge &
Shan (2016), in particular, in terms of the weigh-
ted degree measure, and to Park et al. (2012), in
terms of distance measure for detecting closely re-
lated characters in a text.
Methods
In the following, we explain the different com-
ponents in rCAT, which are available for text ana-
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lysis. After that, we discuss the results based on a
use-case study.
Character lists and character identifica-
tion
To detect character mentions in the text we
use a fundamental named-entity recognition ap-
proach based on dictionaries. This approach is
suitable for scholars who analyze texts they alre-
ady know. Consequently, we opt for a transparent
and simple character recognition procedure: The
user provides a list of character names to be inclu-
ded in the analysis specifying a canonical name
form and all variations thereof she would like
to take into account ( e.g., “Lotte” is the canoni-
cal name and “Lotten”, “Lottens”, “Lottgen”, “Lott-
chen”, “Charlotten S.”. are its variants).
Relation detection and context words
We define the closeness of relationship between
two characters using a distance measure dist X
(p,q), where p and q are the strings corresponding
to these characters and X is the number of tokens
between them (Park et al., 2012). In addition, we
introduce the context measure cont Y (p,q), where
p and q are the strings corresponding to these cha-
racters and Y is the number of tokens before the
character p and after the character q. While the
former measure allows for detecting those cha-
racters that are closely related to each other, the
latter one enables a contextual analysis of their
relationship.
Network analysis
We visualize the network of characters with an
undirected graph G=(V,E), where V are the ver-
tices, each vertex corresponding to one charac-
ter, and each edge E=(V i, ,V j ) corresponding to
relations between pairs of characters. We output
the following measures for each character node:
degree, edge weight, weighted degree and density.
The degree is the number of edges occurring with
a given vertex. The edge weight, w i,j ≥ 0, is defined
as the number of interactions between the verti-
ces V i and V j. The weighted degree is the sum
of weights of the edges occurring with a vertex
i. Density is the ratio of occurring edges between
two vertices and all possible vertex pairs.
Word clouds
Word clouds are an approach to visualize the
vocabulary of a text. The size of one word cor-
responds to its frequency. We use two different
kinds of word clouds: For each character in the
character list, we show word clouds based on the
context of a window size n. For each pair of cha-
racters occurring in the network, we present a
word cloud based on the words between them as
well as on the words found in the context. Both ty-
pes of word clouds can be filtered to the specific
word fields (words from specific domains) which
is helpful in gaining a focused insight into the cha-
racters relations.
Word Field developments
We plot the timeline of multiple predefined
world fields (specified by word lists) in the text.
This feature is helpful in representing how cer-
tain fields ( e.g., concepts, emotions) develop
throughout the narrative (Kim et al., 2017).
Implementation
The tool was developed using Python v.3.6 and
the Flask 4 web development framework. The tool
outputs a single PDF report. The resulting docu-
ment contains information from the analysis mo-
dules described in the previous section. Network
graphs included in the report are generated with
graphviz. Additionally, the tool can generate a CSV
file that can be used as input to Gephi.
Use-case Demonstration
For a use-case analysis, we apply rCAT to Die Lei-
den des jungen Werther by Johann Wolfgang Goe-
the with the following parameters: X=8, Y=5, stop
words removed (previous work focused on this
analysis without rCAT, cf. Murr, 2017).
In Goethe's epistolary novel, the protagonist
Werther describes his unhappy love for Lotte,
who is engaged to Albert. The characteristic tri-
angular relationship in the novel arises from this
constellation (protagonist - beloved woman - ant-
agonist). With rCAT we expect to identify and cha-
racterize this relationship. Figures 1 and 2 show a
sample network analysis output (tables are shown
only partly).
The protagonist Werther shows a degree of 21,
which is the number of characters with whom
he interacts. The closest relationship measured by
edge weight (Figure 2) is observed between Wert-
her and Lotte (81 interactions). The antagonist Al-
bert has a low degree of 3. However, his weigh-
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ted degree is 36 (third highest after Werther and
Lotte), which confirms his important role in the
triangular relationship.
Illustration 1: Degrees and weighted degrees
for most important characters of Goethe’s Wert-
her
Illustration 2: Edge weights
Illustration 3: Complete network of Goethe’s
Werther
Highlighted in red is the typical triangular re-
lationship in Goethe’s novel, which corresponds
to the three highest weighted degrees. In further
steps, we will use rCAT to analyze the adaptations
of Goethe's novel with a focus on this triad.
To better characterize the edges, the tool outputs
top- n word clouds sorted by edge weight ( n is
specified by the user) for character pairs and by
degree for single characters. Figure 4 and 5 show
examples of the word clouds for character pairs
filtered to the words from the emotion domain.
Illustration 4: Word clouds for Werther-Lotte
Illustration 5: Werther-Albert
The word clouds enable first conclusions about
the relationships of the characters. Werther and
Lotte's word cloud characterizes their ambivalent
relationship. The key words "Leidenschaft" and
"Freude" reflect Werther's love, whereas the men-
tions of "sterben" and "Verblendung" are charac-
teristic of the unrequited love, which leads Wert-
her into his "disease unto death". As Werther and
Albert’s word cloud reveals, their relationship is
dominated by the "Unruhe" that Werther feels
through his adversary.
Additionally, the tool plots the development of
the narrative (not bound to specific characters)
based on the word fields, an example of which is
shown on Figure 6. In this case we used words
from the emotion domain (with emotion dictiona-
ries by Klinger et al. (2016)).
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Illustration 6: Word field development for Goe-
the’s Werther
The word field development can highlight the
prevalence of individual emotion domains across
the text. The accumulation of the negative emo-
tion words (Wut,Trauer, Furcht) towards the end
suggests, for example, that Goethe’s novel has no
“happy ending”. The striking rash on “Freude”,
however, captures the last happy hours Werther
spends with Lotte in the second part of the narra-
tion before he kills himself.
Future Work
The next version of the tool will include a cha-
racter-oriented word field development calcula-
ted and plotted for the main characters of the sto-
ries. In addition, future releases will include more
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Einleitung
Die Materialitäten von Handschriften und ihrer
digitalen Abbilder bieten den Ausgangspunkt un-
seres Vortrags, der zwei Disziplinen in einen Dia-
log bringt, die sich mit der Materialität handge-
schriebener Artefakte beschäftigen und an der
Digitalisierung beteiligt sind: die digitale Kodi-
kologie und die Restaurierungwissenschaft. Die
handwerkliche Arbeit der Buchrestauratoren ist
für Digitalisierungsprojekte unerlässlich und ge-
hört zur Vor- und Nachbereitung: In der Regel
geht jeder Kodex zunächst durch ihre Hände, da
unter Umständen der Zustand des Objekts bewer-
tet, Festigungsmaßnahmen oder andere Eingriffe
vorgenommen werden müssen, um die Digitali-
sierung physisch zu ermöglichen. 1  Restaurato-
ren sind aber mehr als bloße Dienstleister, son-
dern verfügen über einen speziellen Blick auf die
Materialität von Originalen, der zusätzliche In-
formationen für digital basierte kodikologische
Untersuchungen bereitstellen kann. Umgekehrt
verfügen die Digital Humanities über Methoden,
die für Anliegen der Restaurierung nützlich sein
und gemeinsam weiterentwickelt werden könn-
ten. Nur durch interdisziplinäre Ansätze, so die
These, kann das Potenzial des Digitalisats erkannt
und ausgeschöpft werden. Gleichzeitig führt die
Synergie zur Kompetenzerweiterung der beteilig-
ten Disziplinen.
Seit mehr als zwanzig Jahren werden sukzessive
Handschriftenbestände digitalisiert. Zunächst be-
schränkte sich dieses Unternehmen auf beson-
ders hervorzuhebende Bestände und Einzelstü-
cke von erhöhtem öffentlichem Interesse. Es kann
davon ausgegangen werden, dass diese Digitali-
sierungsmaßnahme in erster Linie der allgemei-
nen Bereitstellung und dem Schutz des Originals
galt. Das digitale Faksimile ersetzt das Original im
‘alltäglichen’ Gebrauch und schont damit das ma-
terielle Objekt, zudem dient es zumindest als visu-
elle Sicherung im Falle eines Verlustes des Origi-
nals. Im Gegensatz zur Ausstellung im musealen
Raum, in dem in der Regel nur ein auf eine Dop-
pelseite begrenzter Einblick in das Kulturgut ge-
geben werden kann, bietet das Digitalisat die Mög-
lichkeit, die Handschrift zu durchblättern. Durch
Bereitstellung im World Wide Web wird zudem
die örtliche und zeitliche Begrenzung aufgehoben
und ein Zugang für Forscher weltweit ermöglicht.
Der Einblick in die Handschrift kann ortsunab-
hängig nahezu unbegrenzt vielen Personen zur
selben Zeit ermöglicht werden und auch belie-
big oft, ohne Verschleißerscheinungen am Origi-
nal und am Digitalisat zu hinterlassen. Seitdem
die Anschaffung hochwertiger Scanner oder Kon-
struktionen, die mit digitaler Fotografie arbeiten
2 , nicht nur für die großen Digitalisierungszen-
tren erschwinglich geworden ist, werden auch im-
mer mehr Gesamtbestände mittelalterlicher Bi-
bliotheken digitalisiert und der Forschung sowie
interessierten Personen zur Verfügung gestellt.
Digitalisierung ermöglicht also, vergessene und/
oder besonders fragile handschriftliche Kultur-
güter wieder in den Fokus der öffentlichen Auf-
merksamkeit zu bringen und bestandsübergrei-
fende Forschung zu erleichtern.
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Angesichts der gewaltigen Masse finanzieller
und personeller Ressourcen, die Digitalisierungs-
projekte innerhalb von Institutionen binden, er-
scheint das Nachdenken darüber, welche Be-
arbeitungsschritte und technischen Features in
bestehende Workflows im Kontext der Digitali-
sierung eingebunden werden könnten, sowohl in
wissenschaftsorientierter als auch in wirtschaftli-
cher Hinsicht lohnenswert. 3  Die Tatsache, dass im
Rahmen von Digitalisierungen eine immense Zahl
an Objekten einzeln in die Hand genommen und
Seite für Seite durchblättert wird, birgt ein bislang
noch nicht ausgeschöpftes Potential für interdis-
ziplinäre Anschlussmöglichkeiten.
Gegen eine Theoretisierung
der Materialität 4 ‒ Materiali-
tät von analogem Original und
digitalem Faksimile
Dem digitalisierten Objekt wird häufig seine Ma-
terialität abgesprochen; darüber zu diskutieren,
dass das digitale Faksimile einer mittelalterlichen
Handschrift nicht die gleiche synästhetische Er-
fahrung bieten kann wie das Original, ist obsolet.
Es ist wahr, dass das digitale Faksimile zunächst
nicht dazu geeignet scheint physische Eigenschaf-
ten, wie Lagenstrukturen, Linierung, den Erhal-
tungszustand oder Eigenschaften der Bindung zu
untersuchen (vgl. Pierazzo 2016:94). Dass den-
noch gerade eHumanities-Projekte, die sich im
Feld der digitalen Kodikologie angesiedelt haben,
materielle Eigenschaften von Handschriften ins
Zentrum zu rücken verstehen, zeigen etwa das
groß angelegte Projekt der Wasserzeichendaten-
bank , die Untersuchungen des Archimedes Palim-
psest , VisColl zur Visualisierung von Lagenstruk-
turen oder eCodicology .
Das Potenzial des Digitalisats liegt im Material des
Originals. Restaurierungswissenschaft kann Ma-
terialaspekte bestimmen; die Digital Humanities
computergestützte Techniken bereitstellen, um
diese Informationen zu erfassen, zu dokumentie-
ren und so aufzubereiten, dass die Daten z.B. mit-
einander verglichen, auf unterschiedliche Weise
systematisiert, visualisiert und eine Nachnutzung
ermöglicht werden kann.
Der Beitrag möchte sich deshalb weniger der
allgemeinen Defintion von Materialität widmen,
sondern bisherige Digitalisierungspraktiken hin-
terfragen. Dabei steht immer die Frage im Hin-
tergrund, welche Synergieeffekte sich durch den
Austausch der Disziplinen ergeben, die in die Di-




Wirft man einen Blick auf die Unterfangen der
Digitalisierung und der Restaurierung fällt auf,
dass sie die Kernaufgabe, Kulturgut zu erhalten
und zugleich der Forschung und dem allgemei-
nen Nutzen zugänglich zu machen, gemeinsam
haben. Sie teilen aber auch die mit diesen ge-
meinsamen Aufgaben und Zielen einhergehen-
den Probleme der Finanzierung der Maßnahmen,
das ungeklärte und teils unabsehbare Problem
der Langzeiterhaltung und den Kampf um die nö-
tige Aufmerksamkeit auf institutioneller und po-
litischer Ebene. 6 Sammlungen und Einzelexem-
plare mit einer hohen Nutzungsintensität stehen
in einem erhöhten Interesse der Zugänglichma-
chung und werden mit einer höheren Priorität
der Bestandserhaltung zugeführt, während an-
dere Handschriften ihr einsames und weitgehend
ungeachtetes Dasein in den Magazinen von Bi-
bliotheken und Magazinen fristen. Durch die Mo-
tivation, vollständige Handschriftenbestände zu
digitalisieren – beispielsweise um dislozierte Be-
stände digital wieder zusammenzuführen – rü-
cken jedoch inzwischen auch bisher wenig be-
achtete Bestände in den Fokus und erhalten den
‚Luxus‘ restauratorischer Begutachtung und Be-
handlung sowie der prioritären Bestandserhal-
tung mittels Digitalisierung . 7Geht man einen
Schritt weiter und richtet seinen Fokus auf die
daraus resultierenden neuen Möglichkeiten für
die Forschungsdisziplinen Kodikologie und Re-
staurierungswissenschaft, lassen sich weitere Ge-
meinsamkeiten erkennen: beide bedienen sich
derselben Techniken – der Bildverarbeitung und
Mustererkennung – um neue Erkenntnisse und
Arbeitsabläufe zu kreieren (vgl. Weber / Hähner
2014: 139ff und Busch / Chandna 2017), beide ste-
hen vor den selben Herausforderungen, wie dem




Hinsichtlich der authentischen Abbildung origi-
naler Materialität im Digitalisat stellt sich immer
auch die Frage nach dem ‚digitalen Erhaltungs-
zustand‘. Informationsverluste bei der Digitali-
sierung betreffen v.a. Farbigkeiten und Oberflä-
chenstrukturen, letztere sind in herkömmlichen
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Auflichtaufnahmen kaum wahrnehmbar, sodass
Tiefendimensionen eingeebnet sind.
Die Restaurierung arbeitet im Rahmen von Do-
kumentationen mit Streiflicht und Durchlicht,
um Unebenheiten, Knicke, Risse, Trockenstempel,
Linierungen etc. sichtbar zu machen. Könnten
solche Aufnahmetechniken in Digitalisierungs-
prozesse einbezogen werden, um kodikologische
Merkmale im Digitalisat zu bewahren? Und wie
können die Resultate von restauratorischen Do-
kumentationen erfasst und beispielsweise in die
Metadaten digitalisierter Sammlungen einflie-
ßen?
Verschiedene Belichtungsarten (UV, IR etc.) er-
öffnen auch Zugänge zu nicht nur ‚einer Mate-
rialität‘, z.B. können durch die unterschiedliche
Reichweite der Strahlungen frühere materielle
Zustände ‒ z.B. gelöschte oder überdeckte Schrift-
zeichen ‒ rekonstruiert, sichtbar und darstell-
bar gemacht werden, vgl. Archimedes Palimpsest
oder die Weimarer lösch- und brandgeschä-




Die authentische Wiedergabe kodikologischer
Merkmale ist nicht zuletzt für Methoden der di-
gitalen quantitativen Kodikologie relevant (vgl.
Chandna et al. 2015). Untersuchungen zur Mise-
en-page etwa (bspw. Verhältnis von beschriebe-
nem und unbeschriebenem Raum einer Hand-
schriftenseite) würden zu realistischeren Ergeb-
nissen führen, wenn mit einbezogen werden
könnte, ob eine Handschrift einer Trockenreini-
gung, Bleiche o.ä. unterzogen worden ist, da dies
Einfluss auf den Ist-Zustand des Textträgers hat.
Durch die durchgeführten Maßnahmen weichen
Farbwerte von Handschriften gleicher Proveni-
enz, gleichen Alters und gleicher Materialität von-
einander ab; der Kontrast von Schrift zu Hin-
tergrund verändert sich. Durch die Festlegung
eines Koeffizienten zur Korrektur dieser Abwei-
chung könnte dem entgegengewirkt und eine grö-
ßere Vergleichbarkeit gewährleistet werden. Die
Dokumentation von Restaurierungsmaßnahmen
könnte ein solches Verfahren ermöglichen.
Andersherum könnten Techniken der Datenver-
arbeitung aus den DH genutzt werden, um re-
staurierungsrelevante Daten wie Schadensbilder,
Zustandsbeschreibungen oder objektbezogene In-
formationen zum Einband etc. zu erfassen, die
etwa für die Vorbereitung von großangelegten Re-
staurierungsmaßnahmen genutzt werden könn-
ten.
In Prozessen der Bestandserhaltung und Restau-
rierung von Schriftgut – wie sie zum Beispiel vor
der Digitalisierung oder nach Notfällen wie Brän-
den und Archiveinstürzen durchgeführt werden
– stehen die materiellen Aspekte der Objekte
bei der Schadensdokumentation im Mittelpunkt
und werden in schriftlichen Schemata festgehal-
ten; die Inhalte der Dokumentationen werden
aber nur teilweise und eher selten in weiteren
Projekten weitergenutzt oder virtuell zur Verfü-
gung gestellt. In der HAAB Weimar wird an ei-
ner digitalen Form des dort analog verwendeten
Dokumentationsschemas gearbeitet; im Biblio-
thekskatalog sind für die beim Brand geschädig-
ten Exemplare Felder zur Materialbeschreibung
und der Art des Schadens vorgesehen. 8 Umge-
kehrt werden bei der Digitalisierung Materialda-
ten nicht erfasst, die sowohl für die Forschung als
auch für die Bestandserhaltung (Langzeitarchi-
vierung und analoger Objekterhalt) von Bedeu-
tung sein könnten.
Mit dem hier skizzierten Beitrag soll nicht nur
eine Kritik an der bisherigen Digitalisierungspra-
xis ohne ausreichende Einbeziehung der Restau-
rierungswissenschaften geübt werden, sondern
vielmehr das mögliche Potenzial der interdiszi-
plinären Zusammenarbeit bei zukünftigen Initia-
tiven an konkreten Anwendungsbeispielen auf-
zeigen. Darüber hinaus erhoffen wir uns, das
Thema interdisziplinärer Synergieeffekte hin-
sichtlich der Erfassung von Materialität in Digita-
lisaten ins Gespräch zu bringen und Anregungen
zu sammeln, inwiefern sich der vorgestellte An-
satz in Zukunft in der Praxis umsetzen lässt.
Fußnoten
1. Bsp. der Steppkapitale der neugebundenen
Mattheiser Handschriften in Trier, die vor der
Digitalisierung aufgelöst und hinterher wieder
erneuert werden mussten, um den nötigen Auf-
schlagwinkel zu erreichen.
2. Den größten Bekanntheitsgrad haben hier ver-
mutlich der Grazer Büchertisch und der Wol-
fenbütteler Buchspiegel, aber auch Aufsichts-
scanner liefern digitale Aufnahmen die hohen
Qualitätsansprüchen gerecht werden.
3. Nicht zuletzt entsteht so auch ein Instrument
für die Institutionen, ihre Relevanz für die Öf-
fentlichkeit nachzuweisen (z.B. durch die Zahl
der Zugriffe auf die digitalisierten Bestände). In
Zeiten, in denen eine Vielzahl kultureller Ein-
richtungen um verhältnismäßig wenige öffentli-
che finanzielle Mittel buhlen muss und Evaluie-
rung einen Teil des Arbeitsalltags ausmacht, ist
es unerlässlich geworden, ein öffentliches Inter-
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esse der eigenen Tätigkeit nachweisen zu kön-
nen, um mit einer Zuwendung bedacht zu wer-
den (s. bspw. Knoche 2017).
4. Welchen Nutzen birgt das Digitalisat, abgese-
hen von der Bereitstellung und Zugänglichma-
chung von Texten inklusive eines Eindrucks des
originalen Textträgers?
5. Welche Erkenntnisse kann uns die Materialität
liefern? Wir können wir sie digital Erfassen und
Präsentieren? Welchen Verlust der Materialität
im Digitalen haben wir tatsächlich zu verzeich-
nen?
6. Siehe hierzu Initiativen wie den Berliner Ap-
pell aus dem Jahr 2013 und dem Weimarer Ap-
pell von 2014.
7. An dieser Stelle sei auf den im Dezember 2015
veröffentlichten Masterplan zur „Digitalisierung
mittelalterlicher Handschriften in deutschen Bi-
bliotheken“ verwiesen.
8. Die Verlust- und Schadensdokumentation der
HAAB Weimar ist unter https://lhwei.gbv.de/
DB=2.2/ einsehbar [letzter Zugriff 24. September
2017].
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In den vergangenen Jahren haben digitale For-
schungsinstrumente in Kunst-, Architektur- und
Designgeschichte sowie den Material-Culture Stu-
dies an Bedeutung gewonnen (Berry 2017; Klinke
2016; Auslander 2005). Wie viele disruptive Tech-
nologien verändern neue Techniken im Bereich
der Computer Vision (Bell & Ommer 2015; dies.
2016) die Arbeitsweise unsere Disziplinen.
Durch unsere Arbeit am Neoclassica-Frame-
work (Donig et al. 2017a) möchten wir Forschen-
den solche neue Instrumente und Methoden für
die Analyse und Klassifizierung materialer Kul-
tur, konstruktiver Merkmale und ästhetischer
Formen des Klassizismus an die Hand geben. In
unserer Forschung konzentrieren wir uns dabei
zunächst auf Raumkunst (insbesondere Mobiliar
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und Innenausstattung) sowie Architektur und de-
ren jeweilige visuelle Darstellungen.
Die Klassifizierung von einzelnen Artefakten
und ihre Identifizierung in Raumdarstellungen
bildet deshalb einen nicht unwichtigen Meilen-
stein für das Projekt als Ganzes.
In dem hier vorliegenden Beitrag beschreiben
und reflektieren wir einen Zugang zur Klassifizie-
rung von Objekten in Einzeldarstellungen bzw. zu
ihrer Identifikation in Raumdarstellungen, auf-
bauend auf unseren Experimenten (Bermeitinger
et al. 2017) und Analysen (Donig et al. 2017b)
zur automatisierten Klassifizierung von materia-
ler Kultur des Klassizismus mit Tiefem Lernen
(Deep Learning) – hier konkret Faltenden Neu-
ronalen Netzen (Convolutional Neural Networks,
CNN) (Krizhevsky et al. 2012).
Interieuranalyse durch Dis-
tant Viewing – theoretische
Überlegungen
Unter Distant Viewing verstehen wir in Analogie
zur Notion des Distant Reading (Moretti 2013) eine
wissenschaftliche Methode zur technischen Über-
brückung sowohl zeitlicher wie räumlicher Dis-
tanz als auch Verbreiterung der Menge betracht-
barer Bilder. In diesem Sinn ermöglicht der ferne
Blick als wissenschaftliche Methode es uns, ein
Verständnis für die tatsächlich oder auch nur kon-
temporär imaginierte Beschaffenheit von vergan-
genen Räumen zu entwickeln.
Da Bildquellen als selbstreferentielle Systeme
mit einem spezifischen Eigensinn ausgestattet
sind, bedürfen sie einer besonderen metho-
den- und quellenkritischen Durchdringung, denn
selbst Bildwerke, die ihrem Anspruch nach ei-
nen dokumentierenden Charakter haben, bleiben
ästhetischen Zwängen des Mediums unterwor-
fen (verwiesen sei etwa auf die kritische verglei-
chende Analyse der Raumwirkung von Aquarel-
len aus dem sogenannten Wittelsbacher Album
durch (Langenholt 2002: 47–49)).
Durch die Ausweitung kultureller Produktion
und Konsumption – sowohl von Texten wie von
Bildern – an der Epochenschwelle 1800 stehen
für Forschungen in diesem Bereich reichhal-
tige Quellenbestände zur Verfügung. Diese rei-
chen von eher typisierenden Raumdarstellun-
gen (wie etwa in Karikaturen oder häufig auch
zeitgenössischen Darstellungen des Alltags un-
terbürgerlicher Schichten) über ihrem Bewusst-
sein nach eher historisch-dokumentierende An-
sätze (beispielsweise Alben mit Raumansichten,
wie sie in den Oberschichten etwa als Hochzeits-
geschenke für “ausheiratende” weibliche Famili-
enmitglieder beliebt waren) bis hin zu visionären
Raum- und Werkstücksentwürfen, die einem kon-
sumierbaren Erzeugnis in ihrer Antikenrezeption
zugleich auch eine gesellschaftliche Vision ein-
schrieben (Pawlitzki, Bruer, Kunze 2009); (Kepet-
zis 2006); (Auslander 1996).
Auch wenn in der Forschungspraxis beide An-
sätze stets aufeinander bezogen bleiben müssen,
kann man idealtypisch zwischen einem Ansatz
unterscheiden, der das Bildwerk vor allem im
Hinblick auf seine Produktionsbedingungen und
Produzenten befragt, und einem Ansatz, der das
Bild als Quelle des Dargestellten analysiert.
Betrachtet man Bildwerke etwa als Zeugnisse
vergangener Alltagskultur und ihrer Praktiken,
wird es durch den hier besprochenen Zugang
beispielsweise möglich, Veränderungen in der
Ausstattung und -gestaltung einander ähnlicher
Räume über längere Zeit zu verfolgen. Wir kön-
nen so zugleich Cluster und Typen von Räumen
aufgrund der Darstellung ihrer Beschaffenheit
bilden, die es wiederum erlauben, tradierte Funk-
tionszuschreibungen von Räumen kritisch zu hin-
terfragen.
Stellt man dagegen das Dargestellte als Re-
präsentationsform von Geschmack in den Mit-
telpunkt, wird es in ähnlicher Weise möglich,
Artefakte mit anderen digitalisierten Korpora ab-
zugleichen. Unabhängig davon, ob das darge-
stellte Objekt jemals zur Ausführung gelangt ist,
kann unser Zugang so beispielsweise für die
Rezeptionsforschung den Transfer spezifischer
Darstellungsweisen durch Medien wie etwa die
Collection de Meubles et Objets de Goût (La Mésan-




Datengewinnung, Aufbereitung und Säu-
berung
Ein erster wichtiger Meilenstein im Rahmen un-
seres Forschungsprogramms war die automati-
sierte Erkennung von Objekten in Einzeldarstel-
lungen. Um zeitnah ein großes Trainingskorpus
zu generieren, haben wir zunächst Abbildungen
von materieller Kultur des Klassizismus – haupt-
sächlich Möbel und Kleinkunst (darunter etwa
Bronzen, Silberarbeiten etc.) – aus den Beständen
des Metropolitan Museum of Art gescrapt, wel-
ches diese Bildwerke Anfang 2017 als Public Do-
main zugänglich gemacht hat (The Metropolitan
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Museum of Art 2017). Dadurch ist es möglich, die
Trainings- und Testdaten an interessierte Dritte
weiterzugeben, was die Reproduzierbarkeit des
Experiments sicherstellt.
Da ein Faltendes Neuronales Netz Bilder als
Ganzes klassifiziert, haben wir zunächst sicher-
gestellt, dass jedes Bild lediglich ein Objekt in
der Totalen zeigt. Dazu wurden alle Darstellungen
von Möbelmerkmalen wie Nahaufnahmen ausge-
schlossen sowie alle Bildwerke, die Interieurs, En-
sembles und Möbel à la suite zeigen, derart auf-
gespalten, dass auf jeder Abbildung nur noch ein
Möbelstück zu sehen ist. Diese Darstellungen ha-
ben wir gegebenenfalls so bearbeitet, dass noch
sichtbare Teile benachbarter Objekte mit einer
homogenen Farbe abgedeckt wurden. Im Ender-
gebnis entstand so ein Korpus von 1.246 Bildern,
der 379 Artefakte umfasst. Diese wurden gemäß
der Neoclassica-Ontologie (Donig et al. 2016) an-
notiert.
Ergebnis
Zunächst haben wir mit der Standardimplemen-
tierung des VGG19-Layouts, das an einem Sub-
set von 1.000 Klassen von ImageNet (Deng et al.
2009) vortrainiert wurde, dieses Korpus prozes-
siert. Dieses Verfahren resultierte in einer durch-
schnittlichen Genauigkeit von 0,82 und einem
durchschnittlichen F1-Wert von 0,62. Wir wieder-
holten das Experiment 21 mal mit Aufteilungen
des Korpus in verschiedene Trainings- und Test-
sets in einem 80/20 Verhältnis pro Klasse, wobei
wir für jeden Durchlauf sehr ähnliche Ergebnisse
erhalten haben (für weitere Details vgl. Bermeit-
inger et al 2017).
Überprüfung des Befunds an zeitgenössi-
schen Möbelzeichnungen
Da das Korpus in seiner überwältigenden Mehr-
heit aus Fotografien des 20. Jahrhunderts besteht,
beschlossen wir, durch ein Kontrollkorpus, das
auf einer Kompilation von Thomas Sheratons Mö-
belzeichnungen beruht (Sheraton/Munro 1910),
nachzuprüfen, ob zeitgenössische Grafiken (bzw.
deren Reproduktionen) vergleichbar gute Resul-
tate liefern können. Wiederum wurden alle Blät-
ter, die mehrere Objekte zugleich zeigen, so aufge-
splittet, dass daraus Einzeldarstellungen wurden.
Dieses relativ begrenzte Korpus von 64 Abbil-
dungen wurde mit einer durchschnittlichen Ge-
nauigkeit von 0,63 beziehungsweise 0,78 in den
Top-2 und 0,84 in den Top-3 Klassen erkannt. Wir
schließen daraus, dass zeitgenössische Grafiken
nicht alleine mit einer ähnlich großen Genauig-
keit klassifiziert werden können wie moderne Fo-
tografien, sondern dass damit vor allem auch der
von uns gewählte Ansatz prinzipiell geeignet ist,
um historische Interieurdarstellungen auszuwer-
ten.
Artefakte in Interieurszenen
Ein Artefakt in einer Interieurszene automati-
siert zu klassifizieren, stellt eine besondere Her-
ausforderung dar. Idealtypisch muss dazu erstens
eine interessante Region im Bild identifiziert und
zweitens muss diese anschließend korrekt klassi-
fiziert werden.
Ein derzeit verbreitetes Werkzeug für derar-
tige Identifikations- bzw. Klassifizierungsaufga-
ben sind Regionale Faltende Neuronale Netze
(Regional Convolutional Neural Network, RCNN)
(Girshick et al. 2014). Für diese Aufgabe haben
wir uns für das vergleichsweise aufwandsarm zu
nutzende Objekterkennungsmodul (Huang et al.
2016) des Tensorflow-Frameworks (Abadi et al.
2016) entschieden, das dem State-of-the-Art im Be-
reich optischer Merkmalserkennung und -klassi-
fizierung entspricht. Dabei verwenden wir die in
diesem Modul verfügbare Implementierung Fas-
ter-RCNN with ResNet101, die für uns den besten
Kompromiss zwischen Trainingsgeschwindigkeit
und Performanz darstellt.
Für das Training des Netzes verwendeten wir
wiederum das Korpus des Metropolitan Museum
of Art, das zu diesem Zweck neu mit Polygo-
nen annotiert wurde. Für die Annotation wurde
der PyLabelMe Editor (PyLabelMe, 2011) einge-
setzt. Dieses Annotationsinstrument kann ein Bild
durch die Verknüpfung von Polygonflächen im
Bild mit Labels annotieren, die dann als json-Da-
teien gespeichert werden.
Für das Experiment stellten wir eine Unter-
menge aus dem augmentierten MET-Korpus zu-
sammen, die alle Klassen mit mindestens zwölf
Bildern umfasst und damit 29 Klassen repräsen-
tiert, welche insgesamt 618 Bildern entsprechen.
Wiederum folgten wir einem 80/20 Verhältnis
bei der automatisierten Aufteilung der Klassen in
Trainings- und Testset, was in dem ausgezeichne-
ten arithmetischen Mittel der Präzision (aMP) von
0,94 resultierte.
Um dieses Ergebnis an unabhängigen Daten zu
verifizieren, haben wir fünf Kontrollkorpora zu-
sammengestellt. Diese umfassen erstens Darstel-
lungen von Einzelobjekten, die relativ separiert
vom Hintergrund sind, unterschieden in Fotogra-
fien, Druckgrafiken sowie (teils kolorierte) Zeich-
nungen. Zweitens Interieurs, die wir in Fotogra-
fien kontemporärer “Period Rooms” aus Museen
bzw. von Ausstellungsflächen sowie schließlich
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historische Raumansichten (Aquarell-, Gouache-
und Ölmalerei, teils Lithografien) unterschieden
haben.
Die Fotografien entstammen den Beständen des
Victoria & Albert Museum und der Wallace Collec-
tion. Für historische Druckgrafiken legten wir
neben dem Sheraton-Set ein weiteres Set basie-
rend auf einer Neuauflage von Thomas Hepp-
lewhites “The cabinet maker and upholsterer's
guide” (Hepplewhite 1790) an.
Für die kolorierten Zeichnungen griffen wir
auf eine digitale Reproduktion des sogenannten
Bellange Albums zurück, das der Werkstatt von
Pierre-Antoine Bellange (1757–1827) und seinem
Sohn Louis-Alexandre (1797–1861) sowie mehre-
ren anderen Künstlern zugeschrieben wird. (Für
eine detaillierte Analyse des Albums (MET, asc. nr.
51.624.2) vgl. Cordier 2012).
Während die zeitgenössischen Fotos von Period
Rooms aus den Beständen des MET stammen,
haben wir die historischen Raumansichten vor-
wiegend der Thaw Collection des Cooper Hewitt,
Smithsonian Design Museum entnommen.
Lediglich die Einzeldarstellungen von Objekten
liegen dabei in annotierter Form vor, was uns er-
laubt, numerische Qualitätskriterien für den Er-
folg unserer Experimente zu benennen. Für die
nicht annotierten Interieurs erfolgte eine visuelle
Kontrolle der Befunde.
Ergebnisse und Analyse: Einzelobjekte
Die unten stehende Tabelle zeigt die Resultate
des Klassifikationsexperiments für die Einzelob-
jekte.
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Betrachtet man das arithmetische Mittel der Prä-
zision, zeigen sich durchgängig gute Werte, die im
wesentlichen denen des vorausgegangenen Expe-
riments mit dem CNN ähneln und die bei den
zweifarbigen Druckgrafiken am niedrigsten aus-
fallen. Dieser Effekt ist nicht alleine durch das
Medium bzw. die Technik bedingt, sondern hängt
auch mit der Annotationspraxis zusammen. Nicht
direkt aus dem numerischen Qualitätskriterium
ersichtlich ist etwa, dass zahlreiche inkorrekte Zu-
schreibungen innerhalb desselben konzeptionel-
len Hierarchie-Baums bleiben. Neben tatsächlich
falschen Zuordnungen finden sich so auch nach-
vollziehbare “Fehler” wie die richtige Zuordnung
von Artefakten mit falscher Ausgangsklassifika-
tion (Abb. 01), sinngemäß richtige Zuordnungen
wie die Klassifizierung eines im Restaurierungs-
zustand ohne Polsterung abgebildeten Fauteuils
durch das übergeordnete Konzept des Armlehn-
stuhls (Abb. 03), oder Verwechslungen zwischen
benachbarten, visuell ähnlichen Klassen (ein Bü-
cherschrank mit einem Schreibkabinett à abat-
tant mit einem Bücherschrank mit Zylinderkom-
partement (Abb. 02)).
Ergebnisse und Analyse: Interieurdar-
stellungen
Unsere Ausgangshypothese war, dass das an den
Einzelobjekten trainierte RCNN in der Lage sein
müsste, auch Objekte, die sich in Interieurs befin-
den, korrekt zu identifizieren und anschließend
zu klassifizieren.
Während die Hypothese generell als bestätigt
betrachtet werden kann, können wir aus unse-
ren Experimenten eine Reihe von Beobachtungen
ableiten, die uns erlauben, den unterschiedlichen
Grad von Erfolg und bleibende Herausforderun-
gen zu benennen, die wir in unserer zukünftigen
Forschung angehen möchten.
Generell lässt sich festhalten, dass sich die Auf-
gabe der Identifizierung für den von uns trainier-
ten Klassifikator als deutlich komplexer erwiesen
hat, als die der Klassifizierung, wie die guten bis
sehr guten Werte für das aMP zeigen. Für eine er-
folgreiche Klassifizierung scheint primär die Zahl
und visuelle Ähnlichkeit der Objekte innerhalb ei-
ner Klasse entscheidend zu sein, wie aus den her-
vorragenden Werten der zahlenstärksten Klassen
wie etwa Stühlen ersichtlich ist.
Die zentrale Herausforderung unserer Experi-
mente lag vor allem in der Identifikation des Arte-
fakts im Interieur. Wir gehen davon aus, dass die
Qualität dieser Erkennung primär von drei Fakto-
ren beeinflusst wird:
Erstens dem Grad der Separation von Objekt
und Bildhintergrund. Fotos, die etwa in Ausstel-
lungsflächen entstanden sind und eine starke Se-
paration zwischen Vordergrund und Hintergrund
aufweisen, erzielen im Schnitt sehr viel bes-
sere Resultate als andere Raumdarstellungen, die
durch perspektivische Verzerrungen, die Über-
lappung von Artefakten und oft kontrastarme
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bzw. übertrieben kontrastreiche Lichtgestaltung
geprägt sind (Abb. 05, 06, 07).
Zweitens der Zahl der Objekte pro Klasse und
der Bandbreite von Betrachtungswinkeln, mit de-
nen trainiert wurde. Mehrfachidentifikationen
desselben Objekts zeigen deutlich, dass Klassen
mit hohen Objektzahlen (z.B. Stuhl) bei der Er-
kennung einen höheren Vertrauensgrad aufwei-
sen als Klassen mit niedrigen Objektzahlen (z.B.
Klismosstuhl) (Abb. 07). Dadurch kann es vorkom-
men, dass in manchen Ansichten nur wenige Arte-
fakte mit hohem Vertrauensgrad erkannt werden,
während eine große Zahl anderer im Rauschen
zahlreicher “false positives” untergeht, die einen
ähnlichen, niedrigen Vertrauensgrad aufweisen
(Abb. 09, 04b).
Drittens der Materialität, Modalität und der
Technik der Ausführung. Während der Klassifi-
kator mit Fotografien durchweg gute Ergebnisse
erzielt, schwankt die Qualität der Objekterken-
nung in historischem Material sehr. Unterschiede
im Erfolg der Identifizierung von Objekten in
verschiedenartigen Bildern führen wir primär
auf die geringe Anzahl von überhaupt verfügba-
ren Darstellungen für das Training zurück. So-
bald historische Darstellungen dem Gros des Trai-
ningsmaterials stärker ähneln, steigt die Zahl der
identifizierten Objekte, etwa bei naturalistischen
Ölgemälden (Abb. 04a) oder Einzelblättern mit
Designs (Abb. 08). Besonders deutlich wird dieser
Umstand etwa durch den unterschiedlichen Ver-
trauensgrad, den dasselbe Motiv zwischen einer
Ausführung als Gravur und dem ihr zugrunde lie-
genden Ölgemälde erreicht (Abb. 04a / 04b).
Zusammenfassung und Ausblick
Unser Beitrag zeigt eine Reihe von Experi-
menten zur Identifizierung und Klassifizierung
von separierten Einzelobjekten wie auch von
Objekten in Interieurdarstellungen mittels Deep
Learning. Die Ergebnisse dieser Experimente rei-
chen von exzeptionell (im Fall separierter Ein-
zelobjekte) bis hin zu weniger befriedigend (für
historische Darstellungen komplex gestalteter
Räume, die in spezifischen Materialien, Modi und
Techniken zur Ausführung kommen).
Die Befunde sind wichtige Schritte auf dem Weg
zu einer produktiven Instrumentenkritik, die so-
wohl interne Limitierungen – etwa der black-
box Charakter des Instruments, der die Gründe
für eine spezifische Klassifizierung nur begrenzt
nachvollziehbar macht – als auch die Bedeutung
der Kuratierung und Augmentierung der Trai-
nings- und Kontrollkorpora unterstreicht. Metho-
dologisch herausfordernd ist besonders das Feh-
len von Trainingsmaterial, das zum einen durch
die Natur des Korpus zustande kommt (dies be-
trifft sowohl das Vorkommen von Artefakten in
der historischen Lebenswelt als auch die museale
Kuratierungspraxis), aber auch durch die zöger-
liche Praxis vieler Kulturinstitutionen, Bildmate-
rial unter permissiven Lizenzen freizugeben.
Trotz dieser Limitierungen haben wir mit die-
sem Beitrag gezeigt, dass es prinzipiell möglich
ist, digitale Werkzeuge aus dem Bereich der Bild-
datenforschung mit Big Image Data in die Geis-
tes- und Kulturwissenschaften zu übertragen. Un-
seres Wissens stellt unser Experiment den ersten
Versuch da, ein Korpus aus einer spezifischen
Epoche, das auf geteilten ästhetischen Formen be-
ruht und das miteinander korrespondierende Ar-
tefakte in historischen Darstellungen von komple-
xen Räumen einschließt, mittels Deep Learning zu
klassifizieren.
Abbildungen
Abb. 1: Sheraton/Munro (1910), S.1
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Abb. 2: Hepplewhite ((1)1790/(3)1897), plate 44
Abb. 3: The Wallace Collection, Asc. nr. F226
Abb. 4a: baron François Gérard (French, Rome
1770–1837 Paris): Charles Maurice de Talley-
rand Périgord (1754–1838), Prince de Bénévent.
Oil on canvas, Paris 1808. The Wrightsman
Collection, Metropolitan Museum of Art, Acces-
sion Number: 2012.348,
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Abb. 4b:Auguste Gaspard Louis Boucher Des-
noyers (French, Paris 1779–1857 Paris) after ba-
ron François Gérard (French, Rome 1770–1837
Paris) (after 1808): Portrait of Charles Maurice
de Talleyrand-Périgord. Engraving with etching;
third state of three. Metropolitan Museum of Art
Accession Number:24.63.1051
Abb. 5: MET Objekte mit den Inventarnum-
mern: 1986.449 (rot links), 63.143 (gelb),
1994.189 (mit rotem Kissen), 1984.126 (grün)
Abb. 6: Parlor from the William C. Williams
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Abb. 7: MET Objekte mit den Inventarnum-
mern: 68.96 (Gueridon), 65.167.5, 65.167.6,
65.167.8 (Klismosstühle)
Abb. 8: Drawing, Designs for Three Chairs,
1790; Attributed to Jean Démosthène Dugourc
(French, 1749–1825); Germany; brush and wa-
tercolor, pen and black ink, graphite on white
laid paper; Cooper Hewitt/Smithsonian: Thaw
Collection. Accession Number 1921-6-136 , Ob-
ject ID 18218673 , Short URL http://cprhw.tt/
o/2BnM4/
Abb. 9: L. Lely: Drawing, A Salon in the Pa-
lazzo Satriano, Naples, 1829; brush and wa-
tercolor over graphite on white wove paper;
Cooper Hewitt/Smithsonian: Thaw Collection;
2007-27-9; Accession Number 2007-27-9 , Ob-
ject ID 18708105 , Short URL http://cprhw.tt/
o/2DTgx/
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Der vorliegende Beitrag enthält methodische
Überlegungen und Experimente zu “Zeta”, einem
von John Burrows (2007) vorgeschlagenen Maß
für die Distinktivität oder “keyness” von textuel-
len Merkmalen (Wortformen, Lemmata, etc.). Mit
solchen Maßen werden Merkmale ermittelt, die
für eine bestimmte Gruppe von Texten gegenüber
einer Vergleichsgruppe charakteristisch sind.
Das Exposé gibt einen Überblick zu solchen Ma-
ßen, bevor die Funktionsweise von Zeta erläu-
tert wird. Aufbauend auf einer Neu-Implementie-
rung in Python (“pyzeta”, https://github.com/cligs/
pyzeta) und Vorarbeiten (Schöch im Druck) liegt
der spezifische Forschungsbeitrag dann in den
folgenden Schritten: erstens werden mehrere Va-
rianten von Zeta vorgeschlagen und implemen-
tiert; zweitens werden Verfahren zum Vergleich
und der Evaluation der Ergebnisse erprobt. Ziel
ist es, Zeta in seiner Funktionsweise und in sei-
ner Beziehung zu vergleichbaren Maßen besser
zu verstehen und vorhandene Nachteile des Ma-
ßes durch gezielte Modifikationen zu beheben.
Überblick und Stand der For-
schung
Die vergleichende, kontrastierende Analyse
zweier Gruppen von Texten ist ein in den
Sprach- und Literaturwissenschaften weit ver-
breitetes Verfahren. Entsprechend wurden zahl-
reiche Maße der Distinktivität oder “keyness”
von Merkmalen entwickelt und für vielfältige
Fragestellungen eingesetzt. Die grundlegende An-
nahme solcher Maße ist, dass ein Merkmal nicht
schon durch seine reine Häufigkeit in einer Text-
gruppe für diese charakteristisch ist, sondern dass
dies auch davon abhängt, wie häufig das Merkmal
in einer Vergleichsgruppe ist. Diejenigen Merk-
male bekommen einen besonders hohen Wert zu-
gewiesen, die in der einen Gruppe sehr häufig
sind und zugleich in der Vergleichsgruppe sehr
selten sind (Scott 1997, 236). Man kann vier Arten
von Verfahren unterscheiden:
1.  Verfahren, welche erwartete und beobachtete
Werte vergleichen (wie “log-likelihood-ratio”;
siehe Rayson und Garside 2000);
2.  Verfahren, die eine Gewichtung der Häufig-
keiten vornehmen (wie “tf-idf”, “term fre-
quency / inverse document frequency”; siehe
Robertson 2004);
3.  Statistische Hypothesentests, die Verteilungs-
eigenschaften vergleichen (wie “Welch’s t-
Test”; siehe Bortz und Schuster 2010);
4.  Dispersionsmaße, die nicht die Häufigkeit,
sondern den Grad der konsistenten Verwen-
dung von Merkmalen in Beziehung setzen
(wie “deviation of proportions”; Gries 2008).
Die praktische Bedeutung von Distinktivitäts-
maßen ist daran erkennbar, dass Korpusana-
lyse-Software meist eine entsprechende Funktion
anbietet, so “keyness” in WordCruncher (Scott
1997) oder “spécificity” in TXM (Heiden et al.
2012). Kilgariff 2004 und Lijfijt et al. 2014 sind
wichtige Arbeiten zur Evaluation von Distinktivi-
tätsmaßen.
Was ist Zeta?
Das von John Burrows (2007) vorgeschlagene
“Zeta” beruht auf einem Dispersionsmaß. Vor
der Berechnung werden die Texte in kleinere
Segmente gesplittet, wobei die Segmentlänge ein
wichtiger Parameter ist. Dann wird für jedes
Merkmal der Anteile der Segmente erhoben,
in denen das Merkmal mindestens einmal vor-
kommt (die “document proportion”). Von diesem
Anteil in der untersuchten Gruppe wird der ent-
sprechende Anteil in der Vergleichsgruppe sub-
trahiert, woraus sich ein Zeta-Wert zwischen -1
und 1 ergibt.
Ein Effekt dieser Berechnungsweise ist, dass
Zeta Inhaltswörter als distinktive Wörter favo-
risiert, Funktionswörter sowie Eigennamen hin-
gegen penalisiert. Daraus ergibt sich eine hohe
Interpretierbarkeit der Ergebnisse, die Zeta im
Vergleich zu anderen Maßen für die (digita-
len) Literaturwissenschaften besonders attraktiv
macht. Ein Nachteil ist, dass Merkmale durch die
Subtraktion niemals einen Zeta-Wert bekommen
können, der höher ist als ihre “document pro-
portion” in der untersuchten Textgruppe, selbst
wenn sie gegenüber der Vergleichsgruppe deut-
lich überrepräsentiert sind (Abbildung 1, Wörter
in den roten Rahmen; Schöch im Druck).
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Abbildung 1: Scatterplot der Wörter in zwei
Textgruppen (französische Komödien und Tra-
gödien): “document proportions” der Wörter in
zwei Textgruppen (x- und y-Achse) und resultie-
rende Zeta-Werte (Distanz von der Diagonale).
Eine bekannte Implementierung von Zeta exis-
tiert im stylo-Paket für Rin der Funktion "op-
pose()" (Eder et al. 2016). Abbildung 2 zeigt für ein
Beispiel die Ergebnisdarstellung in der hier ver-
wendeten “pyzeta”-Implementierung.
Abbildung 2: Positive und negative Keywords
für französische Komödien (rechts) im Vergleich
mit Tragödien (links). Zeta-Werte auf der hori-
zontalen Achse.
Anwendungsbeispiele von Zeta gibt es in der
Shakespeare-Forschung (Craig und Kinney 2009),
der modernen englischsprachigen Literatur (Hoo-
ver 2010; Weidman und O’Sullivan 2017) und der
Romanistik (Schöch im Druck). In der zuletzt ge-
nannten Arbeit zum französischen Theater der
Klassik und Aufklärung konnte nicht nur die er-
wartbare, klare Differenzierung von Komödien
und Tragödien gezeigt werden. Vielmehr wurde
auch die spezifische Verortung der Tragikomö-
dien deutlich, die nicht als Mischform zwischen
Komödien und Tragödien zu verstehen sind, son-
dern eine besondere Affinität zur Tragödie auf-
weisen (Abbildung 3).
Abbildung 3: Hauptkomponentenanalyse auf
Grundlage der 50 Wörter, die für Komödien und
Tragödien die höchsten Zeta-Werte erhalten. Ko-
mödien in rot, Tragödien in blau, Tragikomödien
in grün. Quelle: Schöch im Druck.
Varianten von Zeta
Ausgehend von der ursprünglichen Formulie-
rung von Zeta durch Burrows als Subtraktion der
“document proportions” lassen sich mehrere Fak-
toren identifizieren, die zur Formulierung von
Varianten von Zeta geeignet erscheinen:
1.  Statt “document proportions” werden relative
Häufigkeiten verwendet;
2.  Statt der Subtraktion erfolgt eine Division;
3.  Statt nicht-transformierter Werte wird eine
log2-Transformation der Werte vorgenom-
men.
Die Kombination dieser Faktoren ergibt 8 Vari-





















sd0 sd2 sr0 sr2
Division dd0 dd2 dr0 dr2
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Tabelle 1: Übersicht über die getesteten Varian-
ten von Zeta. Die Variante mit Label „sd0“ ent-
spricht Burrows‘ Zeta.
Einige der Varianten sind mathematisch gut mo-
tivierbar und versprechen, den oben genannten
Nachteil der begrenzten Werte für bestimmte
Wörter auszugleichen und damit Zeta zu verbes-
sern, es wurden aber alle implementiert und auf
zwei Datensätzen evaluiert.
Datensätze
Es wurden zwei unterschiedliche Korpora
verwendet. Erstens ein Korpus aus der text-
box-Sammlung (Schöch et al. 2017), das Romane
enthält, die zwischen 1880 und 1940 veröffent-
licht wurden: jeweils 24 Texte aus Spanien und
aus Lateinamerika (ca. 2,8 Millionen Tokens).
Zweitens, ein Teil der Sammlung Théâtre clas-
sique (Fièvre 2007-2017) mit französischen Dra-
men: 134 Tragödien und 158 Komödien aus Klas-
sik und Aufklärung (ca. 4,9 Millionen Tokens).
Evaluation
Die 8 Varianten führen zu unterschiedlichen
Wortlisten, geordnet nach absteigenden Zeta-
Werten. Vergleicht man den Beginn der Wortlis-
ten für zwei Varianten, fällt auf, dass es wie er-
wartet zu Verschiebungen im Rang der distink-
tivsten Wörter kommt.
Ähnlichkeit der Varianten
Um den Grad der Abweichung der Ergebnisse
für alle Varianten zueinander auf der Grundlage
längerer Wortlisten zu erheben, ist ein quantifi-
zierendes Verfahren unerlässlich. Ein Ansatz ist,
ein Clustering der Maße auf Basis der Zeta-Werte
ihrer Wörter vorzunehmen (Abbildung 4).
Abbildung 4: Dendrogramm auf Grundlage
einer Cluster Analyse der Zeta-Werte für die 8
Zeta-Varianten (Théâtre-classique-Datensatz;
500 distinktive Wörter; Ward-Verfahren).
Abbildung 4 zeigt, dass der wichtigste Faktor für
die Unterschiedlichkeit der Varianten ist, ob sub-
trahiert oder dividiert wird (zwei Haupt-Cluster).
Die beiden anderen Variablen spielen eine viel
kleinere Rolle. (Die Ergebnisse weiterer Analysen,
u.a. auf Basis der RBO-Ähnlichkeit (“ranked bia-
sed order”, Webber et al. 2010), werden aus Platz-
gründen hier nicht diskutiert.)
Evaluation mit Klassifikationstask
Unabhängig von den Beziehungen der Vari-
anten zueinander stellt sich die Frage, welche
der Varianten von Zeta besonders gut distink-
tive Wörter identifiziert. Dabei kann zur Eva-
luation nicht auf einen Goldstandard zurückge-
griffen werden: eine händische Annotation der
Wörter nach dem Grad ihrer Distinktivität ist
nicht möglich, weil niemand das zugrunde lie-
gende Korpus überblicken kann. Die Qualität ei-
nes Distinktivitätsmaßes kann aber evaluiert wer-
den, indem es als Merkmalsselektor für einen
Klassifikationstask verwendet wird.
Wenn die durch Zeta am höchsten bewerteten
Wörter als Features für einen Klassifikator ver-
wendet werden, sollte dieser Klassifikator eine
höhere Genauigkeit erreichen als bei einfacher
Verwendung der häufigsten Wörter. Tatsächlich
lässt sich dieser Effekt auf dem Korpus der spa-
nisch-sprachigen Romane nachweisen (Tabelle
2). Zur Ermittlung einer Baseline wurde für die
Klassifikation in spanische und lateinamerika-
nische Romane ein linearer SVM-Classifier auf
den häufigsten 80, nach TF-IDF gewichteten Wör-
tern (ohne Stoppwörter) trainiert. Dieser Classi-
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fier erreichte lediglich eine Klassifikationsgüte
(F1-Score) von 0.49, ist also nicht vom Zufall zu un-
terscheiden.
Trainiert man stattdessen auf den 40 distinktivs-
ten Wörtern nach Zeta (oder einer der Varianten),
lassen sich Genauigkeiten von deutlich über 90%
erzielen. Diese Genauigkeit kann nicht als tatsäch-
liches Klassifikationsergebnis gesehen werden,
da die distinktivsten Merkmale auf dem gesam-
ten Korpus extrahiert wurden, ohne Aufteilung in
Trainings- und Testdaten. Dennoch zeigt das Er-
gebnis, dass die von Zeta selektierten Merkmale
tatsächlich sehr nützlich für eine Klassifikation
sind. Zudem zeigen sich deutliche Unterschiede
in der Performanz je nach verwendeter Variante:
während mit “sd0” (=Burrows Zeta) 81% Genauig-
keit erreicht wird, erhöht sich dieser Wert bei der
Variante mit log2-Transformation, “sd2”, auf 98%.
base-
line
sd0 sd2 sr0 sr2 dd0 dd2 dr0 dr2
0.49 0.81 0.98 0.48 0.83 0.79 0.85 0.75 0.79
Tabelle 2: Klassifikationsergebnisse bei Verwen-
dung einer linearen SVM, trainiert auf den 40 am
höchsten gerankten Wörtern verschiedener Maße
im Vergleich zur Baseline. Alle Werte sind der
Durchschnitt einer dreifachen Kreuzvalidierung.
Fazit
Wichtigste Ergebnisse dieses Beitrags sind ein
differenziertes Verständnis davon, wie Zeta im
Kontext anderer Distinktivitätsmaße einzuord-
nen ist und wie bestimmte mathematischen Para-
meter sich auf die Ergebnislisten auswirken: als
ein auf dem Grad der Dispersion der Merkmale
beruhendes Maß, dessen entscheidende Eigen-
schaft die Subtraktion der Werte ist. Ein weiteres
wesentliches Ergebnis sind die beiden vorgeschla-
genen Strategien zum Vergleich und der Evalua-
tion von Distinktivitätsmaßen, wenn eine direkte
Evaluation auf Goldstandard-Daten nicht möglich
ist.
Nächste Schritte: Wir möchten als weitere Eva-
luationsstrategie künstliche Texte generieren, in
denen wir kontrolliert einzelne Wörter mit un-
terschiedlich stark abweichender Verteilung ein-
fügen. So können verschieden Zeta-Varianten di-
rekt dahingehend evaluiert werden, wie gut sie
diese Wörter korrekt identifizieren. Zudem möch-
ten wir neben der “document proportion” von
Zeta ein weiteres Dispersionsmaß, die von Gries
(2008) vorgeschlagene “deviation of proportions”
als Grundlage für eine weitere Zeta-Variante ver-
wenden. Schließlich möchten wir untersuchen,
ob die hohe Interpretierbarkeit des Original-Zeta
bei den Varianten mit noch höherer Klassifikati-
onsgüte erhalten bleibt.
Eine separate Untersuchung ist in Vorbereitung
zu zwei eng zusammenhängenden Fragen: wie
sich unterschiedliche Segmentlängen einerseits
auf die Ergebnisse auswirken, und wie sich die Er-
gebnisse verändern, wenn unterschiedlich lange
Texte nicht mit allen Segmenten in die Berech-
nung eingehen, sondern aus jedem Einzeltext zu-
fällig eine identische Anzahl von Segmenten ge-
sampelt wird.
Übergeordnetes Ziel all dieser Arbeiten zu Zeta
ist es letztlich weniger, ein perfektes Distinkti-
vitätsmaß zu identifizieren, als ein justierbares
Maß vorzuschlagen, bei dem in Abhängigkeit von
Daten und Forschungsfragen dynamisch Parame-
ter verändert und die resultierenden Verschie-
bungen in den Ergebnissen visualisiert werden
können.
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Die digitale Revolution in den Geisteswissen-
schaften hat diesen eine Reihe neuer Methoden
eröffnet. Durch die heute verfügbaren großen Da-
tenmengen und intelligenten Algorithmen haben
sich zwar einige bisher offengeliebene geisteswis-
senschaftliche Kernfragen beantworten lassen, je-
doch wird mancherorts eine Methodenfokussiert-
heit und Theoriemangel kritisiert (Gumbrecht,
2014). Ob die Digitalen Geisteswissenschaften zu
einer darüber hinausgehenden tiefergreifenden
Veränderung der geisteswissenschaftlichen Er-
kenntnis führen werden, bleibt abzuwarten; der-
zeit scheint es, als werde das Potenzial der neuen
methodischen Zugänge erst noch ausgelotet. In
anderen Wissenschaften hat aber die Verfüg-
barkeit computationaler Modelle und der damit
einhergehende Zwang, implizite Annahmen zu
explizieren und Theorien formal testbar zu ma-
chen, signifikant zur Theoriebildung und -prü-
fung beigetragen (cf. Myung & Pitt, 2002; Le-
wandowsky & Farrell, 2011). Deshalb besteht die
begründete Hoffnung, dass computationale Mo-
dellierung auch die Geisteswissenschaften berei-
chern wird.
Ein Großteil der Forschung in den digitalen Geis-
teswissenschaften beschäftigt sich mit Text. Es
gibt hier eine fruchtbare interdisziplinäre Zusam-
menarbeit von Literaturwissenschaften und Com-
puterlinguistik; im Umfeld des "Distant Reading”
sind umfangreiche Werkzeuge entstanden, mit
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denen sich etwa stilometrische Analysen oder To-
pic Modeling computergestützt vornehmen las-
sen (Blei, 2012; Juola, 2006). Auch netzwerkana-
lytische Methoden aus der theoretischen Physik
und computationalen Soziologie haben hier in-
teressante neue Perspektiven eröffnet (Schich et
al., 2014). Dagegen ist die digitale Analyse vi-
suellen Materials noch relativ wenig entwickelt
oder standardisiert, obwohl dieses für Diszipli-
nen wie z.B. Kunstgeschichte oder Archäologie
von zentralem Interesse ist. In den letzten Jah-
ren wurden durch Entwicklungen im Bereich der
Convolutional Neural Networks (CNN) die Mög-
lichkeiten automatisierter Bildanalyse revolutio-
niert. Während in klassischen Ansätzen der ma-
schinellen Bildverarbeitung ein hohes Ausmaß
an Expertenwissen notwendig war, um Merkmale
zu definieren, mit denen sich das Material sinn-
voll beschreiben ließ ("engineered features"), ler-
nen CNNs die Merkmale durch Fehlerrückfüh-
rung (Backpropagation) selbst.
Convolutional Neural Networks sind eine be-
sondere Klasse künstlicher neuronaler Netze, die
sich durch eine 2D-Anordnung der Neuronen, in-
nerhalb einer Schicht geteilte Gewichte und lo-
kale Konnektivität auszeichnen. Sie eignen sich
insbesondere für die Analyse von Bildmaterial.
Die Netze sind typischerweise auf einer großen
Anzahl von Fotos in Objektklassifikationsaufga-
ben trainiert worden, dabei bilden sich auf ver-
schiedenen Ebenen der CNNs Repräsentationen
aus, die denen im menschlichen visuellen Sys-
tem ähnlich sind. Neuronen auf niedrigen Ebe-
nen des Netzwerks haben oft eine Filterantwort,
die relativ einfache Merkmale kodiert, vergleich-
bar z.B. mit Kantendetektoren im frühen visuel-
len Kortex, während Neuronen auf höheren Ebe-
nen recht komplexe Merkmale kodieren können,
z.B. Texturen oder Teile von Gesichtern. Da diese
Merkmale relativ generisch sind, ist zu erwarten,
dass Transfer auf neuartiges Material gelingt. Es
sind heute einige derart vortrainierte Netzwerke
verfügbar, die sich mit relativ wenig Aufwand
an neues Material anpassen lassen. Der Vergleich
der Gewichte für verschiedene Materialtypen er-
laubt dann auch Rückschlüsse über deren Unter-
schiede.
Fragestellung
Generalisieren die auf Fotos vortrainierten
Netzwerke auch auf zeichnerisches Material? Wir
berichten von Experimenten, in denen wir das
Material des Graphic Narrative Corpus (GNC,
Dunst et al., 2017) mit CNNs beschreiben. Der
Graphic Narrative Corpus repräsentiert das erste
digitale Korpus von englischsprachigen Graphic
Novels mit derzeit 130 Titeln. Die ersten Kapi-
tel dieser Werke werden von menschlichen Ko-
dierern annotiert, dabei werden u.a. die Identi-
tät und der Ort zentraler Charaktere, Orte von
Panels, Sprechblasen und Textboxen (Captions)
und Onomatopeia sowie der Text selbst notiert.
Außerdem werden Blickbewegungen von Lesern
erhoben (Eye-Tracking), um Aufschluss über die
Aufmerksamkeitsverteilung auf Seite der Rezipi-
enten zu erhalten.
Die Beschreibung des GNC mit CNNs hat ver-
schiedene Ziele. Erstens erhoffen wir uns Auf-
schluss über stilistische Unterschiede zwischen
Werken und Genres, z.B. mittels Berechnung von
Distanzmaßen basierend auf den Modellparame-
tern. Allgemeiner könnte so der Weg zu einer vi-
suellen Stilometrie aufgezeigt werden, die auch
für inhaltliche Bereiche außerhalb der Graphic
Novels relevant ist, etwa im Sinne einer compu-
tationalen Kunstgeschichte (Saleh & Elgammal,
2015; Manovich, 2015). Zweitens ermöglicht die
Beschreibung mit Hilfe der Merkmale tiefer CNNs
durch sogenannte Region Proposal Networks (Gir-
shick et al., 2013) die Detektion von Objektklas-
sen. Beispielsweise könnten sich Sprechblasen
oder handelnde Charaktere lokalisieren lassen.
Wenn Klassen von Objekten automatisiert lokali-
siert werden können, erleichtert dies die Arbeit
der Annotatoren sehr. Die Ergebnisse können also
zurück in das Annotationswerkzeug fließen, um
eine Teilautomatisierung zu ermöglichen. Drit-
tens ist aus kognitionspsychologischer Perspek-
tive interessant, welche Merkmale die Aufmerk-
samkeit auf sich ziehen. Die Korrelation der
Netzwerkbeschreibung mit den Blickbewegungs-
daten ermöglicht eine Modellierung der Aufmerk-
samkeitssteuerung auf einem deutlich höheren
Auflösungsgrad als die subjektive Beschreibung.
Methode
Für die Modellierung des Materials nutzen wir
die Architektur VGG der Visual Geometry Group
in Oxford (Simonyan & Zisserman, 2014), insbe-
sondere VGG-16 und VGG-19. Diese Wahl ist mo-
tiviert durch die Einfachheit der Architektur, die
die Interpretation der Gewichte erleichtert. Das
zugrundeliegende Netzwerk lässt sich aber prin-
zipiell austauschen; andere Architekturen wie
ResNet (He et al., 2015) oder Inception (Szegedy et
al., 2015) sind denkbar und sollten ähnlich gute
Ergebnisse liefern. Für die Vorhersage der Auf-
merksamkeitsverteilung der Leser nutzen wir die
Architektur Deep Gaze II (Kümmer et al., 2016).
Deep Gaze II ist ein neuronales Netz, das auf
VGG-19 aufsetzt und die Antwort einiger dessen
Schichten nutzt, um "empirische Salienz" vorher-
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zusagen. Empirische Salienz ist operationalisiert
durch Messung von Mauspositionen beim Aufde-
cken eines verschwommenen Bildes bzw. Mes-
sung von Blickbewegungsdaten beim Betrachten
von Fotos natürlicher Szenen. Die Fotos sind an-
dere, als die für das Training von VGG-19 be-
nutzten. Man beachte, dass sowohl VGG-19 als
auch Deep Gaze II auf Fotos trainiert wurden,
also nie Graphic Novels gesehen haben. Da sie je-
doch Merkmale und Gewichte herausgebildet ha-
ben, die für die Interpretation (von Bildern) der
menschlichen Umwelt nützlich sind, kann man
vermuten, dass sie sich auch für die Analyse von
Zeichnungen eignen. Zwar sind Zeichnungen Abs-
traktionen, haben aber als solche einen Bezug zur
visuellen (Photo-)Realität.
Ergebnisse
Die Ergebnisse zeigen, dass sich mit Hilfe von
Neuronen auf höheren Ebenen der tiefen CNNs
recht gut bestimmte Klassen von Objekten loka-
lisieren lassen. Beispielsweise eignen sich einige
Kombinationen von Merkmalen zuverlässig als
Sprechblasendetektoren (Abb. 1). Dies ist insofern
bemerkenswert, als die Detektion von Sprechbla-
sen sich für klassische Ansätzen der maschinellen
Bildbverarbeitung als schwieriges Problem dar-
gestellt hat (Rigaud et al., 2013).
Abbildung 1. Sprechblasendetektion mithilfe von
Convolutional Features.
Auch für die Erkennung gezeichneter Gesich-
ter eignen sich CNNs, allerdings ist hier ein Trai-
ning auf Ansichten in verschiedenen Perspekti-
ven (Frontal, Profil) notwendig. Und schließlich
lässt sich die empirische Fixationsverteilung mit
Deep Gaze II insgesamt sehr überzeugend repro-
duzieren (Abb. 2). Die CNN-Features kodieren also
aufmerksamkeitsrelevante Merkmale.
Abbildung 2. Empirische Fixationsverteilung von
100 Lesern (Punkte) und DeepGaze II-Vorhersa-
gen (Konturlinien).
Insgesamt eigenen sich auf Fotos trainierte
CNNs schon ohne spezifisches weiteres Training
recht gut zur Beschreibung gezeichneten Materi-
als in Graphic Novels.
Diskussion
Die "objektive" Beschreibung eröffnet vielfältige
Anwendungen. Einerseits kann, wie oben skiz-
ziert, die Annotation visuellen Materials durch
Nutzung von vorgeschlagener Regionen deut-
lich erleichtert werden, etwa vergleichbar mit
dem bei verbalen Material durch Verwendung
von Optical Character Recognition (OCR) ermög-
lichten Übergang von kompletter Transkription
zum Korrekturlesen. Hier soll angemerkt werden,
dass vielversprechende CNN-basierte Ansätze zur
Textlokalisation (Sudholt & Fink, 2016) und OCR
existieren (Lee & Osindero, 2016). Andererseits
sind durch das Vorliegen visueller Merkmale
(Features) vielfältige stilometrische Anwendun-
gen denkbar. Zum Beispiel lassen sich auf-
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grund der Merkmale Ähnlichkeiten verschiede-
ner Zeichner und Künstler berechnen und durch
Gruppierung (Clustering) im Merkmalsraum auch
Stile definieren. Auch die weitergehende Explo-
ration der Repräsentation auf verschiendenen
Schichten des Netzwerks scheint eine vielverspre-
chende Aufgabe weiterer Forschung. Beispiels-
weise könnte der Vergleich der Antworten auf
fotographische versus zeichnerisch abstrahierte
Abbilder von Exemplaren einer Kategorie Hin-
weise auf das Wesen der Abstraktion geben, oder
es lassen sich visuelle Merkmale identifzieren, die
in besonderem Ausmaß die Aufmerksamkeitszu-
wendung im Leseprozess und bei der Rezeption
von Zeichnungen leiten.
Wir haben beispielhaft aufgezeigt, wie sich
Werkzeuge der mathematisch-computationalen
Modellierung eignen, um grafisches Material zu
analysieren und zu beschreiben. Die Hoffnung ist,
dass eine visuelle Stilometrie die Digitalen Geis-
teswissenschaften im Bereich visuellen Materials
in ähnlicher Art und Weise bereichert wie com-
puterlinguistische Ansätze im Bereich der Text-
analyse. Digitale Analysen liefern mächtige neue
Werkzeuge, die mittel- bis längerfristig auch eine
neue Theoriebildung fördern könnten.
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Einleitung
Zahlreiche geisteswissenschaftliche Projekte im
Kontext der Digital Humanities sind textlastig.
Ein Grund dafür ist das breite Spektrum an eta-
blierten Verfahren, das für solche Fragestellun-
gen zur Verfügung steht. Aus der Perspektive
der Kulturwissenschaften ergibt sich hier ein
desideratum; schließlich widmen sich diese der
(menschlichen) Kultur in ihrer ganzen Bandbreite
und decken kulturelle Äußerungen im weitesten
Sinne ab, die unterschiedlichste Medien, physi-
sche Artefakte und performative Handlungen mit
einschließen. Zwar ist es eingeschränkt möglich,
kulturelle Phänomene zu transkribieren, also in
textuelle Form zu bringen, was aber kaum au-
tomatisierbar ist und Informationsverluste birgt.
Native Ansätze, welche auf jeweils spezifische Ei-
genschaften des zu untersuchenden Phänomens
eingehen, erscheinen deshalb vielversprechend.
Neben Texten spielen Bilder in zahlreichen kul-
turellen Zusammenhängen eine tragende Rolle,
so auch im Internet: Bilder und Videos werden ko-
piert, bearbeitet, geteilt und damit zu sogenann-
ten Memen (Shifman 2013). Dabei entsteht eine
große Zahl an Bildern bzw. Videos, die sich auf-
grund ihrer schieren Masse einem traditionellen
Close Reading entzieht. Gleichzeitig liegen die Bil-
der und Videos digitalisiert vor und sind zum
Teil durch die verwendete Web-Plattform (z. B.
YouTube) mit Metadaten annotiert. Aus diesen
Gründen sind Bilder-Meme und virale Videos prä-
destiniert für den Einsatz quantitativer Verfah-
ren.
Die hier vorgestellte neue Methode setzt Dis-
tant Watching um und versucht, automatisiert
den Bildinhalt zu erfassen. Damit wird im Ver-
gleich zu bisherigen Ansätzen, die entweder nur
sehr generische Informationen wie Schnittkurven
(Howanitz 2015) oder Farben (Burghardt/Wolff
2016) herauslesen bzw. ganz auf manueller Anno-
tation beruhen (Dunst/Hartel 2016), eine wesent-
liche Verbesserung erreicht. Ein State-of-the-Art
Regional Convolutional Neural Network (RCNN)
wird auf konkrete vorselektierte Symbole in Vi-
deos trainiert, um diese in einem großen Video-
korpus automatisiert erkennen zu können. Damit
wird erstmals der Bildinhalt von Videos automa-
tisiert erfass- und quantitativ messbar. Je nach
(Co-)Präsenz oder Absenz von Symbolen können
Rückschlüsse auf den Inhalt des Videos gezogen
werden.
Diese Ausweitung des methodischen Reper-
toires auf Bilder bzw. Videos ermöglicht den Kul-
turwissenschaften quantitative Perspektiven auf
Malerei, Photographie und Film. Auch Objekte
oder performative Handlungen können über Bild-
bzw. Videodokumentationen einer quantitativen
kulturwissenschaftlichen Analyse zugeführt wer-
den. Diese quantitative methodische Innovation
muss allerdings durch eine qualitative ergänzt
werden. Die vorliegende Studie setzt sich zum
Ziel, diese Innovationen anzustoßen.
MultiPath Network
Unsere Studie beruht auf einer Weiterentwick-
lung eines Convolutional Neural Networks (CNN).
Ein konventionelles CNN, beispielsweise VGG19
(Russakovsky et al. 2015), ist in der Lage, ein
Eingabebild anhand eines vorher durchgeführten
Trainings in genau eine vordefinierte Klasse ein-
zuordnen. Für ideale Eingabebilder, etwa jene aus
MNIST- (Lecun et al. 1998) oder CIFAR100-Kor-
pus (Krizhevsky 2009), ist das ein praktisch gelös-
tes Problem. Enthält das Bild allerdings Instanzen
mehrerer Klassen, produziert ein konventionel-
les CNN keine verwertbaren Ergebnisse. CNNs
wurden deshalb zu Regional Convolutional Neu-
ral Networks (RCNN) weiterentwickelt, wie bei-
spielsweise zu MultiPath Network (Zagoruyko et
al. 2016).
RCNNs operieren zweistufig: Zuerst werden au-
tomatisch Regionen in einem Bild vorgeschlagen
und intern noch verfeinert. Anschließend wer-
den diese vorgeschlagenen Ausschnitte klassifi-
ziert. MultiPath ist standardmäßig durch die gene-
rischen Bilder des COCO-Korpus (Lin et al. 2014)
vortrainiert und erkennt alltägliche Dinge (Kat-
zen, Flugzeuge, Speisen, usw.). Wie kleine explo-
rative Experimente gezeigt haben, ist es notwen-
dig, auf dem allgemeinen Training aufbauend
eigene Trainingsläufe für jene visuellen Symbole
zu entwickeln und durchzuführen, die uns für
die konkrete kulturwissenschaftliche Fragestel-
lung interessieren. Dies bedeutet einen hohen
Aufwand an Rechenzeit und verlangt speziali-
sierte Hardware; dafür lassen sich RCNNs dann
aber auf jegliche Arten von Symbolen oder andere
visuell unterscheidbare Merkmale trainieren und
können zu deren Identifizierung eingesetzt wer-
den.
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Stepan Bandera
Zentrum der Untersuchung dieses Papers ist die
Rezeption des ukrainischen Nationalisten Stepan
Bandera, die in sich die Ambivalenz ukrainischer
Erinnerungskultur vereint und die im gegenwär-
tigen Ukrainekonflikt immer wieder polarisiert:
Für das prorussische Lager ist er ein Faschist
und Massenmörder, seine Anhänger werden als
Banderovcy mit Faschisten gleichgestellt. Für die
ukrainisch-nationalistische Seite ist Bandera ein
idealisierter Held, der kompromisslos für die na-
tionale Unabhängigkeit kämpfte. Neue Medien
werden intensiv genutzt, um die von der jeweili-
gen Seite präferierte Sicht auf Bandera durchzu-
setzen. Eine erste Untersuchung zeigte, dass sich
diese Instrumentalisierung durch alle größeren
digitalen Medien zieht und bereits vor 2014 im-
manent war (Fredheim et al. 2014). Unser Paper
baut auf dieser Vorarbeit auf; wir vergleichen das
Youtube-Korpus vor dem Kriegsausbruch in der
Ukraine mit einem heutigen Korpus, um aufzu-
zeigen, ob und wenn ja, wie der Ukrainekonflikt
die bereits vorhandene unterschiedliche Instru-
mentalisierung verändert hat. Als Korpus dienen
uns die jeweils 200 ersten YouTube-Suchresultate
für die Begriffe "Stepan Bandera" und "Степан
Бандера". Dass die YouTube-Suche keine objek-
tive Übersicht über den Datenbestand liefert, son-
dern die Ergebnisliste je nach Land, Browser und
anderen Details des Suchenden anpasst, sei ange-
merkt, kann an dieser Stelle allerdings nicht wei-
ter diskutiert werden.
Neben der propagandistischen Instrumentali-
sierung ist ebenso auf die Ebene der "post-me-
mory" (Hirsch 2012) zu verweisen. Marianne
Hirsch beschreibt mit diesem Konzept eine Aus-
einandersetzung mit einer traumatischen Ver-
gangenheit, die man selber nicht erlebt hat. Dabei
spielen visuelle Medien eine entscheidende Rolle,
weil sie, so Hirsch, emotional aufladbarer sind
als Texte. Wie diese emotionale Komponente im
Rahmen des Distant Watchings mitbedacht wer-
den kann, ist sowohl aus qualitativer als auch als
quantitativer Sicht zu klären.
Methode
Automatische Lokalisierung und Klassifizierung
erfordern eine genaue Definition der Objekte, die
gefunden werden sollen. Wir haben eine Reihe
von 12 typischen Symbolen festgelegt, die im Kon-
text der Auseinandersetzung über Bandera häufig
verwendet werden, darunter Symbole des russi-



















































Die Auswahl der Symbole erfolgte aus einem
Close Watching einer Reihe von Beispiel-Videos
zu Bandera heraus. Es handelt sich hierbei um
wiederkehrende Symbole, die klar dafür genutzt
wurden, um eine wertende Aussage im Bildpro-
gramm zu platzieren. Die Symbole werden ma-
nuell anhand von Bildern aus den Beispielvideos
sowie an Bildern aus dem Internet annotiert. Bis-
herige Tests zeigen, dass die Symbole auf min-
destens 80 Bildern annotiert werden müssen, um
robuste Ergebnisse erzielen zu können. Die au-
tomatische Klassifikation erlaubt es, das gesamte
Korpus nach den trainierten Symbolen durchsu-
chen zu lassen. Außerdem gibt es Auskunft, wie
viel Platz es in dem Video eingenommen hat und
wie lange es sichtbar war. Mithilfe dieser Daten
kann das Korpus statistisch analysiert und bei-
spielsweise festgestellt werden, in welchem sym-
bolischen Kontext Bandera gezeigt wird.
Das experimentelle Korpus umfasst 813 Bildern
mit insgesamt 1483 Annotationen. Das ergibt im
Mittel 123 annotierte Objekte pro Kategorie. Eine
Annotation besteht aus Punktkoordinaten, die
den Umriss des Objekts angeben und den zugehö-
rigen Name der Klasse. Einem Bild sind zwischen
1 und 13 Annotationen zugeordnet. Im Durch-
schnitt sind es 1,7; der Median beträgt 1. Um Over-
fitting zu vermeiden, wird das Korpus, wie üblich,
zufällig in Trainings- und Evaluationsdaten in ei-
nem Verhältnis 80/20 aufgeteilt.
Die Evalutationsmetrik der ersten Stufe wird mit
dem numerischen Maß Intersection over Union
(IoU) aus dem Intervall von 0 bis 1 angegeben. Je
mehr dieser Wert gegen 1 geht, desto mehr stimmt
die vorgeschlagene Region mit der vordefinierten
Region überein.
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Experimente mit den beiden Unterstufen der
ersten Stufe (Lokalisierung von Objekten und de-
ren Verfeinerung) zeigen einen durchschnittli-
chen IoU von 0,68 (Median 0,76). Für Symbole, die
in deutlich über 80 mal in Bildern annotiert wer-
den konnten ist der IoU mit 0,74 (Median 0,76)
nochmals höher.
Auf den hier gezeigten Beispielbildern sind au-
tomatisch erkannte Regionen trainierter Sym-
bole farblich hervorgehoben. Auf dem ersten Bild
wurde die ukrainische Flagge sowie das Konterfei
Banderas erkannt, auf dem zweiten Bild Hammer
und Sichel, auf dem dritten Bild das Gesicht Adolf
Hitlers. Aber nicht nur Vorhandensein und Nicht-
vorhandensein der Symbole ist feststellbar, auch
Position und Größe können extrahiert werden.
Unsere Programme sollen es ermöglichen, Vi-
deos direkt aus dem Stream heraus in MultiPath
zur Verarbeitung laden zu lassen, weil eine Spei-
cherung der Videos auf der Festplatte augenblick-
lich nicht möglich ist, da dies gegen die AGB von
YouTube verstoßen würde. Unsere Abwandlung
von MultiPath Network erzeugt aus den Informa-
tionen des Videostreams eine Beschreibungsdatei
im JSON-Format mit Informationen, welche Sym-
bole in welchen Frames erkannt wurde und wie
viel Fläche es eingenommen hatte.
Dies ermöglicht eine statistische Auswertung
welche Symbole zusammen mit anderen gezeigt
werden. und welche nicht. Für jedes Frame wird
berechnet, wie viel Platz ein Symbol im Frame
einnimmt. Diese Werte können dann für das ge-
samte Video ausgewertet werden, wie exempla-
risch unten in zwei Bildern gezeigt wird. Sol-
che statistischen Auswertungen ermöglichen die
automatische Kontextualisierung der Bandera-Vi-
deos. Je nach Symbolen, die gleichzeitig, oder im
Umfeld mit, Bandera gezeigt werden, lassen sich
Aussagen treffen, ob das Video pro-russisch oder
pro-ukrainisch einzuordnen ist.
Auch lässt sich auf diese Weise untersuchen, ob
mit der Zeit bestimmte Symbole (zum Beispiel fa-
schistische) in den Videos zu- oder abnahmen.
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Zusammenfassung, Ausblick,
Kritische Reflexion
Die Methode steht und fällt mit der Zusammen-
stellung der zu trainierenden Symbole. Werden
wichtige Symbole beim Training außen vor gelas-
sen, hat dies große Auswirkungen auf die inter-
pretatorische Aussagefähigkeit. Ähnlich wie bei
Texten ergeben sich auch bei visuellen Medien
erst durch die Kombination von Close und Distant
Watching Synergie-Effekte (Hayles 2010).
Unser Experiment konnte zeigen, dass der An-
satz, YouTube-Videos mit MultiPath "aus der
Ferne" zu betrachten, funktioniert. Derzeit wird
das Training von MultiPath optimiert, um best-
mögliche Resultate zu generieren. Nächster
Schritt ist dann die komplette Auswertung des
Korpus und eine Überprüfung der Resultate
durch ein Close Watching ausgewählter Videos.
Die Ergebnisse dieser Verfeinerung werden mit in
den Vortrag einfließen.
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Die Digitalisierung hat weltweit nicht nur posi-
tive Effekte hervorgebracht, sondern auch viel-
fach kritisierte Probleme verursacht – man denke
nur an die monopolistische Marktmacht in-
transparenter Firmen der digitalen Information
(Google, Facebook), die neuen Formen der Über-
wachung (Snowden vs. NSA) oder die Popula-
risierung politischer Öffentlichkeiten und deren
Beitrag zu unerwarteten Entwicklungen (Präsi-
dent Trump, Brexit, AfD). Während zwar einer-
seits die digitalen Medien und Kommunikations-
verhältnisse den Alltag der meisten europäischen
Bürgerinnen und Bürger bestimmen, hat sich an-
dererseits noch keine digitale Kultur etabliert, in
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der die Bürger auf breiter Ebene kritisch und be-
wusst mit der Macht von Algorithmen oder den
Inhalten Allgemeiner Geschäftsbedingungen um-
gingen.
In einer solchen Periode eines umfassenden ge-
sellschaftlichen Medienwandels ist es die Aufgabe
einer Digitalen Kulturwissenschaft, die sich ne-
ben allgemeinen kulturellen Gegenständen auch
mit digitalen Öffentlichkeiten, Medien und Me-
thoden kulturtheoretisch und -analytisch beschäf-
tigt, sowohl innerhalb der Geisteswissenschaften
als auch in die Gesellschaft hinein den Stand
der digitalen Kultur kritisch zu reflektieren. Dazu
gehört die Frage des Ausgleichs zwischen dem
Schutz und der Öffnung persönlicher und insti-
tutioneller Daten, die Frage nach klarer Zuwei-
sung von Identitäten oder der Möglichkeit der an-
onymisierten Mediennutzung, nach Formen der
kollaborativen digitalen Arbeit und ihrer Regu-
lierung oder nach den Online-Marktverhältnissen
und der (Nicht-)Offenlegung von Algorithmen, die
öffentliche Massenmedien regulieren – sowie de-
ren Auswirkungen auf unterschiedliche Kultu-
ren. Mit solchen Themen beschäftigen sich inten-
siv die Medien- und Medienkulturwissenschaften
(vgl. Engemann 2003, Lovink 2008, Reichert 2013,
Schäfer 2011), aber auch Künstler und Publizisten
(Lanier 2014, Morozov 2013) sowie Politiker und
politisch Bewegte (Albrecht 2014, Wagner 2017).
Für den Bereich der Kulturwissenschaft ist eine
grundsätzlichere theoretische Begriffsarbeit not-
wendig, bevor eine Digitale Kulturwissenschaft,
die sich explizit als (digital)kulturkritisch ver-
steht, grundiert werden kann. Um solche – in
einem internationalen, interdisziplinären und
komparatistischen Kontext zu verortende und
von mir hiermit eingeführte – Critical Digital Cul-
tural Studies zu begründen, muss zunächst ein
angemessener Begriff der Kritik bestimmt wer-
den. Dieser lässt sich in einem dreifachen Verfah-
ren konturieren: Zunächst kann ein kulturwissen-
schaftlicher Begriff der Kritik in einer kritischen
Lektüre der Auseinandersetzungen von Theodor
W. Adorno, Max Horkheimer und Michel Foucault
mit den Begriffen der Kritik und der Aufklärung
ermöglichen, einen kulturtheoretisch fundierten
Begriff einer Kritik der digitalen Vernunft zu ent-
wickeln.
Max Horkheimer hat 1937 mit seiner Unter-
scheidung von traditioneller und kritischer Theo-
rie „die mathematische Naturwissenschaft, die
als ewiger Logos erscheint,“ einer geisteswissen-
schaftlich-begrifflich ausgerichteten „kritische[n]
Theorie der bestehenden Gesellschaft“ (Horkhei-
mer 1995: 215) gegenübergestellt. Als Folge des
Nationalsozialismus und des Holocaust denken
Horkheimer und Theodor W. Adorno in ihrer
Dialektik der Aufklärung über die Konsequenzen
aus diesem Zivilisationsbruch nach: Fortan müsse
das Denken von der „Selbstzerstörung der Auf-
klärung“ ausgehen, zugleich sei allerdings – so
die dialektische Figur – „die Freiheit in der Ge-
sellschaft vom aufklärenden Denken unabtrenn-
bar“ (Horkheimer/Adorno 2000: 3). Eine starke
Skepsis gegen die Massenmedien und die techni-
sche Entwicklung prägen diesen Ansatz, der die
Selbstzerstörung der Aufklärung durch mehr (in-
dividuelle) Aufklärung überwinden will.
Es mag überraschen, dass Michel Foucault in
seiner Arbeit über einen diskursanalytisch fun-
dierten Begriff der Kritik explizit an diese Ver-
nunftkritik der Kritischen Theorie anschließt, wo-
bei die Technikkritik weniger in seinem Fokus
steht. Foucault stellt den Begriff der Kritik jenem
der Regierung, der „Regierbarmachung der Ge-
sellschaft“ (Foucault 1992: 17), entgegen: Kritik
als „die Kunst nicht dermaßen regiert zu wer-
den.“ (Ebd.: 12) Innerhalb dieses Verständnisses
der Kritik stehen die Begriffe des Wissens und
der Macht zentral: Wissen bezeichnet bei Fou-
cault „alle Erkenntnisverfahren und -wirkungen
[...], die in einem bestimmten Moment und in ei-
nem bestimmten Gebiet akzeptabel sind“; Macht
wiederum jene Mechanismen, „die in der Lage
scheinen, Verhalten oder Diskurse zu induzie-
ren“ (ebd.: 32). Foucault plädiert somit für die
kritische Analyse jener gesellschaftlichen Vernet-
zungen, die der Wissensproduktion und zugleich
der Legitimation dieses Wissens – und somit der
Machtausübung – dienen (vgl. ebd.: 37). Mit Fou-
cault ließe sich ein kulturtheoretisch und diskurs-
analytisch fundierter Begriff der Kritik formulie-
ren, der gerade nicht – wie noch bei Adorno und
Horkheimer – technik- und massenfeindlich ist,
sondern vielmehr auch bei der Analyse digita-
ler Massenmedien genutzt werden und zugleich
kritisch gegen die Wissensproduktion der tradi-
tionellen und der Digitalen Kulturwissenschaft
selbst gewendet werden kann (vgl. auch Foucault
1995, Foucault 2003).
Ein solchermaßen konturierter kritischer Be-
griff des Wissens kann zusätzlich bereichert wer-
den durch bisherige Arbeiten aus verwandten
Schulen und Teildisziplinen. Dazu zählen unter
anderem die Critical Code Studies, die ihre Ana-
lysen stärker auf Code und Software selbst kon-
zentrieren, die Critical Digital Studies (vgl. Kro-
ker/Kroker 2013) und die Critical Cultural Studies.
Dies würde zugleich ermöglichen, Gegenstände,
Felder und Methoden der Critical Digital Cultu-
ral Studies zu differenzieren, wobei hier insbe-
sondere eine klare Bestimmung der Objekte der
Kritik, eine klare Differenzierung der Kriterien
der Kritik sowie eine selbstreflexive Kritik der
Kritik (vgl. auch Ullmaier 2017: 71) unabdingbar
erscheinen. Eine solche kritische Form der Geis-
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teswissenschaft, die auf digitales Wissen und digi-
tale Methoden fokussiert und zugleich auf kultur-
theoretisches Wissen zurückgreifen kann, wird
nicht nur eine kritische Funktion in der Gesell-
schaft einnehmen können, sondern auch inner-
halb der Kulturwissenschaften bestehende Kon-
zepte, Theorien und Methoden problematisieren
können – und zugleich auch in die Digital Huma-
nities selbst wirken.
Die Produktivität einer solchen Engführung von
kulturwissenschaftlichen Begriffen der Aufklä-
rung und der kritischen Geisteswissenschaft mit
Theoremen, Methoden und Themen der Digital
Humanities kann schließlich an einem repräsen-
tativen Beispiel vorgeführt werden. Der Biologe
Richard Dawkins führte 1976 den ‚Mem’-Begriff
ein, um analog zur Genetik auch die soziokul-
turelle Evolution begrifflich fassen zu können
(vgl. Dawkins 1976). Dieses Konzept hat sich in-
zwischen auch in den Medien- und Kommuni-
kationswissenschaften sowie teilweise auch in
den Kulturwissenschaften durchgesetzt, insbe-
sondere um virale Internetphänomene konzep-
tionell beschreiben zu können (vgl. u.a. Shifman
2014). Die breite Kritik an der Memtheorie, die
unterkomplex sei und viele kultur- und sozialwis-
senschaftliche Erkenntnisse missachte, kann hier
in einer direkten Konfrontation mit der machtkri-
tischen Diskursanalyse Michel Foucaults geleistet
werden, die ein wesentlich komplexeres Modell
sozialer Entwicklung und Kommunikation zur
Verfügung stellt, das über den Diskursbegriff die
Produktion, Legitimation und Distribution von
Wissen unter den jeweiligen Machtverhältnissen
zu beschreiben versucht (Foucault 1995, Foucault
2003). Damit trägt der Vortrag zu einer selbstrefle-
xiven Diskussion einer Erkenntniskategorie der
Digital Humanities bei, indem er zwar nicht selbst
digitale Methoden oder Daten einsetzt, diese je-
doch kulturtheoretisch reflektiert – und somit für
eine kulturtheoretische Auseinandersetzung mit
ihren Erkenntniskategorien auch innerhalb der
Digital Humanities plädiert, die perspektivisch
ihre gesellschaftliche Relevanz befördern kann.
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Cäsar Flaischlens „Graphische Litteratur-Tafel“
von 1890 stellt den Versuch dar, die Entwick-
lung der Deutschen Literatur mit ihren Einflüssen
aus anderen Nationalliteraturen graphisch in der
Form eines Flusses darzustellen. Gegenstand des
Vortrags ist die digitale Edition und Bereitstellung
des Vorwortes und der Karte sowie der entwi-
ckelte Workflow: Für die Edition wurde das gra-
phische Karteninventar kodiert. Mithilfe compu-
tergestützter Bildanalyse können nicht-textuelle
Informationen der Visualisierung erfasst und ei-
ner quantitativen Analyse zugeführt werden.
Visualisierung von Literatur-
geschichte
In den letzten Jahren lässt sich ein Trend in-
nerhalb der Literaturwissenschaft – u.a. der Li-
teraturgeschichtsschreibung – ausmachen, Fra-
gestellungen auf der Grundlage von großen
Datenkorpora zu beantworten. Charakteristisch
für diese Art von Literaturwissenschaft ist ein Me-
thodenimport aus Natur- und Sozialwissenschaf-
ten, der sich nicht zuletzt in den Darstellungsfor-
men deutlich zeigt.
Auch wenn sich diese Zugänge gegenwärtig gro-
ßer Beliebtheit erfreuen, sind Darstellungsweisen
wie jene in Morettis einflussreichem Buch „Kur-
ven, Karten, Stammbäume: Abstrakte Modelle
für die Literaturgeschichte“ (Moretti 2007) kei-
neswegs ein Phänomen der Gegenwart, denn Li-
teraturgeschichtsschreibung bedient sich bereits
seit der Antike Bildmedien und anderer – nicht
rein textueller – Präsentationsformen. Darstellun-
gen von AutorInnen, wie etwa jene auf Raffaels
berühmtem Parnassfresko in den Vatikanischen
Museen lassen sich aus heutiger Perspektive wie
Diagramme lesen. Information zu Relevanz sowie
Verbindungen einzelner AutorInnen sind hier im
Bildmedium kodiert. (vgl. Hölter/Schmitz-Emans
2013, Hölter 2005)
Das Parnassfresko ist nur eine Art, wie sich
Kanonbildung, Rezeption und die Zugehörigkeit
zu einer AutorInnengruppe darstellen lassen.
Häufig gewählte Darstellungsformen sind (Stam-
m-)Baum (Lima 2014) und Fluss. Die Literatur-
wissenschaft greift damit Formen auf, die erst
mit Fortschritten in der Buchproduktion durch
die Entwicklung der Lithographie möglich gewor-
den sind und zunächst in der Geschichtsschrei-




Wie produktiv sich diese tradierten Denkbilder
auf die Konzeptualisierung von (Literatur-)Kar-
ten auswirken können, zeigt die „Graphische Lit-
teratur-Tafel” (1890) des deutschen Autors Cäsar
Flaischlen (1864–1920). Flaischlens großforma-
tige Karte (58x86,5 cm) visualisiert den – wie es
im Untertitel heißt – „Einfluss fremder Litera-
turen” auf die deutsche Literatur und bedient
dafür die Denkfigur geschichtlicher Prozesse als
Fluss, bestehend aus einer Summe von Einflüs-
sen. Er knüpft damit an eine Darstellungstradition
von Weltgeschichte an, wie sie durch die Graphik
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„Strom der Zeiten“ (1804) des österreichischen
Historiographen Friedrich Strass maßgeblich ge-
prägt wurde (vgl. Rosenberg und Grafton, 2010).
In Cäsar Flaischlens Œuvre nimmt die aufwen-
dig gestaltete Litteratur-Tafel eine Sonderstellung
ein: Die für ihre Zeit ungewöhnliche literaturwis-
senschaftliche Arbeit erschien beinahe zeitgleich
mit seiner Promotion 1899 und sollte Flaischlens
einzige Publikation zur Literaturgeschichte blei-
ben. Flaischlen verließ die akademische Welt und
war als Mitherausgeber und Redakteur von Lite-
ratur- und Kunstzeitschriften tätig. Heute ist der
Autor hauptsächlich für seine Mundartgedichte
und Erzählungen bekannt.
Auf der Karte wird die deutschsprachige Lite-
ratur von ihren Anfängen bis in Flaischlens Ge-
genwart dargestellt. Was in der Grafik zunächst
als zwei sich schlängelnde Bäche der „Volks- und
Kunstpoesie“ um 750 beginnt, entwickelt sich im
Laufe der Jahrhunderte zu einem breiten Strom,
in welchen über den gesamten (Zeit-)Verlauf Zu-
flüsse aus anderen (hauptsächlich) europäischen
Nationalliteraturen einmünden. In der Legende
der Karte führt Flaischlen folgende Einflüsse auf:
Altes- und Neues Testament, Englisch, Franzö-
sisch, Nordisch, Orientalisch, Klassisches Alter-
tum, Spätlateinisch, Niederländisch, Italienisch,
Spanisch, Schwedisch/Dänisch/Norwegisch, Rus-
sisch.
Als Vertreter positivistischer Denkrichtung un-
ternimmt Cäsar Flaischlen also den Versuch, die
Darstellung der Zeit als Fluss mit den exakten Wis-
senschaften zu verbinden. Die Tatsache, dass er
keine Quellen für die Zusammenstellung seiner
Tafel nennt, spricht dafür, dass er den gängigen
Kanon abbildet. Im 8-spaltigen Vorwort zur Ta-
fel spielt Flaischlen zwar den Zusammenhang von
quantitativem Befund und Visualisierung herun-
ter – so gibt er etwa zu bedenken, dass die Breite
des Flusses „nicht mathematisch berechnet” sei,
die Platzierung der Autoren folgt jedoch einem ge-
wissen Prinzip: Die Autoren habe er am „Höhe-
punkt“ ihres Schaffens eingezeichnet.
Der Informationsgehalt der „Litteraturtafel“ ist
sehr hoch: Auswahl, Platzierung und Größe der
beeinflussenden und beeinflussten Autoren er-
möglichen die Rekonstruktion von Flaischlens Da-
tengrundlage und lassen Rückschlüsse auf die
hierfür verwendeten Quellen zu.
So sind etwa in der Tafel Namen von Autoren,
kanonischen Texten, literarischen Gruppierun-
gen und literarischen Schulen enthalten. Ferner
nutzt Cäsar Flaischlen typographische Gestal-
tungsmöglichkeiten wie Schriftart, Schriftgröße,
Farbwahl und Unterstreichung), Symbole (Kreise
in verschiedenen Größen, römische und latei-
nische Ziffern) und die farbliche Schraffur der
(Zu-)Flüsse. Am unteren Rand der Karte ist zwar
eine Legende angebracht, diese weist jedoch le-
diglich die Bedeutung der Schraffur aus (z.B. blau
für Einflüsse aus der Englischen Literatur, rot
für Einflüsse aus der Französischen Literatur,
etc.). Weitere Angaben, insbesondere Erläuterun-
gen zu verwendeten Schriftarten und -größen feh-
len jedoch.
Technische Umsetzung
Das vorgestellte Projekt „Cäsar Flaischlens Gra-
phische Litteratur-Tafel digital“ unternimmt den
Versuch eines ‚reverse engineering‘ und er-
schließt dieses Dokument früher Visualisierung
literaturgeschichtlicher Daten mit Methoden der
Digital Humanities.
Dazu wurden die Koordinaten von angeführ-
ten Personen, Texten, literarischen Strömungen
und Schulen unter Verwendung des GIMP Ima-
geMap-Editors ermittelt und entsprechend den in
den TEI P5 Guidelines (TEI Consortium 2017) defi-
nierten Transkriptionskonventionen („Advanced
Uses of surface and zone“) erfasst, um die spa-
tiale Dimension (Kodierung von Information über
räumliche Anordnung) ebenfalls zugänglich ma-
chen zu können. Die Personen- und Werkreferen-
zen wurden mit den entsprechenden Normdaten
(GND, VIAF, wikidata) verknüpft. Das kartogra-
phische Inventar der Karte wurde unter Rückgriff
auf CSS innerhalb von @style erfasst. Dies ermög-
licht nun, neben den textuellen Informationen zu-
sätzlich die typographische Gestaltung des Textes
auszuwerten.
Die TEI-Daten werden über ein github-reposi-
tory bereitgestellt und als Webseite aufbereitet.
Das Interface fügt die drei separaten Abschnitte
von Flaischlens Karte zusammen. In einer Print-
Ausgabe wäre der zusammengefügte Fluss bei-
nahe drei Meter lang und somit nur schwer les-
bar. Die Web-Version erlaubt über das Scroll-In-
terface jedoch einen komfortablen Zugang. Die
kodierten Informationen sind über Register er-





Durch eine Analyse des kartographischen In-
ventars lässt sich das Zeichensystem rekonstruie-
ren, das zudem gängigen kartographischen Kon-
ventionen folgt. Beeinflusste und beeinflussende
Autoren werden durch Unterstreichung unter-
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schieden. Die Farbe der Unterstreichung ent-
spricht der farblichen Kennzeichnung der Zu-
flüsse und ordnet somit die Autoren einer der
beeinflussenden Nationalliteraturen zu. Durch
die Verwendung unterschiedlicher Schriftgrößen
wird die „Relevanz“ eines Autors bzw. Textes
für die deutsche Literatur zum Ausdruck ge-
bracht. Besonders wichtige deutsche Autoren sind
in Konturschrift ausgeführt, vergleichbar der Be-
schriftung von Städten in Abhängigkeit von ihrer
Einwohnerzahl (vgl. Kohlstock 2004: 100). EIne
Analyse der Typografie erlaubt es somit, Flaisch-
lens „Verständnis“ der deutschen Literatur zu re-
konstruieren.
Um die farblich kodierten Informationen der
Karte ebenfalls berücksichtigen zu können,
wurde ein Zugang über Verfahren aus dem Be-
reich computergestützter Bildanalyse gewählt.
Mittels der Open Source Computer Vision Library
(openCV) wurden die Pixel nach Farbbereichen
klassifiziert und quantitativ ausgewertet, um die
„Einflüsse“ zu messen und ihre Veränderungen
im Laufe der Zeit visualisieren zu können. Abbil-
dung 1 zeigt jene Pixel, der Kategorie „rot“ und so-
mit dem französischen Einfluss zugeordnet wur-
den.
Abbildung 1: Original und klassifizierte Pixel
Für Abbildung 2 wurde wurden die Pixel nach
Jahren gruppiert und als Liniendiagramm visua-
lisiert. Deutlich erkennbar sind Spitzen um 1620,
1665, 1715 und 1800, die sich verschiedenen Epo-
chen der französischen Literaturgeschichte zu-
ordnen lassen: Dem Französischen Klassizismus
und der Aufklärung. Der Peak in den 1860er Jah-
ren ist mit dem französischen Naturalismus ver-
bunden.
Abbildung 2: Französischer Einfluss auf Basis
der Pixelklassifikation
Ausblick
Das Projekt erschließt nicht nur einen inspirie-
renden Vorläufer gegenwärtiger Versuche von Vi-
sualisierung literaturgeschichtlicher Daten mit-
hilfe von ‘Graphen, Karten und Stammbäumen’,
sondern erprobt auch auf einer methodologi-
schen Ebene Möglichkeiten und Workflows zur
Erschließung und Kodierung älterer graphischer
Darstellungen von (Literatur-)geschichte. Dar-
über hinaus liefert es Impulse für die Arbeit mit
der TEI für das Encoding von Bildmaterial, indem
die Eignung von primär zur Kodierung von Manu-
skripten eingesetzten Tags für Grafiken und Dia-
gramme überprüft werden.
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Forschungsdaten im Bereich der Digital Huma-
nities sind bekanntlich häufig urheberrechtlich
bzw. durch das sui-generis-Recht für Datenban-
ken geschützt. Dementsprechend ist eine Erhe-
bung und Verwendung der Daten nur rechtlich
zulässig, wenn der Rechteinhaber seine Zustim-
mung erteilt hat oder eine gesetzlich vorgesehene
Schrankenregelung eingreift. Die Einholung der
notwendigen Lizenzen ist allerdings häufig sehr
aufwendig und nicht zuletzt kostspielig; um den
mit der Nutzung der Daten verbundenen Auf-
wand zu verringern, führte der Gesetzgeber nun
Schrankenregelungen für die Wissenschaft ein.
Auf EU-Ebene eröffnete die Urheberrechtsricht-
linie (RL 2001/29/EG) den Mitgliedstaaten die Mög-
lichkeit, Ausnahmeregelungen zu schaffen, um
die Vervielfältigung von Werken und ihre öffent-
liche Zugänglichmachung für nicht-kommerzielle
Zwecke zu ermöglichen. Einzige Voraussetzung
dafür war die Angabe der jeweiligen Quelle. Eine
ähnliche Ausnahmeregelung für Forschungszwe-
cke ist in Art. 9 b der Richtlinie 96/9/EG über den
rechtlichen Schutz von Datenbanken vorgesehen;
allerdings erlaubt diese lediglich die Entnahme
(und nicht die Weiterverwendung) von Daten aus
einer der Öffentlichkeit - in welcher Weise auch
immer - zur Verfügung gestellten Datenbank.
Damit diese Regelungen in den Mitgliedstaaten
verbindliche Geltung erlangen können, müssen
die Richtlinien von den nationalen Gesetzgebern
in nationales Recht umgesetzt werden. Dabei ha-
ben sie allerdings einen weiten Spielraum: Die
Richtlinie ist lediglich hinsichtlich ihres Ziels ver-
bindlich. Die Mitgliedstaaten können also selbst
entscheiden, ob und inwieweit sie die genannten
Ausnahmeregelungen in ihren nationalen Rechts-
ordnungen aufnehmen (denn diese können, müs-
sen aber nicht eingeführt werden). Um die Inter-
essen von Wissenschaftlern auf der einen Seite
und Rechteinhabern (d.h. insbesondere den Ver-
lagen) auf der anderen Seite auszugleichen, ent-
scheiden sich die nationalen Gesetzgeber häufig
für die Einführung enger Schrankenregelungen.
So ist beispielsweise in Deutschland gem. § 52a
UrhG lediglich die Nutzung von veröffentlich-
ten “kleinen Teilen” eines Werkes (also - richter-
rechtlich festgelegt - bis zu 25 % eines Wer-
kes bis max. 100 Seiten) bzw. Werken “geringen
Umfangs” (also Werke mit weniger als 25 Sei-
ten, einzelne Bilder und Musikstücke) für nicht-
kommerzielle Zwecke zur Forschung erlaubt. Da-
mit verbunden ist allerdings zwingend ein Ver-
gütungsanspruch des jeweiligen Rechteinhabers,
der nur durch eine Verwertungsgesellschaft gel-
tend gemacht werden kann; die dazu notwendi-
gen Verhandlungen zwischen den Universitäten
und der VG Wort dauerten viele Jahre und muss-
ten schließlich durch einen Richter geklärt wer-
den. Erst 2006 konnte ein Rahmenvertrag unter-
zeichnet werden, der den Preis vergleichsweise
tief festsetzte: 0,008 EUR pro Seite pro Nutzer. In
der Praxis ergab sich aber bald das Problem, dass
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die Ausnahmeregelung (und der damit verbun-
dene Vergütungsanspruch) durch eine vertragli-
che Regelung umgangen wurden - Denn wurde
der Inhalt aufgrund eines Vertrags (z.B. einer Li-
zenz) zugänglich gemacht, so konnte eine Rege-
lung des Vertrags dem Nutzer einfach verbieten,
das Werk in der gem. § 52a UrhG gestatteten
Weise zu nutzen. Dies hatte zur Folge, dass den
Wissenschaftlern alle Vorteile der Schrankenre-
gelung wieder verloren gingen.
Im Jahr 2017 entschied sich der deutsche Gesetz-
geber zu handeln: Das Bundesministerium der
Justiz und für Verbraucherschutz erarbeitete ei-
nen Entwurf für das sog. Urheberrechts-Wissens-
gesellschafts-Gesetz, das letztlich - nach einem
bemerkenswert kurzen Gesetzgebungsprozess -
vom Bundestag verabschiedet wurde. Ab März
2018 wird der alte § 52a UrhG (und weitere Nor-
men, die urheberrechtliche Nutzung von Werken
in der Forschung, Archiven und Bibliotheken zum
Gegenstand hatten) durch die neuen §§ 60a-60h
UrhG ergänzt. Dies gilt zunächst für einen Zeit-
raum von 5 Jahren. Danach muss der Gesetzgeber
entscheiden, ob er die Gültigkeit explizit verlän-
gert oder durch andere Regelungen ersetzt (was
nicht völlig unwahrscheinlich ist, wenn eine neue
EU-Richtlinie für den digitalen Binnenmarkt er-
lassen wird).
Von besonderem Interesse für die Digital Huma-
nities sind dabei § 60c und § 60d UrhG.
§ 60c UrhG erlaubt nun ausdrücklich die Ver-
vielfältigung, die Verbreitung und die öffentliche
Zugänglichmachung von bis zu 15 % eines Wer-
kes zum Zwecke der nicht-kommerziellen wis-
senschaftlichen Forschung (also nicht wie die
bisherige Rechtsprechung 25 %). Die Regelung be-
inhaltet also keine Seitenanzahl mehr, wodurch
sie dem digitalen Zeitalter angepasst wird. Für die
eigene wissenschaftliche Forschung (also ohne
Veröffentlichung) dürfen sogar bis zu 75 Prozent
eines Werkes vervielfältigt werden.
Unabhängig von diesen Regelungen dürfen Ab-
bildungen, einzelne Beiträge aus Zeitungen oder
Zeitschriften, sonstige Werke geringen Umfangs
und vergriffene Werke vollständig genutzt wer-
den.
§ 60d UrhG erlaubt das Data Mining für nicht-
kommerzielle Forschungszwecke (die Beschrän-
kung “nicht kommerziell” stammt dabei aus der
zugrundeliegenden Richtlinie und darf daher
vom nationalen Gesetzgeber nicht übergangen
werden - sonst liegt ein Verstoß gegen EU-Recht
vor!): Ursprungsmaterial darf also auch auto-
matisiert und systematisch vervielfältigt werden,
um daraus insbesondere durch Normalisierung,
Strukturierung und Kategorisierung ein auszu-
wertendes Korpus zu erstellen und dieses einem
bestimmt abgegrenzten Kreis von Personen (ver-
mutlich den Mitgliedern des eigenen Forschungs-
team) für die gemeinsame wissenschaftliche For-
schung zur Verfügung zu stellen. Nach Abschluss
des Forschungsprojekts ist das gesamte Korpus zu
löschen oder einem Archiv oder eine Bibliothek
zur dauerhaften Aufbewahrung zu übermitteln.
Diese Ausnahmeregelung betrifft nicht nur urhe-
berrechtlich geschützte Werke, sondern erfasst
auch Werke, die durch das sui-generis-Recht für
Datenbanken geschützt sind: Obwohl die Richtli-
nie 96/9/EG keine Schrankenregelung für die Wei-
terverwendung zu Forschungszwecken vorsieht,
fand der nationale Gesetzgeber einen geschickten
Weg, diese Einschränkung zu umgehen.
Anzumerken ist, dass die neuen Schrankenre-
gelungen nicht mehr durch vertragliche Regelun-
gen umgangen werden können, d.h. auf Verein-
barungen, die erlaubte Nutzungen nach den §§
60a bis 60f UrhG zum Nachteil der Nutzungsbe-
rechtigten beschränken oder untersagen, kann
sich der Rechteinhaber nicht berufen (vgl. § 60g
UrhG). Allerdings sind die Nutzungen zu vergü-
ten; dieser Anspruch kann erneut nur durch die
Verwertungsgesellschaften geltend gemacht wer-
den. Auch die angemessene Höhe dieser Vergü-
tung wird wahrscheinlich Gegenstand langer Ver-
handlungen werden, die Preisfestsetzung wird
jedenfalls eine abschreckende Wirkung haben.
Beispielsweise setzte eine Vereinbarung zwischen
den Bibliotheken und den Verwertungsgesell-
schaften im Jahr 2006 die Vergütung für die Di-
gitalisierung und öffentliche Zugänglichmachung
von Büchern fest auf 120 % des Nettopreises des
Buches.
Die neuen Schrankenregelungen sind jedenfalls
ein entscheidender Schritt in die richtige Rich-
tung. Es ist wichtig, die DH-Gemeinschaft über
diese aktuellen Entwicklungen zu informieren.
Um allerdings das volle Potenzial des Data Mi-
ning in der EU zur Entfaltung zu bringen, ist der
EU-Gesetzgeber gefragt. Tatsächlich gab es Ende
2016 einen Vorschlag für eine neue Richtlinie für
den digitalen Binnenmarkt, die eine verbindliche
Schrankenregelung für das Data Mining öffentli-
cher Forschungseinrichtungen (wie z.B: Universi-
täten) vorsieht, auch zu kommerziellen Zwecken.
Derselbe Richtlinienvorschlag enthält auch einige
vernünftige Einschränkungen für den Zugang zu
Material - insbesondere verpflichtet er die Lizenz-
nehmer zur regelmäßigen Information des Li-
zenzgebers über die Nutzung ihrer Werke. Aller-
dings muss auch er zunächst vom EU-Gesetzgeber
vollständig ausgearbeitet und verabschiedet und
anschließend von den Mitgliedsstaaten umgesetzt
werden. Zum jetzigen Zeitpunkt ist eine Vorher-
sage darüber, wie die finale Version der Richtlinie
aussehen wird, absolut nicht möglich. Allerdings
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sollte die DH-Community unbedingt zeitnah dies-
bezüglich mit Informationen versorgt werden.
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In terms of longevity and collation of textual
data in the humanities, digital data, notwithstan-
ding its potential, still falls short the qualities of
the traditionally printed book.
To streamline the diverse and idiosyncratic Di-
gital Editions of the time and to establish a cross-
and re-usable, durable digital archive of textual
cultural artifacts, in 1988 the Text Encoding Initia-
tive (TEI) was established with the goal to present
a commonly shared standard for the transcription
of literary, scientific and other forms of text.
As data model, the extensible markup language
XML was chosen to assure longevity and exchan-
geability of the data. However, it turns out that
XML, and with it, the data model of the hierarchi-
cally ordered tree are questionable choices for
the recording of complex texts – as they are com-
monly found in the humanities – by potentially
rendering the data ambiguous on semantic level.
The abstract idea behind the commonly shared
tag set for the description of textual data is re-
flected in the TEI abstract model (TEI Consortium
2016b) which uses XML as a serialisation format –
but to which it is not bound:
The rules and recommendations made in these
Guidelines are expressed in terms of what is
currently the most widely-used markup lan-
guage for digital resources of all kinds: the Ex-
tensible Markup Language (XML) […]. Howe-
ver, the TEI encoding scheme itself does not
depend on this language […], and may in future
years be re-expressed in other ways as the field
of markup develops and matures.
In the following, fundamental limitations of the
tree data model are highlighted in spotlight fa-
shion and contrasted with a graph based model
for the sustainable recording and long-term archi-
ving of complex textual data.
Limitations of the tree model
Paradoxically, Digital Editions as well as digi-
tal archives, tools, platforms and data repositories
are not as interoperable in practice as one would
theoretically expect from standardised sources.
To be able to cross- or re-use data or tools bet-
ween projects, in practice, serious refactoring and
rededication is necessary – e.g. existing web plat-
forms cannot readily be re-used by another pro-
ject, notwithstanding the fact that the data re-
positories are fully validating, validating TEI-P5
sources. How is this possible?
As will be shown, this paradoxical situation of
factually unattainable interoperability of editions
and tools are a direct consequence of the choice
of data model.
The decision towards XML and the tree data mo-
del is based on the OHCO assumption of text as
an Ordered Hierarchy of Content Objects (DeRose
et al. (1990); revised in Renear, Mylonas, and Du-
rand (1993)). Contrasting the original goals (TEI
Consortium 2016c) of interoperable long-term ar-
chivable data repositories with the status quo, this
decision towards XML as the serialisation format
needs to be critically questioned – particularly
since the TEI Guidelines themselves very early on
make clear that the assumption of data model be-
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hind XML is an improper simplification (TEI Con-
sortium 2016a):
Surprisingly perhaps, this grossly simplified
view of what text is […] turns out to be very
effective for a large number of purposes. It is
not, however, adequate for the full complexity
of real textual structures, for which more com-
plex mechanisms need to be employed.
Already two most basic constellations can lead
to a necessary departure from the tree paradigm
which could be described as ‘Complex XML’.
These situations are commonly resolved by
using workarounds (TEI Consortium 2016d). Alt-
hough syntactically permissible on the level of
XML markup, these workarounds establish struc-
tures beyond the data model of the tree and can
lead to misrepresentation of the data on seman-
tic, modelling level, seriously harming effective
re-use and long-term archiving.
•   Data as well as tools inevitably become idio-
syncratic, i.e. they irrevocably need to be
handled on individual, project-specific basis;
projects increasingly develop ‘private dialects’
and couple philologists and data scientists for
actually accessing the data; data and tools are
inaccessible to cross- and re-use between pro-
jects; finally, the possibility of a common digi-
tal archive is lost beyond recall.
•   Complex textual structures demand additio-
nal annotation to help and guide downstream
tooling to not misrepresent the data. The tran-
scription – in spite of valid, conforming data
w.r.t. to the XML Schema – cannot automati-
cally, i.e. without human intervention, be un-
ambiguously resolved into its textual variants.
•   The necessary supplementary annotation to
one-unambiguously describe and model the
source sets in motion a vicious circle of ex-
ponentially growing complexity in the data.
Project-specific, idiosyncratic tools become
necessary and must match this complexity.
Moreover, such repositories typically suffer
from overtagging (Hanrahan 2015), or, in the
worst case need to be abandoned entirely
(Schmidt et al. 2006).
•   Any further annotation or commentary only
ever increases the complexity: any further an-
notation must match the existing complexity
of the amended tree structure to accordingly
be integrated; data and tools suffer from a
‘Heisenberg-Effect’ in that any further, more
precise description of the source makes the
data only ever more imprecise.
Complex XML
In contrast to a simple edition, i.e. one of linear
text without any further annotation, the need for
‘Complex XML’, on most fundamental, level arises
through:
1.  the edition of a non-linear text
2.  the edition of a linear text, open for annota-
tion
In essence, anything that is beyond linear text
free of annotation cannot adequately be represen-
ted by a mono-hierarchical tree model and will
need “more complex mechanisms” (TEI Consor-
tium 2016a).
Complex XML through non-linear text
Non-linear text results from editorial operations
such as insertions, deletions, substitutions. For in-
stance, recording the genealogical writing process
of two undecided variants within the same sen-
tence, yields four different, non-linear potential
readings.
These four different readings derived from me-
chanical re-combination potentially are not inten-
ded and to be reduced to specific readings only.
Constraining these combinatorial permutations
cannot be done in general ways within the mono-
hierarchical tree data model. The tree model ex-
poses a general limitation – even without the pre-
valence of overlapping structures.
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While interconnecting nodes across the tree’s
boundaries by (ab-)using attributes is syntac-
tically possible it nevertheless makes the data
idiosyncratic on semantic level, i.e. project-speci-
fic rules are introduced and must individually be
followed when working with the data.
These interconnections to constrain the combi-
natorics to specific readings cannot formally be
made part of the tree structure itself. To build a
tree, any node in the tree must have exactly one
parent. A different data model and data structure
is necessary to model more than one parent for
one node, namely the data model of the graph.
Complex XML through meta-data
Complex XML can also result from linear text,
open for annotation. The following schematic ex-
ample shows a linear text with overlapping anno-
tation:
Corresponding serialisation using XML and the
segmentation method (TEI Consortium 2016d):
The necessary interconnection and recombina-
tion of fragmented nodes cannot be modelled wi-
thin the tree structure in general ways:
Another representation shows how one node in
the tree is made the child of two parents:
The relationship between
graphs and trees
Trees and graphs are closely related: An ordered
tree is a special form of graph with the properties
of a) it is a directed graph without cycles, b) has
one designated root node and c) any node has ex-
actly one parent node.
As was shown in the previous basic examples,
there is strictly no possibility to interconnect
nodes of the tree across branches of the tree. By
trying to associate two parents to one node, the
tree paradigm is effectively abandoned, and re-
sults in a permanent need for case-specific hand-
ling to resolve potential ambiguities in the data.
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Conclusion
Digital Editions wanting to model more than just
simple structures can – notwithstanding the syn-
tactical possibilities of XML – not be represented
in interoperable ways within the paradigm of the
tree data model, making longevity and uniformly
re-usable digital archives impossible.
Alternative, graph-theoretic attempts to solve
this problem have been suggested and could im-
plement the TEI abstract model through an ade-
quate data structure (Huitfeldt 1994; Barnard et
al. 1995; Sperberg-McQueen and Huitfeldt 2000;
Huitfeldt and Sperberg-McQueen 2001; Durusau
and O'Donnell 2002; Tennison and Piez 2002; Dip-
per 2005; Dekhtyar and Iacob 2005; Banski and
Przepiórkowski 2009; Di Iorio, Peroni, and Vitali
2010; Di Iorio, Peroni, and Vitali 2011; Schmidt
and Colomb 2009; Schmidt 2014; Götze and Dipper
2006; Peroni, Vitali, and Di Iorio 2009; Witt 2007;
Kuczera 2016).
Yet, the question of an adequate serialisation
and exchange format to any such data structure
remains open. To be able to give guarantees of
long term storage and archiving, any such seriali-
sation format must be able to one-unambiguously
represent the source as well as data structure. Ide-
ally, any such serialisation format should be both
machine readable as well as human intelligible
and independent of existing computer hardware
and software.
Previous graph-based approaches for the recor-
ding of complex textual data either did not catch
on or have been abandoned for reasons of com-
plexity in implementation or usage.
Because of the choice of data model, current
repositories are idiosyncratic and tools and data
must be handled on individual basis. In order to
be able to build general digital archives fully in-
teroperable data repositories are necessary. In-
teroperability is closely connected to the choice
of data model. The TEI abstract model should be
implemented as a graph structure, however, the
graph structure is in need of a suitable exchange
and serialisation format.
The commonly shared property between for-
mer graph-based approaches is the use of embed-
ded markup. It is conjectured that future rese-
arch on suitable serialisation formats for graph-
based approaches should re-evaluate standoff ba-
sed markup for the durable recording of Digital
Editions.
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Stiftung Preußischer Kulturbesitz, Deutschland
Einleitung
Das Versprechen hinter Digitalisierungsprojek-
ten in sammelnden Institutionen ist oft die Er-
weiterung des Zugangs zum kulturellen Erbe, sei
es für die Forschung oder im Sinne der Vermitt-
lung. Bei kritischer Betrachtung fast aller Benut-
zerschnittstellen für Sammlungen scheint es aber
an Ansätzen zu fehlen, reichhaltige Informati-
onsräume einladend bereitzustellen. Diese Dis-
krepanz zwischen Digitalisierung von Sammlun-
gen und ihrer digitalen Verfügbarmachung lässt
sich dadurch begründen, dass Kultureinrichtun-
gen selten über die nötige Kapazität verfügen, ei-
genständig Benutzerschnittstellen zu konzipieren
und umzusetzen. Die Zielstellung des dreijähri-
gen Forschungsprojektes Visualisierung kulturel-
ler Sammlungen (VIKUS) an der Fachhochschule
Potsdam 1 war die Erforschung graphischer Be-
nutzerschnittstellen zur explorativen Sichtung
von Kulturobjekten. Im Projekt wurden in Koope-
ration mit Kultur- und Technologiepartnern Er-
kenntnisse zur visuellen Exploration digitalisier-
ter Sammlungen gewonnen (Glinka et al. 2017a),
die Entwicklung nachhaltiger Technologielösun-
gen behandelt (Glinka et al. 2017b) und in experi-
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mentellen Settings kritisch-generative Methoden
erprobt. Zu letzterem zählt die Übertragung der
Forschungsfragen in den Kontext eines interdis-
ziplinären Lehrformats, welches wir in unserem
Beitrag diskutieren. Wir gehen insbesondere auf
den produktiven Zusammenhang zwischen Kri-
tik und Konzeption von Informationsvisualisie-
rungen ein und zeigen auf, welche Potenziale ein
bewusster Bruch mit disziplinären Konventionen
und Sehgewohnheiten mit sich bringt.
Hintergrund und Herange-
hensweise
Mit der Digitalisierung von Sammlungen erhält
eine breite Öffentlichkeit Zugriff auf zahlreiche
Kulturobjekte, welche zuvor hauptsächlich für
Wissenschaftler*innen zugänglich waren. Dieser
Zugriff basiert häufig auf digitalisierten Muse-
umskatalogen oder Archivsystemen, welche ur-
sprünglich als Bestandsnachweis und der Ortung
physischer Originale und nicht als eigenständige
„Repräsentation“ der Sammlungsobjekte dienten.
Das Forschungs- und Lehrprojekt VIKUS stellte
sich der Frage, wie die digitale Repräsentation
als eine für sich stehende Perspektive auf Samm-
lungen zu begreifen sein könnte und welche In-
terfacekonzepte diese unterstützen würden. Hier
eröffnet sich die Gelegenheit, die Stärken des Digi-
talen bei der Bereitstellung kultureller Sammlun-
gen zu berücksichtigen. So kann zum Beispiel die
vergleichsweise statische Anordnung in Ausstel-
lungen in digitalen Benutzeroberfllächen mittels
dynamischer Arrangements durchbrochen wer-
den. Obwohl die Auswahl und Anordnung von
Objekten bei der Gestaltung von Ausstellungs-
räumen große Aufmerksamkeit erfährt, werden
diese Überlegungen im digitalen Kontext häufig
noch vernachlässigt. Vor kultureller Intention ste-
hen zumeist technische Konventionen, die dem
vielschichtigen Gehalt der Sammlung kaum ent-
sprechen.
Der Ansatz dieses Projekts liegt in der Ver-
knüpfung technologischer Möglichkeiten mit kul-
turwissenschaftlichen Überlegungen, um kri-
tisch-generative Methoden zur Visualisierung zu
entwickeln, welche alternative Perspektiven auf
Kultursammlungen eröffnen. Dabei sind solche
Visualisierungen ebenso als Kulturartefakte zu
betrachten, die es in ihrer Funktion nicht nur zu
konstruieren, sondern ebenso zu kritisieren gilt,
wobei der »performative Charakter der Interpre-
tation« (Drucker 2013) insbesondere bei Huma-
nities Interfaces relevant wird. Entlang der für das
Projekt zentralen disziplinären Perspektiven—In-
terface Design, Information Retrieval und Digi-
tal Humanities—haben sich drei Fragestellungen
herausgebildet:
1.) Wie können Visualisierungen der kulturellen
Signifikanz einer Sammlung gerecht werden? Bis-
lang orientieren sich digitale Zugänge zu Kultur-
sammlungen eher an technischen Gegebenheiten
von Datenbanklösungen als an der kulturellen Be-
deutung der Objekte. So werden diese herkömm-
licherweise in einer tabellarischen Auflistung in
Anlehnung an einen Leuchttisch gezeigt. Statt sol-
che Standardlösungen auf alle Arten von Samm-
lungen anzuwenden, untersuchen wir, inwiefern
die spezifischen Eigenschaften einer Sammlung
reflektiert werden können.
2.) Wie kann offenes Stöbern in komplexen In-
formationsräumen angeregt werden? Herkömmli-
che Sammlungsinterfaces sind auf gezielte Suche
mit expliziter Anfrageformulierung ausgerichtet,
was eine von Neugier getriebene Exploration er-
schwert. Als Gegenentwurf zu solch „geizigen”
Zugängen sind „freigebige” Oberflächen vonnö-
ten (Whitelaw 2015), die durch visuelle Arrange-
ments der Sammlungsobjekte entlang ihrer Fa-
cetten die Benutzer*innen zum Stöbern einladen.
Diesem Anspruch folgend entwickelt das VIKUS-
Projekt Szenarien für die offene Exploration digi-
taler Sammlungen weiter.
3.) Wie können digitale Methoden die Analyse vi-
sueller Sammlungen unterstützen? Als Ergänzung
zur Forschung an textbasierten Quellen in den
Digital Humanities widmen wir uns reichhalti-
gen Sammlungen, in denen bildliche Aspekte ei-
nen wichtigen Stellenwert einnehmen und er-
proben die Übertragung des Konzepts „Distant
Reading“ (Moretti 2005) auf andere geisteswis-
senschaftliche Disziplinen. Über das interessierte
Stöbern hinaus kann Visualisierung auch für Ex-
pert*innen die Sichtung von Kulturobjekten und
deren Analyse entlang verschiedener Fragestel-
lungen unterstützen (Yamaoka et al. 2011).
Interdisziplinäre Projektkurse
Um diesen Fragestellungen nachzugehen,
wurde im Laufe des Forschungsprojekts die Her-
angehensweise der iterativen Gestaltung verfolgt.
Dazu zählen der Einsatz von Co-Creation, stu-
fenweise Ideenentwicklung im interdisziplinä-
ren Austausch und das Durchführen von Nut-
zerstudien (Glinka  et  al.  2017a). Insbesondere
durch die Einbindung von Studierenden und
Projektpartnern im Rahmen von Workshops
(Chen et al. 2014) und Projektkursen hat sich das
Spektrum an Erkenntnissen signifikant erweitert.
Im Folgenden gehen wir auf das Kursformat ein
und umreißen die Ergebnisse.
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Methodik
Die Zielstellung des interdisziplinären Projekt-
kurses, welcher seit 2014 bereits vier mal statt-
fand, folgt der umrissenen Herangehensweise
des Forschungsprojektes. In interdisziplinären
Teams erforschen fortgeschrittene Studierende
aus Design, Kulturarbeit, Europäischer Medien-
wissenschaft und Informationswissenschaften in-
novative Darstellungsformen zur explorativen
Sichtung von Sammlungen. Kursteilnehmer*in-
nen verfügen über Grundlagen und Erfahrun-
gen in mindestens einem der Kernthemen des
Kurses—Informationsvisualisierung und Kultur-
sammlungen—und haben Interesse an dem je-
weilig anderen. Der Kurs verfolgt die Ideen des
fächerübergreifenden »Forschenden Lernens«,
indem aktuelle Forschungsfragen das Kursthema
motivieren und Interdisziplinarität neue Er-
kenntnisse verspricht.
Die Studierenden nähern sich dem Kursthema
aus ihrem jeweiligen disziplinären Hintergrund,
entwickeln selbständig Fragestellungen und brin-
gen ihre fachliche Perspektive ein. Die Kurspro-
jekte werden in Teams von 2-4 Studierenden
bearbeitet, welche jeweils aus verschiedenen Stu-
diengängen kommen müssen. Es findet anfangs
eine kritische Auseinandersetzung mit existieren-
den Sammlungszugängen statt. Nach drei Vorle-
sungsterminen, in denen die zentralen Konzepte
und Forschungsfragen des Kurses vorgestellt wer-
den, stellen alle Studierende Webseiten ihrer
Lieblingsmuseen vor und untersuchen diese in
Hinblick auf funktionale und ästhetische Gestal-
tungselemente. Durch die Analyse von existie-
renden Sammlungsinterfaces wird ein kritisches
Bewusstsein geschult, welches den Studieren-
den bei ihrer eigenen Projektentwicklung zu
Gute kommt. Um der Forschungsfrage nach ad-
äquaten, ansprechenden und aktuellen Reprä-
sentation digitaler Sammlungen an konkreten
Beispielen nachzugehen, stehen dem Kurs als
Datengrundlage eine Auswahl an digitalisierten
Beständen zur Verfügung, welche die Koopera-
tionspartner zur Verfügung stellen. Zu den Da-
tensätzen zählten bislang u.a. Sammlungen der
Stiftung Preußische Schlösser und Gärten (SPSG),
der Berlin-Brandenburgischen Akademie der Wis-
senschaften (BBAW), des Syrian Heritage Archi-
ves, des Deutschen Forums für Kunstgeschichte Pa-
ris (DFK) und des Münzkabinetts der SMB (siehe
https://uclab.fh-potsdam.de/vikus/). Über die freie
Verfügbarmachung der Daten hinaus beteiligen
sich Mitarbeiter*innen der jeweiligen Partnerin-
stitutionen an Workshops, Austauschtreffen und
Präsentationen und unterstützen die studenti-
schen Projektteams mit regelmäßigem Feedback,
zusätzlichem Material und wissenschaftlicher Be-
ratung. Jedes Forschungsprojekt umfasst die klas-
sischen Forschungsphasen: von der Entwicklung
einer Forschungsfrage zur Literaturrecherche,
Entwicklung einer Methodik bis zur Diskussion
und Präsentation der Ergebnisse.
Im größeren Rahmen der Forschungsthematik
„Visualisierung kultureller Sammlungen“ erfolgt
die Konkretisierung der Themen, Fragestellun-
gen und Methoden durch die Teilnehmer*innen
in Absprache mit dem Dozenten. Anstelle von
frontaler Wissensvermittlung wird versucht, ei-
nen konstruktiven und kritischen Möglichkeits-
raum für Forschung und Studium aufzuspan-
nen. Dafür werden auch Professor*innen aus den
Fachbereichen als Gastkritiker*innen in den Kurs
eingeladen, um Feedback bei Zwischen- und End-
präsentationen zu geben. Wichtiges Element des
selbstorganisierten Lehrformats sind von Studie-
renden vorbereitete Methodeninputs, welche be-
zugnehmend auf die konkreten Anforderungen
der Projekte relevante Techniken und Theorien
vorstellen. Die vorgestellten Methoden in den ver-
gangenen Kursen reichten von praktischen Werk-
zeugen zur Entwicklung von Interfaceprototypen
bis zu theoretischen Konzepten zu Fotografie, Ku-
ratierung und Interfacekritik.
Ergebnisse
Die Kursergebnisse reichen von Visualisierungs-
konzepten über Studien zur Wireframe-Analyse
von Sammlungswebseiten (Kreiseler et al. 2017)
bis hin zu funktionstüchtigen Webprototypen.
Eines der hervorzuhebenden Kursergebnisse ist
ein Konzept zu einem Datenbestand der BBAW,
welches mit seiner reduzierten Gestaltung und
seiner Fokussierung auf Zeitgenossenschaft be-
wusst mit klassischen Archiv-Interfaces bricht
(siehe Abb. 1). Anstatt die einzelnen Lebensdaten
der Personen als Liste darzustellen, wird ein zeit-
lich geordneter Überblick geboten, der die Bezie-
hungen zwischen Personen der »Berliner Klassik«
in den Vordergrund rückt.
Abb. 1: Biographische Textdaten der Berli-
ner Klassik,BBAW (Sebastian Schuth, Tatjana
Tšernõhh, Andreas Waleczek, Alexander Zöller).
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Ein Projekt zur ostasiatischen Porzellansamm-
lung der SPSG hatte zum Ziel, sowohl die Ex-
ploration der Bestände aus wissenschaftlichem
Interesse zu unterstützen als auch kontextuali-
sierende Narrative über die Entstehung der Ob-
jekte und der Sammlung anzubieten (siehe Abb.
2). Statt ausschließlich Informationen zu den Ob-
jekten in Form von Bild- und Metadaten zugrunde
zu legen, haben die Studierenden gemeinsam mit
den Kuratorinnen der Sammlung illustrierende
Inhalte textuell und visuell erarbeitet, wodurch
sie eine Vermittlungsebene in die wissenschaft-
lich erschlossenen Sammlungsdaten integrierten.
Abb. 2: Narrative und explorative Visualisie-
rung einer Porzellansammlung der SPSG (Jana
Klausberger, Mark-Jan Bludau, Swann Nowak,
Constantin Eichstaedt).
Eine interaktive Visualisierung des Münzkabi-
netts zeigt, wie das Loslösen von Darstellungskon-
ventionen dazu beitragen kann, auf spielerische
Art Erkenntnisse aus einem für Laien eher schwer
zugänglichen Bestand zu gewinnen (siehe Abb.
3). Sowohl im physischen Ausstellungskontext
als auch im Datenbankinterface werden Mün-
zen zumeist in rigiden Tableaus dargestellt. Die
Projektgruppe näherte sich dem numismatischen
Bestand über ihren alltäglichen Blick auf das
Material, nämlich über physische Haufen unter-
schiedlicher Münzen, in denen das Einzelstück
zunächst untergeht. Die daraus resultierende Vi-
sualisierungsumgebung erlaubt es, aus haptisch
anmutenden Arrangements über verschiedene
Darstellungsmodi die Sammlung als Ganzes nach
verschiedenen Merkmalen zu filtern und zu sor-
tieren. Es können Zusammenhänge zwischen Prä-
gungsort, Material, zeitlichen Verläufen und an-
deren Facetten in verschiedenen organischen
Layouts untersucht werden.
Abb. 3: Visualisierung der numismatischen
Sammlung des Berliner Münzkabinetts 2 (Fla-
vio Gortana, Daniela Guhlmann, Franziska von
Tenspolde).
Diskussion
Disziplinäre Konventionen und die „digi-
tale Vernunft“ in Sammlungsinstitutionen legen
bei Digitalisierungs- und Erschließungsprojekten
häufig den Fokus auf die strukturierte und mög-
lichst vollständige wissenschaftliche Erfassung
von Metadaten und die Entwicklung von Daten-
bankstrukturen, welche meist für interne Pro-
zesse optimiert wird. Obwohl dieses Vorgehen im
Sinne einer infrastrukturellen Entwicklung von
digitalen Forschungsumgebungen zu Recht weite
Verbreitung findet, werden auf diesem Wege kri-
tische und gestalterische Ansätze nicht begüns-
tigt. In den ersten Beschäftigungen mit den in den
Kurs eingebrachten Datensätzen wird angeregt,
dass sich die Studierenden einerseits „sensibel“
mit den Spezifika der Sammlungen auseinander-
setzen und sich in einen engen Austausch mit den
Wissenschaftler*innen der datengebenden Insti-
tutionen begeben, gleichzeitig aber im Sinne eines
kritisch-generativen Annäherns auch neue und
möglicherweise „ungewöhnliche“ Sichten auf die
Sammlungen in Betracht ziehen. In den einfüh-
renden Sitzungen finden daher ebenso Impuls-
vorträge zur musealen Praxis des Ausstellens,
zur Infragestellung disziplinärer Deutungshoheit
und zur Diskrepanz zwischen Materialität von
Sammlungen und deren Distanz schaffenden Prä-
sentationsformen in Vitrinen, Schaukästen oder
gesicherten Displays statt. Nach teilweiser Skep-
sis vonseiten der Institutionen am Anfang der
Zusammenarbeit mit den Projektgruppen führt
diese kritisch-generative Annäherung jedoch im-
mer dazu, dass auch die Expert*innen neue Bli-
cke auf „ihre“ Sammlungen gewinnen können. Ei-
nige der Projekte werden, auch auf Wunsch der
Sammlungsinstitutionen, über das Ende des Kur-
ses hinweg weiterentwickelt und zeugen somit
davon, dass alternative Entwürfe zur gängigen
Darstellungspraxis und das Hinterfragen des Sta-
tus Quo für alle Seiten ein Zugewinn bieten kann:
für die Expert*innen in den Sammlungsinstitutio-
nen, den mit den Sammlungen arbeitenden Wis-
senschafter*innen, der breiteren Öffentlichkeit,
welche über interaktive und anregende Visuali-
sierungen Zugang zu den Sammlungen erhält und
für die Studierenden, die selbständig neuartige
Zugänge zu spannenden Beständen entwickeln
und erforschen.
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Mein Beitrag greift einen Diskurs auf, der mei-
nes Wissens selbst in der Wissenschaftsgeschichte
der Kybernetik noch keine Beachtung gefunden
hat und erst recht für die ‚Vorgeschichte‘ der
digital humanities im deutschsprachigen Raum
noch nicht ausgewertet worden ist: die philoso-
phische Kritik der Kybernetik in der Bundesrepu-
blik der 60er Jahre. Ich beschränke mich dabei ex-
emplarisch auf die Analyse dreier Aufsätze, die in
der Zeitschrift für philosophische Forschung zwi-
schen den Jahren 1965 und 1970 veröffentlicht
worden sind. Die Reihe eröffnete der Gründer und
Herausgeber der Zeitschrift Georgi Schischkoff
(Schischkoff 1965). Der zweite Text wurde vom
in Karlsruhe lehrenden österreichischen Philoso-
phen Simon Moser verfasst (Moser 1967). Sein Tü-
binger Kollege Walter Gölz äußerte sich abschlie-
ßend (Gölz 1970). Mein Beitrag soll zur Genealogie
heutiger Kritik digitaler Geisteswissenschaft bei-
tragen.
In der Kybernetik wurden Regelungstheorie, In-
formationstheorie und Theorie der Nachrichten-
verarbeitung zusammengeführt (Steinbuch 1963:
317). Sie sollte als „zukünftige Universalwissen-
schaft“ (Steinbuch 1963: 340) den „Weg zu ei-
ner neuen Einheit der Wissenschaften“ (Stein-
buch 1963: 319) bahnen, indem sie Modelle und
Erklärungsansätze der Technik auf die Erklärung
von Lebewesen, insbesondere des Menschen, und
Gesellschaften überträgt (Kline 2015: 11-12). Je-
denfalls zielte sie auf den Abbau von Barrieren
zwischen Disziplinen und Verbesserung des Aus-
tauschs zwischen ihnen beitragen (KLine 2015:
63). Der institutionelle Erfolg der Kybernetik trug
jedoch zur Verwischung ihres Profils bei. Zugleich
wuchs der Zweifel, ob ihre Versprechungen über-
haupt einlösbar erschienen (Kline 2015: 179-181,
Aumann 2015: 25).
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Ähnlich wie die digitalen Geisteswissenschaften
nutzte die Kybernetik also formalwissenschaft-
liche Werkzeuge zur Behandlung von Fragen,
die auf den ersten Blick einer solchen Behand-
lung nicht zugänglich sind (Steinbuch 1963, 317).
Hierzu zählten Analysen der Wahrnehmung äs-
thetischer Information (Steinbuch, 1963, 280) ge-
nauso wie der Plan einer formalen, aber qualitati-
ven Informationstheorie (Steinbuch 1963, 315). Zu
verweisen ist auch auf die Affinität zwischen Ky-
bernetik und der Entwicklung strukturalistischer
Linguistik, etwa bei Jakobson (Kline 2015, 41).
„Das Eindringen der Kybernetik in die Geistes-
wissenschaft ist ein Markstein in der Geschichte
der Wissenschaften.“ (Steinbuch 1963, 339) In den
USA wurden Thesen der Kybernetik auch in der
analytischen Philosophie und Wissenschaftstheo-
rie rezipiert, nicht immer positiv (Kline 2015:
98-99).
Die Kybernetik-Kritik bundesdeutscher Philoso-
phen fällt jedoch um einiges grundsätzlicher aus.
Zunächst ist auf methodischer Ebene auf die Zu-
schreibung von ‚Kompetenz-Asymmetrie‘ hinzu-
weisen. Der Philosoph darf sich zur Kybernetik
äußern, ohne über einschlägiges Fachwissen zu
verfügen, denn dieses ist „hauptsächlich von tech-
nologischer Natur, und ihre Ausgangspunkte [sc.
der Kybernetik] sowie speziell die anthropologi-
schen Überlegungen und Analogien lassen sich im
Rahmen allgemeiner philosophisch-methodologi-
scher Interpretationen behandeln.“ (Schischkoff
1965: 251) Umgekehrt ist dem Kybernetiker die
Beteiligung am philosophischen Diskurs zu ver-
wehren, „weil ja die dürftigen philosophischen
Voraussetzungen der Kybernetiker für eine In-
terpretation auf breiter Basis naturgemäß nicht
ausreichen“ (Schischkoff 1965: 251). Ergänzend
hinzu tritt die Argumentationsfigur der ‚Schuld
durch Assoziierung‘. Durch Reduktion kyberneti-
scher Thesen auf bekannte und im Diskurskon-
text als widerlegt geltende Positionen wird deren
Haltlosigkeit offengelegt. So gilt der in der Ky-
bernetik angeblich vorausgesetzte Physikalismus
als „ein Beispiel höchster Steigerung des positi-
vistischen Radikalismus“ (Schischkoff 1963: 252).
254-256). Der Materialismus ist falsch: die Psy-
chologie setze Bewusstsein notwendig voraus und
könne auf Introspektion nicht verzichten (Moser
1967, 65). Der Begriff des Wissens sei ebenfalls
auf Bewusstsein verwiesen und deswegen kyber-
netischer Analyse prinzipiell unzugänglich (Gölz
1970, 256).
Auf der Sachebene kreisen die Argumente der
Kybernetik-Kritik, sofern sie hier einschlägig sind,
in der Hauptsache um drei Themen: den Begriff
der Information, das Sprachverstehen und die
Rolle der Formalwissenschaften Logik und Ma-
thematik. Shannons Informationstheorie verzich-
tet, darin auch innerhalb der Kybernetik nicht un-
umstritten, auf jede Einbeziehung der Bedeutung
sprachlicher Ausdrücke (Kline 2015: 15). Dem-
gegenüber beharrt die Kybernetik-Kritik auf der
Subjektgebundenheit des Begriffs: „Information
über etwas gibt es nur von einem bewußten We-
sen an ein anderes.“ (Moser 1965: 66) Sie ist „ob-
jektivierter Geist“, der immer nur „in bezug auf
den Menschen Sinn und Bedeutung hat“ (Gölz
1970, 257). Entsprechend erfordern „geistig fun-
dierte Texte“ – im Gegensatz zu bloßen inhaltli-
chen Mitteilungen – die Erfassung durch einen
lebendigen Adressaten (Schischkoff 1965, 259). Ei-
gentliches Lehren bedürfe der „lebendigen Spra-
che des Lehrers“,die „einen eigenen bildenden
Wert hat“ (Schischkoff 1965, 267). Die Überschät-
zung der formalen Wissenschaften führe schließ-
lich zu einem übersteigerten Rationalismus: die
Kybernetik übersehe, dass sich die „innere geis-
tig unerschöpfliche Sphäre des eigentlichen men-
schlichen Seins“ nicht in „rational erfaßbare[n]
Strukturen“ abbilden lasse (Schischkoff 1965:
262). Die Mathematisierung der Kybernetik er-
zeuge „die Gefahr einer formallogischen und for-
mal mathematischen Verdünnung des System-
und Modellbegriffes gegenüber den materialkon-
kreten Bedürfnissen der Physik, Physiologie und
Technik“ (Moser 1967: 67). Oder nach Gölz: „Die
Fähigkeit der Maschinen, solche – im weitesten
Sinne! – mechanischen Denkprozesse zu bewälti-
gen, bestätigt aber nicht den ‚Geist‘ der Maschi-
nen, sondern den mechanischen Charakter gewis-
ser formaler Denkprozesse.“ (Gölz 1970: 259)
Ein solcher ‚seelenloser Materialismus‘ ist nicht
nur abstrakt und theoretisch, sondern auch prak-
tisch und politisch gefährlich. Der kybernetische
Materialismus stehe im Bunde mit dem „östli-
chen“,also historischen oder dialektischen, Ma-
terialismus (Schischkoff 1965: 256). Besondere
Aufmerksamkeit erhielt hier die wissenschafts-
politische Dimension. Die Entwicklung der Ky-
bernetik wäre ohne politische Förderung und
Patronage nicht möglich gewesen (Kline 2015:
99). Häufig diente der Begriff ‚Kybernetik‘ als
Schlagwort, „um Entscheidungsträgern modernes
und zukunftszugewandtes Denken zu demons-
trieren.“ (Aumann 2015: 32). Dies blieb auch ih-
ren philosophischen Kritikern nicht verborgen.
Ein großes Risiko bildet hierbei nach Schisch-
koff die technische Anwendbarkeit der Kyber-
netik: „Datenverarbeitungsanlagen, die auch als
‚Elektronengehirne‘ bezeichnet werden, lernende
Automaten und Rechenmaschinen sind dafür
weitbekannte Beispiele.“ (Schischkoff 1965: 250)
Philosophen hingegen dürften wohl kaum über
Patente verfügen (Schischkoff 1965: 250). Es folge
vermutlich die „rasche Errichtung von Lehrstel-
len für Kybernetik, für die sich die finanziel-
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len Mittel viel leichter finden, als etwa für die
Errichtung neuer geisteswissenschaftlicher und
philosophischer Lehrstühle.“ (Schischkoff 1965:
250) Dies gefährde die „bisherige Vordergrund-
stellung der klassischen Disziplinen des Geistes
zumindest hinsichtlich deren praktischer Förde-
rung“ (Schischkoff 1965: 250). Kybernetik schicke
sich an, „an Stelle der Geisteswissenschaften und
Philosophie treten zu können“.Dies werde zum
„Aussterben der geistigen Elite“ führen (Schisch-
koff 1965: 266). Einzig die Philosophie erscheint
einstweilen vor dem Zugriff eines solchen Impe-
rialismus gefeit: „Die Forschungsarbeit tiefschür-
fenden philosophischen Denkens kann ihrem
Wesen nach zum Glück nicht zu einem Spezialis-
tentum der Modelltechnik führen, so daß also ein
direkter Verrat des eigenen Faches undenkbar er-
scheint.“ (Schischkoff 1965: 275).
Die hier referierten methodischen Einwände er-
scheinen aus heutiger Perspektive sophistisch:
eine durchgreifende Kritik digitaler Vernunft ist
ohne vertiefte Kenntnis des kritisierten Sachge-
biets kaum denkbar. So wäre auch der Schuldzu-
schreibung durch Assoziierung vorzubeugen: zu
behandeln sind die konkreten Erzeugnisse digita-
ler Forschung, nicht deren vorgeblicher Zusam-
menhang mit angeblich haltlosen Lehrgebäuden.
Bedenkenswert erscheint hingegen weiterhin die
Frage, in welchem Ausmaß digitale Forschung
in den Geisteswissenschaften die lebensweltliche
Verankerung verwendeter Begriffe in Frage stel-
len darf, wie dies die kybernetische Informations-
theorie vorschlug. Umgekehrt muss sich manche
Kritik der digitalen Geisteswissenschaften viel-
leicht die Rückfrage gefallen lassen, inwiefern sie
ähnlich wie ihre Vorläufer einem überkomme-
nen Elite-Verständnis anhängt, das die Gabe zu
geisteswissenschaftlicher Forschung in der ‚geis-
tig unerschöpflichen Sphäre‘ besonders begabter
Individuen verortet.
Auf disziplinpolitischer Ebene erlaubt die hier
vorgeschlagene Rekonstruktion ebenfalls einige
Schlussfolgerungen. So wie sich der Aufstieg der
Kybernetik konkretem politischem Willen ver-
dankte, war auch ihr Abstieg nicht zuletzt der
immer größer werdenden Diskrepanz zwischen
Anspruch und Wirklichkeit und dem damit ein-
hergehenden Entzug politischen Wohlgefallens
geschuldet. Wollen die digitalen Geisteswissen-
schaften diesem Schicksal entgehen, sollte die
Sorge aber nicht allein ihrer materiellen und po-
litischen Basis gelten, sondern auch ihrem theo-
retischen Überbau. Eine vorurteilsfreie Bestim-
mung der Grenzen digitaler Vernunft ist hierfür
sicherlich ein erster Schritt, eine von gedank-
licher Offenheit geprägte Auseinandersetzung
über das Verhältnis digitaler und außerdigita-
ler Forschungspraxen vielleicht der zweite. An
beidem hat es in der Auseinandersetzung über
die Rolle der Kybernetik sicherlich gemangelt. Es
wäre an uns, zumindest diese Fehler nicht zu wie-
derholen.
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Einleitung
Die Anwendbarkeit von Burrows’ Delta (Bur-
rows 2002) als Autorschaftstest für das Deut-
sche ist in Validierungstestreihen wiederholt ein-
drucksvoll demonstriert worden (Büttner et alia
2017, Eder 2013a/b, Evert et alia 2015. Evert et
alia 2016); auch im Mittelhochdeutschen ist Delta
anwendbar (Dimpel 2016/2018). Die Stabilität des
Verfahrens wurde in Noise-Tests belegt: Wenn
man etwa 12% aller Wörter durch Fremdmate-
rial austauscht, sinkt die Erkennungsquote kaum
(Dimpel 2017a/2018).
Bei nicht-normalisierten mittelhochdeutschen
Texten steigt die Erkennungsquote in einem Va-
lidierungstest von 80% auf 91%, wenn man die
bei Evert et alia (2016) entwickelte Methode der
Z-Wert-Begrenzung mit einem von mir zusam-
mengestellten Normalisierungswörterbuch kom-
biniert (Dimpel 2017a). Kontraintuitiv ist, dass
nur die Kombination dieser Optimierungsverfah-
ren zu einer Verbesserung um 11% führt, wäh-
rend in diesem Setting nur der Einsatz der Z-Wert-
Begrenzung zu einer minimalen Verschlechte-
rung führt; der Einsatz nur des Normalisierungs-
wörterbuchs führt nur zu einer Verbesserung um
5,6%. Dieser Befund wird unter dem Stichwort
„Delta-Rätsel“ in einem Dariah-de-Working-Paper
(Dimpel 2017b) ausführlich analysiert. Bei der
Rätsel-Analyse wurde – ein Serendipitätseffekt –
eine Möglichkeit entdeckt, wie man bei einem
konkreten Vergleich von drei Texten die Wortfor-
men identifizieren kann, die eine korrekte Autor-
schaftserkennung begünstigen oder behindern –
dazu im Weiteren.
Gute und schlechte Wortfor-
men
Beim Delta-Test berechnet man aus den Wort-
frequenzen für ein Korpus jeweils die zugehö-
rigen Z-Werte. Beim Vergleich von zwei Wort-
formen aus zwei Texten wird die Differenz der
jeweiligen Z-Werte gebildet und der Betrag dieser
Differenz genommen. Delta ist schließlich der Mit-
telwert der absoluten Z-Wert-Differenzen für alle
Wortformen.
Abb. 1: Ratetext-Z-Werte (blau) sowie Z-Wert-
Differenzen Ratetext–Autor-Vergleichstext
(orange)
Abb. 1. zeigt oben die Z-Werte der Handschrift
M von Wolframs ‚Parzival‘ in einem Test, in dem
sich im Vergleichskorpus neben Wolframs ‚Wil-
lehalm‘ noch weitere 19 Distraktortexte von an-
deren Autoren befinden (ausführlich zum Test-
verfahren Dimpel 2017b). Der ‚Parzival‘ soll dem
Autor-Vergleichstext (Wolframs ‚Willehalm‘) zu-
geordnet werden und nicht etwa Konrads ‚Parto-
nopier‘. Im oberen linken Viertel sind positive Z-
Werte blau aufgetragen und nach der Höhe der
Z-Werte sortiert. Ab der Stelle, an der die blauen
Balken auf 0 zurückgehen, folgt rechts der Be-
trag der negativen Z-Werte (blau). Unten stehen
(orange) die absoluten Z-Wert-Differenzen zwi-
schen dem Ratetext und dem Autor-Vergleichstext
(Differenzen der Z-Werte von Wolframs ‚Parzival‘
und Wolframs ‚Willehalm‘).
Man könnte A) den Verdacht haben, dass Wort-
formen bei hohen blauen Balken „gut“ sind,
um einen Text von Distraktortexten zu unter-
scheiden, da hohe Z-Werte auf erhebliche Ab-
weichung von den übrigen Korpusfrequenzen
hindeuten. Man könnte auch B) den Verdacht ha-
ben, dass Wortformen bei hohen orangen Balken
„schlecht“ für die Autorerkennung sind: Unter-
schiede zwischen dem Ratetext und Autor-Ver-
gleichstext (also Unterschiede von zwei Texten
des gleichen Autors) sollten eher niedrig sein, da-
mit die Erkennung funktioniert. Allerdings sind
bei hohen blauen Balken relativ oft auch hohe
orange Balken vorhanden – auch in anderen Tests
(Dimpel 2017b). Dieses Diagramm erlaubt also
keine Aussage darüber, welche Wortformen gut
für die Autorerkennung sind; hohe Z-Werte al-
lein erlauben noch keine Aussage darüber, ob ein
Wort hier gut geeignet ist, um einen Autor zu cha-
rakterisieren.
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Abb. 2: Z-Wert-Differenzen Ratetext–Autor-Ver-
gleichstext (orange: Wolframs ‚Parzival‘– Wolf-
rams ‚Willehalm‘) und Z-Wert-Differenzen Rate-
text–Distraktortext (grau: Wolframs ‚Parzival‘ –
Konrads ‚Partonopier‘)
Neu ist in Abb. 2 nur die obere Hälfte: Sie
enthält Z-Wert-Differenzen des Ratetexts zum
Distraktortext (‚Partonopier‘). Diese grauen Un-
terschiede sollten bei funktionierender Autorer-
kennung eher groß sein; gleichzeitig sollten die
orangen Unterschiede der Texte vom gleichen Au-
tor niedriger sein als die grauen. Dort, wo die
grauen Balken genauso hoch sind wie die oran-
gen, hilft das Wort nicht bei der Autorerken-
nung – dies ist bei sehr hohen positiven Z-Werten
der Fall. Sind die orangen Balken höher als die
grauen, stört die Wortform die Autorerkennung:
Die Differenzen zwischen Texten verschiedener
Autoren müssen größer sein als die Differenzen
zwischen Texten gleicher Autoren, wenn die Au-
torschaftserkennung funktioniert.
Die Differenz zwischen orange und grau sei ‚Le-
vel-2-Differenz‘ genannt: „Differenz aus der Z-
Wert-Differenz zwischen Ratetext und Distraktor-
text einerseits und der Z-Wert-Differenz zwischen
Ratetext und Autor-Vergleichstext andererseits“.
Bei positiven Level-2-Differenzen ist eine Wort-
form vorteilhaft für die Autorerkennung – mit
Blick auf den einen untersuchten Distraktortext.
Bei negativen Level-2-Differenzen ist die Wort-
form schlecht für die Autorerkennung. Über diese




Konrads Autorschaft wurde der ‚Halben Birne‘
trotz Selbstnennung im Epilog ( von Wirzburc
maister Kuonrat) abgesprochen (Lachmann 1820,
Laudan 1906, de Boor 1973, de Boor / Janota 1997;
‚Konrad‘ mit Fragezeichen bei Grubmüller 1996)
– aufgrund des „obszönen“ Inhalts und sprachli-
cher Merkmale; anders Feistner 2000.
Die stilometrische Analyse ist in mehrfacher
Hinsicht eine Herausforderung: Eine gattungs-
übergreifende Attribution ist mangels anderer
Vergleichstexte nötig (nach Schöch 2014 wäre
eine Gattungsmischung möglichst zu meiden). In
Konrads Oevre herrscht eine Vielfalt an Themen,
Frivoles wie in der ‚Halben Birne‘ ist eher selten –
auch im einzigen anderen Märentext Konrads: im
‚Herzmäre‘ bleibt die Liebe unerfüllt, es kommt
zum doppelten Minnetod. Zudem ist die ‚Halbe
Birne‘ recht kurz: sehr gute Quoten erreicht Delta
ab 5.000 Wortformen in einer Bag-of-Words (vgl.
Abb. 3 sowie Eder 2013a und Eder 2013b).
Abb. 3: zum Setting vgl. Dimpel 2018.
Die ‚Halbe Birne‘ enthält jedoch nur 2.469 Wort-
formen. Wenn man nun die ‚Birne‘ gegen ein Kon-
rad-Korpus testet, kann man entweder die Wörter
mit hoher Level-2-Differenz, die einer Erkennung
von Konrad entgegenstehen, aus der Liste der un-
tersuchten Most-Frequent-Words (MFWs) strei-
chen. Oder man kann eine Positivliste mit „guten“
Wörtern bevorzugt verwenden – Wörter mit ho-
her positiver Level-2-Differenz.
Vorab wird das Verfahren validiert: In einer
Ermittlungsgruppe (vier Konrad-Texte) werden
„gute“ und „schlechte“ Wörter identifiziert.1 In ei-
ner Kontrollgruppe (vier andere Konrad-Texte)
zeigt sich, dass die Erkennungsquote durch die-
ses Verfahren bei Bag-of-Words mit 2.000 Wort-
formen steigt – beim bevorzugten Verwenden
„guter“ Wörtern stärker als beim Aussortieren
der „schlechten“. Danach werden alle acht Kon-
rad-Texte erneut zur Bildung der Listen der „gu-
ten“ und „schlechten“ Wortformen herangezo-
gen. Als geeignete Parameter haben sich gezeigt:
„Gute Wörter“: Level-2-Differenzen >+2,31 in 6
von 7 Ermittlungsgruppen-Ratetexten, 304 items
„Schlechte Wörter“: Level-2-Differenzen <-1,2 in
2 von 7 Ermittlungsgruppen-Ratetexten, 174 items
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Im Attributionstest 1 wird die ‚Halbe Birne‘
als Autor-Vergleichstext verwendet, als Ratetexte
werden die acht Konrad-Texte sowie das ‚Herz-
märe‘ verwendet; im ‚Herzmäre‘-Test bleibt es bei
acht Konrad-Ratetexten; das ‚Herzmäre‘ ist Au-
tor-Vergleichstext. Hier erreicht das ‚Herzmäre‘
nur 4,5%, ein schlechter Wert, obwohl hier die
Autorschaft nicht infrage gestellt wurde. Dage-
gen liegt die Erkennungsquote bei der ‚Halben
Birne‘ auch ohne zusätzliche Wortlisten bereits
über dem Zufallswert: Wenn ein Konrad-Text aus
dem Ratekorpus nun nicht einem der 20 Texte
von anderen Autoren zuordnet wird, sondern der
‚Halben Birne‘, dann stehen die Chancen dafür 1
zu 21. Wenn es also auf den Zufall zurückzufüh-
ren wäre, dass ein Text dem richtigen Autor zuge-
ordnet wird, dann müsste die Erkennungsquote
bei 5% liegen – so beim ‚Herzmäre‘. 83,8% bei der
‚Halben Birne‘ sind ein ordentlicher Wert, wenn
man bedenkt, dass nur kurze Bag-of-Words mit
2.000 Wortformen getestet werden können und
dass gattungsübergreifend getestet wird.
Beim Attributionstest 1 befand sich die ‚Halbe
Birne‘ im Vergleichskorpus. Im Ratekorpus waren
inklusive ‚Herzmäre‘ 9 Konrad-Texte. Nun wer-
den umgekehrt ‚Halbe Birne‘ bzw. ‚Herzmäre‘ als
Ratetexte verwendet. Ins Vergleichskorpus gebe
ich zu den 20 Distraktortexten in separaten Tests
jeweils einen Konrad-Text als Autor-Vergleichs-
text ins Vergleichskorpus.
Attributionstest 2:
Im Attributionstest 2 übersteigen die meisten
Werte 86%. Es gibt lediglich zwei deutliche Aus-
reißer, an denen jeweils das ‚Herzmäre‘ betei-
ligt ist. Dieses Minneleid-und-Minnetod-Märe fügt
sich nicht zur politischen Propagandadichtung
‚Turnier von Nantes‘. Auch zur ‚Halben Birne‘
passt das ‚Herzmäre‘ nicht: Dort geht es um eine
Dame, die einen Ritter abweist, weil er beim Bir-
nenverzehr keine Tischmanieren an den Tag legt.
Die Dame schläft mit einem vermeintlich taub-
stummen Hofnarren, der sich jedoch später als
der abgewiesene Birnen-Ritter entpuppt. Interes-
sante Fehlattributionen (etwa ‚Birne‘ zu ‚Häslein‘
statt zum ‚Herzmäre‘) werden im Vortrag vorge-
stellt.
Ein kleiner Schritt für die At-
tribution der ‚Halben Birne‘
an Konrad
Als Katharina Zeppezauer-Wachauer (Salzburg)
mir einige Mären aus der Mittelhochdeutschen
Begriffsdatenbank überlassen hat (vielen Dank
dafür!), hat sie notiert: „Vielleicht können Sie ja
wirklich, wie Edith Feistner gefordert hat, ‚Kon-
rad seine Birne wiedergeben‘!“ Auch wenn die
Zahlen in beiden Attributionstests trotz der gerin-
gen Textlänge und trotz der Gattungsproblematik
überraschend eindeutig sind, möchte ich bei einer
vorsichtigen Interpretation bleiben. Zwar ist die
Wahrscheinlichkeit sehr gering, dass die gefun-
dene Nähe der ‚Halben Birne‘ zum Konrad-Kor-
pus auf dem Zufall beruht. Allerdings wären ‚Kon-
trollpeilungen‘ (Eibl 2013) wünschenswert: Eine
Attribution sollte nicht auf einem einzelnen Test
mit einer Methode erfolgen, wünschenswert wä-
ren Bestätigungen mit anderen Methoden. Im-
merhin aber geht es hier nicht um eine blinde
Attribution, sondern lediglich um Widerspruch
gegen eine Athetese der Forschung. Eine Attribu-
tion stünde in Einklang mit Konrads Selbstnen-
nung in fünf von sieben überlieferten Textzeugen.
Zudem würde ich den Test gerne mit einem grö-
ßeren Mären-Korpus wiederholen, in dem idea-
lerweise längere Texte wären und mehr Texte,
die näher an Konrads Schaffenszeit liegen. Dass
die Birne nicht zu Kaufringer clustert, könnte
auch dem zeitlichen Abstand geschuldet sein, der
durch gemeinsame groteske oder frivole Inhalts-
elemente nicht überlagert wird.
Wichtig ist mir auch das Verfahren: Bislang ist
eine Feature-Eliminierung oder Feature-Selektion
häufig auf dem Weg des maschinellen Lernens er-
folgt (Büttner et alia 2016) – mit dem Nachteil, dass
der Weg der Kategorisierung teilweise im Dunk-
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len bleibt. Ermittelt man „gute“ oder „schlechte“
Wörter via Level-2-Differenzen, so ist transpa-
rent, wie man zu den Parametern kommt und wie
auf dieser Basis die weiteren Berechnungen erfol-
gen.
Fußnoten
1. Im Vergleichskorpus verwende ich hier
und für die folgenden Attributionstests 7 Ro-
mane und 13 Mären: Barlaam, Daniel, Lanzelet,
Meleranz, Parzival, Tristan, Wigalois; Frauen-
treue, Haeslein, Heidin_B, JvFreiberg_Raed-
lein, Kaufringer_Moerderin, Kaufringer_Rache,
Kaufringer_listige_Frauen, Pyramus, Rosen-
pluet_Pfarrer, Schlegel, Schueler_Paris, Studen-
tenAbenteuer_A, Zwickauer_Moenches_Not.
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Berufsbezeichnungen sind eine der häufigs-
ten Angaben von individualspezifischen Quel-
len. Besonders in den Sozial- und Politikwissen-
schaften, den Geisteswissenschaften und einigen
naturwissenschaftlichen Disziplinen (Sozialtopo-
grafie, Medizin, Arbeitsmedizin, Epidemiologie
etc.) bieten Berufsbezeichnungen einen wichtigen
Bezugspunkt sozialstruktureller Analysen. Dazu
kommen verschiedene Formen von Berufsklas-
sifikationen zum Einsatz. Während für die Be-
rufswelten des 20./21. Jahrhunderts verschiedene
normierte Klassifikationsmodelle als Standard so-
wohl auf nationaler wie internationaler Ebene
existieren, kann die interdisziplinäre Forschung
für deutschsprachige, historische Berufe nicht
auf ein solches Normsystem zurückgreifen. Ins-
gesamt gibt es bisher keinen gültigen Standard.
Zu den renommiertesten und qualitativ hochwer-
tigsten historischen Klassifikationsmodellen ge-
hören bisher die Historical International Stan-
dard Classification of Occupations (HISCO) (van
Leeuwen et al. 2002), das PST-System der Cam-
bridge Group um Wrigley und Davies (Wrigley
2010). Sie zeichnen sich durch eine theoretisch
nachvollziehbare Konzeption der Tätigkeit aus,
beinhalten bisher aber kaum deutschsprachige
Berufsnamen. Berufsklassifikationssysteme wie
zu Altona 1803 (Brandenburg et al.1991) und das
Berufsklassifikationsmodell zur Analyse von Bür-
gerlichkeit von Schüren und Hettling (Schüren
1989, Hettling 1999) liefern Ansätze für deutsch-
sprachige Berufe. Daneben existieren etliche an-
dere, im Zuge der Städteforschung entstandene
Systeme, die jedoch eher als Teilaspekt einer Ar-
beit entstanden sind (bspw. François 1982; Kill
2001; Rödel 1985; Sachse 1987).
Aufgrund des hohen personellen Aufwands
werden Systematiken häufig induktiv entwickelt
und die Einordnung der Berufe (Abklären des ge-
nauen historischen Tätigkeitsprofils; Zuordnung
zur richtigen Beschreibungsform der Berufsklas-
sifizierung) gar nicht durchgeführt bzw. nicht
dokumentiert. Daher entwickeln Forschungspro-
jekte jeweils neue Klassifizierungsmodelle, was
eine Vielzahl nicht vergleichbarer Ergebnisse und
für das einzelne Projekt ein enorm zeitaufwen-
diges Verfahren produziert. Dies schmälert den
wissenschaftlichen Mehrwert, da die Ergebnisse
von sozialstrukturellen Aussagen und Analysen
letztlich nicht reproduzierbar sind. Zudem un-
terbleibt bei solchen Vorhaben sowohl eine kon-
zeptionelle als auch eine direkte Anbindung an
moderne Klassifikationsmodelle, da diese keine
unmittelbare „Schnittstelle“ zu historischer Be-
ruflichkeit bieten.
Mit der Ontologie deutschsprachiger Berufs-
und Amtsbezeichnungen möchten wir diese Lü-
cke schließen und eine Berufssystematik für his-
torische, deutschsprachige Berufe entwickeln, die
sowohl an die (modernen) Klassifikationssysteme
anknüpfen (Klassifikation der Berufe 2010: Wie-
mer et al. 2011) als auch die deutschen Berufsbe-
zeichnungen für internationale, historische Klas-
sifikationssysteme (HISCO, PST) anschlussfähig
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macht und die sowohl als maschinenlesbare On-
tologie als auch mittels eines Webservice für ei-
nen individuellen Zugriff genutzt werden kann.
Ziel des Projekts
Ziel des Projektes ist es einen nationalen Stan-
dard zur Normierung und multiperspektivischen
Klassifizierung von deutschsprachigen, histori-
schen Berufsbezeichnungen zu entwickeln und
als webbasierte, offene Ressource für die Nach-
nutzung in Forschungsprojekten und für In-
frastrukturen des Forschungsdatenmanagements
zur Verfügung stellen. Der hohe Mehrwert für
die wissenschaftliche Analyse und die enorme
Arbeitserleichterung sollte erheblich dazu bei-
tragen, auf positive Weise tatsächlich einen an-
reizbildenden Standard zu etablieren, zumal die-
ser dann auch international anschlussfähig sein
wird. Da sich die meisten Klassifizierungsmodelle
auf Berufssysteme des 19./20. Jahrhundert kon-
zentrieren, möchten wir diese Systematiken um
Beruflichkeit der Frühen Neuzeit und des Spät-
mittelalters erweitern. Im Einzelnen umfasst die-
ser Service:
•   Einen Standard zur Normierung von deutsch-
sprachigen Berufsbezeichnungen. Dazu ste-
hen ca. 200.000 Varianten von historischen Be-
rufsschreibungen zur Verfügung, die sich in
ca. 20.000 normierte Einheitsbezeichnungen
zusammenfassen lassen. Dieser enorme Kor-
pus ist Ergebnis jahrelanger eigener Daten-
produktionen und Kooperationen mit qualita-
tiv hochrangigen Projekten. Im Gegensatz zu
vielen Handbüchern, Lexika und anderen ge-
druckten Kompendien (Ebener 2015; Gerholz
2005; Haemmerle 1933; Molle 1975; Palla 2014;
Puchner / Stadler 1935; Reith 1991; Ulm-San-
ford 1975) werden die Originalschreibungen
der Varianten erhalten. Dies ermöglicht einen
hohen Mehrwert für interdisziplinäre Zugriffe
z.B. linguistische und etymologische Analysen,
aber auch für den technischen Vorgang der
Normierung und Zuweisung der Kodierung
in einer Vielzahl von Erschließungsprojekten.
Damit bietet das Werkzeug eine außerordent-
liche gute Grundlage, zur Erschließung (Lem-
matisierung und Kodierung) von textuellen
Quellen jeder Art.
•   Um die Klassifizierung zu erleichtern, wie
auch einen Informationsverlust durch die
Klassifizierung zu verhindern, werden alle Be-
rufsbezeichnungen zunächst in kategorial ge-
ordnete semantische Einheiten aufgetrennt.
Dies erleichtert erheblich die Nutzbarkeit des
Angebots für unterschiedlichste Anforderun-
gen. Diese semantische Trennung und Normie-
rung der Namenseinheiten ermöglicht später
eine individuell flexible inhaltliche Auswahl
verschiedener logischer Einheiten (Topic Mo-
deling) nach eigenen Prinzipien. In unserem
Vortrag möchten wir die Logik dieses Modells
erläutern und dem Fachpublikum zur Diskus-
sion stellen, um Anregungen für eine inter-
disziplinär optimal zu nutzende Methode zu
erhalten. Diese Vorgehensweise unterschei-
det das Projekt von allen anderen rein auf ID-
Identifikatoren zugeschnittenen Verfahren
und macht es wesentlich flexibler und breiter
für verschiedenste Bedürfnisse geistes- und so-
zialwissenschaftlicher Forschung anwendbar.
Bei herkömmlichen Verfahren kann lediglich
über eine fest zugewiesene ID-Nummer auf
den verschiedenen Ebenen des Kodierungssys-
tems klassifiziert und sortiert werden. In dem
hier vorgeschlagenen Modell erfolgt zusätzlich
auch auf der semantischen Ebene die Möglich-
keit zum intuitiven Systematisieren, Anordnen
und Auswählen. Dies gilt auch für alle weite-
ren Informationen (Geschlecht, Herrschaft,
Rechtsbeziehungen, Ruhestand, Karriere etc.),
die mit typisch frühneuzeitlichen, quellenba-
sierten Berufsbezeichnungen einhergehen
und in moderne Berufssystematiken meist kei-
nen Eingang finden. Moderne Klassifikations-
systeme für frühneuzeitliche Berufsnamen
sind daher tendenziell mit einem sehr hohen
Informationsdefizit belastet und können unter
Umständen in ahistorischen Analysen enden.
•   Zur Klassifizierung von Berufen werden aus
zeittypischen Lexika des 17./18. Jahrhunderts
Tätigkeitsbeschreibungen abstrahiert, wel-
che die Anforderungsprofile und Kompeten-
zen einzelner Berufe definieren. Sie dienen
dem Abgleich mit modernen Tätigkeitspro-
filen und erlauben erstmals überhaupt eine
tätigkeitsgenaue Zuordnung historischer Be-
rufe. Im Vortrag möchten wir zeigen, welche
Möglichkeiten zur Systematisierung und Ka-
tegorisierung Lexika der frühen Neuzeit bie-
174
Digital Humanities im deutschsprachigen Raum 2018
ten und welche inhaltlichen Anknüpfungs-
punkte sie für moderne Klassifikationssysteme
liefern. Dieser Aspekt bietet zudem hervorra-
gende Möglichkeiten zur fachwissenschaftli-
chen Analyse, werden auf diese Weise doch
Definitionskriterien frühneuzeitlicher Beruf-
lichkeit überhaupt ermittelt und mittels einer
logischen Auszeichnung auffindbar und aus-
wertbar (xml/TEI). Wir möchten zeigen, wel-
che Probleme dabei auftreten und welche Lö-
sungsansätze wir hierfür entwickelt haben.
Weitere Ziel des Projektes (aber nicht unmittel-
bar unseres Vortrages, auch wenn wir auf die ein-
zelnen Punkte sicherlich hinweisen) sind zudem
folgende Punkte:
•   Die Tätigkeitsprofile ermöglichen die nachvoll-
ziehbare, transparente Einordnung von Be-
rufsbezeichnungen zum bereits existierenden
englischsprachigen Berufsklassifizierungssys-
tems HISCO. Momentan gibt es in HISCO le-
diglich 1.306 deutschsprachige Berufsbezeich-
nungen. Die Daten wurden nicht von einem
Muttersprachler kodiert, weshalb viele Zuord-
nungen korrigiert werden müssten. Die Kodie-
rung von HISCO ermöglicht das Mapping wei-
terer historischer Klassifikationsmodelle wie
HISCLASS oder PST. Da HISCO moderne Beruf-
lichkeit misst, ist eine Erweiterung und Prä-
zisierung für die Berufe der Frühen Neuzeit
unerlässlich (van Leeuwen et al. 2002; HISCO
Tree Of Occupational Groups [http://historyof-
work.iisg.nl/major.php]).
•   Zudem werden die Einheitsbezeichnungen
der KldB 2010 zugeordnet. Sie bieten nicht nur
einen Zugriff auf (weitere) moderne Berufs-
klassifikationsmodelle, sondern durch den
theoretischen Perspektivwechsel auch eine
Systematisierung nach Anforderungsprofilen
(Wiemer 2011).
•   Die offenen Daten ermöglichen es Nutzern,
transkribierte, quellenbasierte Originalberufs-
bezeichnungen zu normalisieren und auto-
matisiert in ein ausgewähltes Kodierungssys-
tem zu überführen. Ein Usecase wäre bspw.
ein Forschungsprojekt, welches eine Netz-
werkanalyse durch Heiratsverbindungen
vornimmt. Der Beruf bietet hier häufig den
einzigen Hinweis auf die sozialstrukturelle Di-
mension von Gruppen. Über das Werkzeug
können die Daten in einem gewünschten Klas-
sifizierungsmodell ausgegeben werden, indem
die Originalschreibungen der Berufe in das
Tool geladen und automatisiert kodiert wer-
den.
•   Varianten die keine automatisierte Kodierung
beinhalten, können anschließend recherchiert
und kodiert und in das Kompendium übertra-
gen werden. Das Werkzeug ist damit beliebig
erweiterbar. Das Projekt entwickelt ein Ge-
schäftsmodell, wie solche Daten als Teil eines
Serviceangebots nachkodiert und integriert
werden können. Als Teil der langfristigen In-
frastruktureinrichtung DARIAH soll die Onto-
logie der Berufe durch die Niedersächsische
Staats- und Universitätsbibliothek auf Dauer
angeboten werden.
Zwischenergebnisse
•   Im Bereich der Berufssegmentierung wurde
ein Prototyp eines Datenschemas entwickelt,
um die Berufe in adäquate Informationsein-
heiten aufzutrennen.
•   Der Informationsgehalt der Lexika bezogen
auf berufskundliche Informationen wurde tie-
fergehend untersucht und erste Aussagen kön-
nen darüber getroffen werden.
Des Weiteren ist ein erstes Netzwerk von Auto-
renschaften und Informationsflüssen nachweis-
bar.
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•   Die Taxonomie der Klassifikationssysteme von
HISCO und der KldB 2010 wurden ausführlich
untersucht und erste Ansätze einer eigenen
Systematik können vorgestellt werden.
•   Mehrere Workflowalternativen von der Quelle
bis zum Ergebnis der Inhaltsanalyse wurden
erprobt, bewertet und können mit ihren Vor-
und Nachteilen präsentiert werden. An dieser
Stelle platziert sich am deutlichsten die „Kritik
an der digitalen Vernunft“, vor allem in Bezug
auf die
•   Arbeit mit OCR-Erkennung (am Beispiel der
OCR-Programmsammlung „ocropy“)
•   dem Pre- und Postprocessing von Quellendi-
gitalisaten (im Sinne von Ordnerstrukturen
und Bildaufarbeitung)
•   XML vs. QDA-gestützten hermeneutischen
Verfahren der Inhaltsanalyse (zur Imple-
mentierung und Weiterverarbeitung der Er-
gebnisse und Daten) und
•   der Nutzung von Objekt- oder relationalen
Datenbanken zur Datenverwaltung und
Verarbeitung.
Hierbei wird über die Vermeidung von epistemi-
schen Fallstricken durch informationstechnische
Automatisierung reflektiert und die Effizienzstei-
gerung digitaler Werkzeuge kritisch betrachtet,
aber auch über die neuen Möglichkeiten zur Be-
wältigung von Big Data und dem dazugehörigen
Erkenntnisgewinn referiert.
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Einleitung
Inwieweit verändert der Einsatz digitaler Ver-
fahren die sozialwissenschaftliche Forschung?
Diese Frage lässt sich am Beispiel der Digitalisie-
rung des Zettelkastens Niklas Luhmanns stellen,
die im Rahmen des Forschungsprojektes “Niklas
Luhmann - Theorie als Passion. Wissenschaftli-
che Erschließung und Edition des Nachlasses”1 er-
folgt. Das Langzeitvorhaben (2015-2030), in dem
die Fakultät für Soziologie der Universität Bie-
lefeld mit dem Cologne Center for eHumanities
kooperiert, wird im Akademienprogramm durch
die Nordrhein-Westfälische Akademie der Wis-
senschaft und der Künste gefördert.
Luhmann (1927-1998) zählt zu den bedeutends-
ten Soziologen des 20. Jahrhunderts. Im Laufe sei-
ner 35-jährigen Forschungstätigkeit entwickelte
er eine universale Sozial- und Gesellschaftstheo-
rie, die er in annähernd fünfzig Monographien
und 500 Aufsätzen publiziert hat. Als Basis für
diese erstaunliche Produktivität diente Luhmann
ein Zettelkasten, den er über vierzig Jahre lang
systematisch gefüllt und gepflegt hat. Im Zuge der
seit 2015 laufenden Nachlasserschließung wur-
den die ca. 90.0000 Zettel digitalisiert, in einem
zweiten Schritt werden sie nun transkribiert und
fachwissenschaftlich editiert sowie in eine Inter-
netpräsentation überführt. Ziel dieses Prozesses
ist zunächst eine digitale Reproduktion des Zettel-
kastens, die aber zugleich die Möglichkeiten der
modernen digitalen Technik nutzt, um die nicht
linear strukturierte Sammlung lesbar und ihre
Genese nachvollziehbar zu machen. Indem die
Digitalisierung über die reine Reproduktion hin-
ausgeht, macht sie den Kasten selbst zu einem
Forschungsobjekt.
Der (analoge) Zettelkasten Ni-
klas Luhmanns
Die Zettelsammlung ist durch vier Merkmale ge-
kennzeichnet, deren Kombination das besondere
theoretische Kreativitätspotential der Sammlung
begründet:
(a) Nichthierarchische Ordnungsstruktur:
Luhmann verzichtet weitgehend auf eine vor-
her festgelegte systematische Ordnung der Samm-
lung; diese ist primär ein historisches Produkt
seiner Lektüre- und Forschungsinteressen. Auf-
grund seines spezifischen Einstellprinzips führt
die jeweilige thematische Erstfestlegung nämlich
nicht zu einer monothematischen Reihung von
Zetteln: Die für den Zettelkasten konstitutive Idee
ist, dass ein Zettel thematisch nur in irgendeiner
Weise an den vor ihm stehenden anschließen
muss, ohne sich an einer übergeordneten (sys-
tematischen) Themenstruktur zu orientieren. Da-
mit korrespondiert eine spezifische Art der Notiz-
generierung, bei der Luhmann Nebengedanken
weiterverfolgt, indem er diese zusätzlichen Noti-
zen, auf einen an dieser Stelle einzuschiebenden
Zettel notiert, so dass ein Wachstum des Zettelkas-
tens ‚nach innen‘ erfolgt.
(b)  Nummerierungssystem: Mit der skizzier-
ten Ablagetechnik in einem konstitutiven Zu-
sammenhang steht das besondere Nummerie-
rungssystem: Jeder Zettel erhält eine von seinem
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jeweiligen Einstellplatz abhängige Nummerie-
rung, die zugleich auf das Problem reagiert, wie
Luhmann neue Zettel in den Altbestand einfü-
gen kann, ohne die schon bestehende Numme-
rierung in Frage zu stellen. Zunächst erfolgt eine
einfache Durchnummerierung der Zettel entspre-
chend des Zeitpunkts des jeweiligen Eintrags (1, 2,
3 usw.). Ein später erstellter Zettel, der einen ein-
zelnen Aspekt (also gerade nicht zwingend mono-
thematisch) von Zettel 1 weiterverfolgt, wird mit
1a nummeriert und zwischen den Zettel 1 und 2
eingeschoben. Daran kann wiederum monothe-
matisch 1b anschließen oder aber eine thema-
tisch abzweigende weitere Verzettelung folgen,
beispielsweise 1a1. Das führt dazu, dass zwischen
zwei ursprünglich direkt hintereinander einge-
stellten Zetteln im Extremfall bis zu 1000 später
erstellte Zettel mit einem entsprechend komple-
xen Nummernsystem eingestellt werden.
(c) Verweisungssystem: Das skizzierte Ablage-
system macht es außerdem nötig, dass die thema-
tisch oder konzeptionell miteinander zusammen-
hängenden, aber eben verstreut in der Sammlung
stehenden Zettel aufeinander verweisen, indem
auf den Zetteln jeweils die entsprechenden Zettel-
nummern notiert werden. Neben Einzelverwei-
sen findet man häufig am Beginn eines thema-
tischen Abschnitts auf einem einleitenden Zettel
auch eine ganze Sammlung von Verweisen, die
thematisch verwandte Bereiche des Zettelkastens
systematisch erschließen. Aufgrund einer stich-
probenartigen Auszählung kann man davon aus-
gehen, dass sich in der Sammlung insgesamt
ca. 50.000 Verweise befinden. Luhmann selbst
nennt diese netzwerkartige Verweisungsstruktur
ein „spinnenförmiges System“.
(d) Schlagwortverzeichnis: Um Einstiegs-
punkte in dieses Verweisungsnetz zu erhalten,
hat Luhmann ein ca. 4000 Einträge umfassen-
des Schlagwortverzeichnis erstellt. Dieses Schlag-
wortregister war das zentrale Werkzeug für seine
Nutzung des Kastens, da nur so Notizen zu einem
bestimmten Thema zuverlässig wiedergefunden
werden konnten. Das Schlagwortregister des Kas-
tens beansprucht dabei aber keinen Anspruch auf
Vollständigkeit hinsichtlich der Erfassung der ein-
schlägigen Stellen in der Sammlung. Vielmehr no-
tiert Luhmann in der Regel nur maximal drei
Systemstellen, an denen der jeweilige Begriff zu
finden ist, da er annimmt, dass man dann über




Der Anlage des Zettelkastens folgend verstehen
wir die Zettel als semantisch freie Einheiten und
erzeugen für jede Zettelseite eine XML-TEI-Datei,
in der die Transkription des Zettelinhalts erfolgt.
Der Kopf (<teiHeader>) bietet Raum für Metain-
formationen, in einem umfangreichen Anhang
zur Transkription (<back>) betten wir den Zet-
tel in das Zettelnetzwerk ein. Wir unterscheiden
mehrere Navigationswege durch den Kasten: Ers-
tens eine physische Navigation in der von Zet-
telvorderseite zu folgender Vorderseite gesprun-
gen wird. Zweitens geht es um übergeordnete
Gliederungsverläufe. In einer dritten Navigation
modellieren wir logische Abfolgen. In Form von
Sprungzielen wird hier der nächste, in einem Ge-
dankenstrang folgende Zettel angegeben, dabei
werden von Luhmann eingeschobene Zettel zu-
nächst ausgeblendet. Diese Abfolgen werden in ei-
genen Feldern klassifiziert und explizit gemacht.
Abbildung 1: Ausschnitt aus der oXygen-Ar-
beitsoberfläche zur Transkription und Bearbei-
tung von Zettelseiten (Zettel 1-5B1c).
Um den Fachwissenschaftlern die Arbeit mit den
XML-Texten zu erleichtern, arbeiten wir mit dem
Author-Mode des oXygen XML-Editors.2 Die von
uns für die Zetteltranskription und Einbettung in
das Netzwerk entwickelte Arbeitsoberfläche setzt
im Verknüpfungsanhang auf fest eingerichtete
Standardfelder, in die die Editoren IDs vorauslie-
gender Zettel eintragen. Auf Basis dieser Einträge
- die im Arbeitsprozess einer stetigen Weiterbear-
beitung unterliegen - ergänzen wir über Skripte
die Verbindung zu den davor liegenden Zetteln,
um für die Portalnavigation beide Richtungen an-
bieten zu können.
Für die Transkription selbst stellen wir im
Framework ein Mixed-Content Feld zur Verfü-
gung, in dem weitere Textphänomene und von
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Luhmanns selbst explizit formulierte Zettelver-
weise über Buttons ausgezeichnet werden kön-
nen.
Forschungsportal
Das Forschungsportal soll dem Benutzer eine in-
tuitive Möglichkeit bieten, durch den Zettelkas-
ten zu navigieren und ihn dabei nicht nur so be-
nutzen zu können, wie Luhmann es vorgesehen
hat, sondern die Nutzbarkeit durch die digitalen
Möglichkeiten zu erweitern. Dazu wird für jeden
Zettel dessen Ort in der im Rahmen des Projekts
erstellten Inhaltsübersicht sowie eine interaktive
Visualisierung seiner inhaltlich-logischen Einord-
nung angezeigt. Über indikative Buttons ist er-
kennbar, welche Navigationsmöglichkeiten sich
für den momentan angezeigten Zettel für den Be-
nutzer bieten (siehe Abbildung 2). Die Buttons
sind gruppiert nach dem Navigationstypus.
Innerhalb der Transkription sind Schlagwörter,
bibliographische Angaben, Personennamen und
vor allem Verweise zu anderen Zetteln verlinkt.
Außerdem ist eine facettierte Volltext-Suche (z.B.
nach Schlagworten oder bibliographischen Anga-
ben) über vom Benutzer definierbare Bereiche
des Zettelkastens möglich.
Abbildung 2: Ansicht eines Zettels im For-
schungsportal
Neben optimierten Darstellungen für einzelne
Zettelseiten gibt es Visualisierungen, die größere
Bereiche des Kastens abdecken. Dazu zählt eine
Visualisierung der im Rahmen der Edition erstell-
ten inhaltlich-logischen Einordnungs- und Navi-
gationsstruktur des Zettelkastens (siehe Abbil-
dung 3), sowie ein Arc Diagram3 zur Darstellung
von Zettelverweisen innerhalb verschiedener Be-
reiche (siehe Abbildung 4), um die Dichte der
Vernetzung innerhalb und zwischen den ver-
schiedenen Abteilungen des Zettelkastens zu ver-
deutlichen.
Die Datenaufbereitung der TEI-XML-Dateien ge-
schieht jeweils über im Rahmen des Projekts ent-
wickelte Node.js-Skripte4, bevor die Visualisierun-
gen mit der JavaScript-Bibliothek D3.js5 erstellt
werden.
Abbildung 3: Ausschnitt einer Visualisierung
der im Rahmen der Edition erstellten inhalt-
lich-logischen Einordnungs- und Navigations-
struktur des digitalen Zettelkastens.
Abbildung 4: Visualisierung der internen Zet-
telverweise des ersten Auszugs von Zettelkasten
I (ca. 3300 Zettel). Man erkennt die deutlichen
Unterschiede der Vernetzungsdichte innerhalb
und zwischen den 21 Abteilungen.
Fazit: Der Zettelkasten als Sub-
jekt und Objekt der Forschung
Die Digitalisierung des Zettelkastens erfolgt als
ein Editionsprojekt im Rahmen einer Nachlasser-
schließung, insofern ist das primäre Ziel eine di-
gitalisierte Reproduktion mit der Intention, die
Nutzbarkeit im Luhmannschen Sinne zu rekon-
struieren und zu erleichtern. Die dafür notwen-
dige digitale Modellierung hatte eine vertiefte
Reflexion über das Design des Zettelkastens zur
Folge, insbesondere aufgrund der damit einher-
gehenden Notwendigkeit einer eindeutigen Ty-
pendifferenzierung von Zettelanschlüssen. Durch
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diese Differenzierung, die ihren Niederschlag in
einer entsprechend komplexen Navigationsstruk-
tur des digitalen Kastens gefunden hat , die eine
erleichterte Nutzbarkeit des Kastens ermöglicht,
kam es zu einer deutlichen Konkretisierung der
zweiten fachwissenschaftlichen Intention der Pu-
blikation: der Möglichkeit einer werkgenetischen
Lesbarkeit des Kastens über eine Rekonstruktion
der Einstellhistorie. Gerade weil die Zettel selbst
undatiert sind, ist eine solche historisierende Les-
art nur über die (fachwissenschaftliche) Identi-
fizierung von ursprünglichen Zettelanschlüssen
und späteren Einschüben möglich; die Lesbar-
keit der dadurch implizierten Zettelfolgen, die
sich von der physischen Stellordnung der Zettel
in Teilen unabhängig macht, ist dann aber nur
aufgrund der entsprechenden technischen Um-
setzung möglich.
Die technische ‚Aufrüstung‘ des digitalen Kas-
tens führt allerdings auch dazu, dass diese
Version kein reines Abbild des analogen Kas-
tens mehr darstellt, sondern den Zettelkasten
nun in einer Weise verfügbar macht, wie Luh-
mann selbst ihn nie genutzt hat. Diese Diffe-
renz zum ursprünglichen Zettelkasten wird
verstärkt durch die weiteren o.g.  Recherchemög-
lichkeiten im Rahmen der digitalisierten Version
sowie durch die   Visualisierungsmöglichkeiten
der Verweisungsstruktur zwischen den Zetteln,
die zudem die Netzwerkförmigkeit der Sammlung
transparent macht. Diese Form der Edition des
Zettelkastens rekonstruiert den Kasten selbst also
nicht mehr als das Forschungssubjekt, das er für
Luhmann als ‚Denkmaschine‘ und Theorieappa-
rat war, sondern macht den Kasten selbst schon
bei der Editionsarbeit zu einem Forschungsob-
jekt und bietet die für die Beantwortung von jetzt




2. Vgl. oXygen Visual (WYSIWYG) XML Edi-
tors: https://www.oxygenxml.com/xml_aut-
hor/WYSIWYG_Editors.html
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Digitale Methoden









Das „Digitale“ hat den allgemeinen Sprachge-
brauch unabhängig von unterschiedlichen gesell-
schaftlichen Systemen erreicht: Man spricht etwa
von der Digitalisierung der Wirtschaft, konstatiert
einen allgemeinen Trend zur digitalen Transfor-
mation oder gar einen „digital turn“, im Bildungs-
bereich etablieren sich Netzwerke und Initiati-
ven wie das Hochschulforum Digitalisierung, in
dessen Rahmen man sich über Anforderungen,
Potenziale und Hindernisse im „digitalen Zeital-
ter“ austauscht ( https://hochschulforumdigitali-
sierung.de/ ). In Österreich wurde 2017 mit der
Digital Roadmap Austria „[d]ie digitale Strategie
der österreichischen Bundesregierung“ für den
Bildungssektor vorgelegt ( https://www.digital-
roadmap.gv.at/ ). Auch in den unterschiedlichen
Wissenschaftsdisziplinen ist eine verstärkte Aus-
einandersetzung mit „Digitalität“ und ihren Fol-
gen zu beobachten, nicht zuletzt und neuerdings
auch verstärkt in den Geisteswissenschaften (z. B.
http://digitalitaet-geisteswissenschaften.de/ ).
„Digitale Methoden“
Vielfach wird der Anschein erweckt, dass mit
den Prozessen der Digitalisierung des Wissen-
schaftsbetriebs im Lehren und Lernen auch ein
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Aufkommen genuin digitaler Methoden und Prak-
tiken verbunden sei, die sich einerseits grundle-
gend von den tradierten Methoden unterscheiden
und andererseits neue Formen der Auseinander-
setzung mit den unterschiedlichen Disziplinen
ermöglichen. Dieser Eindruck wird durch einen
unbefangenen Sprachgebrauch in Bezug auf das
Attribut „digital“ („digitale Arbeit“, „digitale Stra-
tegien“, „digitales Lernen“, „digitale Forschung“
bis hin zu neuen, „digitalen“ Wissenschaftsdiszi-
plinen) und ungelenk-plakative Metaphorik (etwa
der bereits erwähnte „digital turn“) verstärkt.
Den vielfach mit „neuen Medien“ gleichgesetz-
ten „digitalen Medien“ wird generell ein inno-
vatives, wenn nicht gar revolutionäres Potential
zuerkannt. Ähnliches wird von den „digitalen Me-
thoden“ erwartet. Ist aber im Bereich der Metho-
den eine Gegenüberstellung, wie sie bei den tra-
ditionellen Medien im Gegensatz zu den neuen
Medien bzw. bei den analogen im Gegensatz zu
den digitalen Medien infolge des Computereinsat-
zes gerechtfertigt wird, zielführend? Sind bei den
„digitalen Methoden“ ähnliche Umbrüche zu er-
warten, und macht es Sinn, diese von den bis-
herigen Methoden abzugrenzen? Dagegen spricht
einerseits, dass früher nicht von „analogen Me-
thoden“ gesprochen wurde und mit einer solchen
Etikettierung wenig Erkenntnisgewinn verbun-
den wäre. Andererseits ist es - historisch und em-
pirisch gesehen - keineswegs der Gebrauch, son-
dern die technische (d. h. elektronisch-digitale)
Realisierung von Medien, die diese als „neue“ qua-
lifiziert; insofern ist es naheliegend, die Digitalität
weniger in den Methoden als vielmehr in den (di-
daktisch und didaktisiert eingesetzten) Werkzeu-
gen zu verorten.
Dass Methoden per se nicht digital sind, ist eini-
germaßen trivial, da digital (im engeren, techni-
schen Sinn und im Gegensatz zum Begriff „ana-
log“) lediglich eine Form der Datenrepräsentation
(Dale & Lewis 2016: 57ff) benennt. Selbst die
sogenannten „digitalen Medien“, deren sich di-
gitale Methoden bedienen, sind nur in einem
abgeleiteten Sinn digital, indem ihre technische
Infrastruktur auf der Verarbeitung digitaler bzw.
binär codierter Daten beruht. Die wahrgenom-
mene Umgebung, die die „digitale Medien“ konsti-
tuieren („Multimedia“), entspricht vielmehr den
Mustern analoger Datenrepräsentation, da die
wahrgenommenen Inhalte aufgrund ihrer hohen
„Auflösung“ kontinuierlich und „naturnah“ er-
scheinen – seien es auch „virtuelle“ oder dy-
namische/interaktive Gegenstände. Man nimmt
nach wie vor Text, Sprache, Ton, (Bewegt-)Bild so-
wie (simulierte) Objekte und Situationen über die
Sinne wahr; das Digitale an den „digitalen Me-
dien“ ist lediglich für den Computer relevant. In-
sofern kann die Rede von digitalen Methoden -
wenn man nicht den Methodenbegriff auf maschi-
nelle Prozesse ausdehnen will - nur auf die maß-
gebliche Verwendung von technischen Hilfsmit-
teln (PCs, mobile Geräte, Internet, World Wide
Web und aufbauende Technologien) in der Wis-
senschaft abzielen. Kerres (2016) deutet im An-
schluss an seine Problematisierung des Begriffs
der „digitalen Bildung“ - der nicht ernst gemeint
sein bzw. buchstäblich genommen werden könne
- an, dass die gegenwärtigen, mit der Digita-
lisierung verbundenen Transformationsprozesse
nicht als Umstellung von traditionellen/analogen
auf digitale Modi (im Sinne einer Dichotomie) zu
verstehen sind, sondern vielmehr als „Durchdrin-
gung“ des Digitalen, die letztlich Digital-Attribuie-
rungen selbstverständlich und gleichzeitig über-
flüssig machen würden.
Thesen
These der Unabhängigkeit der Methode. Me-
thodologisch betrachtet sind die eingesetzten
Werkzeuge und Plattformen unerheblich (vgl.
Kerres et al.: 2002). Die Konzeption einer wis-
senschaftlichen Praxis, die Methode des For-
schens oder Lehrens ist auf einer grundlegende-
ren Ebene verortet als jener der Hervorbringung
und Repräsentation ihrer Ergebnisse und Erzeug-
nisse. Methodische Aspekte haben vielmehr mit
den Gegenständen, der Genese und der Konfron-
tation wissenschaftlicher Disziplinen (etwa im
Fall der „Digital Humanities“) zu tun. Es wäre im
Zusammenhang der Digitalität dringend geboten,
die Unterscheidung von Medium (als unhinter-
gehbare Wahrnehmungsbedingung) und Werk-
zeug (als einfaches Hilfsmittel) zu präzisieren und
deren unterschiedliche pragmatische Implikatio-
nen und Auswirkungen erneut zu überdenken.
Neuartige Medien (man denke beispielsweise an
die Einführung der Schrift, die geradezu das Para-
digma mediengeschichtlicher Zäsuren darstellt)
üben einen größeren Einfluss auf die Methodolo-
gie aus als bloß der Einsatz neuer Werkzeuge.
These der Einheitlichkeit der Methode. Digi-
tal genannte Methoden sind weitestgehend tra-
ditionell. Lehre beispielsweise war schon im-
mer mediengestützt, neu ist nur die jeweilige
Repräsentation. Ob ein Memory zum Wiederho-
len von Inhalten traditionell-analog in Papier-
form oder über digitale Werkzeuge (wie beispiels-
weise LearningApps.org, http://learningapps.org/)
eingesetzt wird, ist nicht relevant; die Methode
ist dieselbe (siehe hierzu beispielsweise die „The-
sen zum Lernen im digitalen Wandel“, die Phi-
lip Stade in einem differenzierten Blogpost formu-
liert; Stade 2017). Es gibt folglich keine „digitalen“
Methoden, da der Einsatz digitaler Werkzeuge
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zwar neue Dimensionen in der Anwendung eröff-
net, aber kein hinreichendes Unterscheidungskri-
terium zu den traditionellen Methoden liefert.
These der Unbeeinflussbarkeit der Methode.
Methodologische Aspekte sind von der digitalen
Vermittlung weitgehend unberührt. Es gibt zwar
eine Reihe von Begleiterscheinungen und Effek-
ten des „digitalen Arbeitens“ (s. u.), es gibt je-
doch keine methodologischen Implikationen bei
der Verwendung digitaler Werkzeuge. Die Verän-
derungen, die sich in einem wissenschaftsprakti-
schen Setting (in den vielfältigen Ausprägungen
von „Forschung“, aber auch in den unterschied-
lichsten Formen und Modellen von Lehre) durch
den Einsatz digitaler Werkzeuge ergeben, sind
bloß akzidentieller Natur; im methodischen Han-
deln sind keine wesentlichen Änderungen zu er-
warten.
These der digitalen Repräsentation. Digital
(repräsentiert) sind nur die verarbeiteten Daten,
die mediale Umgebung der „digitalen Arbeit“ ist
komplett „analog“. Die Ausgabegeräte von Com-
putern sprechen dieselben Sinne an, die auch
analoge Medien ansprechen. Es gibt (außer bei
Maschinen und Bots) kein digitales Denken, For-
schen, Lehren und Lernen, wie auch Wampfler
(2017) herausstreicht.
Mehrwert und Ausblick
Im Gegensatz zu ihrem methodologischen Bei-
trag sind Mehrwert – wenngleich auch der Begriff
„Mehrwert“ zu problematisieren ist, wie Brand-
hofer (2017) verdeutlicht – und Potenziale des
Einsatzes digitaler Technologien zum Lernen und
Lehren jedoch unbestritten. Diese umfassen
1.  die erleichterte Herstellung, unkomplizierte
Verbreitung und Verfügbarkeit von For-
schungs- und Lehrinhalten (nicht nur, aber
besonders im Sinn von „Open Educational
Resources“), damit verbunden auch die Er-
schließung neuer Zielgruppen,
2.  die Automatisierung bzw. maschinelle Un-
terstützung bestimmter Arbeitsschritte und
Prozesse, wobei die durch Computerunter-
stützung erzielte Komplexität und Kapazität
bestimmter Faktoren die menschlichen („ana-
logen“) Grenzen überschreiten kann,
3.  eine Tendenz zu kollaborativen (ortsunabhän-
gigen und synchronen) Arbeitsweisen, Offen-
heit, Austausch und Partizipation („Science
2.0“, „Open Science“),
4.  die Ent-Professionalisierung bzw. Demokra-
tisierung sowohl der Produktion als auch der
Nutzung von wissenschaftlichen Daten und
Werkzeugen (was umgekehrt jedoch auch eine
Reihe von nicht traditionell-wissenschaftli-
chen Fertigkeiten und Tätigkeiten bedingt) so-
wie
5.  eine Pluralität von Werkzeugen und Möglich-
keiten zur Ausübung wissenschaftlich-metho-
discher Praktiken.
Die (gewiss nicht vollständig) angeführten Ef-
fekte der Nutzung digitaler Medien in der wis-
senschaftlichen und unterrichtlichen Arbeit sind
auch dasjenige, was ihren innovativen Charakter
ausmacht und eine „Digitalisierung“ von Wissen-
schaft und Hochschule begrüßenswert macht. In-
novative Methoden ergeben sich daraus jedoch
keine.
Im Anschluss an die Vorstellung der Thesen ver-
sucht der Vortrag, diese mit aktuellen Beispielen
innovativer „digitaler“ Methoden und Arbeitsge-
biete unter Fokussierung der Medienpädagogik
und -didaktik zu illustrieren bzw. zu untermau-
ern. Die Perspektive der Autorin / des Autors in
dieser Auseinandersetzung ist – aufbauend auf
eine klassische geisteswissenschaftliche Soziali-
sierung – mediendidaktisch bzw. bildungstech-
nologisch motiviert. Empirische Gegenbeispiele
(insbesondere aus den Digital Humanities) und
konzeptuelle Gegenthesen sind höchst willkom-
men; Ziel ist es letztlich, die Berechtigung des
Begriffs der „digitalen Methoden“ zu problema-
tisieren und diesen in der Medientheorie und
reflektierten Auseinandersetzung mit „digitalen
Medien“ entsprechend zu verorten.
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Einleitung
Figuren gehören zu den wichtigsten Bestand-
teilen literarischer Erzählungen. Narratologische
Analysen haben sich bislang insbesondere mit
zwei Aspekten von Figuren beschäftigt: ihrer
strukturellen Bedeutung und ihrer Charakterisie-
rung. Während der erste Aspekt in den Digital
Humanities bereits modelliert worden ist (etwa
im Rahmen von Netzwerkanalysen, vgl. Jannidis
et. al. 2016, Piper et. al. 2017), steht die datenge-
triebene Untersuchung des zweiten noch ganz am
Anfang, obwohl die hermeneutisch arbeitende
Literaturwissenschaft wiederholt auf seine Be-
deutung hingewiesen hat (etwa Jannidis 2004,
2009). Dieses Desiderat lässt sich darauf zurück-
führen, dass Figuren auf die unterschiedlichste
Art gekennzeichnet werden – etwa durch ihr Han-
deln und Reden, aber auch durch Beschreibungen
und Bewertungen des Erzählers – und dass ne-
ben expliziten Charakterisierungen schwerer zu
greifende implizite stehen. Diese Informationen
lassen sich nur schwer erheben und in einem um-
greifenden Modell verrechnen.
Um dennoch einen Einstieg in die digitale Erfas-
sung der Figurencharakteristik zu ermöglichen,
nehmen wir eine vergleichsweise einfach zu mo-
dellierende Facette der Figurendarstellung in den
Blick, und zwar das Konzept der Figurenkom-
plexität, das auch in der traditionellen Theorie-
bildung eine prominente Rolle spielt. Nach der
ebenso verbreiteten wie vielkritisierten Katego-
risierung von Forster (1927) lassen sich Figuren
grundsätzlich in flat und round characters eintei-
len. Trotz der zahlreichen Differenzierungsversu-
che späterer Forscher prägt dieses Modell noch
heute Annahmen über die literaturgeschichtliche
Entwicklung von Figurenentwürfen. So gelten die
Protagonisten der mittelhochdeutschen Literatur
klischeehaft als flat characters, die in erster Li-
nie auf ihre Funktion für das Handlungsgefüge
hin konstruiert werden und nicht die Tiefe mo-
derner Individuen erreichen (vgl. zusammenfas-
send Schulz 2012). Im Widerspruch hierzu hat die
mediävistische Literaturwissenschaft aber auch
herausgestellt, dass die Konstruktion komplexer
Figuren zu den grundlegenden Gestaltungsprinzi-
pien mittelhochdeutscher Texte gehören kann.
Als Paradefall für Figurenkomplexität kann der
um 1200/1210 abgefasste Artusroman ‚Parzival‘
angesehen werden, dessen Autor Wolfram von
Eschenbach im Prolog das Konzept eines ‚ge-
mischten‘, nicht eindeutig als gut oder böse be-
werteten Menschentypus entwirft, von dem er im
Folgenden handeln will. Dementsprechend las-
sen sich im ‚Parzival‘ immer wieder Figuren fin-
den, die nicht dem Ideal (nach ihm sind adelige
Protagonisten nicht nur politisch mächtig, son-
dern zum Beispiel auch ethisch gut und körper-
lich schön) entsprechen, sondern in ihrer Darstel-
lung widersprüchlich erscheinen und daher als
komplex angesehen werden können.
Im Folgenden schlagen wir eine Methodik vor,
mit der diese Einschätzungen der hermeneuti-
schen Forschung digital modelliert und überprüft
werden kann.
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Methode
Wir untersuchen, ob man bereits mit extrem
einfachen Methoden Vorhersagen zur Figuren-
komplexität treffen kann, und verwenden dazu
distributionelle Analysen (Harris 1954, Miller und
Charles 1991). Distributionelle Analysen reprä-
sentieren die Bedeutung eines Zielwortes durch
Eigenschaften der Kontexte seines Vorkommens
in Textkorpora – im einfachsten Fall durch die
Häufigkeiten aller Kontextwörter innerhalb ei-
nes Fensters um die Vorkommen des Zielwortes
(‚Kontextvektor‘).
Spezifisch betrachten wir zwei Arten fre-
quenzbasierter Kontextvektoren: (a) lexikalische
Kontextvektoren, berechnet über lemmatisierte
Kontexte; (b) entitätsbasierte Kontextvektoren, be-
rechnet über Eigennamen in den Kontexten. Da-
bei misst (a) die lexikalische Vielfalt der Kontexte,
in denen die jeweilige Figur vorkommt, und (b)
entsprechend die soziale Vielfalt der Kontexte.
Beide Arten von Repräsentationen verwenden als
Kontexte die sogenannten Dreißiger-Abschnitte
(die Unterteilung des ‚Parzival‘ in Abschnitte von
30 Versen nach Karl Lachmann) und greifen nicht
auf sprachliche Strukturen innerhalb der Dreißi-
ger wie Wortarten, Syntax, Satzgrenzen oder Ana-
phern zurück.1
In der Computerlinguistik werden Kontextvek-
toren typischerweise miteinander verglichen, um
die semantische Ähnlichkeit der Zielwörter zu
modellieren und finden breite Anwendung (Pan-
tel und Turney 2010). In unserer Studie betrach-
ten wir stattdessen den Informationsgehalt der
Kontextvektoren als Prädiktor für die Figuren-
komplexität und messen ihn per Entropie. En-
tropie eruiert den Informationsgehalt H(p) ei-
ner Wahrscheinlichkeitsverteilung p, definiert als
H(p) = –Σ x  p(x) log  p(x) (Shannon 1948). Entro-
pie kann verstanden werden als die Anzahl an
Bits, die an Information in der Verteilung enthal-
ten sind. Damit enthalten diejenigen Kontextvek-
toren eine höhere Entropie, die in gleichmäßiger
verteilten Kontexten vorkommen, als die, die häu-
fig in ähnlichen Kontexten auftreten.
Dies entspricht der (aus theoretischer Perspek-
tive natürlich stark vereinfachenden) Annahme,
wonach Figuren als komplexer wahrgenommen
werden, wenn sie in reicheren und verschiede-
neren Kontexten vorkommen. Bei lexikalischen
Kontexten (s.o.) sagen wir also voraus, dass hö-
here lexikalische Variabilität auf Komplexität hin-
weist – wobei Entropie freilich nicht zwischen
lexikalisch reichen und semantisch widersprüch-
lichen Kontexten unterscheiden kann. Bei enti-
tätsbasierten Kontexten übernimmt diese Rolle
das gemeinsame Auftreten einer Figur mit meh-
reren anderen Figuren.
Methodisch ist anzumerken, dass Frequenz ei-
nen Störfaktor bei der Interpretation von En-
tropie darstellt: Häufigere Zielwörter kommen –
ceteris paribus – häufiger in verschiedenen Kon-
texten vor und erhalten damit eine höhere Entro-
pie. Da dieser Zusammenhang aber nicht linear
ist, ist eine einfache Normalisierung nicht mög-
lich. In einem ersten Schritt sind also nur Zielwör-
ter mit ähnlicher Frequenz hinsichtlich ihrer En-
tropie gut vergleichbar.
Experiment
Als Textgrundlage verwenden wir den ‚Parzi-
val‘ nach der 5. Auflage der Ausgabe Lachmanns
(1891) in der digitalisierten, mit Lemmata und der
Auszeichnung von Eigennamen versehenen Fas-
sung von Yeandle (2014).
Für unser Hauptexperiment beschränken wir
uns auf die sieben im Text am häufigsten na-
mentlich genannten Frauenfiguren Cundrîe, Her-
zeloyde, Jeschûte, Cunnewâre, Arnîve, Bêne und
Itonjê. Hinzu kommt Sigûne als ein in der For-
schung oft genanntes Beispiel für eine weniger
komplexe Figur im ‚Parzival‘. Sieben der acht Fi-
guren liegen in einem engen Frequenzband zwi-
schen 30 und 40 Nennungen, während Sigûne nur
14 Mal vorkommt. Wir präsentieren die Ergeb-
nisse per Streudiagramm, mit Entropie und Fre-
quenz als den beiden Achsen.
Abbildung 1 und 2 zeigen die Ergebnisse für die
wichtigsten weiblichen Hauptfiguren. Diese las-
sen sich zwanglos mit den Einschätzungen der
hermeneutischen Literaturwissenschaft in Ein-
klang bringen. Die höchsten Werte weisen Cund-
rîe und Herzeloyde auf, auf deren Komplexität die
‚Parzival‘-Forschung immer wieder hingewiesen
hat: Bei Cundrîe handelt es sich um die Gralsbo-
tin, die zwar kultiviert und nach höfischen Sitten
gekleidet auftritt, zugleich aber monströs häss-
lich ist. Sie klagt Parzival zwar berechtigterweise
an, fällt dabei aber aus dem höfischen Rahmen.
Herzeloyde zieht ihren Sohn Parzival aus (über-
mäßiger?) Trauer um ihren im Kampf gefallenen
Ehemann fern von der höfischen Welt in einer
Waldeinöde auf, um zu verhindern, dass auch
er einst Ritter wird – ein Verhalten, das die For-
schung unterschiedlich bewertet. Mittelwerte er-
reichen Cunnewâre und Jeschute, die in der For-
schung durchaus kontrovers diskutiert werden.
Bêne, Arnîve und Itonjê lassen sich hingegen eher
als Nebenfiguren bezeichnen, für die keine hohe
Komplexität zu erwarten war.
Die in der Trauer um ihren Geliebten Schiona-
tulander verharrende Sigûne, die gerade in ih-
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rer Geradlinigkeit einen Gegenentwurf zu den
auf Ruhm und Ehre versessenen Artusrittern dar-
stellt, zeigt erwartungsgemäß keine hohen Entro-
piewerte. Allerdings erlaubt dieser Befund keine
starke Interpretation, da für Sigûne aufgrund der
niedrigeren Frequenz von vorneherein niedri-
gere Entropiewerte zu erwartet sind. Um dennoch
eine Vorhersage zur Komplexität Sigûnes zu er-
halten, vergleichen wir in den Abbildungen 3 und
4 ein breiteres Spektrum an Figuren im Frequenz-
bereich zwischen 10 und 20 Nennungen bezüglich
ihrer Entropie. Dies entspricht einer erweiterten
Version unserer Hypothese: Figuren, die vergli-
chen mit anderen Figuren des gleichen Frequenzbe-
reiches besonders hohe bzw. niedrige Entropien
aufweisen, sind relativ zu diesen mehr bzw. weni-
ger komplex.
Interessanterweise liefern die beiden Kontext-
definitionen für Sigûne abweichende Vorhersa-
gen: Die unterdurchschnittliche soziale Kontext-
vielfalt entspricht der Isoliertheit der Figur, die
sich aus Trauer von der Welt zurückzieht und
wenn, dann fast nur noch mit Parzival inter-
agiert. Die vergleichsweise hohe lexikalische Viel-
falt könnte demgegenüber darauf zurückzufüh-
ren sein, dass Sigûne neben ihrer Trauer auch
die weitere Funktion hat, Parzival über seine
Herkunft aufzuklären: Während Sigûne als Fi-
gur eher statisch erscheint, sind ihre Erzählungen
über die Gralswelt informationshaltig. Für ein-
gehendere Untersuchungen wären daher weitere
Faktoren der Figurendarstellung wie Figurenbe-
schreibung und Figurenrede mit einzubeziehen
sowie das Verhältnis von lexikalischer und sozia-
ler Kontextvielfalt näher zu bestimmen.
Diskussion
Unsere Ergebnisse legen nahe, dass sich die
Analyse der lexikalischen und ‚sozialen‘ Vielfalt
von Figurenkontexten durchaus als Maß für eine
erste Annäherung an das Konzept der Figuren-
komplexität eignet. Damit konnte mit erstaun-
lich einfachen Mitteln ein Zugang zum komplexen
narratologischen Themenfeld der Figurencharak-
terisierung gewonnen werden. Auf der techni-
schen Ebene bleiben zwei Fragen offen, zum ei-
nen die nach den sprachlichen Mechanismen, die
zur Korrelation von Entropie und Figurenkomple-
xität führen, zum anderen die nach dem tatsäch-
lichen Zusammenhang von Frequenz und Entro-
pie: Gibt es also auch selten auftretende round
characters oder häufig vorkommende flache Figu-
ren?
Auf der konzeptuellen Ebene bieten unsere Er-
gebnisse den Einstieg in eine differenziertere
Modellierung von Figurenkomplexität, deren Er-
arbeitung auf die traditionelle narratologische
Theoriebildung zurückwirken kann: Die digitale
Modellierung macht es notwendig, die Faktoren,
aus denen sich das Konzept der Figurenkom-
plexität zusammensetzt (etwa Figurenhandeln, -
rede, -beschreibung und -bewertung), genauer
und expliziter zu bestimmen sowie über ihre
Gewichtung nachzudenken. Außerdem wäre zu
klären, was das Konzept der Komplexität genau
meint und wie es sich zu verwandten Konzep-
ten wie denen der Hybridität, der Dynamik oder
der Aktantenhaftigkeit von Figuren verhält. Im
Sinne einer kritisch reflektierten digitalen Metho-
dik werden somit vielschichtige literaturwissen-
schaftliche Phänomene wie die Charakterisierung
von Figuren durch den formalisierenden Zugang
nicht nivelliert, vielmehr führt die Verbindung
von quantitativen und qualitativen Methoden zur
wechselseitigen Erhellung.
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Fußnoten
1. Experimente mit kleineren Kontexten lieferten
schlechtere Ergebnisse.
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Einleitung
Mit meinem Vortrag möchte ich zu einer Kri-
tik der digitalen Methoden beitragen. Gegenwär-
tige Forschung im Bereich der Digital Humanities
konzentriert sich vorwiegend auf den Einsatz
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quantitativer digitaler Methoden. Ich betrachte
diesen Schwerpunkt auf ‘Big Data’, ‘Distant Rea-
ding’ und die Beschränkung auf statistische Ver-
fahren zur Erklärung geisteswissenschaftlicher
Phänomene kritisch. In einer methodologischen
Kritik der digitalen Geisteswissenschaften werde
ich dazu aus wissenschaftstheoretischer Perspek-
tive anhand Beispielen historischer Forschung
die Grenzen der quantitativen Ansätze aufzeigen,
um dann Möglichkeiten vorzustellen, wie quali-
tative Methoden im Sinne eines Augmenting Hu-
man(ist) Intellect-Ansatzes (Engelbart 1962) digi-
tal unterstützt und erweitert werden sollten.
Vorgehensweise
Als erstes werde ich die Methoden der Digital
Humanities mit Hilfe der NeMO (NeDiMAH Me-
thods Ontology) wissenschaftstheoretisch veror-
ten (Abb. 1).
Abb. 1: NeMO (NeDiMAH Methods Ontology) zur
Modellierung von Forschungsprozessen, digita-
len Methoden, Werkzeugen, Ressourcen (Doku-
mente, Forschungsdaten, etc.) usw. (aus Benar-
dou et al. 2010)
NeMO dient als Rahmen zum Aufbau einer
Taxonomie digitaler Methoden und Werkzeuge.
Ein erster Schritt dazu ist die Unterscheidung
zwischen quantitativen und qualitativen Metho-
den. Da diese Unterscheidung auf methodischer
Ebene und nicht etwa auf epistemologischer oder
theoretischer Ebene erfolgt, erscheint die gän-
gige scharfe Trennung in quantitative und quali-
tative Forschung nicht gerechtfertigt. Auf Ebene
der Epistemologie muß man bei einer bestimm-
ten erkenntnistheoretischen Position bleiben und
kann dabei qualitative und quantitative Metho-
den kombinieren, ohne daß das methodologisch
problematisch wäre (Crotty 1998). Bei digitaler
Forschung kommt es auf den Ansatz der forma-
len Modellierung von Forschungsgegenständen
an. Formale Modellierung bildet den Kern der Di-
gital Humanities und ist Voraussetzung um über-
haupt digital transformierte Foschungsmethoden
einsetzen zu können – egal ob quantitativ oder
qualitativ. Man könnte daher anstatt von digi-
talen Methoden besser von formalen bzw. for-
malisierbaren Methoden sprechen. Im Vortrag
werde ich mich auf ‘Digital Mapmaking’ als Me-
thode konzentrierten, die den Einsatz von Dia-
grammen zur qualitativen Forschung umfaßt. Um
den Mehrwert von diagrammatischer Darstellung
zu zeigen, werde ich auf Beispiele aus der Sozi-
algeschichte zurückgreifen. Skocpols “States and
Revolutions: A Comparative Analysis of France,
Russia, and China” (Skocpol 1979) eignet sich sehr
gut, um zu zeigen, daß Text nicht ausreicht, um
die komplexen kausalen Narrative, die zu so-
zialen Revolutionen führen, gut nachvollziehbar
zu repräsentieren. In der methodologischen For-
schung dazu wird sogar argumentiert (Mahoney
1999; George / Bennett 2005), daß die Darstel-
lung der kausalen Prozesse in diagrammatischer
Form notwendig ist, um die kausalen Zusammen-
hänge in der Präsentation der Forschungsergeb-
nisse explizit zu machen und darüber hinaus
den Forschungsprozess selbst durch den Zwang
zur Formalisierung zu unterstützen. Am Beispiel
Skocpols vergleichender Studie werde ich de-
monstrieren, wie die Methoden QCA (Qualitative
Comparative Analysis) und Process Tracing in den
Digital Humanities durch den Einsatz von geeig-
neten diagrammatischen ‚Denkwerkzeugen‘ wie
Hypertext-Karten, Fuzzy Cognitive Maps und Dy-
namischer Netzwerkanalyse unterstützt und er-
weitert werden können.
Beispiele
Um überhaupt sinnvoll von ‚digitalen‘ Metho-
den reden zu können, muß der Aspekt der for-
malen Modellierung als zentral erachtet wer-
den. Formalisierung ist die Voraussetzung für
die „Mechanisierung angeblich geistiger Tätigkei-
ten“ (Brauer et al. 1989). Piotrowski (2016) de-
finiert Digital Humanities wie folgt: “The digi-
tal humanities study the means and methods
of constructing formal models in the huma-
nities.” Ein Modell ist dabei als Repräsentation ei-
nes geisteswissenschaftlichen Untersuchungsge-
genstands zu verstehen und ‚formal‘ bedeutet
logisch kohärent, nicht mehrdeutig und expli-
zit (Piotrowski 2016).
Mir geht es im folgenden um digitale Methoden
des ‘Mapmaking’:
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[Mapmaking] is a combinatorial method, for it
involves mapping information gathered from
other sources: generally secondary data or sur-
veys, though texts are another possibility. It
must thus reflect the strengths and weaknes-
ses of its sources of data. As with hermeneu-
tics, mapmaking involves a set of techniques
beyond those involved in the methods it draws
upon. Its obvious strength lies in terms of spa-
tiality. There are, quite simply, some spatial
movements that cannot be properly visualized
nor comprehended without recourse to maps
[…] (Szostak 2004)
Dazu kann mit NeMO Quellen- und Archivma-
terial, das zur Erstellung von Karten herangezo-
gen wird, formal erfaßt werden, was im Kontext
von Digital Libraries und Forschungsdatenma-
nagement relevant ist.
Einführen werde ich Digital Mapmaking mit ei-
nem für die Geschichtswissenschaft naheliegen-
den Diagrammtyp (Champagne 2016): Zeitleisten.
Synchronoptische Visualisierungen (Abb. 2) die-
nen der Kontextualisierung großer Datenmengen
aus verschiedenen Quellen und ermöglichen die
Generierung von Hypothesen durch Abduktion
(Frank 2017a). Eine Erklärung – z. B. in Form der
Beschreibung eines sozialen Mechanismus, der
ein historisches Ereignis hervorbringt – kann je-
doch nur durch weiterführende Forschung gefun-
den werden.
Abb. 2: Parallele Zeitleisten in der Zeitkarte aus
der Digitalen Edition (Behrendt et al. 2010) von
Peters’ Synchronoptischer Weltgeschichte (Pe-
ters / Peters 1952) als ‚Hypothesen-Generator‘
Im weiteren Verlauf werde ich zeigen, wie
Visualisierungsansätze nicht nur explorative
Analyse unterstützen können, sondern wie sie
darüber hinaus auch die Möglichkeiten zur Erklä-
rung historischer Ereignisse erweitern können.
Sehr gut veranschaulicht werden kann ein sol-
cher Ansatz mit den diagrammatischen Darstel-
lungen der kausalen Narrative in Skocpols Theo-
rie sozialer Revolutionen (Skocpol 1979).
Goertz und Mahoney (2005) argumentieren, daß
“a failure to appropriately conceptualize levels
and relationships between levels” zu vielen Fehl-
interpretationen von Skocpols Theorie geführt
haben. George und Bennett (2005) empfehlen
tatsächlich “diagrams to present clearly the ar-
gument of causal narratives, to make the cau-
sal claim more explicit”. Um die laut Goertz
und Mahoney (2005) oft in den Interpretationen
vorkommende Verwechslung von Kausalität und
Konstitution zu vermeiden, eignet sich zur Dar-
stellung von Two-Level Theories der Einsatz von
Diagrammen (Abb. 3):
For example, the examination of an ontological
relationship between levels allows the analyst
to explore the specific defining properties of
the basic-level concepts that actually affect the
outcome of interest. In this case of an ontologi-
cal relationship, the specific properties identi-
fied in the secondary level are “mechanisms”
that explain why the basic-level variables have
the effects they do. (Goertz / Mahoney 2005)
Abb. 3: Diagramm für Two-Level Theories zu Ur-
sachen und Konstitution sozialer Revolutionen
(aus Goertz / Mahoney 2005)
Im Rückentext des Geschichtstheorie-Lehrbuchs
von Kolmer (2008) steht dazu treffend: „Wer sich
nicht von der Beredsamkeit der Historiker blen-
den lassen will, muss das Gerüst entdecken kön-
nen, das ihre Erzählungen trägt.“ Meine Idee
ist nun, die kausalen Narrative nicht nur als
Diagramme zu visualisieren, sondern die histo-
rischen Narrative der komplexen kausalen Zu-
sammenhänge als Hypertext zu modellieren. Der
Mehrwert dieses Hypertext Mapping-Ansatzes
wird durch einen weiteren Verweis auf Szostak
(2004) deutlich: “Mapmaking can give unique in-
sight into spatial and temporal aspects of causal
systems (among other things).”
Offensichtlich bietet die diagrammatische Vi-
sualisierung (Abb. 4) von Mahoney (1999) deut-
liche Vorteile bei der Darstellung der komple-
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xen kausalen Zusammenhänge und erleichtert
dadurch das genaue Nachvollziehen und Verste-
hen der historischen Vorgänge, die zum Zusam-
menbruch des französischen Staates führten, er-
heblich.
Abb. 4: Diagramm des kausalen Narrativs über
den Prozess des Zusammenbruchs eines Staates
(aus Mahoney 1999)
Allerdings berücksichtigt das Diagramm nach
Mahoney (1999) keine komplexen Rückkopp-
lungsschleifen zwischen Ereignissen und außer-
dem fehlt die Darstellung der Gewichtung einzel-
ner Ereignisse und die Möglichkeit, die Details der
kausalen Prozesse zu erfassen. Diese vernachläs-
sigten Aspekte könnten durch Causal Loop Dia-
grams (siehe Beispiel in Abb. 5) oder Fuzzy Cogni-
tive Maps (Carvalho 2013) oder auch Dynamische
Netzwerkanalyse (Lemercier 2015b) modelliert
werden.
Abb. 5: Causal Loop Diagram des Konflikts zwi-
schen der polnischen Regierung und Solidarność
(aus Coleman et al. 2006)
Die ersten fünf von Mahoney (1999) aus Skoc-
pol (1979) extrahierten kausalen Faktoren, sollen
zur Veranschaulichung einer zusätzlichen Mög-
lichkeit zur expliziten Strukturierung mit Hyper-
text Maps ausreichen:
1.  Property relations prevent introduction of
new agricultural techniques (S. 55)
2.  Tax system discourages agricultural innova-
tion (S. 55)
3.  Sustained growth discourages agricultural in-
novation (S. 55)
4.  Backwardness of French agriculture (esp. vis-
à-vis England) (S. 56)
5.  Weak domestic market for industrial goods (S.
55–56)
Die Kausalkette von 4 nach 5 wird von Skoc-
pol (1979) z. B. mit einer Reihe von historischen
Studien belegt. Diese Verweise können in einem
Hypertext-Narrativ mit typisierten Links (Peroni /
Shotton 2012) explizit gemacht werden.
Wie ein kritischer Rückblick in die Geschichte
der Hypertext-Forschung zeigt, sind wesentli-
che Anforderungen an Hypertext-Systeme bis-
her immer noch nicht zufriedenstellend erfüllt.
Ich werde zeigen, wie einige der sieben offe-
nen Punkte/Issues von Halasz (2001) mit aktueller
Semantic Web- und Informationsvisualisierungs-
technologie angegangen werden können. Suche
unter Berücksichtigung der Hypertextstruktur
(Issue 1) kann auf Basis von Ontologie-basiertem
Hypertext im RDF-Datenmodell realisiert werden.
Berechnungen aufgrund der Hypertextstruktur
(Issue 4) könnten durch den Einsatz von Dynami-
scher Netzwerkanalyse und Fuzzy Cognitive Maps
(Carvalho 2012) umgesetzt werden.
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Ergebnisse
Die ‚digitale Vernunft‘ erfordert es schließlich,
daß geisteswissenschaftliches Erklären bzw. Ver-
stehen (von Wright 1971) in einem angemessen
methodologischen (Schützeichel 2015) und onto-
logischen Rahmen (Little 2010) abläuft. Mechanis-
tische Erklärung bietet ein explanatorischen Rah-
menwerk, um z. B. die verschiedenen ‚Ismen‘ der
Politikwissenschaft zu vereinen (Bennett 2013).
Die Relevanz von Digital Mapmaking als Hilfs-
mittel zur Erklärung historischer Ereignisse zeigt
sich insbesondere beim Einsatz von Hypertext
Maps zur Strukturierung von historischen Narra-
tiven. Historische Narrative können dabei durch-
aus als mechanistische Erklärungen historischer
Ereignisse aufgefaßt werden (Glennan 2010). Ana-
log zum Periodensystem chemischer Elemente
kann ein diagrammatischer Hypertext auf Lücken
im theoretisch fundierten Gerüst eines kausa-
len Narrativs hinweisen, um diese durch Metho-
den wie Process Tracing (Bennett 2010) zu füllen.
Zusätzlich zu mechanistischer Erklärung unter-
stützt Hypertext multiperspektivische Erklärung
historischer Ereignisse (Shaw 2013; Jensen 2013;
Krameritsch 2009).
Die Ergebnisse bringt schließlich ein erneuter
Blick in die Hypertext-Geschichte auf den Punkt:
“Linearity was never an option for historical wri-
ting; hypertextuality can make complex structure
concrete, clear and responsive to both the author
and the reader.” (Eastgate Systems 2005)
Zusammenfassung und Aus-
blick
Etablierte qualitative Methoden wie QCA, Pro-
cess Tracing und Netzwerkanalyse werden in den
Digital Humanities vernachlässigt oder, wie Netz-
werkanalyse (Haug 2008), nicht kritisch genug
eingesetzt – im Sinne von zu wenig formaler Mo-
dellierung (Lemercier 2015a). Der Einsatz die-
ser Methoden im Bereich der Digital Humanities
setzt die formale Modellierung der geisteswissen-
schaftlichen Untersuchungsgegenstände voraus.
Die Rolle von formaler Ontologie für die Digi-
tal Humanities beim Aufbau von Regionalontolo-
gien für die Geisteswissenschaften (Gnoli 2008)
und der Repräsentation von Wissen aus verschie-
denen diziplinären Perspektiven und Kontexten
wird an dieser Stelle deutlich (Frank 2017b). Bis-
her gibt es nur wenig Ansätze, die die Komplexität
der geisteswissenschaftlichen Realität dabei ange-
messen berücksichtigen (Grossner 2010; Fokkens
et al. 2016; Garbacz 2015).
Im Vortrag werden abschließend erste eigene
formal-ontologische Modellierungsbeispiele und
diagrammatische Visualisierungen kausaler Nar-
rative historischer Ereignisse gemäß dem vorge-
stellten Ansatz präsentiert und offene Probleme
und Fragen zur Diskussion gestellt.
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Wenn von Digital Humanities (DH) die Rede ist,
liegt der Fokus oft auf dem Digitalen, auf den
neuen Möglichkeiten, welche die technischen Ent-
wicklungen der letzten Jahre eröffnen. Jedoch
sollte bei Digital Humanities nicht primär digital
im Vordergrund stehen, sondern die Human- und
Geisteswissenschaften, die sich digitaler Metho-
den zur Unterstützung ihrer wissenschaftlichen
Forschung bedienen (vgl. Siemens, 2016). Im Zen-
trum dieser Forschung stehen trotz digitaler Op-
tionen dennoch die etablierten Fragestellungen
der Humanwissenschaften. Technische Entwick-
lungen können neue Wege der Erkenntnis eröff-
nen oder bestehende Methoden vereinfachen und
erleichtern, doch ohne fundierten ExpertInnen
der Geisteswissenschaften in diesem Prozess eine
zentrale Rolle zuzugestehen, können digitale For-
schungs-Systeme die Bedürfnisse und Zielsetzun-
gen ihrer BenutzerInnen nicht (gut genug) unter-
stützen und werden auch nicht nachhaltig von
diesen aufgenommen.
Welche Möglichkeiten gibt es, den Einfluss von
prä-, non-, oder postdigitalen Konzeptionen der
Geisteswissenschaft in den DH zu stärken? Wie
können Projekte in den DH weniger technologie-
und stärker menschen- oder inhaltsgetrieben ge-
plant und durchgeführt werden? Eine Antwort
darauf können benutzerzentrierte Gestaltungs-
prozesse (“user centered design”) geben, in de-
nen den BenutzerInnen der Systeme eine zentrale
Rolle zukommt - von der Planung bis zur Evalua-
tion der technologischen Entwicklungen.
Im Folgenden werden die Grundprinzipien und
Methoden des benutzerzentrierten Designs erör-
tert und ein aktuelles Projekt - als Anwendungs-




Im Gegensatz zu technikzentrierter Entwick-
lung, steht in benutzerzentrierten Gestaltungs-
prozessen die BenutzerIn, ihre Bedürfnisse und
Aufgaben, ihr Fühlen und Denken im Vorder-
grund. Ausgangspunkt sind daher auch nicht die
technischen Möglichkeiten, sondern eine Analyse
der Zielgruppe: Welche Eigenschaften und wel-
che Arbeitsweisen zeichnet sie aus? Für welche
Probleme bedarf es einer technischen Lösung?
Erst danach werden geeignete Technologien ent-
wickelt und laufend unter wiederholter Einbezie-
hung der Zielgruppe getestet.
Maguire (2011) definierte vier Schlüsselprinzi-
pien für benutzerzentriertes Design: (1) das aktive
Miteinbeziehen der BenutzerInnen, sowie ein kla-
res Verständnis der Zielgruppe und ihrer Bedürf-
nisse, (2) eine geeignete Aufteilung der Funktio-
nen und Prozesse zwischen Benutzer und System,
(3) iterative Entwicklung und Testung der Tech-
nologie, und (4) Zusammenarbeit in einem inter-
bzw. transdisziplinären Team.
Was bedeutet das umgelegt auf DH? Es gibt Stim-
men, die generell daran zweifeln, dass Benutzer
ihre Bedürfnisse verbalisieren können bzw. die-
ses Wissen von Nutzen für technologische Ent-
wicklungen ist. Kemman und Klappe (2014) be-
fragten daher Geisteswissenschaftler nach ihren
Anforderungen für eine DH-Anwendung. Sie stell-
ten fest, dass diese ihre Bedürfnisse gut verbali-
sieren konnten, sie fanden aber auch etliche (aus
ihrer Sicht) irrelevante Bedürfnisse und vermiss-
ten eine Vorstellungskraft dafür, welche Mög-
lichkeiten über den Standard-Forschungsprozess
hinaus mithilfe neuer Technologien erschlossen
werden könnten. Unserer Meinung nach bedarf
es daher anderer Methoden als einer reinen Be-
fragung nach den Bedürfnissen der Benutzer:
Möglichkeiten für eine solche erweiterte Bedarfs-
analyse sind Beobachtungen der Forschungs-
prozesse, aber auch Literaturstudien. Um die
technischen Möglichkeiten und die geisteswis-
senschaftlichen Bedürfnisse in die Definition der
Anforderungen mit einzubeziehen, bedarf es in-
novativer Ansätze, wie etwa Design-Sprints (Ven-
turini, Munk & Meunier, 2017), in denen alle Betei-
ligten kollaborativ eine gemeinsame Perspektive
entwickeln (Vertreter der Zielgruppe, Geisteswis-
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senschaftlerInnen, DH-ExpertInnen und Compu-
terwissenschaftlerInnen). Da in der Zusammen-
arbeit zwischen ComputerwissenschaftlerInnen
und GeisteswissenschaftlerInnen zwei sehr he-
terogene Welten aufeinander prallen (unter-
schiedliche Wissenschaftskultur, Terminologien,
Epistemiken, sowie unterschiedliche Wege des Er-
kenntnisgewinns), ist es offensichtlich entschei-
dend, in einen aktiven und strukturierten Dia-
log miteinander zu treten, Herausforderungen
arbeitsteilig zu lösen, den Wissensaustausch zu
fördern, aber auch idealerweise diesen Prozess
durch Personen zu mediieren, die in beiden
Kulturen sozialisiert und fachsprachlich versiert
sind.
Benutzerzentrierte Gestaltung definiert dabei
nur ein Vorgehensmodell, in dem die Bedürf-
nisse der BenutzerInnen am Anfang stehen und
in dem diese wiederholt einbezogen werden, es
bestimmt jedoch nicht die zur Anwendung kom-
menden Forschungsmethoden, sondern bedient
sich der jeweils passenden Methoden, zum Bei-
spiel aus der Usability-Forschung: Benutzertests
mit Prototypen, Beobachtungen, Befragungen, Fo-
kusgruppen, cognitive walkthroughs, lautes Den-
ken oder heuristische Evaluationen (siehe z.B.
Barnum, 2008; Sarodnik & Brau, 2006). Im Fol-
genden soll die Spezifikation dieses Prozesses an-
hand einer Fallstudie zur Visualisierung kulturel-
ler Sammlungen exemplifiziert werden.
Fallstudie: Visualisierung kul-
tureller Sammlungen
In den letzten 10 Jahren wurden kulturelle
Sammlungen im großen Stil digitalisiert und ag-
gregiert (z.B. Europeana, DPLA) mit dem Ziel die
Zugänglichkeit zum kulturellen Erbe zu verbes-
sern. Diese digitalen Sammlungen stellen jedoch
für Benutzer ohne fachliche Expertise große Hür-
den dar (Walsh & Hall, 2015): Die Oberflächen
sind zumeist von einer Suchfunktion dominiert,
die eine Kenntnis der Datenbankstruktur voraus-
setzt, und das Suchergebnis wird als unstruktu-
rierte Liste präsentiert, was das Gewinnen eines
Überblicks über die Sammlung erschwert. Neuere
Ansätze fordern daher “großzügigere” Benutzer-
oberflächen (Whitelaw, 2015), die ein “Flanieren”
durch die Informationen ermöglichen (Doerk et
al., 2011). Das Projekt polycube (Windhager et
al., 2016) entwickelt diesen Anforderungen fol-
gend Informationsvisualisierung von kulturellen
Sammlungen zur Verbesserung der Zugänglich-
keit und des Verständnisses dieser Sammlungen
für die allgemeine Bevölkerung.
Für eine bessere Einbettung dieses Forschungs-
vorhabens wurde der aktuelle Stand der Technik
erhoben (Windhager et al., 2017) und 48 Publi-
kationen zur Visualisierung kultureller Sammlun-
gen unter anderem mit Hinblick auf die Einbe-
ziehung der Zielgruppe in den Gestaltungsprozess
bewertet: In 6 Publikationen wurden rein tech-
nische Aspekte besprochen, Zielgruppen wurden
dabei nicht genannt. In 17 Publikationen wurden
zwar die Zielgruppen erwähnt, aber es fanden
sich keine Informationen, ob und wie sie in die
Entwicklung einbezogen wurden. In 5 Publikatio-
nen wurden (geplante) Usertests erwähnt – aller-
dings ohne weitere Details. Nur in 20 Publikatio-
nen wurde von Studien berichtet, die in ihrem
Umfang stark variieren - von Einzelfallanalysen
bis hin zu elaborierten Testungen mit großen Be-
nutzergruppen (vgl. Abbildung 1).
Abbildung 1: Überblick über verschiedene Me-
thoden zur Einbeziehung der BenutzerInnen
Im Projekt polycube (https://www.donau-un-
i.ac.at/de/polycube) stand am Anfang eine Data-
Users-Tasks-Analyse (Miksch & Aigner, 2014). Es
wurden ExpertInneninterviews mit HistorikerIn-
nen und DH-ForscherInnen durchgeführt zu den
Daten: Welche Zusammenhänge gibt es zwischen
den Objekten der Sammlung? Welche Daten sind
digital vorhanden, welche Informationen fehlen
in der digitalen Datenbank? Eine Literaturstudie
widmete sich den BenutzerInnen und ihren Auf-
gaben (Mayr et al., 2016a): Da es sich um all-
tägliche NutzerInnen handelt, gestaltete sich die
Definition von relevanten Aufgaben als beson-
ders herausfordernd. Stattdessen wurden rele-
vante Informationsbedürfnisse und Verhaltens-
muster definiert.
Auf diesen Erkenntnissen aufbauend wurde ein
erster Prototyp entwickelt, der derzeit in einer
qualitativen Studie getestet wird. Im Mittelpunkt
steht dabei die Frage, wie die entwickelten Infor-
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mationsvisualisierungen die BenutzerInnen beim
Aufbau eines mentalen Modells über die kultu-
relle Sammlung unterstützen (Mayr et al., 2016b).
Iterativ werden die gewonnenen Erkenntnisse in
die Entwicklung des Prototypen einfließen und
in zwei weiteren Experimenten gegen alternative
Informationsvisualisierungen getestet werden.
Das gewählte benutzerzentrierte Vorgehen soll
dazu beitragen, dass die entwickelten Informati-
onsvisualisierungen ein besseres Verständnis der
kulturellen Sammlungen vermitteln, damit intui-
tiv interagiert werden kann und diese zu einer
weiteren Auseinandersetzung mit den Informa-
tionen anregen.
Diskussion
In der Abgrenzung zu den nicht-digitalen Geis-
teswissenschaften versuchen die DH “die Pro-
zesse der Gewinnung und Vermittelung neuen
Wissens unter den Bedingungen einer digita-
len Arbeits- und Medienwelt weiter zu entwi-
ckeln” (DHd). Dabei agieren ihre AkteurInnen
nicht selten mit einem Fokus auf   Technik- und
Infrastrukturentwicklung statt mit einem Fokus
auf geisteswissenschaftliche Prozesse und Metho-
den des Erkenntnisgewinns. Um diesen Prozes-
sen einen stärkeren Stellenwert in DH-Projek-
ten einzuräumen, haben wir in diesem Beitrag
benutzerzentrierte Gestaltungsprozesse als eine
Herangehensweise diskutiert, in der geisteswis-
senschaftliche ExpertInnen und andere Zielgrup-
pen in die Entwicklung neuer Technologien inten-
siv miteinbezogen werden.
Warum ist ein benutzerzentrierter Gestaltungs-
prozess gerade in der DH von Vorteil?
1.  Unterschiedliche Wege des Erkenntnisge-
winns und Forschungsmethoden in den Geis-
teswissenschaften und den Computerwis-
senschaften erschweren ein Verständnis der
Probleme und Anliegen der jeweils anderen
Disziplinen. Durch die intensive Zusammenar-
beit und Koordination in einem benutzerzen-
trierten Designprozess können die Beteiligten
in einen intensiven Wissensaustausch eintre-
ten und ein besseres Verständnis füreinander
aufbauen.
2.  Die Definition von zu lösenden Problemen
aus Sicht der GeisteswissenschaftlerInnen am
Beginn eines Projektes erlaubt die Entwick-
lung von innovativen Technologien im Dienste
der Geisteswissenschaft, anstatt geisteswis-
senschaftliche Daten als Anwendungsfeld für
neue technische Entwicklungen zu instrumen-
talisieren.
3.  Die Iteration von Entwicklungen und Testun-
gen führen zu einer regelmäßigen Evaluation
der Technologien in verschiedenen Entwick-
lungsstadien und ermöglichen die Korrektur
von Fehlentwicklungen bereits früh im Pro-
jektverlauf. Im Gegensatz dazu bleiben sum-
mative Evaluationen am Ende von Projekten
oft ohne Einfluss auf die entwickelte Technolo-
gie bzw. erlauben nur mehr geringfügige Ad-
aptierungen. Eine Iteration von Entwicklungs-
und Evaluationsphasen erhöht die Anzahl der
explorierten Design-Optionen und erlaubt die
Auswahl und Weiterentwicklung der am bes-
ten geeigneten Varianten.
Benutzerzentriertes Design ist aber nicht immer
das Mittel der Wahl. Um etwa radikal innovative
Produkte zu erschaffen, besitzen zukünftige Be-
nutzerInnen oft nicht die Vorstellungskraft, wel-
che Möglichkeiten sich durch die neuen techni-
schen Entwicklungen ergeben (Norman, 2010; vgl.
die Beobachtungen von Kemman & Klappe, 2014).
Hier empfiehlt es sich, die Benutzer erst in der Op-
timierung der Produkte mit einzubeziehen. Auch
zur Lösung von institutionellen, finanziellen, oder
politischen Problemen sollten statt benutzerzen-
trierter eher transdisziplinäre Methoden gewählt
werden.
Unsere Erfahrung in DH Projekten zeigt, dass
der methodengestützte Dialog zwischen Compu-
ter- und Geisteswissenschaften essentiell ist und
sein Potenzial für gute und nachhaltige techni-
sche Entwicklungen in benutzerzentrierten Ge-
staltungsprozessen besonders gut entfalten kann.
Die präsentierte Analyse von Publikationen zur
Visualisierung kultureller Sammlungen (Windha-
ger et al., 2017) zeigt, dass eine Einbeziehung der
BenutzerInnen in den DH keine Selbstverständ-
lichkeit ist und dass eine benutzerzentrierte Ent-
wicklung derzeit nicht zum Stand der Technik ge-
hört. Das Potenzial dieses Vorgehensmodells ist
jedoch sehr groß, wenn es darum geht die Bedürf-
nisse der NutzerInnen zu erfüllen und die Tech-
nologie soweit daran anzupassen, dass deren Ak-
zeptanz und nachhaltige Nutzung sichergestellt
werden kann.
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gleich als Spiegel staatlichen
Wandels?
Staatlich verfasste Gesellschaften sind komplex
und differenziert (Mayntz 1997; Schimank 1999).
Will man etwas über die „Identität“ von Staa-
ten und deren Wandel erfahren, dann eignen
sich Verfassungen, da diese spezfische Dokumen-
tensorte soziologisch als kodifizietre Selbstbe-
schreibung von Gesellschaften verstanden wer-
den kann (Boli-Bennett und Meyer 1978; Go 2003;
Heintz und Schnabel 2006; Boli-Bennett 1979).
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Moderne Staaten produzieren aber nicht nur Un-
mengen an amtlichen Dokumenten, sondern sind
darüber hinaus durch ihre konstitutionelle sowie
rechtsstaatlich-bürokratische Verfasstheit grund-
sätzlich textlich strukturiert (Weber 1972). Für die
historsiche Dokumentenanalyse spielen die Er-
stellung des Korpus und die Auswahl der Untersu-
chungsmethoden wichtige Rollen, um sowohl die
Textlichkeit, als auch den Kontext angemessen zu
berücksichtigen.
In diesem Vorhaben wird mit Verfassungsdoku-
menten europäischer Staaten gearbeitet, anhand
derer staatlicher Wandel von der ersten Verfas-
sungsgebung bis heute sichtbar gemacht wird.
Verfassungen beinhalten u.a. Vorstellungen dar-
über, wie die Gesellschaft beschaffen ist. Konkret
wird der historisch-wissenssoziologischen Frage
nach der sozialen Konstruktion des (Staats-)Bür-
gers nachgegangen. Denn historisch betrachtet
reflektieren Verfassungen den sukzessiven Um-
bau von ständisch stratifizierten hin zu souve-
ränen Bürgergesellschaften und damit reflektie-
ren sie ebenso den Wandel des gesellschaftlichen
Personals, das es in Form von Personenkatego-
rien und Zugehörigkeitsdimensionen aus dem
Material herauszuarbeiten gilt. Was aber genau
unter „Verfassung“ verstanden wurde, wie sich
die Staaten und ihr ‚Personal’ über dieses Do-
kument selbst beschreiben und welches Wissen
in selbiges eingeht, variiert erheblich (Gosewin-
kel, Masing und Würschinger 2006; Vorländer
2007). Daher bedarf es eines geeignetne me-
thodisch-analytischen Instrumentariums, um die





Um Verfassungen strukturell und inhaltlich un-
tersuchen zu können, werden Ansätze der his-
torischen Wissenssoziologie (Thelen 1999, 2002;
Jepperson 1991) und der Computerlinguistik (z.B.
Hausser 2014; Lobin 2010) miteinander ver-
schränkt. Die Entwicklung dieses methodischen
Werkzeugs zur „Dokumentenarbeit“ umfasst Ver-
fahrensschritte der Datenerhebung, -aufberei-
tung und -auswertung, wobei hier vor allem
auf methodologische Herausforderungen, d.h.
die Korpuserstellung und die semi-automatische
Analyse von Dokumentenstrukturen eingegangen
wird.
Rechtstexte im Allgemeinen und Verfassungen
im Besonderen, weisen eine Dokumentenlogik
auf, die stark durch eine formale hierarchische
Struktur gekennzeichnet ist. Bei dieser Doku-
mentenart ist daher davon auszugehen, dass der
Struktur eine besonders sinnstiftende Bedeutung
zukommt, die es vor allem bei vergleichenden Un-
tersuchungen (synchron wie auch diachron) zu
berücksichtigen gilt. Insofern sollte ein computer-
linguistisches Verfahren die Strukturinformatio-
nen bspw. in welche (Sinn-)Abschnitte sich ein Do-
kument gliedert für den Vergleich nutzen. Diese
Strukturauswertungen können dann wiederum
mit statistischen Häufigkeits- und Ähnlichkeits-
berechnungen von Worten innerhalb von Fließ-
texten – wie das u.a. die gängigen Vektorraum-
modelle (Manning, Raghavan und Schütze 2008;
Salton, Wong und Yang 1975) oder insbesondere
die derzeit populären „word embedding“ Modell
(z.B. Mikolov et al. 2013) machen – kombiniert
werden.
Bei der hierarchischen Struktur von Dokumen-
ten anzusetzen bietet einen klaren Ausgangs-
punkt für die systematische Analyse von großen
Textmengen und stiftet zugleich Orientierung im
Feld der inhaltsanalytischen Methoden (Kuckartz
2012; Mayring 2015). Diese unterscheiden sich
vor allem in Bezug auf ihre Anlage, d.h. entwe-
der Häufigkeiten zählende oder hermeneutisch
interpretierende Ausrichtung, und firmieren in
den Sozialwissenschaften oftmals unter dem La-
bel „Dokumentenanalyse“. Zwar verbindet alle
diese Ansätze, dass sie sich durch eine ständige
Korrespondenz von Forschungsfrage und Arbeit
am Material auszeichnen und in der Regel meh-
rere Iterationen durchlaufen, bevor valide Ergeb-
nisse vorliegen. Dennoch bringt vornehmlich die
manuelle Bearbeitung von umfangreichen Text-
mengen, etwa in Form von Kodier- und Katego-
risierschritten der Grounded Theory (Strauss und
Corbin 1996), Probleme der methodisch kontrol-
lierten Auswertung und damit der Reliabilität der
Ergebnisse mit sich.
Außerdem lassen sich über den strukturellen
Zugang Fragen erschließen, die über den „reinen“
Inhalt hinausgehen, und die die Verwendung wie
auch die Art und Weise in den Vordergrund rü-
cken, in der Verfassungen im Zeitverlauf politisch
unter Druck geraten, sich also aufgrund wech-
selnder politischer Machtverhältnisse wandeln.
Damit werden die Relation von Dokument und
(Entstehungs-)Kontext und besonders die Verfas-
ser von Dokumenten und deren Konstruktion
sozialer Wirklichkeit durch die schriftliche Fi-
xierung gesellschaftlichen Wissens (Prior 2011)
fokussiert.
Von der Dokumentenstruktur auszugehen
heißt, zunächst methodologisch zu fragen, inwie-
weit sich Dokumente formal wie auch inhalt-
lich ähneln. Das setzt wiederum voraus, dass
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sich Dokumente überhaupt vergleichen lassen
und so einer Analyse etwaiger struktureller Ähn-
lichkeiten und spezifischer Unterschiede allererst
zugänglich gemacht werden. Hier bieten com-
putergestützte Verfahren einen produktiven Aus-
gangspunkt, um einerseits bestehende Methoden
zu reflektieren und andererseits ein dann auch
verallgemeinerbares Werkzeug zur Dokumenten-
analyse von Rechtstexten zu entwickeln. Zur Be-
antwortung der formulierten Frage wird eine in-
novative, von uns eigens entwickelte Software
vorgestellt, mit der sich Verfassungen in ihrer his-
torischen Entwicklung vergleichen lassen. Hier-
durch werden Impulse zur Generierung neuer
methodischer Ansätze gegeben werden.
3. Arbeitsschritte: Vom Down-
load zur Analysesoftware
Um mit der Auswertung der Dokumente begin-
nen zu können, muss das Korpus erstellt wer-
den. Ein normales PDF beinhaltet in der Regel
kaum explizite Strukturinformationen, lediglich
einzelne Worte ließen sich automatisch erfassen,
nicht aber die zugrunde liegenden Strukturen
abbilden. Hierfür bedürfte es bspw. der Kenn-
zeichnung von Überschriften, Absätzen oder in-
haltlich unterscheidbaren Abschnitten. Das Doku-
ment muss also mit weiteren Informationen in
seiner Struktur beschrieben werden.
Das konkrete methodische Vorgehen, das hier
als „Dokumentenarbeit“ zur Korpuserstellung be-
zeichnet wird, gliedert sich in drei Schritte: das
Zusammenstellen der Ausgangsdaten als HTML-
Dateien, die Transformation der Ausgangsdaten
in das XML-Format sowie die eigentliche Aus-
zeichnung der Ausgangsdaten mit Metadaten zur
Modellierung der Struktur.
Entgegen der Annahme, dass derart politisch re-
levante Dokumente wie Verfassungen als elektro-
nische Ausgangsdaten vorliegen sollten, müssen
diese zunächst hergestellt und in ein bearbeitba-
res Datenformat transformiert werden. Zwar fin-
den sich aktuelle Verfassungen als elektronisch
veröffentlichte Ressourcen bspw. in den Rechts-
datenbanken und -portalen der jeweiligen Staa-
ten, im deutschen Fall bspw. „Juris“.Es existiert
jedoch kein lückenloser, chronologischer Verlauf,
aus dem sich alle Änderungen computergestützt
entnehmen ließen.
Auf der Seite www.verfassungen.org lassen sich
die meisten Verfassungen online (auf Deutsch)
abrufen und downloaden. Zudem beinhalten die
dortigen Dokumente farblich abgesetzte Ände-
rungen in Textform und nicht etwa als Kommen-
tar oder gesonderte Liste sowie jeweils Totalrevi-
sionen als separate Dokumente. Diese Dokumente
werden dann mit offiziell veröffentlichen Ver-
fassungen abgeglichen, um gegebenenfalls inhalt-
liche Fehler aufzuspüren und zu beheben. An-
schließend werden die Daten manuell bereinigt
und standardisiert, d.h. nicht benötigte Beschrei-
bungen der Autor*innen der Webseiten oder an-
dere irrelevante Informationen werden entfernt.
Diese Dokumente bilden sodann die Grundlage
für das Korpus. Die einzelnen Verfassungen be-
inhalten eine Fülle an textlichen Ergänzungen,
Streichungen und anderweitigen textlichen Ver-
änderungen, die einerseits schwer zu identifizie-
ren sind und andererseits nicht chronologisch
sortiert, sondern der Texthierarchie folgend vor-
liegen. Aus diesen Gründen wird zuerst eine Aus-
gangsverfassung des Jahres 2011, also dem Ende
des Untersuchungszeitraums, erstellt, um ausge-
hend davon jede weitere Änderung als eigen-
ständige, nicht offizielle, „Phantom-Verfassung“
zu rekonstruieren. Durch diesen iterativen, histo-
rischen Rekonstruktionsprozess wird schließlich
die Datengrundlage geschaffen.
Die Verfassungen liegen zunächst als HTML-
Dokumente, mit einer sehr flachen Dokumen-
tenstruktur vor. Die zu entwickelnde Analyse-
software benötigt jedoch ein Datenformat, das
Metadaten mit Dokumentendaten assoziieren
kann. Dem aktuellen Entwicklungsstand entspre-
chend verwenden wir ein XML-Format (Bubenho-
fer und Scharloth, 2015).
Deshalb wird im nächsten Schritt der HTML-
Code mittels eines XSL-Skripts (Extensible Style-
sheet Language) in das technische XML Format
(vgl. XML Schema 2001; XQuery 2002; XSLT 1999)
überführt und formatiert. Bei XSL bzw. XSLT han-
delt es sich um eine Programmiersprache zur
Transformation (und Formatierung) von XML De-
rivaten – in unserem Fall die HTML-Dateien – in
XML Dokumente. Das XML Format eignet sich in
erster Linie dafür, die informationsarmen Aus-
gangsdaten mit Metadaten (z.B. Attribute, Codes
oder Variablen) zur systematischen Beschreibung
der Strukturen und der Inhalte anzureichern.
Bspw. ließe sich das Ausgangsdatum „Herbert“
mit dem Attribut „Vorname“ verknüpfen und so
systematisch alle Vornamen erschließen.
Die Umwandlung von HTML zu XML ist die
Grundlage des Mappings der einzelnen Versionen
auf einander. Hierfür wurde kein existierender
Standard verwendet, sondern das Format so ent-
wickelt, dass es die Struktur der Texte möglichst
treu abbildet. Dafür sollen möglichst wenige Ele-
mente verwendet und unnötig tiefe Einbettungen
vermieden werden.
Jeder Version wird ein Vorspann vorangestellt
(<front>) der den Titel (<docTitle>) und das Datum
der jeweiligen Version (<docEdition>) enthält.
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Diesem Vorfeld folgt der eigentliche Text der Ver-
fassung (<body>). Dieser ist zunächst in Haupt-
teile gegliedert (<div n="" type="v-teil”>). Diese
können wiederum aus Sektionen (<div n="" ty-
pe="sektion”>) bestehen, welche die Artikel (<div
n="" type="artikel">) der Verfassung enthalten.
Die Artikel setzen sich aus Sätzen (<p n="1" ty-
pe="satz">) und gegebenenfalls auch aus listen-
artigen Aufzählungen (<div n="" type="aufzaeh-
lung”>) zusammen. Letztere bestehen aus einer
Reihe von Listenelementen ( <p n="" type="aufza-
ehlung_item"></p>).
Schwesterknoten werden mit eins anfangend
durchnummeriert (n). Ein Hauptteil mit n="0" ist
eine Präambel. Diese enthalten keine Artikel, son-
dern eine Reihe von Sätzen (<p n="" type="prae-
amb-satz"></p>) und gegebenenfalls Aufzählun-
gen. Hauptteile, Sektionen und Artikel weisen
jeweils ein Element für ihre Überschriften auf.
Darüberhinaus enthalten nur Paragraphenele-
mente (<p n="" type="">) Text. Eine Validierung
gegen eine DTD findet nicht statt.


































An dieser Stelle der Beschreibung der Aus-
gangsdaten im XML Format setzen wiederum
qualitative Dokumentenarbeitsschritte ein, die
sich an der analytischen Strategie des Kodierens
und Kategorisierens anlehnen. In diesen Vorgang
fließen einerseits Kontextinformationen ein, an-
dererseits werden während des Arbeitsschritts
wichtige empirische Beobachtungen gemacht, die
in Form von Kodiermemos dokumentiert wer-
den. So können die gewonnenen Informationen
zu einem späteren Zeitpunkt für die Tiefenstruk-
turanalyse des Materials oder die Ausdifferenzie-
rung der Analysesoftware genutzt werden.
Mapping als Strukturvergleich
Das Mapping der Strukturelemente der im Ver-
gleich stehenden Versionen aufeinander wird au-
tomatisiert vollzogen, indem jedes Element einer
strukturellen Ebene (Hauptteil, Sektion, Artikel)
mit jeder anderen entsprechenden Ebene der
Vergleichsversion abgeglichen wird. Dafür ver-
wenden wir das gängige Cosinus-Maß, das Text-
Ähnlichkeit durch Modellierung im hochdimen-
sionalen Vektorraum misst. Auf diese Weise wird
eine Matrix von Ähnlichkeitswerten aufgebaut.
Währen des Aufbaus der Matrix wird die An-
zahl der Berechnungen reduziert, indem, sobald
eine Ähnlichkeit vom Wert 1 zu einem Element
der Vergleichsversion gefunden wird, also eine
perfekte Übereinstimmung vorliegt, das Element-
paar als unveränderte Übereinstimmung abge-
speichert und die Elemente aus dem weiteren Ver-
gleich ausgeschlossen werden.
Liegt keine genaue Übereinstimmung vor, wird
getestet, ob die beiden zu vergleichenden Texte
unterschiedlicher Länge sind. Ist dies der Fall,
wird ferner geprüft, ob der kürzere der beiden
Texte einen Teilstring des längeren bildet. In sol-
chen Fällen werden die Texte einander als Än-
derungen (Erweiterungen oder Kürzungen) zu-
geordnet, abgespeichert und ebenfalls aus der
weiteren Berechnung ausgeschlossen.
Schließich bleibt eine Matrix der Ähnlichkeits-
werte ausschließlich der Elemente übrig, für die
keine Entsprechung gefunden werden konnte.
Die Paare, die die höchsten Cosinusähnlichkei-
ten (< 1) aufweisen, werden als Änderungen ab-
gespeichert. Die hiernach übrig bleibenden Ele-
mente, denen kein Element der Vergleichsversion
zugeordnet werden konnte, sind entweder Til-
gungen (keine Entsprechung in der zeitlich spä-
teren Version) oder Hinzufügungen (keine Ent-
sprechung in der früheren Version). Abbildung 1
illustriert den Prozess in tabellarischer Form.
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Entwicklungsergebnisse
Die Software zur Verfassungsanalyse ist in
der Programmiersprache Python geschrieben. Im
Zuge der ersten Entwicklungsphase lassen sich
rein formal die hierarchische Struktur und die
jeweiligen Abschnittslängen der Dokumente ver-
gleichen und auch quantifizieren.
In der vorliegenden Fassung des Werkzeugs
können vier verschiedene Operationen ausge-
führt werden:
1. Vergleichen
Für den Vergleich wird zunächst ein Land und
ein Zeitraum ausgewählt für den die Änderungen
ausgegeben werden sollen. Um die Suche weiter
einzuschränken, wird zunächst gezeigt, wie viele
Änderungen in welchen Hauptstücken in dem an-
gegebenen Zeitraum stattgefunden haben. Nach
der Auswahl eines Hauptteils werden die gefun-
denen Änderungen (in Sektionen und Artikeln),
Tilgungen und Hinzufügungen ausgegeben (Ab-
bildung 2).
2. Cosinusähnlichkeiten
Mit dieser Funktion (Abbildung 3) lassen sich die
Cosinusähnlichkeiten ganzer Versionstexte un-
tereinander berechnen und ausgeben.
3. Wortzählungen und Wortprofile
Der Nutzer kann sich unter Angabe der Ver-
sion, die von Interesse ist, die Aufkommenshäu-
figkeiten von Wörtern ausgeben lassen. Zudem
lassen sich die Textstellen, die das gezählte Wort
enthalten, zusammen mit einer Liste der Wörter
ausgeben, die häufiger als ein definierter Schwel-
lenwert (bspw. fünf Mal) in derselben textuellen
Umgebung vorkommen (Abbildung 4).
Das Beispiel zeigt die politische Kernkategorie,
den Bürger, in Version 7 der irländischen Verfas-
sung. Die textuelle Umgebung ist durch Begriffe
wie Gesetz (42 mal), Gerichtshof (37 mal) und Prä-
sident (28 mal), die Hinweise dazu liefern in wel-
chen Sinnzusammenhängen der Bürger theamti-
siert wird, gekennzeichnet. Die Begriffe Person
(26 mal) und Staat (25 mal) weisen darauf hin,
dass es sich beim Bürger offenbar tatsächlich um
eine Kategorisierung als Person handelt, die wie-
derum in irgendeiner Beziehung zum Staat steht.
Dieser Zusammenhang, die Beziehung von Bürger
und Staat kann nun mithilfe von (historischen)
Kontextrecherchen und Literatur basierten Kon-
zepten und Theorien genauer untersucht werden.
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Zur Erstellung der Wortprofile, d.h. für die An-
reicherung der Daten mit bspw. Lemmata, POS-
Taggs und Dependenzrelationen wurde die Pipe-
line des DARIAH-DKPro-Wrapper 1 des NLP-Tool-
kits DKPro Core (vgl. Eckart de Castilho und Gure-
vych (2014)) benutzt. Das ermöglicht die Ausgabe
der syntaktischen Relationen, die das gezählte
Wort mit anderen Wörtern eingeht, zusammen
mit ihren Häufigkeiten (Abbildung 5).
Das verwendete Beispiel, die Personenkategorie
Mitglied, kommt in der gewählten Verfassungs-
version 78 mal vor. Die Informationen, wovon
Mitglied das Subjekt ist oder inwiefern Mitglied
als Genitivattribut oder Akkusativobjekt von be-
stimmten Termini vorkommt können u.a. dabei
helfen, die Eigenschaften dieser Kategorie oder
auch die Prozesse in die diese kategorie eingebun-
den sein kann, genauer zu bestimmen. So kann
ein Mitglied hinzugefügt oder auch ernannt wer-
den. In weiteren Betrachtungen kann dann her-
ausgearbeitet werden, wozu ein Mitglied ernannt
oder hinzugefügt werden kann. Das Genitivat-
tribut der Kategorie König gibt bspw. Auskunft
darüber, von welcher Bezugsgruppe diese Person
überhaupt der König ist. Diese automatisiert ver-
fügbaren Informationen tragen dazu bei, die kate-
goriale Wissensbestände der Verfassungsstaaten
historisch-vergleichend zu untersuchen.
4. Graphische Darstellungen
Nutzende können sich in der aktuellen Version
die Auftretensverteilungen von Wörtern in einem
anzugebenden Zeitraum als Graph ausgeben las-
sen. Dabei werden pro eingegebenes Wort ein Bal-
kendiagramm sowie ein Diagramm generiert, das
die Kurven aller angegebenen Wörter in einem
Graph zugleich darstellt (Abbildung 6).
In dem verwendeten Beispiel werden die Ver-
kommenshäufkeiten von drei Personenkatego-
rien – Gott, König und Bürger – in den Verfas-
sungen der Niederlande für den Zeitraum 1815
bis 1948 dargestellt. Dabei fällt auf, dass der
Bürger im Vergleich zum König als Repräsen-
tation des Souveräns eine deutlich untergeord-
nete Rolle spielt und ab 1848 bis 1948 im Prin-
zip nicht vorkommt. Die Verfassungen spiegeln
das politische System der Monarchie und nicht die
Staatsbürgergesellschaft wieder. Ab 1848 nimmt
auch das Vorkommen der Kategorie Gott signi-
fikant ab. Während 1840 Gott noch 30 Mal vor-
kommt, verringert sich die Häufigkeit in den
darauffolgenden 100 Jahren auf durchscnittlich
sieben. Anahnd dieser Ergebnisse lassen sich
ganz verschiedene Interpretationen und tieferge-
hende Analysen anschließen, um bspw. Erkennt-
niss über die religiöse Semantiken staatlicher
Selbstbeschreibung (Gottesbezog, Gründungsmy-
then, Vorstellungen der Nation usw.) oder den
Wandel des politischen Gemeinwesens und politi-
scher Zugehörigkeit (wer gehört eigentlich dazu?)
zu erlangen.
Diese Funktion wird demnächst um weitere be-
reichert werden, um die Potentiale von Visuali-
sierungen als darstellende Klammer des Struktur-
vergleichs, der Wortsuche und der syntaktischen
Wortrelationen wie auch als analytisches Werk-
zeug (Lupton 2014) selbst zu sondieren.
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4. Zusammenfassung und Aus-
blick
Derzeit kann die Software alle Änderungen –
unabhängig von formalen Totalrevisionen inner-
halb der historischen Verfassungsentwicklungen
aufzeigen. So lässt sich bspw. feststellen, welche
Teile besonders häufig geändert werden oder wel-
che Teile bis heute unangetastet geblieben sind.
Die Vorteile dieser Software gegenüber frei im
Internet zugänglichen Versionierungstools (git-
hub, gitlab o.ä.) liegen auf der Hand: Zwar bieten
solche Programme relativ einfach die Möglich-
keit Textänderungen nachzuverfolgen, das ge-
zielte Nachvollziehen von der Änderungshistorie
spezifischer Textabschnitte ist ungleich schwieri-
ger. Darüber hinaus bieten die beschrieben Funk-
tionalitäten viel weitgehendere Auswertungssze-
narien, als das reine Mapping, das durch ein
Versionierungstool angeboten wird.
Beispielsweise kann mit dem Programm unter-
sucht werden, welche neuen (normativen) Vor-
gaben Einzug in die Verfassung finden. Diese
Änderungen in den Zeitreihen lassen sich dann
ihrerseits im Zuge der weitergehenden Untersu-
chung historisch kontextualisieren und bspw. mit
Blick auf staatlichen Wandel oder die Institutio-
nalisierung bzw. Legitimierung neuer Werte, Nor-
men, staatlicher Handlungsverpflichtungen und
kultureller Leitideen (Meyer et al. 2005) interpre-
tieren. Das Programm stellt das technische Werk-
zeug dafür dar, beide Ebenen, Mikro- und Makro-
ebene, gleichermaßen zu betrachten, indem die
Änderungshistorie einzelner Abschnitte ins Ver-
hältnis zur Distanzsicht auf die gesamttextlichen
Änderungen vieler Verfassungen gesetzt werden
können.
Künftig sollen auch Fallvergleiche zwischen ver-
schiedenen europäischen Staaten möglich sein,
bspw. indem für frei wählbare Textbereiche
die Cosinusähnlichkeit berechnet wird. Dadurch
wird u.a. die Herausforderung des Vergleichs ver-
schiedener historischer Kontexte tangiert. Wie
kann ein informationstheoretisches Modell aus-
sehen, das verschiedene Vektorräume, die de-
finierte temporäre Sequenzen umfassen, zu-
sammenbringt und miteinander vergleicht? Wie
können Okkurrenzen kategorisiert werden, wenn
diese bspw. häufiger auftreten?
Die dargestellte Form der Dokumentenarbeit
macht Verfassungen nicht nur einer breiten Öf-
fentlichkeit und vielfältigen wissenschaftlichen
Erhebungen zugänglich. Vielmehr reflektiert sie
Methoden der Dokumentenanalyse, indem sie
der spezifischen Dokumentengattung „Verfas-
sung“ besondere Aufmerksamkeit schenkt. Her-
meneutisch-interpretative Verfahren versuchen
Kontextwissen zumindest zu Beginn der Analyse
weitestgehend auszublenden, wohingegen beim
skizzierten Vorgehen eben dieses Wissen über die
Dokumentenart, deren struktureller Aufbau so-
wie etwaige kulturell-historische Besonderheiten
in die Auszeichung des Textes mit Metadaten für
die computerbasierte Bearbeitung einfließt.
Insgesamt leistet die methodische Verschrän-
kung von historischer Wissenssoziologie und
Computerlinguistik als Dokumentenarbeit und
Entwicklung einer Analysesoftware einen Bei-
trag zur Untersuchung der Ko-Fabrikation von
Sprache und Verfassungsrecht in Europa, indem
über einzelene Begriffe und Begriffskombinatio-
nen spezifische Wissensbestände und Semanti-
ken in den Blick genommen werden können.
Dieses Vorgehen kann dazu beitragen, neue Text-
korpora zu erschließen und weitere gesellschaftli-
che Wissensbestände (bspw. Bibelversionen, Dra-
men usw.) zu erkunden. Diese Analysen ließen
sich mit anderen methodisch ähnlichen, aber
gegenständlich anders ausgerichteten Untersu-
chungen koppeln. Bspw. könnten Verfassungen in
Beziehung zu Presseartikeln und den sich darin
ablesbaren Diskursen gesetzt und miteinander
verglichen werden.
Fußnoten
1. Im Zuge dieses Entwicklungsschrittes wur-
den u.a. folgende Tagger und Parser verwen-
det: Open NLP Segmenter, Mate Tools POS-
Tagger, Mate Tools Lemmatizer, Open NLP Chun-
ker, Mate Tools Morphological Analyzer, Hy-
phenation Annotator, CoreNLP Named Entity Re-
cognizer, Mate Tools Dependency Parser.
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Die Anforderungen an die Erstellung von Editio-
nen sind im letzten Jahrzehnt gestiegen. 1 Es ist
unstreitig, dass digitale Editionen Annäherungen
an den edierten Text ermöglichen, die weit über
den statischen Druck hinausgehen (Sahle 2016).
Gleichzeitig gibt es aber auch noch immer Anfor-
derungen, etwa die Zitierbarkeit, die im Druck ge-
löst sind, zu denen es aber in der Webpublikation
noch keine einheitliche Entsprechung gibt. Insbe-
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sondere stellt sich die Frage nach der Nachhaltig-
keit und der Langzeitarchivierung. 2
Ein Lösungsansatz besteht darin, Techniken der
Data Curation zu etablieren (Pempe 2012: 141f.).
Damit ist aber ein Aufwand verbunden, der linear
mit der Zahl der Webpublikationen wächst und
sogar polynomial ansteigt, wenn auch die Schnitt-
stellen zu verknüpften Ressourcen gepflegt wer-
den müssen. Eine besondere Herausforderung
stellt sich, wenn man sinnvollerweise annimmt,
dass die Darstellung und die Funktionalitäten
Teil der Edition selbst sind (Ralle 2016, Pierazzo
2015: 127-146, Porter 2016 und Turska et al. 2016).
Wenn also nur die Forschungsdaten nachhaltig
archiviert werden, geht die ursprüngliche Präsen-
tation letztendlich verloren. Es wird zwar mo-
mentan auf die Einführung von Standards gesetzt,
3 einen wirklichen Mehrwert für den Gebrauch
von digitalen Editionen entfalten diese aber erst,
wenn sie durch das Angebot von technischen
Schnittstellen unterstützt werden. 4 Bisher fehlt
es jedoch an einem klar definierten Interface,
welches die Forschungsdaten in eine nachhaltige
funktionale Präsentationsform mit allen Aspek-
ten einer digitalen Edition übersetzt. 5
Entwurf einer Schnittstelle
Hier wird nun ein System für die Nachhaltig-
keit von Webpublikationen entworfen. Es verbin-
det die Daten mit der Präsentationsschicht und
kann mithilfe einer projektspezifischen, archi-
vierbaren Konfiguration über eine Schnittstelle
gesteuert werden. Durch den Einsatz einer sol-
chen Schnittstelle können Webpublikationen in-
klusive der entsprechenden Funktionalitäten aus
den Forschungsdaten reproduziert werden. 6 Digi-
tale Editionen unterscheiden sich technisch zwar
zurzeit noch stark voneinander (Robinson 2016),
der hier gemachte Vorschlag und das sich an-
schließende Software-Beispiel zeigen daher, wo
es schon jetzt Möglichkeiten zur Standardisierung
gibt und wie diese aussehen könnten.
Vorbild für das System ist der erfolgreiche IIIF-
Standard, der zu einem ähnlichen Zweck für Bil-
der eingeführt wurde (Cramer 2011). Der IIIF-
Standard sieht eine Aufteilung von Server- und
Clientstruktur vor, und als Austauschformat fun-
giert eine Manifest-Datei. Übertragen auf Digitale
Editionen heißt dies, dass eine archivierbare Ma-
nifestdatei notwendige Definitionen festhält, mit
denen es einem Viewer möglich ist, die vollstän-
dige Präsentation und Funktionalität der jeweili-
gen digitalen Edition herzustellen.7
Manifestdatei
Der Vorschlag für eine Manifestdatei, aus der die
Funktionalitäten hergestellt werden können, lau-
tet wie folgt (vgl. auch die nachstehende Tabelle):
Ganz konkret sollten die notwendigen Metada-
ten der digitalen Edition definiert werden. Dabei
kann darüber diskutiert werden, welche Informa-
tionen für eine digitale Edition notwendig und
welche für wünschenswert gehalten werden.
Mit der Definition einer Gliederung der Mate-
rialien, also von Editionstexten, Kommentaren
und Begleitmaterial, können sinnvolle hierarchi-
sche Navigationselemente in der Darstellung um-
gesetzt werden.
In der Präsentationsoberfläche muss es möglich
sein, zu den verschiedenen Datentypen zu na-
vigieren und entsprechende Überblickslisten an-
zeigen zu lassen. Dafür werden die Typen von
Datenobjekten (etwa Textsorten oder Register) de-
finiert. Für die Unterstützung von facettierten Fil-
tern, müssen diese entsprechend festgelegt wer-
den.
Die Darstellung der Dokumente in der Einzel-
ansicht kann unter Einbindung von Schnittstel-
len für die Transformation geschehen. 8 Auch
können für die Navigation zu Abschnitten im Do-
kument, die entsprechenden Teile definiert wer-
den. Zu jedem Objekttyp sollten auch die vor-
handenen Beziehungen zu Teilen, als auch zu
anderen Objekttypen festgehalten werden. Damit
können verschiedene Forschungsdaten in einer
dynamischen Ansicht zusammengeführt werden.
Für eine nachhaltige Einbindung externer Res-
sourcen sollte definiert werden, auf welche Res-
sourcen die Edition Bezug nimmt und welche
Schnittstellen dazu genutzt werden. Die Integra-
tion externer Ressourcen kann problematisch
sein, wenn deren Verfügbarkeit noch nicht gesi-
chert ist. 9
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Tabelle 1: Definitionen für die Schnittstelle
Prototyp
Im Forschungprojekt „ediarum“ wird momen-
tan ein Prototyp entwickelt, der das vorge-
stellte Konzept umsetzt und die Anforderungen
der Darstellung erfüllen soll (Dumont/Fech-
ner 2014 und http://www.bbaw.de/telota/soft-
ware/ediarum ). Dieser enthält eine Programm-
bibliothek, die die Funktionalitäten zur Anzeige
bereitstellt. Kern der spezifischen Darstellung ei-
ner digitalen Edition wird durch eine Manifest-
datei nach obigem Konzept gebildet. Mit diesem
Prototypen ist es bereits möglich mithilfe der Ma-
nifestdatei und wenigen Anpassungen, die vor
allem das Layout betreffen, eine Webseite für
eine Digitale Edition zu erstellen. Mit dem Ein-
satz des Prototyps für mehrere Editionen wer-
den die einzelnen Funktionalitäten und Konfigu-
rationsmöglichkeiten ausgetestet und verbessert.
Schließlich soll er als Viewer zur Verfügung ste-
hen, der zur Präsentation lediglich die Manifest-
datei und Zugang zu den Daten über eine ent-
sprechende Serverinfrastruktur benötigt. Durch
das Zusammenspiel der Kernkomponente, die alle
Funktionalitäten bereitstellt, und der projektspe-
zifischen Komponente, die im Layout angepasst
werden kann, wird eine hohe Flexibilität erreicht.
Somit kann für jedes Projekt ein individueller Auf-
tritt erzeugt werden.
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Abbildung 1: Manifestdatei des Prototyps
Fazit
Hier wird die Entwicklung einer neuen Stan-
dardschnittstelle vorgeschlagen, um die Nachhal-
tigkeit digitaler Editionen zu verbessern. Denn
es braucht für die Langzeitarchivierung digita-
ler Editionen auch eine Standardisierung ihrer
Funktionalitäten. Editionen sind zwar sehr un-
terschiedlich, doch mit dem hier beschriebenen
Interface und dem zugehörigen Austauschformat
wird beispielhaft ein praktikabler Ansatz vorge-
stellt, um diese Lücke zu schließen. Eine Weiter-
entwicklung des hier gemachten Entwurfs und
die Integration weiterer Standards unter Ein-
bindung unterschiedlicher Editionsprojekte kann
in Zukunft die Unabhängigkeit digitaler Editio-
nen von einzelnen technischen Systemen erhö-
hen und unterstützt damit die Langzeitarchivie-
rung.
Fußnoten
1. Ziele von Editionen finden sich bei (Förderkri-
terien 2015, Eggert 2016, Ralle 2016 und Sahle
2016).
2. Für die Forschungsdaten selbst ist die Lang-
zeitarchivierung grundsätzlich gelöst. Digitalen
Editionen wird jedoch nur geringe Zuverlässig-
keit zugeschrieben (Pierazzo 2015: 169).
3. So wird das Format der Text Encoding Initia-
tive (TEI) verbreitet eingesetzt, das nur ein erster
Schritt zur Standardisierung ist (Holmes 2017).
Weitere Standards und Identifikatoren sind etwa
die GND für Personen, GeoNames-IDs für Orte
oder der Canocical Text Service (CTS) für Zitatio-
nen, das DITA- oder DocBook-Format für (tech-
nische) Dokumentationen. Als Langzeitarchivie-
rungsformat für Metadaten gibt es etwa LMER
(Steinke 2005).
4. Gute Ansätze einer Präsentationsoberfläche
für Einzeldokumente bietet der "teiPublisher",
der auf dem Datenformat ODD aufbaut (Meier
2017, Meier/Turska 2016 und Turska et al. 2016).
5. Die Benutzbarkeit digitaler Editionen leidet
unter mangelnden Interfaces (Robinson 2016).
Pierazzo sieht es als Nachteil, dass viele digitale
Editionen unterschiedliche User Interfaces besit-
zen, hält aber eine zukünftige Angleichung für
wahrscheinlich (Pierazzo 2015: 162).
6. Es gibt dabei sehr unterschiedliche Anforde-
rungen, die an die Präsentation digitaler Editio-
nen gestellt werden (Shillingsburg 2016, Ralle
2016: 154f. und Sahle 2014).
7. Für die Langzeitarchivierung könnte eine
Kompatibilität der Manifestdatei etwa mit LMER
hergestellt werden (Steinke 2005).
8. TEI-Dokumente können etwa mit ODD zur Ein-
zelpräsentation transformiert werden (Meier
2017).
9. Externe Daten können auch in eine "Standa-
lone" Version überführt werden (Holmes 2017).
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Sächsische Akademie der Wissenschaften zu
Leipzig, Projekt Bach-Repertorium
I.
Ausgangspunkt war eine reine Metada-
ten-Sammlung zu Werken und Quellen Johann
Sebastian Bachs (1999-2008: „Göttinger Bach-Ka-
talog“), die zum Abschluss der ‚Neuen Bach-Aus-
gabe‘ am Johann Sebastian Bach-Institut Göt-
tingen erfolgte. Dieses Metadatensammlung war
2008 die Basis für den Projektstart von „Bach digi-
tal“. Seitdem erfolgte mittels kontinuierlicher För-
derung durch die DFG ein mehrstufig angelegter
Ausbau:
Das erste Digitalisierungsprojekt umfasste die
sogenannten Originalquellen zu Johann Sebas-
tian Bachs Musik, also Autographen und origina-
les Aufführungsmaterial Bachs, die sich zu etwa
90 % im Besitz der oben genannten Bibliothe-
ken befinden. 2010 ging diese erste Stufe als ww-
w.bach-digital.de online.
Daran schloss sich von 2013 bis 2016 die Digitali-
sierung von sogenannten Sekundärquellen Bach-
scher Musik aus der Generation der Bach-Söhne
und -Schüler an, ein Bestand, der besonders viel
Tastenmusik J. S. Bachs umfasst, die vielfach nicht
autograph überliefert ist und damit Forschun-
gen zu individuellen Fassungen ermöglicht sowie
Bachs Arbeitsweise in der Klavier- und Orgelmu-
sik zwischen Kunstwerk und Unterrichtspraxis
transparent zu machen hilft.
Mittlerweile wurde die dritte Stufe gezündet: die
konsequente Ausweitung der Datenbank in Meta-
daten und Digitalisaten auf die Musik der Bach-
Söhne im Projekt „Quellenkorpus Bach-Söhne
– Erschließung und Digitalisierung der Primär-
überlieferung zu Werken Wilhelm Friedemann,
Carl Philipp Emanuel, Johann Christoph Friedrich
und Johann Christian Bach sowie deren Einbin-
dung in das zu erweiternde Portal Bach digital“.
Daneben werden Schritt für Schritt auch Werk-
verzeichnisse der Publikationsreihe „Bach-Re-
pertorium“ sowie das derzeit neu erarbeitete
„Bach-Werke-Verzeichnis III“ integriert. Mittel-
fristig werden dazu auch musikalische Incipits
implementiert bzw. suchbar gemacht.
Diese stufenweise Bearbeitung eines Kernbe-
standes der Musik des 18. Jahrhunderts struktu-
riert und systematisiert das gesamte musikalische
Quellenmaterial und bildet den soliden Ausgangs-
punkt für eine quellenbasierte Forschung zur Mu-
sik der Bach-Familie: nicht nur als wichtiges Hilfs-
mittel der Bach-Forschung, sondern auch z. B. als
Vergleichsobjekt für Studien zu anderen Reper-
toires, als unterstützendes Material für Forschun-
gen zu Mitteldeutschland, als Kernbestandteil zur
Provenienzforschung wichtiger Sammlungen wie
Poelchau, Breitkopf etc. etc. Die Nutzungsmöglich-
keiten sind in den vergangenen zehn Jahren stark
angewachsen; und damit auf die Verantwortung,
ein möglichst den diversen Anforderungen ge-
recht werdendes Material bestmöglich aufzube-
reiten.
Das MyCoRe-basierte Projekt wurde dabei von
Anfang an durch eine Dokumentation begleitet,
die es problemlos nachnutzbar macht: https://ww-
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Abseits der Bach-Forschung bzw. Musikwissen-
schaft werden Daten und Digitalisate von „Bach
digital“ auch von einer breitgefächerten Bach-
Community gesucht: das sind die weltweit gro-
ßen Nutzerkreise musikinteressierter Laien so-
wie auch Musiker, die z. T. direkt nach originalen
Quellen-Digitalisaten musizieren. Das Spektrum
der Nutzer weitet sich nach unserer Erfahrung
mit statistischen Daten zur Datenbank: je diver-
genter das ins Netz gestellte Material, desto viel-
fältiger die Nutzung. Inwiefern eine ursprünglich
für die Bach-Forschungscommunity entwickelte
Datenbank dieser Entwicklung noch stärker Rech-
nung tragen soll, wäre zu diskutieren.
II.
Die Menge der Datensätze an sich (es sind Stand
Januar 2018 immerhin 8230 Musik-Quellen zu
3870 Werken der Bach-Familie) sowie der Um-
fang der Metadaten innerhalb eines Datensatzes
ist nur mit hohem personellem Aufwand auf dem
neuesten Stand der Forschung zu halten. Digita-
lisate und Metadaten werden so gut es geht lau-
fend überprüft, auch mithilfe von Nutzer-Feed-
backs – besonders jenen für die Bach-Forschung
so wichtigen Power-Usern aus aller Welt. Dies ist
eine ständige Anforderung, die die Daten selbst
stellen, sobald sie öffentlich sichtbar sind. An der
Aktualisierung der Datensätze aufgrund von Neu-
erkenntnissen der Bach-Forschung sollen deshalb
nun auch mehr Mitarbeiter in der Forschungs-
abteilung des Bach-Archivs beteiligt werden als
es Projektmitarbeiter für „Bach digital“ gibt. Ziel
ist es, der Veraltung von Forschungsdaten ent-
gegenzuwirken. Das Bach-Archiv sieht sich hier
in der Verantwortung, die einmal publizierten
Forschungsdaten mit den „Bach digital“-Nutzern
möglichst zu teilen. Hierzu gehört auch die Mehr-
sprachigkeit, die derzeit nur mit Hilfe von struktu-
rierten Daten umgesetzt werden kann. Fließtexte
zu übersetzen ist mangels dafür vorhandener
Projektmittel nur sehr begrenzt möglich. Alle an-
deren Daten sind aber mittlerweile auch in Eng-
lisch, Japanisch, Französisch (und Anfang 2018
auch Italienisch und Spanisch) recherchierbar.
Hierbei sind wiederum die Nutzer der Daten-
bank selbst behilflich. Geplant ist als nächstes
eine Nutzerbefragung, die über die Interessen
und Wünsche sowie Kritik oder weitere Formen
der Common Science-Beteiligung Auskunft geben
soll. Inwieweit dieses Ergebnis zu einer Umstruk-
turierung von Daten oder der Präsentation von
Modulen führen wird oder muss, ist derzeit noch
offen.
Bei dieser prinzipiell optimistischen Sicht auf
„Bach digital“ sollen weitere kritische Punkte
nicht außer Acht gelassen werden, die aus dieser
langjährigen Erfahrung mit den Metadaten resul-
tieren:
Die Datenbank-Struktur suggeriert Eindeutig-
keit, suggeriert, dass die Daten dem - in letzter
Zeit in den Polit-Medien - so beliebten Fakten-
check standhalten. Die Herkunft der Daten, ge-
rade auch bei Neuerkenntnissen, wird dabei oft
nicht präzise offengelegt. Die Datenbankstruktur
suggeriert indes meist, dass es hier um Fakten
geht. Unsicherheiten können nur sehr begrenzt
formuliert werden, gerade im Fall von struktu-
rierten Daten. Gerade auch die gegenüber den
Printmedien so einfach zu handhabende Daten-
änderung ist also ein Problem für die Transpa-
renz von Forschungsdaten.
Ein einfacher Daten-Austausch per Schnittstelle,
sicher allgemein gewünscht und praktiziert, ist
nur insofern dauerhaft praktikabel, so lange er-
möglicht wird, dieses Procedere mehrfach zu wie-
derholen, gerade auch bei Richtigstellungen von
Forschungsdaten. Ansonsten finden sich mehrere
Versionen von Quellen- oder Werkdaten im Netz,
die sicherlich unerwünscht sind, selbst wenn man
mit Versionierungsangaben arbeitet.
III.
Immer mehr Datenbanken zu Musikern und
musikalischen Quellen tummeln sich im Netz.
Doch selbst wenn es inhaltliche Überschneidun-
gen gibt, arbeiten sie zumeist aneinander vorbei.
Dabei ist das größte Problem nicht einmal die
Vergeudung von Ressourcen, sondern die prinzi-
pielle Unmöglichkeit eines Datenaustauschs bzw.
einer einfachen Nachnutzbarkeit der Metadaten –
selbst wenn sie in den sogenannten „Quasi-Stan-
dards“ TEI oder MEI vorliegen. Bei öffentlich ge-
förderten Projekten ist heutzutage Grundvoraus-
setzung, dass die „langfristige Sicherung von“ und
der „grundsätzlich offene Zugang zu“ Forschungs-
daten gewährleistet sein muss, es aber bislang un-
klar ist, was genau dies heißt. Ist der Zugang schon
„offen“ wenn man die Informationen im Inter-
net finden kann, oder erst dann, wenn sie über
eine Schnittstelle bereitgestellt werden? Solange
Forschungsprojekte nur „digitale Inseln“ errich-
ten, bringt das „Digitale“ keinen wirklichen Mehr-
wehrt.
Zwar existieren bereits verschiedene Formate,
die speziell für den Datenaustausch gedacht sind,
wie z. B. MARC21 und METS/MODS, doch sind
diese nur sehr eingeschränkt für (musikwissen-
208
Digital Humanities im deutschsprachigen Raum 2018
schaftliche) Forschungsprojekte und Datenban-
ken einsetzbar. Auch spezielle Ontologien stehen
bereit, die vom W3C zu den „Good Ontologies“
gezählt werden, also Ontologien, die vollständig
dokumentiert, dereferenzierbar, von unabhängi-
gen Datenlieferanten verwendet und möglicher-
weise von bestehenden Tools unterstützt werden
(„ontologies that are fully documented, dereferen-
ceable, used by independent data providers and
possibly supported by existing tools“). Beispiele
dafür sind „  Dublin Core“  und „  The Music  On-
tology “ . Doch auch hier bleibt das Problem, dass
diese Formate zu flexibel, zu schwammig gestal-
tet sind, um einen sinnvollen, nachvollziehbaren
Datenaustausch zu gewährleisten, oder aber spe-
zielle Forschungs-Erkenntnisse nicht hinreichend
darin abgebildet werden können – ganz abgese-
hen davon, dass derlei Lösungen überhaupt erst
einmal implementiert werden müssen. Das viel-
gepriesene RDF, das versucht, einige dieser Pro-
bleme zu lösen (oder zu umschiffen), kann dabei
kein Selbstläufer sein.
Auch können Projekte a-priori nicht immer vor-
hersehen, welche Daten genau anfallen werden,
bzw. welche von anderen Forschern oder Projek-
ten nachgenutzt werden könnten. Es ist also nicht
unbedingt zielführend, Daten in allen möglichen
Formaten anbieten zu wollen, selbst wenn die
Ressourcen es gestatten verschiedene Daten-Ex-
port-Möglichkeiten bereitzustellen (und zu pfle-
gen).
Können RESTful APIs die Lösung aller Probleme
sein? Diese ermöglichen es zwar, sehr spezielle
Kombinationen aus Metadaten zusammen zu stel-
len. Dennoch bleibt das Problem der intern ver-
wendeten Formate bestehen; beschreibt ein Feld
„date“ ein Aufführungsdatum oder das Datum der
Werkgenese?
Um digitale Gräber zu verhindern, sind spe-
zielle, klar definiert und strukturierte Datenfor-
mate vonnöten, die für klar definierte Anwen-
dungsfälle einen echten Austausch ermöglichen
und somit auch erstmals dezentrale Suchmaschi-
nen ermöglichen. Solche Suchmaschinen können
abseits von Google überhaupt erst wirkliche Inter-
disziplinarität herstellen, denn mit wachsender
Zahl an digitalen Projekten – so begrüßenswert
dies auch sein mag – steigt die Gefahr, dass man
„den Wald vor lauter Bäumen nicht sieht“, also
Ergebnisse anderer (vielleicht fachfremder) Pro-
jekte nicht wahrnimmt, und dadurch möglicher-
weise den eigenen Erkenntnisprozess behindert.
Der aktuelle Umgang mit gesammelten Metada-
ten soll am Beispiel von „Bach digital“ gezeigt so-
wie mögliche Auswege skizziert und diskutiert
werden. Vorgestellt werden dabei standardisierte
Formate, die bereits heute den Informationsaus-
tausch und -fluss ermöglichen und aufzeigen,
was dadurch zukünftig möglich sein könnte, aber
auch, wo die größten Lücken und dringendsten








„Der Schlaf der Vernunft gebiert Monster“,
wusste Francisco de Goya. Ein Schlaf der Quel-
lenkritik auch. Deshalb ist eine dem Digitalen an-
gepasste, auf Daten erweiterte quellenkrititische
Methodik üblich in den Digital Humanities und
verwandten Fächern. Akzeptanz für eine kon-
textuell orientierte Quellenkritik im Digitalen ist
auch im erweiterten Diskurs detektierbar, wenn
auf einer abstrakteren Ebene für kulturkritische
Perspektiven mit verstärkt ganzheitlichen Sicht-
weisen plädiert wird (Liu 2012, Presner 2015). In
diesem Zusammenhang steht das Ziel des Vor-
trags, der sich in zwei Blöcke gliedert: Einer
Analyse von Quellenspezifika im Digitalen folgt,
vergleichend und übertragend, die Skizze eines
digital-quellenkritischen Leitfadens, der Kriterien
der exakt historischen Methode auf Born Digital
spiegelt. Damit nimmt das transdisziplinäre Ex-
periment methodisch Anleihe an der volkskundli-
chen Münchner Schule, die wiederum auf “Klassi-
ker” der Quellenkritik zurückgreift, etwa Johann
Gustav Droysen. Diese dezidiert historische Sicht-
weise wird eingenommen, da auch digitale Quel-
len historisch bedingt sind und ihre Deutung - im
Sinne einer Ganzheitlichkeit - dem Rechnung tra-
gen sollte. Es erscheint sinnvoll, eine Systematik
anzuwenden, die hilft, Kontexte entsprechend zu
identifizieren und transparent in hermeneutische
Prozesse miteinzubeziehen.
Stand
Die historische Dimension des Digitalen (das
Internet: Brügger 2017; Born Digital, Websei-
ten: z. B. Nanni 2017; Twitter: Sternfeld 2014)
ist ebenso Gegenstand in den Digital Huma-
nities wie die kulturwissenschaftliche (Klawitter
et al 2012). Quellenkritikim Digitalenpräzisieren
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Handbücher(Crompton et al 2016; Griffin, Hay-
ler 2016), Angebote wie „compas. Strukturiertes
Forschen im Web“ (infoclio.ch, Baumann/Hügi
2017) führen niederschwellig ein in„Quellenkri-
tik bei Quellen aus dem Internet“. Zwei Bei-
träge seien hier herausgestellt: Eva Pfanzelter
(2010)vergleicht explizit historische Quellenkri-
tik („innere/äußere Kritik“, Pfanzelter 2010: 43)
mit Quellenkritik im Digitalen und beleuchtet den
daraus notwendig resultierenden „kritischen Um-
gang mit digitalen Ressourcen“. Peter Haber Pe-
ter Haber (2011)rekurriert in „Digital Past“ expli-
zit auf Droysens Methodik.
Spezifika
Vorangestellt sei ein Diktum von Alan Liu, „(…)
the virtual is indeed fully material“ (Liu 2014:
276). Dem wird zugestimmt und aufgezeigt, dass
das Ungreifbare Folgen hat für die Einordnung
von Inhalt und Kontext: Digitale Quellen wei-
sen spezifische Eigenschaften auf, die sich auf
Autorschaft, Stoffliches und Zeitliches beziehen.
Diese Kriterien werden anhand digitaler Quellen-
arten herausgearbeitet und in Bezug auf kritische
Methodik betrachtet, um dann die methodische
Übertragung zu zeichnen.
Daten und Autorschaft
Konventionell bezieht sich Autorschaft im Digi-
talen auf sekundäre oder primäre Quellen, bei de-
nen Publizierende konservativ verzeichnet sind,
sowie auf Schwarmprodukte mit fließenden Au-
torschaften, Schichtungen und Intentionen, deren
Identifikation synoptische Auswertungsprozesse
verlangt.
Da Autorschaft und Intentionalität als kritisches
Moment eng hängen zusammenhängen, ist die
Frage der Autorschaft im gegebenen Kontext zu
erweitern auf Daten: Datenkritik. Das „Ethos der
Statistik“, das sich auf Erfassungsparameter und
Algorithmen genauso wie auf Fragestellungen
und Operationalisierungen bezieht, ist im quel-
lenkritischen Sinn zu erweitern auf hermeneuti-
sche Interpretationen. Am Beispiel von Malte Reh-
beins (2017) Kritik des Projekts Charting Culture
wird der Wert dieser kritischen Verschränkung
deutlich.
Digitalisat und Stofflichkeit
Digitalisate bedürfen als vom Analogen ins Di-
gitale transformierte Quellen besonderer Kritik,
sowohl bezüglich des Objekts als auch der Meta-
daten. Im Analogen bildet die Dualität von Me-
dium und Text Information aus, bei Daten als
Träger von Information fallen Medium und Bot-
schaft im McLuhanschen Sinne zusammen. Des-
halb wohnt digitalen Repräsentationen immer ein
Informationsverlust inne, dem Erfassung und Mo-
dellierung lediglich entgegenwirken. So teilt ein
digitales Faksimile mehr über die kritische Physis
der analogen Quelle mit (z. B. Alterung) als es die
Homogenität eines OCR-prozessierten Textes ver-
mag (immanente Schriftinformationen).
Born Digital und Zeitlichkeit
Born Digital hat keine Rückbindung an Greif-
bares und ist selbst potentiell ungreifbar. Ihrem
Wesen nach sind diese Quellen fluid: Zum ei-
nen unterliegen sie ständigen Alternierungspro-
zessen, die der Rezipient bestenfalls passiv zur
Kenntnis nehmen kann. Folgen für das Erfas-
sen und Tradieren, die Domäne der Webarchi-
vierung, sind Selektion, motiviert durch perma-
nente „Vervielfältigung“ der sich im Turnus oder
unregelmäßig verändernden Quellen, daraus re-
sultierende Lücken sowie Probleme bei Daten-
speicherung bzw. -vorhaltung. Zum anderen os-
zilliert Born Digital zwischen Ewigem Leben (vgl.
Recht auf Vergessen) und spontanem Verschwin-
den. Diese Eigenschaften haben in Summe Kon-
sequenzen für Korpusvalidität, Datierungen bzw.
Ordnungen (Zeugenschaften), die Kritik von In-
halten sowie für die potentielle geschichtliche Di-
mension der Quellenart als solcher. Aufgrund der
besonderen Bedeutung als „Quelle der Zukunft“
und ihrer komplexen Beschaffenheit stellt Born
Digital eine besondere Herausforderung dar.
Methode
Das präzise Sondieren dynamischer kulturhis-
torischer Phänomene ist sowohl den Digital Hu-
manities als auch der Volkskunde eigen, in der
der hier diskutierte methodische Bezugspunkt
Mitte der 1950er Jahre gesetzt wurde. Hans Mo-
ser und Karl-Sigismund Kramer initiierten die
als Münchner Schule bezeichnete Perspektive. Sie
trug zu einer Neuaufstellung nach der NS-Zeit
bei, in der etliche Fach-Akteure die Blut-und-Bo-
den Ideologie mitgestaltet hatten. Anstelle der
Suche nach Absolutem im (germanischen) Ver-
gangenem („Ursprungsforschung“) trat die exakt
historische Methode als „exakte Geschichtsschrei-
bung der Volkskultur“ mit definierten Quellen,
Räumen und Zeiten.
Damals teils polarisierend, forderte Hermann
Bausinger ( Tübinger Schule) zeitnah eine Orien-
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tierung am Aktuellen, der „technischen Welt“ – in
Kombination führten u. a. diese beiden Ansätze zu
einer Art vektorialen Denkens in der Volkskunde:
Heutige Phänomene methodisch historisch zu le-
sen.
Prozess
Die Historische Quellenkritik staffelt sich zu-
erst in „äußere“und „innere Kritik“. Der„äuße-
ren Kritik“(vgl. zum Begriff: Pfanzelter 2010: 43)
zuzuordnen sind Aspekte der Multimodalität -
das Zusammenspiel von Text, Bild, Audiovisuel-
lem, Interaktion - was imFolgenden nicht dezi-
diert vertieftwird; derBlick geht vielmehr exakt
historisch von Außen nach Innen. Karl-Sigismund
Kramer formuliert 1968 modellhaft Kriterien der
Quellenkritik, die Übertragung folgt dieser Syste-
matik.
Der Quellenkritik vorgelagert ist eine Mate-
rial-Kritik zur Unterscheidung „objektiven oder
subjektiven Zeugniswerts“ bzw. von „Mischla-
gen“, was an der individuellen Quelle zu beurtei-
len ist. Übertragen auf Born Digital, erscheinen
komplexere Formen wie Blogs und Foren, die aus-
geprägt durch „Mischlagen“ charakterisiert sind,
probat: „Objektiv“ bezieht sich auf inhaltlich de-
finierte Themenkomplexe, „subjektiv“ auf eine
erste Grobordnung nach Tendenzen.
Es folgen die drei Stufen der Quellenkritik (nach
Droysen; vgl.: Haber):
•   „1. Kritik der Echtheit“; dies verlangt den kri-
tischen Abgleich von Traditionen bezüglich
falscher Sachverhalte. Z. B.: Das Erzeugen ei-
ner Authentizitäts-Anmutung, die Optimie-
rungsprozessen geschuldet ist und von einem
spezialisierten Microtask-Markt mitgetragen
wird.
•   „2. Kritik des Früheren und Späteren“; das
Prüfen zeitlicher Schichtung hat bei der Dy-
namik der gegebenen Quellen zufolge, dass-
lineare Vergleiche nur anhand systematisch
eingehegter Archivierung möglich sind – diese
Stufe der Kritik verweist auf die Notwendig-
keit einer solchen zur Herstellung der Arbeits-
basis.
•   „3. Kritik des Richtigen, d. h. die Frage nach
dem Grad der Verzeichnung [eines objekti-
ven Verhalts, d. Verf.], die (...) besonders durch
subjektive und tendenziöse Verfärbung einge-
treten sein kann“; aufbauend auf der bereits
erfolgten Material-Kritik werden Themenkom-
plexe weiter aufgesplittet und granularer „ob-
jektiv“ kategorisiert. Dieses Extrapolieren von
Konnotationen benötigt eine intermediale, de-
zidiert historische Lesart.
Auf dieser Basis kann die Interpretation in vier
Stufen vorgenommen werden:
•   „1. Pragmatische Interpretation, d. h. die Her-
stellung des sachlichen Zusammenhanges in-
nerhalb des Forschungsgegenstandes (ob Ein-
zelerscheinung oder Gesamtaspekt), wie er
sich aus dem kritisch geordneten Material er-
gibt.“ Hier wird Verlinkung im Kontext der
Korpusvalidität angesprochen – wie ist „Ge-
samtheit“ im Terrain von Born Digital bewert-
bar?
•   „2. Interpretation der Bedingungen, (…) Um-
welteinflüsse im engeren Umkreis der lokalen,
wirtschaftlichen, rechtlichen, sozialen, techni-
schen und allgemein geistigen Bedingungen,
die auf das Werden der Erscheinung einge-
wirkt haben und ihre Funktionen bestimmen“.
Das Beispiel Fake News verweist auf Fragen,
die hier Relevanz haben.
•   „3. Psychologische Interpretation, d. h. Ver-
such der schärferen Erkenntnis der seelischen
Konstitution der Umwelt, in der die Erschei-
nung beheimatet ist, und des Willens und der
Gefühle der aktiv oder passiv beteiligten Per-
sonen und Gruppen.“ Bezugsrahmen für Sub-
jektives, das psychosozial eingeordnet und
kontextuell decodiert wird, ist hier Twitter.
•   „4. Interpretation nach den bewegenden sitt-
lichen und politischen Mächten, (...) überindi-
viduelle und [auf] den engeren Umkreis über-
greifenden Impulse, die auf das Volksleben
einwirken, es bewegen und gestalten“: Hier
erfolgt die kulturkritische Einbettung in grö-
ßere gesamtgesellschaftliche bzw. gobale Kon-
texte und theoretische wie empirische Meta-
perspektiven.
Fazit
Das transdisziplinäre Experiment versteht sich
als „synkretistischer“ Versuch, eine tradierte
Denkschule auf den Raum des Digitalen zu pro-
jizieren. Die Übertragung gibt Impulse für me-
thodische Vertiefungen (konzeptionelle Verdich-
tung, Use Cases) und für Adaptionen in der Lehre
(geisteswissenschaftliche Grundlagen und Analy-
tik, Kritikfähigkeit).
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Ausgehend von Dramen und Libretti des italie-
nischen Dramatikers Giacinto Andrea Cicognini
(1606–1649) beschäftigt sich das FWF-Forschungs-
projekt „Making of a Repertoire for German Thea-
tre (1650–1730): The Reception of Cicognini“ (Pro-
jektleiter Univ.-Prof. Dr. Stefan Hulfeld) mit
Theaterrepertoires des deutschsprachigen Wan-
dertheaters im 17. und beginnenden 18. Jahrhun-
dert. Dabei werden vorhandene Daten überprüft
und neue (Meta-)Daten zu Dramen und deren Auf-
führungen generiert. Wandertheaterforschung
ist aufgrund einer problematischen Quellenlage
und -überlieferung ein höchst komplexes Vorha-
ben. Informationen zu Aktivitäten der Wander-
truppen können über administrative Unterlagen,
Rechnungsbücher von Städten und Fürstenhöfen,
Theaterzettel, Manuskripte und zeitgenössische
Schriften gefunden werden. Seit mehr als einem
Jahrhundert sammeln und veröffentlichen Wis-
senschaftler_innen Daten zu deutschsprachigen
Wandertruppen. Diese finden sich in Studien zu
einzelnen Wandertruppen, in Arbeiten zu Dra-
mensammlungen/Codices, in Untersuchungen zu
einzelnen Spielorten sowie in Darstellungen spe-
zifischer Zeiträume. Problematisch ist hier die An-
ordnung und Auswertung der genannten Quellen:
Unzählige Artikel und Bücher müssen herangezo-
gen werden, um Fehler und Missinterpretationen
von zuverlässigen Fakten zu unterscheiden. Für
die Überprüfung der Daten werden Bibliotheken
und Archive konsultiert, da die entsprechenden
Unterlagen nicht über Websites verfügbar sind.
Die Entwicklung eines webbasierten Archivs, in
der die validierten Daten gesichert werden, ist
aufgrund der oben beschriebenen Herausforde-
rungen naheliegend. Nähere Informationen zum
Forschungsprojekt finden Sie unter https://thes-
pis.digital/Forschungsprojekt/ .
Beginnend mit einer Darstellung der Ausgangs-
lage des Forschungsprojekts inklusive der im
Forschungsfeld existierenden Datenbanken so-
wie bekannten Vorgangsweisen, welche als Vor-
bilder auch für unser digitales Archiv impulsge-
bend waren, werden wir in unserem Vortrag über
die Gründe und Argumente für die Entscheidung
des Einsatzes von Semantic MediaWiki (SMW)
als webbasiertes Werkzeug zur kollaborativen Ar-
beit referieren. Dabei werden wir Anforderun-
gen an ein webbasiertes Archiv, Möglichkeiten
zur Kollaboration, Verwendung von offenen Stan-
dards und Formaten ebenso vorstellen wie die
für das Projekt so entscheidende Vorgehensweise
hinsichtlich der Entwicklung eines Datenmodells
in enger Zusammenarbeit mit dem Forschungs-
team.
Für die Erfassung der erhobenen und validier-
ten Daten kommt ein Semantic MediaWiki (SMW)
zum Einsatz – THESPIS.DIGITAL. Verzeichnet sind
Daten und Metadaten zu Repertoirestücken, Auf-
führungen, Dokumenten, Personen und Daten-
sätze, welche keinem Repertoirestück zuorden-
bar sind, allerdings wichtige Informationen für
die Wandertruppenforschung darstellen. Das zu
Grunde liegende Datenmodell wurde in enger
Zusammenarbeit mit dem Forschungsteam erar-
beitet; die Art der agilen Entwicklung wird in
unserem Vortrag erörtert. Zentrale Bedingung
für die Erfassung von Dokumenten bzw. Auffüh-
rungen ist der Bezug zur Quelle. Einzelne Quel-
len (Digitalisate von handschriftlichen Dramen,
Theaterzettel etc.) sind im digitalen Archiv als In-
dex- und Objektlinks verzeichnet. Digitalisate, die
nicht über die Archive direkt im WWW zugäng-
lich sind, werden von uns im Repositorium Phai-
dra (Digital Asset Management System mit Lang-
zeitarchivierungsfunktion der Universität Wien,
https://phaidra.univie.ac.at ) abgelegt. Personen
und Orte werden als Links zur deutschsprachi-
gen Wikipedia verzeichnet. Das starke Interesse
der Forschungsgruppe, Forschungsergebnisse ei-
ner interessierten Öffentlichkeit zugänglich zu
machen, führt dazu, dass Personenartikel der
Schauspieler_innen und Theaterleiter_innen di-
rekt in der Wikipedia angelegt bzw. überarbei-
tet werden. Durch die so entstehende Verknüp-
fung mittels Verzeichnissen von Normdaten, über
Wikipedia und THESPIS.DIGITAL zu Digitalisa-
ten in Archiven wird eine Kette von Linked
Open Data (LOD) hergestellt. Mit dem Blog https://
thespis.hypotheses.org treten wir in Kommuni-
kation nach außen und ergänzen so den Aus-
tausch mit Wissenschaftler_innen und der Öf-
fentlichkeit. Ein weiterer wichtiger Aspekt beim
Wissensaustausch mit Fachkolleg_innen im Feld
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der Wandertruppenforschung stellt der Einsatz
des benutzerfreundlichen Werkzeugs SMW dar.
Diese Form der Kollaboration wird verstärkt
nach Projektende zu tragen kommen: der Daten-
bestand wird durch Wissenschaftler_innen aus
dem Bereich der Wandertheaterforschung kon-
tinuierlich ausgebaut. THESPIS.DIGITAL wird als
zentrales Tool zur Erfassung, Auswertung und
Visualisierung von (Aufführungs-)Daten im Zu-
sammenhang mit Wandertheater im 17. und 18.
Jahrhundert etabliert.
Bei SMW handelt es sich um eine Open-Source-
Erweiterung für MediaWiki. Es stellt ein leistungs-
fähiges und flexibles Wissensmanagement-Sys-
tem zur Verfügung, in welchem das Speichern
und Abfragen von Daten innerhalb von Wiki-
Seiten möglich ist. Der entscheidende Vorteil
von SMW liegt darin, dass Daten auf meh-
reren Ebenen mit semantischen Informationen
angereichert und erstellte Daten über Seman-
tic Web Standards veröffentlicht werden. Durch
die Maschinenlesbarkeit der Daten besteht eine
enorme Anschlussfähigkeit für weiterführende
Anwendungen und Auswertungen. Die Verwen-
dung offener Standards (Darstellung, Export, Soft-
warebasis, Dokumentation, Lizenz) fördern eine
zukunftssichere Verwendung über das Projek-
tende hinaus. SMW verfügt über eine Benut-
zer- bzw. Rechteverwaltung zur Unterstützung
der Kollaboration durch die Vergabe differen-
zierter Benutzerrechte. Durch eine umfassende
Versionskontrolle kann jeder Bearbeitungsschritt
transparent nachvollzogen werden – sowohl bei
der Entwicklung als auch bei den Änderungen der
inhaltlichen Eingaben.
Wir werden aber nicht nur auf Stärken und
technische Funktionsweisen des Werkzeugs ein-
gehen. Vor allem wollen wir die Vorgangsweise
im Projekt als eine Möglichkeit präsentieren, wie
mit dem kritischen Anspruch der Theaterwissen-
schaft die technologische Entwicklung des Werk-
zeugs dominiert wird. Dies betrifft insbesondere
die Einbeziehung des Forschungsteams in jede
Phase des Entstehungsprozesses. Die Inputs hin-
sichtlich Anpassungen/Änderungen/Erweiterun-
gen des Datenmodells wurden von einer wissen-
schaftlichen Perspektive geleitet und unabhängig
von technologischen Bedingtheiten zur Diskus-
sion gestellt. Dabei spielt die technologische Ba-
sis zwar eine grundlegende Rolle, viel stärker
treten allerdings fachwissenschaftliche Diskus-
sionen und Übersetzungsstrategien bei Entschei-
dungen in den Vordergrund. Mit THESPIS.DIGI-
TAL wurde ein Instrument geschaffen, dass sich
in jeder Phase der Entwicklung an den Vor-
stellungen des Forschungsteams orientiert hat
und theoretische Implikationen umsetzt, anstatt
bestimmte Möglichkeiten oder Praktiken vor-
zugeben. Entstanden sind Funktionsweisen und
Abläufe die dem Forschungsgegenstand entspre-
chen. Die Umsetzung erfolgt anhand der Möglich-
keiten von SMW, offener Standards und Techno-
logien.
Im Zuge der agilen Entwicklung des Datenmo-
dells und der verwendeten Werkzeuge konnten
gemeinsam mit dem Projektteam auch die zu ver-
wendenden Standards erarbeitet und Entschei-
dung getroffen werden, welche eine sehr offene
Verwendung von Daten (sowohl die Projektda-
ten als auch Daten bspw. von Wikipedia bzw.
Wikidata) ermöglicht. Unsere Daten stehen in
der Creative Commons Lizenz CC BY-NC-SA 4.0
zur Verfügung und können mittels offener For-
mate wie CSV, JSON, SPARQL, RDF und API aus-
getauscht werden. Im Projektteam wurde es kri-
tisch gesehen, dass die meisten „Datenbanken“
keinen offenen Zugang zu den Daten und somit
keine automatische (maschinengestützte) Weiter-
verwendung der Daten ermöglicht. Aus diesem
Grund war die Entscheidung, auf offene Stan-
dards und Daten zu setzen, nur folgerichtig. In
einer Demonstrationsphase geben wir Einblick
in die Funktionsweise von THESPIS.DIGITAL und












Universität zu Köln, Deutschland
Einleitung
Durch die wachsende Menge an digitalen Daten
im Bereich Digital Humanities bedarf es zuneh-
mend der Arbeit von Datenkuratoren. Aufgrund
der ständigen Steigerung der Zahl und des Um-
fangs der zu verarbeitenden Quellen ist jedoch
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der übliche Modus Operandi der Datenkuratoren
(manuelle Konversionen und konsekutive Anpas-
sungen) untragbar geworden.
Dieser Vortrag stellt eine neue Methode für die
Kuration digitaler Daten vor, die auf den Prinzi-
pien der funktionalen Programmierung, der unix-
Tools und der XML-Technologien basiert. Diese
Methode wurde vom Cologne Center for eHuma-
nities der Universität zu Köln seit 2014 im Rahmen
des Lazarus-Projekts (CCeH 2014) und danach in
verschiedenen anderen DH-Projekten angewen-
det.
Die Besonderheit dieser Methode besteht in
der Aufgliederung des Kurationsprozesses in eine
Pipeline von Miniprogrammen, von denen jedes
einzelne einen präzisen Schritt des Kurationspro-
zesses darstellt. Wird ein Fehler in den resultie-
renden Dateien bemerkt, kann ein neuer Schritt
geschrieben werden und in die Kette eingebaut
werden, oder die existierenden Schritte korrigiert
werden. Anschließend wird die Kurationspipe-
line neu laufen gelassen.
Der Hauptgrundsatz lautet: Keine Datei wird
„manuell“ modifiziert, jede Operation muss von
einem Miniprogramm ausgeführt werden.
Konsequenz dieses Grundsatzes und Hauptvor-
teil der vorgestellten Methode ist, dass die ganze
Arbeit des Kurators — mitsamt seiner Entschei-
dungen und seiner bevorzugten Arbeitsweisen
— in dieser Pipeline von Miniprogrammen do-
kumentiert ist und in sie eingebettet ist. Des
weiteren sind der Kurationsprozess und seine
Ergebnisse einfach zu reproduzieren und zu ve-
rifizieren. Das führt zu einer besseren Nachvoll-
ziehbarkeit der Kurationsarbeit, auch wenn die
Kuration von einem Team durchgeführt wird.
Kuration von Digitalen Daten
Eine der Aufgaben der Datenkuration und der
Datenkuratoren ist: »[to] intervene in the rese-
arch process in order to translate or migrate data
into new formats, to enhance it through additio-
nal layers of context or markup, to create connec-
tions between data sets, and to otherwise ensure
that data is maintained in as highly-functional a
form as possible.« (Flanders & Muñoz 2017).
Praktisch können wir die Arbeit der Datenku-
ratoren auf folgende Art und Weise grob zusam-
menfassen:
•   Die Daten werden von den Forschern zu den
Kuratoren übertragen.
•   Die Kuratoren studieren die Daten, sowohl ih-
ren Inhalt als auch ihr Format.
•   Die Kuratoren reichern die Daten mit den nö-
tigen Metadaten an und sie sorgen dafür, dass
eventuelle Inkohärenzen zwischen den origi-
nalen Formaten und den Zielformaten ausge-
glichen werden.
•   Die so verarbeiteten Daten werden archiviert,
publiziert oder in anderen Projekten verwen-
det.
Datenkuration am CCeH: Das
Cologne-Sanskrit-Lexicon-Pro-
jekt
Ein praktisches Beispiel von Datenkuration sind
die Wörterbücher des Cologne Sanskrit Lexikons.
Diese wurden von verschiedenen Wissenschaft-
lern der Universität zu Köln seit den 90er Jahren
(pre XML und pre Unicode) erarbeitet, innerhalb
des Lazarus-Projektes vom CCeH kuratiert (d.h. in
TEI/Unicode umgewandelt) und 2015 zugänglich
gemacht.
Die anfängliche Arbeitshypothese, welche im
Verlauf jedoch fallen gelassen wurde, sah einen
eher klassischen Workflow vor: Die originalen
Dateien in XML umwandeln, danach eine XSLT-
Transformation nutzen, um diese in TEI umzu-
wandeln und schließlich die durch die Transfor-
mation entstandenen kleinen Fehler per Hand
verbessern.
Wir haben es vorgezogen, diesen Weg aus zwei
Gründen nicht einzuschlagen.
Erstens: Von Beginn an sind verschiedene Ver-
sionen der zu kuratierenden Dateien aufgetaucht.
Hätten wir in der Zwischenzeit neue Versionen
der Dateien entdeckt, wäre die bis dahin geleistete
Arbeit vergebens gewesen.
Zweitens: Die Arbeitsgruppe bestand aus drei
Personen aus unterschiedlichen Fächern und
mit unterschiedlichen Herangehensweisen an das
Thema Kuration. Einen einheitlichen Stil bei zu
behalten wäre nicht einfach — wahrscheinlich
unmöglich — gewesen.
Die Arbeitsgruppe hat sich dann für eine an-
dere Arbeitsweise entschieden: Eine „wiederhol-
bare Pipeline“-Methode, die auf der funktionalen
Programmierung basiert, statt manueller Konver-
sionen und Anpassungen.
In dieser Methode ist jeder Arbeitsschritt for-
mell durch ein sehr kleines Programm beschrie-
ben, das in einer funktionalen und deklarativen
Programmiersprache implementiert ist und im
Durchschnitt aus weniger als 15 Instruktionen
besteht. In dieser Art sind sehr unterschiedliche
Schritte implementiert, z.B. die Normalisierung
der Lemmata, die Behebung von technischen Feh-
lern, die Integration von externen Quellen.
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Diese Programme, die die Schritte der Kurati-
onsarbeit darstellen, sind im Sinne einer Pipeline
organisiert, d.h. der Output des einen ist der Input
eines anderen. Die Kuratoren erklären, welches
die kommenden Schritte sind und welche Abhän-
gigkeiten zwischen den einzelnen Schritten beste-
hen (z.B. dass die Umwandlungsschritte dem Ab-
rufschritt folgen sollen). Der folgende Abschnitt
enthält verschiedene konkrete Beispiele von Ku-
rationspipelines und Schritten/Miniprogrammen.
Alle diese Schritte sind reine idempotente Funk-
tionen, d.h. dass ihr Ergebnis nur von den In-
put-Daten anhängig ist. Konkret bedeutet das,
dass man die Kurationspipelinemehrmals durch-
laufen kann, und immer das gleiche Ergebnis er-





In der Essenz bedeutet das konkret, dass der
Kurationworkflow, der im Lazaruz-Projekt und
in anderen folgenden CCeH-Projekten benutzt
wurde, aus drei großen Komponenten besteht:
1.  Die Makefiles. Ein Makefile ist eine Datei, die
den gesamten Kurationsprozess mittels des
unix-Tools make steuert. Der Makefile erklärt,
wie man eine Datei X (genannt Target) durch
die Dateien A, B und C (genannt Abhängig-
keiten von X) herstellen kann. Im Fall des Co-
logne-Sanskrit-Lexicon-Projekts erklären die
Makefiles wie man die target TEI-Deteien her-
stellen und testen kann, d.h. wo man die ori-
ginalen Dateien mit den Sanskrit-Wörterbü-
chern finden kann, wie man sie herunterladen
kann, wie man den Konversionprozess durch
die Konversionspipelines durchführen kann
usw.
2.  Die Konversionspipelines. Jede Pipeline ist für
die Konversion bestimmter Dateien verant-
wortlich und besteht aus verschieden Schrit-
ten. Jeder Schritt ist implementiert durch eine
XSLT-Transformation (die funktionalen Mi-
niprogramme, wie oben erwähnt). Die Pipe-
lines selbst sind XProc-basierte XML-Pipelines
(Walsh 2007).
3.  DieTests. Verschiedeneautomatisierte Sche-
matron-basierte Tests kontrollieren, dass die
hergestelltenDateien valide sind, dass keine al-
tenschon behobenen Fehler erneut eingepflegt
werden, sowie dass keine Informationen ver-
loren gehen.
Um die Methode und die Beziehungen zwischen
den verschieden Komponenten besser zu verste-
hen, stellen wir hier ein konkretes Beispiel vor:
Das Monier Sanskrit-English Wörterbuch, Teil des
Cologne-Sanskrit-Lexicon-Projekts.
Die ursprünglichenDateien mit den Digitalisa-
tenund den Transkriptionen des Monier-Wörter-
buches, Nachlass der Arbeit von Thomas Mal-
ten et al., sind auf einem Server der Universität
zu Köln gespeichert und archiviert. Um dieses
Wörterbuch in dasneue Cologne Sanskrit-Lexicon
zu integrieren, müssen die Kuratoren folgenden
Operationen durchführen:
1.  Die Originaldateien vom Server abrufen;
2.  Kleine Markup-Fehler beheben;
3.  Die Daten in TEI/XML umwandeln;
4.  Verweise zu externen Datenbanken/Quellen
integrieren;
5.  Prüfen, ob Fehler unterlaufen sind, bzw. dass
kein Lemma verloren wurde;
6.  Die kuratiertenDaten zur Verfügung stellen,
sodass sie auf den Produktionsserver hochge-
laden werden können.
Diese Operationen, die denKurationsprozess
grob zusammenfassen, sind imMakefile mo-
nier.mkbeschrieben. Die Operationensind im
Makefile in der folgenden Form ausgedrückt: „1)
Datei X wird ausgehend von Datei Y hergestellt. 2)
Wenn X fehlt oder älter als Y ist, wird X hergestellt,
indem man Y anProgramm K mit bestimmten Pa-
rametern übergibt“. Abbildung 1 zeigt einige Re-
geln, die im Vergleich zum Original vereinfacht
dargestellt sind.
Abbildung 1: Makefile für die Kuration des Mo-
nier Wörterbuches. In den ersten Zeilen wer-
den verschiedene Parameter eingerichtet. Dann
werden die Abhängigkeiten der target-Datei mo-
nier.tei beschrieben. Schließlich wird das Kom-
mando eingerichtet, das man benötigt, um die
target-Datei herzustellen.
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Die Makefiles geben in imperativerWeise vor,
welche Daten die funktionalePipeline durchlau-
fen sollen und wo das finale Ergebnis gespeichert
werden soll. Dies macht unter anderem das Tes-
ten der Kurationspipeline anhand eines Auszu-
gesdes Wörterbuches möglich, ohne die Pipeline
an sich zu verändern; es werden lediglich Ände-
rungen einiger Parameter in den Makefiles vorge-
nommen.
Operationen 2, 3 und 4 (die Behebung von Feh-
lern, die Umwandlung der originalen Daten in
TEI/XML und deren Verlinkung mit externen Da-
tenbanken) sind das Herzstück des Kurations-
prozesses und wird durch verschiedeneXProc-
Pipelines durchgeführt. Diese Pipelinesbestehen
insgesamt aus 35 verschiedenen XSLT-Transfor-
mationen, von denen jede einzelne einen spezi-
fischen Schritt des Kurationsprozesses darstellt.
Beispiele für diese Schritte sind:fehlplatziertes
Markup verschieben, falsch kodierte Devana-
gari-Buchstaben richtig stellen, bibliographische
Referenzen hinzufügen. Abbildungen2 und 3 zei-
gen Ausschnitte von zwei XSLT-Transformatio-
nen.
Abbildung 2: Ein Miniprogramm. Dieser Schritt
korrigiert nur einen bestimmten Fehler.
Abbildung 3: Auszug aus der Haupt-TEI-Trans-
formation. Da die vorherigen Schritte die kleinen
Fehler schon behoben haben, kann diese Trans-
formation kurz und bündig sein.
Diese Miniprogramme lesen oderschreiben
keine Datei. Sie fungieren als rein funktionale Fil-
ter, die die Daten empfangen, einige Anteile mo-
difizieren, und die modifizierten Daten zurück-
geben. Wie bereits erwähnt ist die Aufgabe des
Makefiles zu entscheiden, welche Daten in die
Pipeline eingespeist werden sollen und wo die Er-
gebnisse gespeichert werden sollen. Die Pipeline
kümmert sich nicht um diese Details. Dies verrin-
gert den Aufwand für die Entwicklung der Mini-
programme erheblich.
Die Miniprogramme, aus denen die Pipeline be-
steht, spiegeln die Entscheidungen des Teams wi-
der, das diese Daten kuratiert hat (Peter Dän-
geli, Martina Gödel und Gioele Barabucci, mit der
wissenschaftlichen Kollaborationvon Felix Rau).
Weil die Entwicklung des Codes der Pipeline und
der Miniprogramme mittels eines Repositorium
auf GitHub stattgefunden hat,ist es möglich, den
Entwicklungsprozessder Kurationsarbeit nachzu-
vollziehen. Insbesondere ist es möglich, zu sehen,
wie einzelneSchritte,die sich alsirrtümlich her-
ausgestellt haben, durch bessere Schritte ersetzt
werden, ohne das die übrigen Teile der Pipeline
verändert werden müssen.
Schließlich Operation 5 (testen, dass kein Fehler
untergelaufen ist)ist durch Schematron-basierte
Testsimplementiert. Während dieser Operation
wird getestet, 1) dass der Umwandlungsprozess
keine Daten unabsichtlich entfernthat und, 2)
dass alte Fehler, die schon korrigiert worden sind,
wiedereingeführt wurden. Die Wiedereinfürung
von alten Fehlernist ein Ereignis, das in über
Jahre andauerndenProjekten leider häufig vor-
kommt. Diese Art von Test ist von den Best Prac-




Der Gebrauch dieser Methode hat viele Vor-
teile, sowohl im Hinblick auf die methodologische
Stringenz als auch die Technik an sich:
•   Jede einzelne Handlung der Kuratoren ist for-
malisiert und dokumentiert (durch XSLT-Code
und Code-Kommentare). Die geringe Größe
der Miniprogramme macht deren Code prak-
tisch selbst dokumentierend.
•   Jeder Wissenschaftler kann unabhängig nach-
vollziehen, wie die Ergebnisse entstanden
sind.
•   Jeder Schritt kann einzeln getestet werden.
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•   Man kann zurückverfolgen, welcher Schritt
ein bestimmtes Konstrukt in den Ergebnissen
generiert hat.
•   Die Wiederverwendung von Schritten ist mög-
lich und leicht nachzuvollziehen.
•   Eine methodologische Kohärenz kann über
Jahre hinweg beibehalten werden, auch wenn
neue Kuratoren diese Daten verwalten wer-
den.
•   Dank der Speicherung verschiedener Schritte
in Versioning-Systemen wie Git, kann man se-
hen, wie der Kurationsprozess entwickelt wor-
den ist.
Die Hauptregel dieser Methode, dass keine Datei
„manuell“ modifiziert wird und alles durch Mini-
programme ausgeführt wird, garantiert, dass jede
Operation an den gegebenen Daten klar definiert
und ausdrücklich formuliert ist.
Die Rolle der Kuratoren
Diese Methode ändert nicht die Rolle oder die
Verantwortung der Kuratoren, aber sie verändert
grundlegend ihre tägliche Arbeit. Die Arbeit der
Kuratoren besteht nicht mehr in dem Modifizie-
ren von Dateien in einem Editor, sondern in dem
Schreiben von Arbeitsschritten und in der kor-
rekten Verwaltung von den Abhängigkeiten zwi-
schen Arbeitsschritten.
Die Kurationsarbeit ist dann in zwei Teile auf-
geteilt. Der erste Teil besteht im Schreiben und
in der schrittweisen Präzisierung von Kurations-
programmen, welches die Hauptaufgabe der Ku-
ratoren darstellt. Hierin zeigt sich die Fähigkeit,
die Erfahrung der Kuratoren sowie die von ih-
nen präferierten anwendbaren Richtlinien. Der
zweite Teil ist die Generierung von kuratierten
Daten, welche in sterilerArt und Wiese von ei-
nemKoordinationsprogramm vollzogen wird. Es
führt die verschiedenen Schritte in der von Kura-
toren bestimmten Reihenfolge innerhalbweniger-
Minuten durch.
Eine letzte wichtige Auswirkung dieser Methode
ist, dass was registriert/gespeichert wird, nicht
nur die Endergebnisse sind, sondern der ganze
Kurationsprozess: Vom Abrufen der originalen
Daten bis zu der Speicherung der kuratierten Da-
ten. Es besteht die Möglichkeit diesen Prozess der
Öffentlichkeit zugänglich zu machen, nicht nur
um eine bessere Transparenz zu schaffen, son-
dern auch um die Zusammenarbeit mit externen
Kuratoren zu erleichtern.
Zusammenfassend ergibt sich das Besondere
dieserMethode aus der Tatsache, dass nicht nur
das Ergebnis der Kuration, sondern auch der Ku-
rationsprozess dokumentiert wird.
Verwandte Arbeiten
Für die Kuration digitaler Daten wurde oft ein
einfachererWorkflow vorgeschlagen: die Daten
ändern und danach die Ergebnisse in einem
Git-Repositorium speichern. (Reeve 2016, Crow-
ley et at. 2017). Die Idee der Befürworter dieses
Workflows ist, dass die Speichrung des Daten-
statuses nach jedem Arbeitsschritt den Kurati-
onsprozess adäquat widerspiegeln. Das greift je-
doch zu kurz. Git speichert nur was geändert
wurde, nicht mit welcher Absicht eine Änderung
durchgeführt wurde. Natürlich könnten diese Ab-
sichten und die entsprechenden Begründungen
in einer Commit-Nachricht beschrieben werden,
aber oft sind sie es nicht und in jedem Fall kön-
nen Commit-Nachrichten nicht so präzise wie ein
Stück Code sein. Des weiteren löst die Änderun-
gen mithilfe von Git nachzuvollziehen nicht die
Probleme, welche entstehen, wenn die originalen
Daten verändert werden: In diesem Fall muss die
ganze Arbeit von vorne begonnen werden.
Workflows wie der in diesem Beitrag beschrie-
bene, in welchen die Hauptaufgabe der Kuratoren
ist, Pipelines zu schreiben, finden sich häufig in
der Informatik (Doltra & Löh 2008; Schoen & Perry
2014) und in der Physik (Peng 2009).
Diese sind auch im Bereich Digital Scholarly
Editing vorgeschlagen worden, z.B. von van Zun-
dert (2016) oder Barabucci und Fischer (2017).
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Die Verwendung von Referenzdaten für das
Training und die Auswertung statistischer Anno-
tations- und Analyseverfahren ist ein Kernmerk-
mal empirischer Forschung, zu der auch die Di-
gital Humanities zählen möchten.1 Die wichtigste
Grundlage für den erfolgreichen Einsatz statisti-
scher Verfahren liegt in der Verwendung geeigne-
ter, den Algorithmen zugrunde liegender Modelle.
Für deren Erstellung ist neben einem passenden
Lernverfahren das Vorhandensein von Trainings-
daten eine wesentliche Voraussetzung. Werden
Forschungsdaten, die mit quantitativen Metho-
den entstanden sind, mit Referenzdaten verifi-
ziert und interpretiert, ist ein kritischer Blick auf
Auswahl, Erstellung und Umgang mit selbigen ein
häufig vernachlässigter Bereich.
Vor diesem Hintergrund richtet der vorliegende
Beitrag einen kritischen Blick auf die Rolle von
und den Umgang mit Ground-Truth-Daten im Be-
reich der Digital Humanities. Drei Beobachtungen
sollen zur Diskussion gestellt werden:
1.  Es fehlt den Digital Humanities an einheitli-
chen und etablierten Ground-Truth-Datensets
für die Evaluierung von Forschungsergebnis-
sen auf Basis quantitativer Methoden.
2.  Es fehlt den Digital Humanities an Richtlinien
zur Erstellung und Verfahren zur Verifizie-
rung von Ground Truth.
3.  Es fehlt den Digital Humanities an akzeptier-
ten und operationalisierbaren Metriken zur
Qualitätsbestimmung von Ground Truth und
abgeleiteten Datenanalysen.
Anhand der automatischen Texterfassung, die
als Analogie für ein allgemeines Modell eines em-
pirischen Forschungsprozesses2 gesetzt wird, sol-
len im Folgenden die Probleme diskutiert und
Möglichkeiten gezeigt werden, wie diesen Defizi-
ten begegnet werden kann.
Abbildung : Gegenüberstellung eines Modells ei-
nes Forschungsprozesses aus der empirischen
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Sozialforschung3 und dessen Anwendung auf den
Prozess der automatischen Texterfassung
Unter Ground Truth wird in diesem Kontext
die Dokumentation ausgewählter Merkmale (Zei-
chen, Zeilen, Absätze, Spalten, Abbildungen, usw.)
des Textes in Form einer digitalen Transkription
verstanden. Dabei ist je nach Anwendung zwi-
schen allgemeineren Referenz- und spezifische-
ren Trainingsdaten zu unterscheiden.
Die Volltext-Digitalisierung von Archiv- und Bi-
bliotheksbeständen, größeren Dokumentsamm-
lungen oder Korpora wird heute von unterschied-
lichen Seiten verfolgt: So werden beispielsweise
seit 2005 massenhaft Bibliotheksbestände von
Google im Rahmen von öffentlich-privaten Part-
nerschaften sowohl als Bild als auch als Text
digitalisiert. Daneben unterstützen Stiftungen,
Fördereinrichtungen wie die DFG sowie die Haus-
haltsmittel der Institutionen die Digitalisierungen
im Rahmen spezifischer Projekte. Im Ergebnis
dieser Digitalisierungsbemühungen stehen Voll-
textsammlungen höchst unterschiedlicher Quali-
tät, Vollständigkeit, Interoperabilität und Nach-
nutzbarkeit.
Mit der OCR-D-Initiative wird erstmals versucht,
die technischen und organisatorischen Grundla-
gen dafür zu schaffen, einen breiten heterogenen
Bestand von Drucken aus dem 16. – 18. Jahrhun-
dert vollständig und einheitlich in elektronischen
Volltext umzuwandeln und frei zur Verfügung zu
stellen. Unter Einbeziehung einzelner Modulpro-
jekte wird vom DFG-geförderten Koordinierungs-
projekt4 die Transformation der Drucke in struk-
turierten Volltext konzeptuell und prototypisch
vorbereitet. Dazu werden im Rahmen von OCR-D
Anwendungen, Adaptionen und Weiterentwick-
lungen von Verfahren der Optical Character Re-
cognition (OCR) für historische Drucke geprüft
bzw. implementiert und in einer finalen, prototy-
pischen Produktionsumgebung kombiniert. Eine
zentrale Aufgabe von OCR-D besteht dabei in der
Bereitstellung eines umfassenden Ground-Truth-
Korpus, das sowohl Referenz- als auch Trainings-
daten sowie Richtlinien zur Transkription von
Texten für deren Verwendung als Ground Truth
umfasst. Damit können sowohl Texte bezüglich
ihrer Zeichengenauigkeit transparent geprüft als
auch spezielle statistische Modelle für die Text-
und Strukturerkennung trainiert werden.
Diskussion
1. Gegenstand der Digital Humanities ist das
digitale Objekt, beispielsweise digitaler Text.5
Vergleicht man den Bereich der automatischen
Texterfassung mit einem in der empirischen So-
zialforschung etablierten Modell des Forschungs-
prozesses, wird deutlich, dass die Referenzda-
ten in beiden Prozessen, im Besonderen in der
Phase der Evaluation nach Abschluss der Daten-
analyse, eine bedeutende Rolle spielen. In die-
ser Phase wird auf entsprechende Referenzda-
ten oder -systematiken zurückgegriffen, die in der
Phase der Theoriebildung identifiziert und ange-
sammelt wurden. Anzumerken ist, dass der For-
schungsprozess nicht isoliert zu betrachten ist,
da er schon zu Beginn bei Formulierung und
Auswahl des Forschungsproblems auf vorhan-
dene Forschungsdaten zurückgreift. Der traditio-
nelle Forschungsprozess hat durch ein System
von Referenzendaten (u. a. Wörterbücher, Edi-
tionen, Nachschlage- und Quellenwerke) ein Sys-
tem der referenzbasierten Evaluation geschaffen.
Dieses System wird gestützt durch Konventio-
nen der Zitierung, Dokumentation, Verzeichnung
und Aufbewahrung in Institutionen sowie spezi-
fischen Publikationsformen. Der Forschungspro-
zess in den Digital Humanities kann auf diesen
Hintergrund nur teilweise bzw. gar nicht zurück-
greifen, da bisher zu wenige digitale Daten vorlie-
gen.
Auf der anderen Seite haben die Digital Hu-
manities bezüglich der Verfügbarmachung von
Quellcode und Forschungsdaten einen großen
Vorsprung gegenüber anderen datenbasiert ar-
beitenden Disziplinen (etwa der kognitiven Psy-
chologie). Reproducible Science wird sowohl geför-
dert als auch propagiert. Problematisch sind aber
die fehlende Vereinheitlichung und Transparenz
bei der Datenerhebung sowie der Einsatz mangel-
haft erfasster Daten bzw. deren ad-hoc Surroga-
ten bedingt durch die mangelnde Verfügbarkeit
an (insbesondere annotierten) Forschungsdaten.
Die Arbeitsweise mit Referenzdaten, wie sie in
den Naturwissenschaften und Teilen der Geis-
teswissenschaft Anwendung findet, möchte ne-
ben der Evaluation, Verifikation gerade die Ver-
gleichbarkeit der Forschungsergebnisse stützen.
Das setzt voraus, dass diese Daten in ihrer Qualität
diesen Ansprüchen genügen müssen und durch
entsprechende Normungen Interpretationsspiel-
räume definiert sind.
Trotz des wissenschaftlichen Anspruches der Di-
gital Humanities auf Objektivität und dem Bemü-
hen Referenzdaten zu schaffen, werden unter-
schiedliche Interpretationen, die auf Grundlage
von mangelhaften Referenz- und Trainingsda-
ten entstehen, möglich. Solch ein „hinzunehmen-
des Übel“ wird erkannt und mit „Pragmatismus“,
mit der „Flexibilität“ oder „Austauschbarkeit von
Konzepten im Konkreten der Texte“ gerechtfer-
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tigt6, eine Vergleichbarkeit der so entstandenen
Texte bzw. Forschungsergebnisse damit aber we-
sentlich behindert. Um eine Vergleichbarkeit im
Sinne von Reproducible Science zu erreichen, ist
somit der Gegenstand der Digital Humanities um
die Fragen der Objekterstellung zu erweitern.
2. Mit dem Begriff OCR wird üblicherweise
der Gesamtprozess der automatischen Texterfas-
sung bestehend aus den Teilaufgaben Bildvorver-
arbeitung, Struktur- und Texterkennung sowie
gegebenenfalls (automatisierter) Nachkorrektur
bezeichnet. Damit eine OCR vorgenommen wer-
den kann, sind entsprechende Erkennungsmo-
delle notwendig. Diese werden durch sogenann-
tes Training unter Nutzung von Ground Truth
induziert. Generische Modelle werden vom An-
bieter der OCR-Software zur Verfügung gestellt,
domänenspezifische Modelle müssen trainiert
werden. Das Training dient immer der Verbes-
serung der Endergebnisse des Erkennungspro-
zesses. Somit sollten bei einem universellen An-
spruch Ground-Truth-Daten sowohl spezifische
als auch allgemeine Normungen enthalten, damit
sowohl generische als auch spezifische Modelle
trainiert werden können. Ziel ist es, die unter-
schiedlichen Bedürfnisse und Schwerpunkte in
den Digital Humanities zu bedienen.
3. Um diesem sehr breiten Anspruch gerecht
zu werden, reicht eine Akklamation, dass diese
oder jene Sammlung von Daten als Ground Truth
bezeichnet und genutzt werden kann, nicht aus.
Es bedarf hingegen eines Ground-Truth-Konzepts.
Dieses Konzept dokumentiert sowohl dessen in-
neren Aufbau als auch dessen Erstellung. Damit
können im Bereich der Texterfassung beispiels-
weise folgende Punkte im Umgang mit Ground
Truth erreicht werden:
1.  (weitere) Reduktion bzw. Standardisierung
der Freiheitsgrade bei der Transkription (z. B.
langes s, Ligaturen, Zeilenumbruch)
2.  weitergehende Operationalisierung der Über-
prüfbarkeit der Validität
der Transkription
3.  Ergänzung von (weiteren) Anweisungen zum
Umgang mit koordinatenbasierten Phänome-
nen
Illustriert werden kann ein solches Konzept am
Beispiel der OCR-D Ground-Truth-Guidelines. Um
die Freiheitsgrade von Interpretationen (Punkt A)
zu normieren werden drei Level von Erfassungs-
graden angeboten. Die einzelnen Level sollen
nachvollziehbare Interpretationsentscheidungen
sowohl festlegen als auch dokumentieren und da-
mit die Möglichkeit der maschinellen Überprüf-
barkeit eröffnen.
Tabelle : Beispiel der Anwendung der Level bei
der Ligatur ct.




































Damit werden Anweisung und Richtlinien weit-
gehend operationalisiert und eine computerge-
stützte Validierung umsetzbar (Punkt B). Das ent-
sprechende Ground-Truth-Korpus liegt im XML-
basierten PAGE-Format7 vor. Das PAGE-Format
hat sich im Rahmen des EU-Projekts IMPACT8
sowie durch seine Verbreitung im Rahmen von
Wettbewerben bei wissenschaftlichen Konferen-
zen (z.B. ICDAR, ICFHR, DAS) als de-facto Stan-
dard für XML-basierter Ground Truth etabliert.
Mit Hilfe von Schematron9-Regeln kann nun, wie
das Beispiel zeigt, geprüft werden, nach welchem
Level die „ct“-Ligatur kodiert ist:
Die Wahl des PAGE-Formates ermöglicht im Un-
terschied zum TEI-basierten Basisformat des DTA
(DTABf)10 eine unkomplizierte Lösung für die Re-
präsentation von koordinatenbasierten Phäno-
menen (Punkt C).
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Fazit
Ground Truth stellt im Texterkennungsprozess
und im dazu betrachteten Forschungsprozess in
den Digital Humanities eine entscheidende Rolle
dar. Ergebnis dieser beiden Prozesse sind immer
Publikationen, die als Forschungsdaten in neuen
Forschungszusammenhängen nachgenutzt wer-
den. Gelingt es den Digital Humanities nicht,
ein Referenzsystem mit Konventionen zur Prü-
fung, Dokumentation, Verzeichnung und Aufbe-
wahrung ihrer Daten in Institutionen sowie spe-
zifischen Publikationsformen aufzubauen, ist die
Vergleichbarkeit der Forschungsergebnisse nicht
immer gegeben. Dabei bietet der Aufbau so ge-
nannter Forschungsdatenrepositorien erste posi-
tive Entwicklungen in Richtung dokumentierter
Forschungsprozesse.11
Der Gegenstand der Digital Humanities ist nicht
nur auf das digitale Objekt zu beschränken, son-
dern auch auf dessen Erstellung zu erweitern.
Die Erstellung ist ein Prozess, der von den Digi-
tal Humanities zu dokumentieren ist, da nur so
eine Referenzierbarkeit und Reproduzierbarkeit
der Forschungsergebnisse möglich wird. Der kri-
tische Umgang mit diesen Daten stellt eine Auf-
gabe der Wissenschaft dar.
Daher täten die Digital Humanities gut daran,
in einen aktiven Dialog mit digitalisierenden Ein-
richtungen und Förderern einzutreten um ge-
meinsame Standards und Richtlinien zur Do-
kumentation zu etablieren, die transparent
Auskunft über die Provenienz eines digitalen Ob-
jekts geben sowie klar über Möglichkeiten sowie
Einschränkungen zu dessen Nachnutzbarkeit in-
formieren. Entscheidungen, Kriterien, Daten und
Ergebnisse sollten, im Unterschied zur bisherigen,
in diesem Beitrag kritisierten Praxis, zukünftig
möglichst transparent, operationalisierbar sowie
validierbar digital zur Verfügung gestellt werden.
Fußnoten
1. Vgl. dazu These 1.1: „Die Digital Humanities
bereichern die traditionellen Geisteswissen-
schaften konzeptionell und methodisch - ihre
Werkzeuge und Verfahren ergänzen das „Wie“
unserer Praxis um eine empirisch ausgerich-
tete Epistemologie.“ [Thesenpapier des Fachver-
bands „Digital Humanities im deutschsprachigen
Raum“ 2014]
2. siehe [Schnell, Hill, Esser 2011: 4]
3. siehe Fußnote 2
4. OCR-D: Koordinierungsprojekt zur Weiterent-
wicklung von Verfahren der Optical Character
Recognition (OCR), http://www.ocr-d.de/.
5. „Es werden weitere korpusbasierte Analysen
angestrebt. Diese erfordern aber eine Vorausset-
zung: Im Zuge der ‚digitale[n] Wende‘ [Schöch
2014: 130] ist es weiterhin wünschenswert und
erforderlich, dass immer mehr literarische Texte
digital zur Verfügung stehen oder diese durch
leichte und praktikable Verfahren der Texter-
kennung (OCR, optical character recognition) di-
gitalisierbar gemacht werden können.“ [Mihm
2016: 200]
6. „Dass die von uns einbezogenen Online-Repo-
sitorien hinsichtlich der editionsphilologischen
Textqualität variieren ist ein hinzunehmendes
Übel, dem wir zum einen pragmatisch (Wahl der
bestmöglichen verfügbaren Ausgabe; Ziel, die
Fehlermarge unter 2% zu halten), zum anderen
unter Hinweis auf die flexible Struktur des Kor-
pus (Austausch durch eine qualitativ hochwer-
tigere Version ist möglich) begegnen. Durch die
nahtlose Dokumentation des Korpus wird zudem
die nötige Transparenz gewährleistet um auch
Nachnutzern flexible Kontrolle der Daten zu er-
möglichen.“ [Herrmann-Wolf, Lauer 2016: 159]







10. Deutsches Textarchiv, DTA-Basisformat,
http://www.deutschestextarchiv.de/doku/basis-
format/.
11. Vgl. z.B. https://rdmorganiser.github.io/
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Sentiment Analyse ist eine Standard-Methode
des Text Mining und prüft, was in Texten mei-
nungsbehaftet behandelt wird. Damit ist es auch
für Digital Humanities sehr interessant. Viele An-
sätze basieren auf einfachen Listen, sogenannten
Sentiment Lexika, welche sich aber nicht vollstän-
dig auf andere Domänen und auch kaum auf an-
dere Zeiträume übertragen lassen. Dieser Beitrag
zeigt beispielhaft, wie eine solche Liste metho-
disch für Schulbücher des 19. und frühen 20. Jhds.
erstellt werden kann. Am Beispiel der Behand-
lung des Judentums in den historischen Schul-
büchern wird gezeigt, dass automatische Ansätze
des Text Mining alleine nicht ausreichen, um
die Komplexität der Bewertung zu erfassen. Erst
durch die Verknüpfung intellektueller und digi-
taler Ansätze entstehen interessante Ergebnisse.
Zudem wird gezeigt, dass ein aktuelles Sentiment
Lexikon für diese historischen Epoche ungeeignet
ist.
Einleitung
Text Mining ist in den Digital Humanities eine
häufig eingesetzte Technologie mit vielen Facet-
ten. Die Sentiment Analyse versucht zu analysie-
ren, welche Meinungen ein Text zu einer Enti-
tät ausdrückt. Dazu werden die im Kontext von
Erwähnungen der Entität vorkommenden Stel-
len ausgewertet (Liu 2012). Häufig ist eine Mei-
nung nicht leicht maschinell zu erkennen, so
dass leichtgewichtige linguistische Ansätze (Struß
2016) oder auch tiefgehende Analysen notwendig
sind (Somasundaran et al. 2008). Für viele Anwen-
dungen werden aber einfache listenbasierte An-
sätze genutzt, welche das Vorkommen von posi-
tiven und negativen Wörtern einer Sprache im
Umfeld einer Entität oder einen Konzept, das
mehrere Wörter berücksichtigt, auswerten.
In der hier geschilderten Untersuchung sollte ge-
prüft werden, ob eine Liste für historische Texte
effizient erstellt werden könnte und inwieweit da-
mit fachwissenschaftliche Fragestellungen analy-
siert werden könnten. Im Rahmen des Projek-
tes „Welt der Kinder“ (De Luca 2014) stand eine
Kollektion von über 3500 Schulbüchern des 19.
und frühen 20. Jhd. ebenso zur Verfügung wie
Werkzeuge zur Analyse (wdk.gei.de). Die Basis
für die Systementwicklung bildete eine Analyse
der Informationsbedürfnisse der von Historikern
(Heuwing et al. 2016). Unter anderem wurden To-
pic Models und darauf basierende Filter entwi-
ckelt (Schober & Gurevych 2015).
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Schulbücher eignen sich besonders als Gegen-
stand der Forschung zum 19. Jhd. Diese Bücher
waren oft die einzigen Medien, welche Kinder
ausgesetzt werden. Sie prägten somit ihr Welt-
bild nachhaltig (Fuchs 2014). Die Dokumente sind
durch OCR in Volltexte umgewandelt. Dabei er-
gibt sich insbesondere für Fraktur eine Fehler-
rate. Diese ist jedoch gering und eine quantitative
Auswertung ist gleichwohl möglich.
Methode
Ziel des Vorgehens war es, ein erstes und vor-
läufiges Sentiment Wörterbuch aus Schulbüchern
des 19. Jhds. zu erstellen und zu prüfen, inwieweit
dies sich von einer aktuellen Liste unterschei-
det. Dazu wurde folgendes methodische Vorge-
hen gewählt, das zwar nicht ausreicht, ein voll-
ständiges Sentiment Lexikon für die Kollektion zu
erstellen, aber doch zu interessanten Resultaten
führt. Durch die Auswahl von Begriffen, die häu-
fig mit Sentiment verbunden sind, sollten Text-
stellen identifiziert werden, die dann einer manu-
ellen Auswertung unterzogen wurden. Bei dieser
Bewertung wurden die meinungstragenden Phra-
sen als positiv oder negativ bewertet.
Konkret wurde zunächst aus dem Gesamtkor-
pus drei Untermengen ausgewählt, wobei Anfra-
gen gewählt wurden, die nach ersten Hypothe-
sen aus Perspektive der Geschichtswissenschaft
zu Aussagen mit Meinungen führen würden.
•   In einer Untermenge, welche zu Völkern und
Staaten generiert wurde, erfolgte eine Recher-
che nach den Suchbegriffen Deutschland und
Frankreich.
•   Der Name Napoleon Bonaparte wurde in Jun-
gen und Mädchenbüchern getrennt recher-
chiert, um so mögliche unterschiedliche Dar-
stellungen zu erkennen.
•   Mit dem Wortfeld Jude wurde in Büchern aus
zwei Zeiträumen gesucht. Diese umfassten
1850-1859 und 1910-1919. Dabei stand die Hy-
pothese im Raum, dass die verwendete Spra-
che des Zeitraums 1850 bis 1859 einen weni-
ger radikalisierten Antisemitismus aufweist
als die Analyse der Textquellen von 1910 bis
1919. Diese Einschätzung ist auf den ab 1879
bis nach den Ersten Weltkrieg sich radikalisie-
renden Antisemitismus zurückzuführen.
Das Werkzeug AntConc erlaubt es, Konkordan-
zen zu extrahieren. Die Suchbegriffe wurden als
zentrale Wörter dargestellt und AntConc liefert
dann den Kontext der Phrase. Die Sortierung der
Phrasen erfolgt nach dem Maß Mutual Informa-
tion.
So wurden zu jeder Suche und damit zu je-
dem der sechs Sub-Korpora jeweils ca. 100 Phra-
sen manuell ausgewertet und klassifiziert. Dabei
wurde festgehalten, ob eine meinungstragende
Phrase vorliegt. Zudem wurde über die Polarität
entschieden, also ob die Meinung positiv oder ne-
gativ ist. Diese manuelle Annotation semantischer
Werte in Textabschnitten erfolgte, um darauf auf-
bauend das Sentiment Lexikon zu erstellen.
Abbildung 1: Kollokationen in AntConc
Ergebnisse
Für die erste Textmenge ergaben sich dabei 270
unterschiedliche Kollokationen, die eine positive
oder negative interpretierte Meinung zu Deutsch-
land oder Frankreich besitzen. Dabei wird Frank-
reich negativer dargestellt, 49% der meinungs-
tragenden Phrasen sind negativ. Bei Deutschland
sind es 39%. Diese beziehen sich beispielsweise
auf die Situation vor 1871 und kennzeichnen
diese als Zersplitterung.
Für die Textstellen zu Napoleon Bonaparte
konnten 174 wertende Phrasen erkannt werden.
Allerdings ergaben sich keine nennenswerten Un-
terschiede in der Darstellung der Person in Jun-
gen und Mädchenschulbüchern.
Für die qualitative Analyse der beiden Stichpro-
ben aus den Subkorpora für das Judentum wur-
den für den Veröffentlichungszeitraum von 1850
bis 1859 insgesamt 720 und beim zweiten Sub-
korpus von 1910 bis 1919 insgesamt 825 Konkor-
danzen untersucht. Dabei wurden insgesamt 231
Kollokationen aus 155 wertenden Konkordanzen
gefunden. Insgesamt waren die meisten Vorkom-
men von Begriffen aus dem Wortfeld Jude und Ju-
dentum also nicht meinungsbehaftet.
Die Auswertung ergab, dass durchschnittlich
76,5% aller wertenden Kollokationen in den un-
tersuchten Konkordanzen der Subkorpora als ne-
gativ klassifiziert wurden (Subkorpus (1): 102 ne-
gativ (77%); Subkorpus (2): 75 negativ (76%)).
Somit ist das Verhältnis zwischen negativ wer-
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tenden und positiv wertenden Kollokationen bei-
der Sub-Korpora annähernd gleich, wobei ne-
gative Äußerungen klar überwiegen. Allerdings
ergibt sich aus dieser rein quantitativen Betrach-
tung keine Meinungsentwicklung gegenüber Ju-
den während des Kaiserreichs, wie sie die Hypo-
these vermutet hatte.
In der Folge wurden die Kollokationen manu-
ell in sechs, in sich homogene Gruppen geclustert,
welche jeweils den lokalen Kontext und das Auf-
treten einer Kollokation beschreiben: Religion;
Synonym für Jude; positive Eigenschaft Jude; ne-
gative Eigenschaft Jude; Juden im Gesellschafts-
leben und Sonstiges. Entwickelt bzw. festgelegt
wurden die sechs Cluster auf Grundlage der Kol-
lokationen.
Die Analyse der Vorkommenshäufigkeit der
sechs Cluster ergab eine zeitliche Veränderung.
Im Zusammenhang mit Religion wurde das Juden-
tum im früheren Subkorpus ab 1850 häufiger er-
wähnt als im Zeitraum von 1910 bis 1919. Im spä-
teren Zeitraum wird das Judentum häufiger im
Zusammenhang mit dem gesellschaftlichen Le-
ben erwähnt. Diese spiegelt möglicherweise den
Wandel des Judenhasses während der zweiten
Hälfte des 19. Jahrhunderts auf Grundlage religiö-
ser Motive zu einer biologisch-rassischen Begrün-
dung.
Abbildung 2: Cluster zum Wortfeld Jude/Juden-
tum
Insgesamt wurden 225 einmalig auftretende
meinungstragende Begriffe gefunden. Von diesen
sind nur 44% in einer aktuellen Liste des Deut-
schen vorhanden (Sentiment Wortschatz der Uni-
versität Leipzig). Zwar ist die verwendete Liste
deutlich länger und aus umfangreicheren Stu-
dien hervorgegangen, doch allein dieser Ver-
gleich zeigt, dass das historische Vokabular sich
deutlich unterscheidet. Nicht enthalten sind bei-
spielsweise: verachtet, zerstreut, unkünstlerisch
oder halsstarrig.
Auffällig ist, dass im historischen Korpus deut-
lich mehr meinungstragende Substantive enthal-
ten sind als im aktuellen Korpus, in dem Adjektive
überwiegen. Dies müsste weiter untersucht wer-
den. Möglicherweise wurden Substantive mit spe-
zifischen Zielen wie etwa einer oberflächlichen
Objektivierung eingesetzt. Beispiele für Substan-
tive sind: Zarenwahnsinn, Blitzesschnelle, Eng-
herzigkeit oder Schlappe.
Die vorläufigen Ergebnisse zeigen, dass nur eine
Verknüpfung des iterativen Einsatzes analoger
manueller und digitaler automatischer Methoden
verschiedene Perspektiven auf Texte einnehmen
kann und zu sinnvollen Ergebnissen führen kann.
Dies fordert auch Stephen Ramsay unter dem
Schlagwort Algorithmic Criticism (Ramsay 2008).
Mit Criticism wird dabei nicht die Überprüfung
hermeneutischer Hypothesen mit algorithmi-
schen Analysen gemeint, sondern die Reflexion,
Explikation und Differenzierung von Geisteswis-
senschaften und Algorithmen sowie die Einbin-
dung multiperspektivischer Zugänge zu Untersu-
chungsgegenständen (vgl. Bender, 2016, S. 300f.).
Möglichkeiten für weitere Forschung liegen in
der Verknüpfung mit anderen Quellen für histo-
risches Vokabular.
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Stilometrische Untersuchungen haben eine
lange Tradition in der Literaturwissenschaft und
erleben mit der Digitalisierung von Textkorpora
und Analysemethoden in den letzten drei Jahr-
zehnten einen erneuten Aufschwung (Holmes
und Calle-Martín & Miranda-García). Ähnliche
Tendenzen sind in den vergangenen Jahren auch
in der Kunstgeschichte zu verzeichnen (Kohle; Qu,
Taeb & Hughes; Manovich). Im Gegensatz dazu
sind stilometrische Untersuchen visueller Erzäh-
lungen noch nicht etabliert. In den Bereich visu-
eller, oder multimodaler, Narrative fallen etwa
Comics, Filme und Fernsehserien, aber auch zu
einem gewissen Grad Computerspiele, und da-
mit viele der populärsten Erzählformen des 20.
und 21. Jahrhunderts. Das Fehlen einschlägiger
Forschung gründet einerseits auf die technischen
Herausforderungen digitaler Bildanalyse, ande-
rerseits auf den Fokus auf qualitative und ideo-
logiekritische Zugänge in großen Teilen der Me-
dien- und Kulturwissenschaft. Auf Basis eines
Corpus von 138 graphischen Romanen (Comicbü-
chern in Romanlänge) stellt unser Vortrag eine
Methode zur automatischen Genre- und Autorun-
terscheidung vor. Weiters erörtern wir die Her-
ausforderungen stilometrischer Methoden für Er-
zählformen, die Text und Bild kombinieren, und
diskutieren abschließend die potenzielle Über-
tragbarkeit des vorgestellten Zugangs auf andere
Medien.
2. Datenbasis & Methode
Die Basis der Untersuchungen stellt das erste
repräsentative Corpus graphischer Romane dar,
dass sich derzeit im Aufbau befindet (Dunst, Har-
tel & Laubrock). Zum Zeitpunkt der Untersu-
chungen im Mai 2017 waren 160 Volltexte di-
gitalisiert; davon wurden aufgrund mangelnder
Scanqualität bei einigen Titeln 138 Bücher mit
einer Gesamtmenge von rund 33.000 Seiten für
die Corpusstudie herangezogen. Der Fokus auf
Bildanalyse ergab sich dabei sowohl aus me-
thodischen als auch aus praktischen Überlegun-
gen: einerseits sind Methoden zur stilometrischen
Textanalyse bereits etabliert und werden laufend
weiterentwickelt. Viele davon lassen sich direkt
auf Comicstext anwenden oder dafür adaptieren.
Andererseits bereitet eine zuverlässige, automa-
tisierte Textlokalisierung und -Erkennung in Co-
mics weiterhin Probleme. Damit bleibt derzeit
nur der Weg über eine semi-automatische und
zeitintensive Textannotation. Für größere Kor-
pora bietet sich diese Methode daher nicht an.
Drei visuelle Maße stellten die Basis unserer Be-
rechnungen dar. Für all diese Maße wurde das
Bild zunächst mithilfe einer linearen Näherung
der Luminanz in eine Graustufen-Darstellung des
Bildes umgewandelt.
•   Median der Helligkeit einer Seite: der mittlere
Grauton aller Pixel eines Bildes
•   Shannon-Entropie: Entsprechend der Shan-
non-Entropie aus der Informationstheorie: 
H(X) := -Σi=1n P(xi) * log2(P(xi))  . Hierbei ist die
betrachtete Nachricht X die Liste aller Hel-
ligkeitswerte/Grautöne eines jeden Pixels.
Ein schwarz-weiß Bild hat eine Entropie zwi-
schen 0 und 1 (da es nur ‚binäre’ Informatio-
nen (schwarz oder weiß) enthält). Die höchste
Entropie (den höchsten Informationsgehalt)
hat ein Bild, in dem alle Graustufen möglichst
gleich verteilt vorkommen.
•   Anzahl der Flächen: Hierzu wird das Bild in
fünf binäre Bilder aufgeteilt, entsprechend
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fünf unterschiedlicher Helligkeitsstufen. Das
Bild B i zur Helligkeitsstufe H i enthält an den
Stellen ein Bit „1“, an denen das Originalbild
ein Pixel der Helligketisstufe H i enthält. An-
schließend werden alle zusammenhängenden
Flächen von 1-Bits gezählt und für alle fünf
Helligkeitsstufen aufaddiert.
Im Anschluss an die Kalkulation dieser Grund-
maße berechneten wir aus den Ergebnissen pro
Seite die Mediane für jedes einzelne der 138
Werke. Um stilistische Abweichungen innerhalb
eines Werkes zu messen, berechneten wir die
Standardabweichung von den drei Maßen. Um
die stilistische Entwicklung innerhalb eines Wer-
kes zu berechnen, wurden in einem ersten Schritt
manuell Inhalts- von Funktionsseiten getrennt
und letztere von der Kalkulation ausgeschlossen.
Hierzu betrachten wir die Kurvenverläufe der
drei visuellen Maße über alle Seiten eines graphi-
schen Romans. Für jedes visuelle Maß ermittelten
wir: die Anzahl Extrema je 100 Seiten, die Stan-
dardabweichung aller Messwerte, die Standard-
abweichung innerhalb der lokalen Minima bzw.
Maxima, die Regelmäßigkeit einer Kurve (also
die Standardabweichung des Abstands in Sei-
ten zweier aufeinanderfolgender Extrema) und
eine Klassifikation des Kurven-Beginns und -En-
des (die erste/letzte Seite hat einen größeren/klei-
neren Messwert als die nächste/vorherige Seite).
Letztere Berechnungen für die stilistische Ent-
wicklung ergaben sieben Werte je Maß, also
insgesamt 21 Ergebnisse pro graphischem Ro-
man. Diese reduzierten wir mit Hilfe von skalier-
ter Hauptkomponentenanalyse (Principal Compo-
nent Analysis [PCA]). Die errechneten Maße zogen
wir im Anschluss für die Analyse folgender li-
teratur-, bzw. kulturwissenschaftlicher Konzepte
heran: Genre, Autorschaft, und Publikationsfor-
mat. Aus Zeitgründen stellen wir hier nur Teiler-
gebnisse für die ersten beiden Kategorien vor.
3. Ergebnisse & Diskussion
3.a. Genre
Unser Korpus enthält sowohl fiktionale als auch
nicht-fiktionale Texte, die trotz dieser Unter-
schiede oftmals als graphische Romane bezeich-
net werden. Tatsächlich erscheint es sinnvoller
hier von graphischen Narrativen zu sprechen. Da-
bei handelts es sich um durchgehende Erzählun-
gen im Medium Comics, die sich an ein erwach-
senes Publikum wenden und einen Umfang von
mehr als 64 Seiten haben, womit sie sich vom tra-
ditionellen Seitenformat von Comicbüchern ab-
heben. Einzelnen Büchern wurde auf Basis von
Klappentexten, Verlagsinformaionen und Zusam-
menfassungen eines der folgenden Genres zuge-
wiesen: Graphic Novel, Graphic Memoir, andere
nicht-fiktionale Texte (Sachbücher). Texte, denen
die Subgenres Superhelden, Science Fiction, Mär-
chen, Fantasy, Mystery und Horror zugewiesen
wurden, fassten wir in der Sammelkategorie Gra-
phic Fantasy zusammen. Eine kleine Zahl an Tex-
ten, die unter keine dieser Klassifikationen fielen,
fassten wir unter dem Begriff „miscellaneous“.
Die Ergebnisse der Untersuchen wurden mit Hilfe
von Welch Two Sample T-Tests mit p<0,05 auf ihre
statistische Signifikanz untersucht.
Dabei zeigte sich, dass sich die Genres Gra-
phic Novel, Graphic Memoir und Graphic Fan-
tasy signifikant voneinander unterscheiden. Im
speziellen zeichnen sich graphische Romane und
Memoiren durch einen deutlich regelmäßigeren
visuellen Stil aus. Titel mit der niedrigsten An-
zahl an Flächen und niedriger Standardabwei-
chung von der durchschnittlichen Helligkeit ge-
hören meist zu diesen beiden Genres. Graphische
Memoiren sind außerdem deutlich heller als die
Erzählungen, die wir unter Graphic Fantasy zu-
sammengefasst hatten. Illustration 1 zeigt, dass
sich auch eine historische Entwicklung nachwei-
sen lässt. So werden graphische Memoiren seit
Mitte des letzten Jahrzehnts deutlich heller – eine
Entwicklung, die möglicherweise durch die bei-
spielgebende Wirkung von mittlerweile kanoni-
schen Titeln wie Alison Bechdels Fun Home be-
dingt ist.
Illustration 1: Historische Entwicklung der
durchschnittlichen Helligkeit per Genre
3.b. Autorschaft
Ähnlich wie im Fall der Genreunterscheidungen
zeigten sich signifikante visuelle Unterschiede
zwischen unterschiedlichen Autoren. Illustration
2 visualisiert die stilistische Handschrift von
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Künstlern, die mir mehr als drei Titeln in unserem
Corpus vertreten sind. Jene, die einen von Werk
zu Werk vergleichsweise konstanten Stil bevor-
zugen, nehmen dabei eine kleinere Fläche in der
Matrix ein. Darunter fallen etwa die bekannten
Autoren Jason Lutes, Chester Brown und der ja-
panische Manga-Autor Ozamu Tezuka. Hingegen
nehmen Frank Miller, Dave McKean und David
Mazzuchelli aufgrund ihrer visuellen Bandbreite
eine größere Fläche im stilistischen Raum (Ma-
novichs „style space“) graphischer Erzählungen
ein. Die Einbeziehung von Tezuka zeigt als Testfall
aber auch die momentanen Grenzen dieser Me-
thode auf. Die verwendeten Maße erlauben keine
Differenzierung zwischen dem angloamerikani-
schen graphischen Roman und dem japanischen
Manga, zwei Erzählformen, die trotz gegensei-
tiger Beeinflussung deutliche stilistische Unter-
schiede aufweisen.
Illustration 2: PCA stilistischer Handschrift von
Comicsautoren
4. Zusammenfassung & Aus-
blick
In diesem Vortrag haben wir automatische Bild-
analysen vorgestellt, die stilometrische Unter-
scheidungen zwischen Genres und Autoren auf
den Bereich visueller Erzählungen übertragen.
Dazu ist anzumerken, dass sich dieser Zugang in
einem experimentellen Stadium befindet. So wer-
den wir demnächst zusätzliche visuelle Maße zu
den hier verwendeten erproben. In einem ersten
Schritt ist dabei an Farbigkeitsmaße gedacht. Die
Datenbasis wird mit Fortschreiten der Retrodigi-
talisierung unseres Corpus auf rund 250 Werke
erweitert. Bei den Genreunterscheidungen hat
sich die relativ aufwändige Berechnung der in-
ternen Entwicklung eines Werkes als wenig aus-
sagekräftig herausgestellt. Allerdings fließt diese
bei den Autorenunterscheidungen in die PCA ein.
Auch die Genrekategorien bedürfen einer weite-
ren Verfeinerung: bei Versuchen, die interne Ko-
härenz der Genres zu berechnen (Distanzmaße
vom Zentroiden eines Clusters) hat sich die Sam-
melkategorie Graphic Fantasy als weniger kohä-
rent als eine zufällige Vergleichsgruppe herausge-
stellt. Hier sollten bei neuerlichen Berechnungen
Subgenres wie Superheldennarrative herangezo-
gen werden. Als graphische Kunstwerke, die von
Hand gezeichnet werden, unterscheiden sich Co-
mics deutlich von Filmen, Fernsehserien, aber
auch von Computerspielen. Dennoch birgt die
hier präsentierte Methode unserer Meinung nach
Potenzial für diese Medien, da Fragen zur Stilistik
von Genre und Autorschaft auch dort eine Rolle
spielen. So könnte etwa erforscht werden, ob sich
das Genre des Film Noir tatächlich stilistische Ko-
härenz aufweist, oder ob sich komplexe Qualitäts-
serien wie The Wire oder The Sopranos visuell von
anderen TV-Erzählungen unterscheiden.
Fußnoten
Zwar hatte Manovich stilistische Bildanalysen
auch auf Manga angewandt. Diese Studien blie-
ben aber weitgehend explorativ und ließen keine
Rückschlüsse auf Konzepte wie Autorschaft oder
Genre zu (Manovich, Douglas & Zepel).
Diese bietet die Beta-Version unseres graphi-
schen XML-Editors an, der unter folgender
Adresse frei verfügbar ist: https://groups.uni-pa-
derborn.de/graphic-literature/wp/?page_id=3592.
Bibliographie
Calle-Martin, J. & A. Miranda-García (2012).
„Stylometry and Authorship Attribution: Intro-
duction to the Special Issue“, Stylometry and Aut-
horship Attribution, special issue of English Stu-
dies 93-3: 251-58.
Dunst, A., R. Hartel & J. Laubrock (2017). „The
Graphic Narrative Corpus (GNC): Design, Annota-
tion, and Analysis for the Digital Humanities” Pro-
ceedings of the 14th IAPR International Conference
on Document Analysis and Recognition (ICDAR
2017) [im Druck].
Holmes, D (1998). „The Evolution of Stylometry
in Humaninities Scholarship“ Literary and Lingu-
istic Computing 13-3: 111-17.
Kohle, H. (2013). Digitale Bildwissenschaft.
Glückstadt: VWH.
Manovich, L. (2011) “Style Space: How
to Compare Image Sets and Follow their
228
Digital Humanities im deutschsprachigen Raum 2018
Evolution”, http://manovich.net/index.php/pro-
jects/style-space.
Manovich, L., J. Douglas, T. Zepel (2011). „How
to Compare One Million Images“, http://mano-
vich.net/index.php/projects/how-to-compare.
Qi, Hanchao, Armeen Taeb & Shannon M.
Hughes , „Visual stylometry using background
selection and wavelet-HMT-based Fisher infor-
mation distances for attribution and dating of


















Österreichische Akademie der Wissenschaften,
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Die digitale Erschließung historischer Zeitun-
gen lag vor wenigen Jahrzehnten noch außer-
halb des Vorstellbaren. Inzwischen ist die Zeitung
als Forschungsgegenstand etabliert und damit
für viele verschiedene Disziplinen ins Zentrum
gerückt: NutzerInnen sehen Nachrichtenblätter
nicht nur als Quelle, die punktuell und komple-
mentär zu anderen Texten befragt wird, sondern
haben auch ein besonderes Interesse an der di-
achronen Entwicklung von historischen Zeitun-
gen und ihren Themen, von Textsorten und na-
türlich von Sprache ganz im Allgemeinen. Die
Transformation historischer Zeitungen in ein di-
gitales Format, die von Bibliotheken, Archiven
und Forschungseinrichtungen in den letzten Jah-
ren stark vorangetrieben worden ist, befördert
Fragestellungen dieser Art und überlässt den geis-
tes- und sozialwissenschaftlichen Disziplinen ei-
nen reichen Schatz an Daten.
Im Zuge des wachsenden Interesses an histo-
rischem Zeitungsmaterial in digitaler Form ha-
ben Bibliotheken eigene Portale mit Bild-Digi-
talisaten und Kalenderübersichten eröffnet (vgl.
etwa die Staats- und Universitätsbibliothek Bre-
men 1, die Staatsbibliothek zu Berlin 2, die Uni-
versität Bonn 3 oder die Österreichische National-
bibliothek 4) oder stellen ihre Daten Europeana 5
zur Verfügung. Um historische Zeitungen besser
durchsuchbar zu machen, wird vereinzelt bereits
an der sorgfältigen Volltexterschließung besonde-
rer historischer Zeitungen gearbeitet, vgl. etwa
das Projekt „Volltextdigitalisierung der Staats-
und Gelehrte[n] Zeitung des Hamburgischen Un-
partheyischen Correspondenten und ihrer Vor-
läufer (1712-1848)“ 6 (Schuster, Wille 2016: 7-29)
oder das „Mannheimer Korpus für Historische
Zeitungen und Zeitschriften in COSMAS II“ 7.
Internationale Vernetzungsinitiativen 8 machen
einerseits auf die Herausforderungen bei der Er-
schließung historischer Zeitungen aufmerksam
(enorme Textmenge, fehlerhafte OCR-Ergebnisse,
wenig Trainingsdaten) und lassen andererseits
die Entwicklung gemeinsamer Strategien und
Standards bei der Aufbereitung erkennen.
Die AutorInnen des vorliegenden Beitrags ge-
hen davon aus, dass historische Zeitungen von
Institutionen zwar „digital verfügbar“ gemacht
werden, aber bislang kaum an die Erkenntnisin-
teressen potentieller NutzerInnen angepasst sind
- auch, aber nicht nur aufgrund der oben ge-
nannten Herausforderungen und des erheblichen
Aufwandes, der mit der Erschließung einer his-
torischen Zeitung verbunden ist. Bevor ein auf-
wändiges Projekt startet, ist daher zu überlegen,
wie eine Erschließung geplant sein muss, sodass
sie idealerweise für mehrere Disziplinen von Nut-
zen ist. Bei der Konzeption ist darauf zu achten,
dass keine (für den überwiegenden Teil der an-
tizipierten Disziplinen) relevanten Informationen
vernachlässigt werden oder verloren gehen: Die
Entscheidungen, die zu treffen sind, beginnen (1)
bei der Auswahl der Ausgaben, setzen sich (2) bei
den Transkriptionsrichtlinien fort und lassen sich
(3) bis zu den Annotationskonzepten weiterfüh-
ren.
Anhand eines laufenden Projektes, das sich der
Volltextdigitalisierung ausgewählter Nummern
des „Wien[n]erischen Diariums“ 9 aus dem 18.
Jahrhundert widmet, sollen all diese Aspekte kri-
tisch hinterfragt und anhand von Beispielen, Er-
fahrungswerten und Zwischenergebnissen dar-
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gestellt werden. Das methodische Konzept, auf
dem dieses konkrete Vorhaben beruht, wurde
ausgehend von der Überzeugung gestaltet, dass
insbesondere bei einer vielseitig nutzbaren Res-
source wie dem “Wiennerischen Diarium” die ein-
zelnen Fachdisziplinen und NutzerInnen bereits
möglichst früh in den interdisziplinären Erschlie-
ßungsprozess einzubeziehen sind. Im Vortrag soll
darüber berichtet werden, welche Maßnahmen
bereits gesetzt wurden, um die Fachwissenschaf-
ten zu vernetzen, welche Tools im Projekt entwi-
ckelt wurden, um Personen außerhalb des Kern-
teams zu involvieren, und durch welche digitalen
Angebote diese Kollaboration ermöglicht wird
und gelingen kann.
Auswahl der Ausgaben: Um ein ausgewogenes
Korpus von mehreren hundert Ausgaben ver-
teilt über das 18. Jahrhundert zu erstellen, wa-
ren sowohl ExpertInnen mehrerer geisteswissen-
schaftlicher Disziplinen als auch LeserInnen der
heutigen Wiener Zeitung dazu aufgefordert, jene
Nummer(n) online zu nominieren, die sie als be-
sonders relevant einstufen würden. Bei der Aus-
wertung dieses Calls hat sich erneut bestätigt, wie
breit das Themenspektrum und damit die indi-
viduellen Erkenntnisinteressen sind: Nominiert
und zur Volltextdigitalisierung empfohlen wur-
den Ausgaben mit Geburten, Taufen und Sterbe-
fällen bekannter Persönlichkeiten, Geburts- und
Namenstage, Krönungen und Erbhuldigungen,
kirchliche und weltliche Feste, Ankündigungen,
Eröffnungen und Einweihungen sowie die Be-
suche prominenter Gäste in der Residenzstadt.
Errungenschaften im weitesten Sinn – wie die
Erklärung der Menschenrechte oder der Beginn
der Luftfahrt – waren ebenso in der Auswahl
wie das medienimmanente Thema der Herausge-
berschaft. Die Ergänzungen, die das Projektteam
letztlich vorgenommen hat, betrafen daher weni-
ger die Vielfalt der angesprochenen Themen, son-
dern waren darauf ausgerichtet, zeitliche Lücken
zu füllen. Um das Wien[n]erische Diarium als Kor-
pus in einer kontinuierlich chronologischen Jah-
resabfolge plausibel dokumentieren zu können,
wurden die Nominierungen dahingehend kom-
plettiert, dass sich die Umbrüche und Wendungen
in einer Periode sich verändernder politischer, so-
zialer, wissenschaftlicher und künstlerischer Be-
dingungen im 18. Jahrhundert, idealerweise auch
korpusgestützt nachvollziehen lassen.
Texterstellung und -transkription: Ausgangs-
punkt für die Weiterverarbeitung sind jene
Image-Digitalisate, welche die Österreichische Na-
tionalbibliothek in ANNO (Austrian Newspapers
Online) zur Verfügung stellt. 10 Die Erstellung des
digitalen Textes für die ausgewählten Nummern
erfolgt mit Transkribus 11, genauer mittels der
Handwritten Text Recognition (HTR). Anhand ei-
ner kleinen Zahl an Ausgaben, die im Rahmen
von projektbezogenen Vorstudien (vgl. Resch et
al. 2016) bearbeitet wurden, konnte ein erstes Mo-
dell für das Diarium erstellt werden. Je nach Be-
schaffenheit der Digitalisate liegt die Genauigkeit
hiermit zwischen 70% und 95%. Um die Qualität
zu steigern, werden mehrere Tranchen von 40 bis
50 Ausgaben von zwei unterschiedlichen exter-
nen Dienstleistern nach den für dieses Projekt er-
stellten Transkriptionsrichtlinien erfasst, sodass
das Modell weiter trainiert und die Erfassungsge-
nauigkeit erhöht werden kann.
Ein „Reporting-Tool“ 12, das direkt auf die Tran-
skribus-Plattform zugreift, dokumentiert den Be-
arbeitungsstatus der ausgewählten Einzelnum-
mern, gibt Auskunft über deren Umfang (Zählung
von Regionen, Zeilen und Wörtern) und infor-
miert die Fachgemeinschaft tagesaktuell über den
Fortschritt des Projekts.
Erprobung von Annotationskonzepten: Parallel
dazu arbeitet das Kernteam an einer digitalen
Arbeits- und Annotationsoberfläche: Für die Prä-
sentation der Texte wird nach derzeitigem Pro-
jektstand eine auf eXist basierende Umgebung ge-
nutzt, die auch in anderen Projekten des Instituts
und in anderen Institutionen Anwendung findet.
In die HTML-Präsentation integriert ist die Mög-
lichkeit zur Annotation des Textes. Dabei kann
entweder der Text korrigiert, eine Entität aus-
gezeichnet und/oder identifiziert oder eine Voll-
textanmerkung geschrieben werden. Die Mög-
lichkeiten der Annotation, die Modellierung der
annotierten Entitäten, ihre Verwaltung und Dar-
stellung sollen im Rahmen eines „Annote-a-thons“
in Zusammenarbeit mit den NutzerInnen weiter-
entwickelt werden. Für das Projektteam ist es
etwa wichtig zu erfragen, welche unterschiedli-
chen Sichtweisen es seitens der verschiedenen
Disziplinen auf den Text gibt, welche Aspekte bei
der Erschließung von besonderer Relevanz sind
oder ob es so etwas wie einen “kleinsten, ge-
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meinsamen Nenner” aller Annotationskonzepte
geben kann. Die Einbeziehung von ExpertInne-
nen im Annotationsprozess ist dem Projektteam
ein besonderes Anliegen: Es begreift das Anno-
tieren als höchst anspruchsvolle Forschungsleis-
tung, die ein profundes historisch-kulturelles Wis-
sen bei der Beurteilung erfordert und für eine
Quelle wie dem „Wiennerischen Diarium“ bei ge-
nauerer Betrachtung eigentlich nur gemeinsam
erbracht werden kann. Ein kollaboratives Anno-
tieren technisch vorzusehen und zu ermöglichen,
ist hierbei die besondere Herausforderung. Die
dafür entstehende benutzerfreundliche Präsenta-
tions- wie auch die Annotationsumgebung wird




projekte/alte-zeitungen/ [letzter Zugriff 14. Januar
2018]
2. Vgl. http://zefys.staatsbibliothek-berlin.de/ [letz-
ter Zugriff 14. Januar 2018]
3. Vgl. http://digitale-sammlungen.ulb.uni-bon-
n.de/ulbbnz/date/list/229854 [letzter Zugriff 14. Ja-
nuar 2018]
4. Vgl. http://anno.onb.ac.at/ [letzter Zugriff 14. Ja-
nuar 2018]
5. Vgl. http://www.europeana-newspapers.eu/






dent-volltextdigitalisierung/ [letzter Zugriff 14. Ja-
nuar 2018]
7. Vgl. http://repos.ids-mannheim.de/mkhz-be-
schreibung.html [letzter Zugriff 14.01.2018]
8. Vgl. etwa die Einrichtung einer “Special Inte-
rest Group Newspapers” bei der TEI-Konferenz
2016 in Wien, das CLARIN-Vernetzungstreffen
“Working with Digital Collections of Newspa-
pers” 2016 in Leuven oder das “Transatlantic Di-
gitised Newspaper Symposion” 2017 in London.
9. Das „Wien[n]erische Diarium“ ist am 8. August
1703 erstmals erschienen, als „Wiener Zeitung“
bis heute erhältlich und somit die älteste, noch
existierende Tageszeitung der Welt. Insbeson-
dere im 18. Jahrhundert lässt sich die Entwick-
lung der Zeitung von den Anfängen des moder-
nen Journalismus in einer spannenden Zeit und
unter sich verändernden politischen, sozialen
und künstlerischen Bedingungen gut nachverfol-
gen und mitvollziehen.
10. Vgl. http://anno.onb.ac.at/cgi-content/anno?ai-
d=wrz [letzter Zugriff 14. Januar 2018]
11. Vgl. https://transkribus.eu/Transkribus/ [letz-
ter Zugriff 14. Januar 2018]
12. Vgl. https://www.oeaw.ac.at/acdh/pro-
jects/wienerisches-diarium-digital/ [letzter Zu-
griff 14. Januar 2018]
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Dieser Beitrag stellt anhand eines konkreten
Fallbeispiels eine Methode zur inhaltlichen Ana-
lyse von heterogenen Textkorpora vor. Das Ver-
fahren entstand im Rahmen einer Dissertation im
Fach Musikwissenschaft und operiert einerseits
mit X‑Technologien, andererseits bezieht es geis-
teswissenschaftliche Ansätze mit ein. Der Bezug
zum Tagungsthema besteht vor allem in dem Un-
terfangen, eine Brücke zwischen digitalem Ma-
terial und hermeneutischen Analyseansätzen zu
schlagen.
Das Vorhaben befasste sich mit der Messa
da Requiem des italienischen Komponisten Giu-
seppe Verdi (1813–1901). Dieses geistliche Werk
für Chor, großes Orchester und vier Solisten stellt
eine Ausnahme in dem Schaffen des Opernkom-
ponisten dar. Gewidmet ist es dem italienischen
Schriftsteller Alessandro Manzoni, der ein Zeit-
genosse und Freund Verdis war (vgl. Schweikert
2013) und 1873 verstarb. Das deshalb so genannte
"Manzoni-Requiem" verbreitete sich schnell und
mit großem Erfolg in ganz Europa, vor allem in
Frankreich, Österreich und (kurze Zeit später)
auch im Deutschen Reich.
Der Fokus der Analyse liegt auf der deutsch-
sprachigen Musikkritik im Zeitraum der Erstauf-
führungen (1874–1878). Mit Hinweis auf den oft
emotionalen und bildhaften Charakter der Musik
wurde das Werk vor allem im Deutschen Reich
abschätzig beurteilt: Ein Kritiker aus Köln meinte
beispielsweise, das Werk sei "kein Requiem nach
deutscher Art" (August Guckeisen, Kölnische Zei-
tung, 12.12.1875). Diese dichotomische Abgren-
zung einer "deutschen Art" gegen eine "italieni-
sche Art" ist nicht nur als Reflex von Wagnerismus
und reichsdeutschem Kulturkampf zu interpre-
tieren, sondern auch im Kontext romantischer
Kirchenmusikästhetik und des zeitgenössischen
Realismusbegriffs zu verstehen (vgl. Kirsch 2013).
Darüber hinaus regten sich aber gerade auch in
Österreich solche Stimmen, die dem geforderten
"deutschen Ernst" nur wenig abgewinnen konn-
ten und für mehr Emotionalität in der geistli-
chen Musik plädierten. Auch gegenwärtig führt
die Ambivalenz des Werkes, das zwischen spiritu-
eller und szenischer Musik changiert, immer wie-
der zu Diskussionen hinsichtlich der "richtigen"
Interpretation. Das Nachdenken über historische
Auffassungen und Begriffsbildungen gibt uns die
Möglichkeit, unsere aktuellen Positionen und de-
ren Ursprünge zu hinterfragen. Dies bildet den
Ausgangspunkt der Untersuchung.
2. Material
Für die Grundlage der Analyse wurden Arti-
kel aus Tageszeitungen und Musikfachblättern
aus den Jahren 1874–1878 zu einem Textkorpus
zusammengestellt. Auswahlkriterien waren ers-
tens eine Erwähnung der Messa da Requiem und
zweitens die Sprache Deutsch. Durch diese Of-
fenheit entstand ein Korpus aus Texten, die hin-
sichtlich des Umfangs, der Gattung und der in-
haltlichen Qualität stark variieren: Die Textsorten
decken ein Spektrum von lapidaren Konzertan-
zeigen bis hin zu seitenlangen Werkbesprechun-
gen mit zahlreichen Notenbeispielen ab. Für die
Forschungsarbeit erfüllen die Texte unterschied-
liche Zwecke: Die knapperen Texte beschränken
sich meist auf Hinweise zu Aufführungen, Mit-
wirkenden oder Veranstaltungsorten und dien-
ten deshalb vorrangig der Rekonstruktion einer
Aufführungsgeschichte. Dabei gaben präzise Da-
tumsangaben oft einen Anhaltspunkt für die Re-
cherche nach ausführlicheren Quellen in lokalen
Tageszeitungen. Für die Untersuchung der Rezep-
tionsgeschichte sind die längeren Texte weitaus
interessanter und ergiebiger. Dabei bestand eine
Herausforderung darin, dass sehr häufig (in ca.
70% der Fälle) nichts über den Hintergrund des
Autors bekannt ist, so dass der Entstehungskon-
text bei der Analyse nicht einbezogen werden
konnte. Bisherige Analysen berücksichtigten des-
halb vor allem namhafte Autoren, deren (wie bei-
spielsweise Eduard Hanslick, Heinrich Adolf Köst-
lin und Emil Naumann; vgl. z. B. Kreuzer 2005).
Digitale Auswertungsverfahren sollten nun dabei
helfen, auch die Äußerungen unbekannter Auto-
ren in einem breiteren Spektrum einordnen und
bewerten zu können.
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Die Texte wurden dazu nach Digitalisaten oder
Fotokopien (20% der Fälle) transkribiert und die
daraus resultierenden 950.000 Zeichen Reintext
mit TEI-Markup versehen. Dabei wurde der
Schwerpunkt, im Sinne von "smart data" (vgl.
Schöch 2013), auf die Erschließung semantischer
Einheiten gelegt. Dazu wurde ein halbautomati-
sches Verfahren eingesetzt, das mit Listen von be-
reits bekannten Eigennamen operierte. Das auto-
matische Tagging wurde auf Richtigkeit überprüft
und Sonderfälle (z.B. Pseudonyme oder Abkür-
zungen) manuell verzeichnet. Im Korpus konn-
ten insgesamt 8.000 Entitäten identifiziert und mit
Normdaten versehen werden. Die vier Register
beinhalten 530 Personen, 142 Aufführungen, 96
Ortschaften und 135 Werke der Musik.
3. Auswertung
3.1. Metadaten
Die Analyse der Metadaten mithilfe geographi-
scher und einfacher statistischer Visualisierungs-
tools (z. B. OpenLayers/MapWarper und Google
Chart API) gab Aufschluss über die geographi-
sche und chronologische Verteilung der Texte. Die
Presseresonanz ist in den Monaten der Erstauf-
führungen an den jeweiligen Orten wie erwartet
am stärksten. Dabei fiel auf, dass die Verteilung
im Deutschen Reich großflächiger ist als in dem
stark auf Wien zentrierten Österreich (vgl. Abbil-
dung 1). Die Anzahl der Berichte an einem Ort ist
in Österreich durchschnittlich höher als im Deut-
schen Reich, da dort durch das Digitalisierungs-
projekt ANNO erheblich mehr Periodika digitali-
siert wurden und relevante Texte durch Suche im
OCR-Volltext viel leichter aufzufinden sind als in
realen Zeitungsbänden. Im Deutschen Reich über-
wiegt deshalb auch der Anteil an Texten aus den
bereits umfassend digitalisierten Musikfachzeit-
schriften (vor allem aus Leipzig) um so mehr.
(Abbildung 1: Übersicht aller Spielorte, die im
deutschsprachigen Raum erwähnt wurden)
3.2. Textanalyse
Die Textanalyse knüpfte zunächst an mehrere
Vorarbeiten zur Dichotomieanalyse und Rezep-
tionsgeschichte an (vgl. Sponheuer 2001) und
entwickelte diese anhand des digitalen Mate-
rials weiter. Es wurde das Experiment unter-
nommen, mithilfe eines vorgefertigten Sachvo-
kabulars die relevanten Diskurskategorien zu
erschließen und dichotomische Muster zu identi-
fizieren. Dies musste im Rahmen des damaligen
Vorhabens verworfen werden, da es in vielen Ein-
zelfällen zu einer deutlichen Verzerrung der Text-
bedeutung kam, die durch den relativ geringen
Umfang des Textkorpus leider nicht ausgeglichen
werden konnte.
Deshalb wurde der Fokus in einem zweiten Ver-
such auf die "Named Entities" gesetzt, also die
bereits durch das Tagging identifizierten sachli-
chen Einheiten. Eine solche Einheit konnte bei-
spielsweise ein Werkteil wie das "Kyrie" oder das
"Agnus Dei" sein, zu dem dann aus allen Texten
die unmittelbaren Kontexte ausgezogen und zu
einem Spektrum zusammengestellt wurden. Die
Kontexte zur stark umstrittenen Nummer "Mors
stupebit" aus dem zweiten Teil des Werkes zeigen
sowohl eine grundsätzliche Ablehnung und eine
starke Grenzziehung zwischen "nordischen" und
"italienischen" Stereotypen auf.
233
Digital Humanities im deutschsprachigen Raum 2018
(Abbildung 2: Kontexte für "Mors stupebit")
Aus geisteswissenschaftlicher Perspektive ge-
nügt bereits diese Aufstellung, die ich hier "se-
mantische Sichtachse" nennen möchte, um ein
Spektrum von unterschiedlichen Positionen auf-
zuzeigen, in das auch die Haltungen der nicht
näher bekannten Autoren mit einfließen. Ver-
gleicht man die hier gezeigte Sichtachse zum
"Mors stupebit" mit der Sichtachse des fast über-
all bewunderten "Agnus Dei", kommt ein Kon-
trast zwischen einer idealisierenden und einer
realistischen Repräsentation des Todes deutlich
zum Vorschein. Weitere aufschlussreiche Sicht-
achsen können beispielsweise zu Vergleichswer-
ken (etwa die Requiem-Kompositionen von Mo-
zart oder Cherubini), Komponistennamen (im
Sinne einer stilistischen Referenz) und auch zu
Schlagwörtern wie z. B. "Realismus" erzeugt wer-
den.
Der Zweck dieses Verfahrens ist es also, mit-
hilfe der Textdatenbank vergleichbare Kontexte
innerhalb des Korpus zu finden und diese ge-
genüberzustellen. Die komparative Analyse der
Einzelkontexte eröffnet die Möglichkeit, übergrei-
fende Rezeptionsmuster zu identifizieren. Ich be-
zeichne das hier rein metaphorisch als "horizon-
tales Lesen" (in vager Anlehnung an den Begriff
des "distant reading", vgl. Moretti 2016), da es die
Texte gleichwertig nebeneinander anordnet und
weniger den einzelnen Text, sondern mehr ge-
meinsame Bezugspunkte im gesamten Korpus be-
trachtet. Auf der Grundlage dieser vergleichbaren
Extrakte könnte übrigens der erste, zunächst ver-
worfene Ansatz wieder ins Spiel kommen – dies
ist jedoch Zukunftsmusik.
Ich füge noch einige Ergebnisse aus musikwis-
senschaftlicher Sicht an: Beispielsweise wurde
das sehr beliebte "Agnus Dei", welches in über
60 Texten erwähnt wurde, auffallend oft als
Abklatsch verschiedener Opernnummern gedeu-
tet, um die schöpferische Qualität herabzusetzen.
Hinsichtlich des Fugenstils im "Sanctus" verhiel-
ten sich die Berliner und Dresdner Kritiker auffal-
lend empfindlich, während die Kritiker in Wien
und auch in Köln in dieser Hinsicht liberaler wa-
ren. Eine ähnliche Aufteilung ist auch hinsicht-
lich des Einsatzes von musikalischen Effekten und
Affekten festzustellen. Dabei wurden sowohl all-
gemeine Unterschiede zwischen dem Deutschen
Reich und Österreich sowie dem katholischen und
dem protestantischen Raum deutlich. Hinzu tre-
ten mehrere lokale Besonderheiten: So kam am
Hamburger Stadt-Theater ein Bühnenbild zum
Einsatz, welches das Innere einer katholischen
Kirche zeigte, was die Hamburger Kritik durchaus
faszinierte. In Salzburg schlossen sich mehrere
Musikvereine zusammen, um das Werk für einen
karitativen Zweck aufzuführen, weshalb die Kri-
tik wohlwollender war als andernorts.
Die insgesamt sehr unterschiedlichen Kritiken
können deshalb erst aus den jeweiligen Kontex-
ten heraus angemessen bewertet werden. Durch
einen flächendeckenden Vergleich ist es möglich,
allgemeine Tendenzen der Rezeption zu identifi-
zieren und zu verorten, auch wenn die individu-
ellen Hintergründe der Autoren nicht immer be-
kannt sind. Die Texte von unbekannten Autoren
sind auf diese Weise leichter zu kontextualisieren,
zu bewerten und in das Gesamtbild einzuordnen.
4. Ausblick
Das Textmaterial ist für das ursprüngliche mu-
sikwissenschaftliche Vorhaben zunächst ausge-
schöpft, bietet aber Potenzial für weitere Analy-
sen mit anderen Methoden. Wärenbeispielsweise
positive und negative Kritiken mithilfe stilome-
trischer Verfahren voneinander unterscheidbar?
Geben Netzwerkvisualisierungen von Vergleichs-
werken in den Texten möglicherweise einen Hin-
weis auf Strukturen kanonischer Bezugssysteme?
Deckt sich dies mit den bisherigen Beobachtun-
gen? Wäre es für die Präsentation denkbar, eine
in MEI kodierte Partitur takt- oder abschnitts-
weise mit den diversen Kommentaren der Kriti-
ker zu versehen? Es ist zu hoffen, dass in Zukunft
ähnliche Projekte entstehen, um das digital auf-
bereitete Datenmaterial für weitere Forschung
nutzen können – etwa mit dem Fokus auf der
Rezeption des Werkes in anderen Sprachgebie-
ten oder Zeiträumen, oder auch auf anderen Re-
quiem-Vertonungen. Zu diesem Zweck wird das
Material digital publiziert, offen lizenziert so-
wie in Hackathons und THATcamps eingebracht.
Die Publikationsplattform wird zum Konferenz-
termin bekanntgegeben.
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In der Beschreibung der DHd-Konferenz 2018
„Kritik der digitalen Vernunft“ wird die These
formuliert, dass die Digital Humanities„häufig
als digital transformierte Bearbeitung von Fra-
gestellungen aus den verschiedenen beteiligten
Fächern beschrieben“ werden und „in weiten
Teilen eine daten-, algorithmen- und werkzeugge-
triebene Wissenschaft sei[en], die von ihren un-
mittelbaren Möglichkeiten und ihren Praktiken
dominiert“ werden, welche den Prinzipien kriti-
scher Wissenschaftlichkeit möglicherweise nicht
genüge. Am Beispiel der Entwicklung der Guide-
lines sowie der Analyse einzelner konkreter An-
wendungsfälle der Text Encoding Initiative (TEI;
Synonym auch für die Richtlinien der Initiative,
den „Guidelines for (Electronic) Text Encoding
and Interchange“) soll untersucht werden, welche
Wechselwirkungen es hierbei zwischen Theorie,
Methode und Tool-Entwicklung gegeben hat.
Der Gegenstand
Der Beobachtungsgegenstand dieser Untersu-
chung sind die Guidelines der TEI selbst, die dar-
aus resultierenden Schemata sowie deren Anwen-
dung in ausgewählten Anwendungsfeldern der
DH. Die TEI dokumentiert die Entwicklung der
Guidelines seit der Einführung 1990 mit der Ver-
sion P1 in unterschiedlicher Tiefe. Während für
die älteren Versionen meist nur deren Endpro-
dukt in Form der Document Type Definition (DTD)
bzw. des Textes der Guidelines vorliegt, kann
man die Entwicklung des de-facto-Standards seit
der Version P4 und dann ab 2007 in listenförmi-
ger Dokumentation der vorgenommenen Ände-
rungen nachvollziehen. Die TEI dokumentiert au-
ßerdem die Diskussionen, die in ihren Gremien
sowie in der Community über Mailingliste ge-
führt werden, in je eigenen Archiven. Damit lässt
sich ein nahezu lückenloses Bild der Entwick-
lungsschritte hin zu der geltenden Version nach-
vollziehen. Diese Materialien können vor dem
Hintergrund der oben genannten Thesen unter-
sucht und mit den traditionellen Wissenschaften
in Kontext gesetzt werden, um Aufschlüsse über
die Wechselwirkungen zu erhalten.
Ein weiterer Gegenstand besteht in der kon-
kreten Anwendung der Guidelines bzw. Sche-
mata der TEI in Projekten. Hier sollen beispielhaft
Editionsprojekte sowie die Verwendung der TEI
zur Speicherung von Metadaten betrachtet wer-
den, um die Wechselwirkungen zu analysieren.
Es soll damit der Frage nachgegangen werden,
inwieweit die Definition einer Markup-Sprache,
die Anwendung der Sprache bei der Erstellung
konkreter Dokumente und die Validierung der Er-
gebnisse durch technische Rahmenbedingungen
vorgegeben oder durch außerhalb der DH liegen-
den Theoriebildung beeinflusst werden oder die
Theoriebildung und Methodenentwicklung selbst
vorantreiben.
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Theoriebildung
Bereits 1994 wies Sperberg-McQueen auf die
theoretischen Implikationen der Textauszeich-
nung, analog dazu: des Gebrauchs einer Wissen-
schaftssprache, hin: „Like any notation, the TEI
Guidelines inevitably make it easy to express cer-
tain kinds of ideas, and concomitantly harder to
express other kinds of ideas, about the texts we
encode in electronic form. Any notation carries
with it the danger that it must favor certain hab-
its of thought --- in the TEI's case, certain approa-
ches to text --- at the expense of others. No one
should use TEI markup without being aware of
this danger --- any more than we should use the
English language, or any other, without realizing
that it favors the expression of certain kinds of
ideas, and discourages the expression, and even
the conception, of other ideas.“ (Sperberg-Mc-
Queen 1994) Die TEI-Community versucht aller-
dings dennoch, diesen Gefahren mit der offenen
Diskussion über die semantischen Dimensionen
des Markups, mit Best-Practice-Beispielen für die
Anwendung entgegen zu wirken. Die Community
beweist immer wieder die Fähigkeit, den etablier-
ten Standard im Fall erweiterter Anforderungen
an neue Aufgaben anzupassen. Paradigmenwech-
sel in der Editionsphilologie können dadurch ad-
aptiert, in der Auszeichnungspraxis angewendet
und somit wissenschaftlich nutzbar gemacht wer-
den, ohne deshalb vorhandene Dokumente ungül-
tig werden zu lassen oder die bisherige Anwen-
dung des Standards zu konterkarieren. Beispiele
hierfür sind die Inkorporation von Markup-Sub-
systemen für genetische Editionen, zur Beschrei-
bung von Handschriften oder auch zur Dokumen-
tation von Kommunikationsvorgängen, etwa in
Briefen, mit der Einführung von <correspDesc>.
Das System der TEI wurde dabei prinzipiell er-
weitert als grundlegend verändert. Die Abschaf-
fung von Elementen oder Attributen, die etwa die
Falsifikation nach Popper gleich zu setzen wären,
ist daher sehr viel seltener als der Proof of Con-
cept, mit welchem zunächst die Tauglichkeit von
Markup zur Repräsentation bestimmter Phäno-
mene getestet wird, bevor die Aufnahme in den
Standard erfolgt und die Angebote durch die Com-
munity weiter genutzt werden können.
Gleichzeitig bestimmen die Anforderungen der
inhaltlichen bzw. theoretischen Weiterentwick-
lung eines Faches die technische und theoreti-
sche Weiterentwicklung der TEI mit. Ein rezentes
Beispiel hierfür ist die theoretische Ausrichtung
des Material Turns in der Editionsphilologie und
den historischen Wissenschaften. Die Hinwen-
dung zum Objekt wird in der TEI mit der Einfüh-
rung von <facsimile> und dem Modul für geneti-
sche Editionen gespiegelt. Auch Überlegungen zur
Verallgemeinerung des Beschreibungsstandards
von Dokumenten und Objekten mittels der Struk-
turen von <msDesc> wären hier zu nennen.
Methodenbildung
Ein Beispiel für die Anwendung neuer Metho-
den der DH ist die Anreicherung von Texten
um bestimmte Kontexte. Wenn in einem Text
benannte Entitäten wie Personen, Orte, Objekte
oder Ereignisse ausgezeichnet werden, dann ent-
spricht dies zunächst der Registerarbeit traditio-
neller Publikationsverfahren. Wenn diese Entitä-
ten allerdings mit Normdaten angereichert und
diese somit zu nachnutzbaren Bestandteilen im
Sinne der Linked Open Data (LOD) werden, darf
man wohl von der Anwendung einer neuen Me-
thode sprechen. Die entstandenen Dokumente
verändern ihren Charakter von traditionell er-
stellten und händisch ausgewerteten Objekten
zu konzeptionell gestalteten und automatisiert
nutzbaren. Die Dokumente werden in die Lage
versetzt, auch außerhalb bestimmter, inhaltlich
vorgegebener Auswertungskontexte mit anderen
Methoden ausgewertet zu werden.
Die Konformität zu den TEI-Richtlinien spielt in
der Anwendung der neuen Methode eine wesent-
liche Rolle. Im System der TEI ist die Customi-
sation als Normalfall vorgesehen. Unter Customi-
sation wird die kontextabhängige Auswahl von
Modulen, Elementen und Attributen oder die Vor-
gabe von Wertemengen für Attribute verstan-
den. Diese Vorgaben können in der TEI in so-
genannten „One Document Does it all“-Dateien
(ODD) definiert und dokumentiert werden, um
dann anschließend daraus eigene Datenstruktur-
definitionen in Form von Schema-Dokumenten
zu generieren. Zunehmend werden hierbei ne-
ben den klassischen Schemasprachen zur Validie-
rung von Datenstrukturen (DTD, RelaxNG, XML
Schema) auch Regelwerke definiert, welche eine
Validierung des Inhalts eines Dokumentes ermög-
lichen. (Schematron) ODD sind durch die Doku-
mentationsleistung und eine normierte Beschrei-
bungssprache ein starkes Hilfsmittel, um die
Verwissenschaftlichung von textuellem Markup
und dem unterliegenden Textverständnis zu er-
reichen. Wie aber der Grad der TEI-Konformität
zu messen und zu beschreiben sei, ist in der TEI
bereits seit Längerem Gegenstand von Diskussio-
nen.
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Tool-Entwicklung
Wo nun mehr Texte in TEI-konformer Auszeich-
nung vorliegen, umso wichtiger wird die Exis-
tenz von Tools, um diese Daten zu nutzen. Wo
Text- und Image-Digitalisierung Quellen einfa-
cher zugänglich macht, werden diese Materialien
potentiell als Gegenstand der Digital Humanities
nützlich. Ähnlich wie bei der Theorie- oder Me-
thodenbildung befruchten sich zur Verfügung ste-
hende Materialien und daran anzulegende Fra-
gestellungen gegenseitig. Die Kritik der digitalen
Methoden wird hier ansetzen müssen, wo das
Markup vom Ende her zu denken ist, weil be-
stimmte Funktionalitäten gewünscht sind: Doku-
mente sollen nach bestimmten Kriterien sortiert
werden? Was bedeutet dies für die Aufbereitung
der Daten? – Dokumente sollen im Rahmen des
LOD genutzt werden? Welche Eigenschaften müs-
sen sie hierfür haben?
DH, eine Wissenschaft wie
jede andere?
Die in einer Wissenschaft zur Verfügung stehen-
den Quellen und deren Verarbeitungsmechanis-
men haben sich immer schon gegenseitig sowie
die Theorie- und Methodenbildung beeinflusst.
An den Beispielen der Untersuchung soll gezeigt
werden, dass sich dies in den DH nicht anders aus-
nimmt.
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Um im Rahmen eines Forschungsprojekts die
anfallenden Daten in einer virtuellen Forschungs-
umgebung semantisch zu erschließen, wird un-
ter Berücksichtigung der Fragestellung sowie der
gewählten Bearbeitungsmethode für die formali-
sierte Erfassung und Darstellung eine Modellie-
rung erarbeitet. Bei der Erschließung historischer
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Quellen werden Bearbeiter häufig mit inhaltli-
chen Unschärfen konfrontiert, die in der Regel
eine Interpretation der Quellen in Hinblick auf die
eigene Fragestellung unter Einbeziehung schon
vorhandener Forschungsergebnisse erfordern.
Es stellt sich folglich das Problem, wie die
gewonnenen Forschungsdaten einerseits seman-
tisch erschlossen und formalisiert werden kön-
nen, um eine möglichst große Vergleichbarkeit
der Daten zu gewährleisten, andererseits aber
der Vorgang der Interpretation so transparent
gehalten werden kann, dass er schließlich auch
für Dritte nachvollziehbar bleibt. Das geschilderte
Problem beginnt mit der Konzeption und Mo-
dellierung der Forschungsumgebung und reicht
über die Erfassung durch Projektmitarbeiter bis
zur Rezeption und gegebenenfalls Weiterverar-
beitung der Daten durch Dritte.
Im Folgenden soll dieses Problem anhand
zweier Projekte erläutert werden, die mit der vir-
tuellen Forschungsumgebung ‚Wissenschaftliche
KommunikationsInfrastruktur‘ (WissKI) 1 arbei-
ten. WissKI wurde speziell für die Forschung im
Bereich des kulturellen Erbes entwickelt und ar-
beitet mit Linked Open Data sowie Semantic Web-
Technologien. Als ‚Semantisches Backend‘ und so-
mit Referenzontologie wird das CIDOC Concep-
tual Reference Model (CIDOC CRM, ISO21127) 2
des International Council of Museums genutzt
(vgl. Doerr/Lampe/Krause 2011, Görz 2011, Hoh-
mann 2011, Hohmann/Schiemann 2013, Hoh-
mann/Fichtner 2015).
Erste Fallstudie: Digitale Edition der
Posse-Tagebücher
Das vom Deutschen Zentrum für Kulturgut-
verluste geförderte Projekt “Kommentierte On-
line-Edition der fünf Reisetagebücher Hans Pos-
ses (1939-1942)” wertet die Reisetagebücher des
Kunsthistorikers Hans Posse aus. In seiner Funk-
tion als Sonderbeauftragter Adolf Hitlers war
Posse für den Aufbau einer Sammlung für das
‚Führermuseum Linz‘ sowie die Vorbereitung und
Umsetzung eines Verteilungsprogramms von NS-
Raubkunst auf die Museen im Deutschen Reich
zuständig. Da Posse seine Aufzeichnungen meis-
tens vor Ort vornahm, handelt es sich um schwer
lesbare Kurznotizen, Listen und Aufzählungen,
nur selten um Fließtext.
Ausgehend von den in den Tagebüchern be-
schriebenen historischen Ereignissen wird es sich
bei der Erarbeitung und Rezeption der Edition
um das Produkt diverser Interpretationsvorgänge
handeln (vgl. Sahle 2013a: 208). Die erste Inter-
pretationsebene sind dabei die Aufzeichnungen
von Posse selbst. Da die Tagebücher nie zur Veröf-
fentlichung gedacht waren, sondern ihm lediglich
als Gedächtnisstützen dienten, kann davon ausge-
gangen werden, dass es sich bei Posse im Rahmen
der ihm zur Verfügung stehenden Informationen
um einen zuverlässigen Erzähler handelt.
Die zweite Interpretationsebene erfolgt durch
die Modellierung der Daten, die der Erfassung der
vorgefundenen Inhalte und deren Auswertung
eine Struktur verleiht. Die dritte Interpretations-
ebene ist die der inhaltlichen Bearbeitung des his-
torischen Materials. So nutzte Posse in seinen Auf-
zeichnungen ungebräuchliche Kürzel, z.B. Rbdt.
für Rembrandt oder Hbst. für den Kunsthänd-
ler Karl Haberstock. Er schrieb Namen nach Ge-
hör und vergab für Kunstwerke, die er sich vor
Ort ansah, selbst erfundene Titel. Zudem sind
die Aufzeichnungen, bedingt durch ihre Funk-
tion als Gedächtnisstütze, lückenhaft. Es fehlen
beispielsweise vollständige Namensangaben oder
Angaben zu Kunstwerken wie der Künstler, die
Datierung etc. Durch das Hinzuziehen von For-
schungsliteratur lassen sich viele der fehlenden
Angaben rekonstruieren. Dennoch sind die Zu-
schreibungen durch die Bearbeiter mit kleineren
oder größeren Unsicherheiten behaftet. Das kon-
krete Problem ist also folgendes: Einerseits sollen
durch die Annotierung und Erfassung von Per-
sonen, Körperschaften, Orten und Werken mög-
lichst viele Informationen formalisiert und damit
vergleichbar und nachnutzbar werden. Anderer-
seits sind nicht alle der vorgenommenen Zu-
schreibungen gleich wahrscheinlich. Auch die Un-
schärfen und Auslegung des Textes müssen also
(semantisch) modelliert und für die späteren Nut-
zer nachvollziehbar sein, um ihnen eine angemes-
sene Einordnung – auf der vierten Interpretati-
onsebene - der vorgefundenen Informationen zu
ermöglichen (vgl. Sahle 2013b: 184).
Konkret wird dieses Problem in der Modellie-
rung mit zwei Lösungswegen angegangen. Vor
allem bei den von Posse begutachteten Kunst-
werken ist aufgrund der lückenhaften Informa-
tionen eine eindeutige Zuschreibung oft unmög-
lich. Auf semantischer Ebene dient deswegen ein
Zuschreibungsereignis (attribute assignment) als
Basis für die Erfassung eines Kunstwerks, das mit
allen aus dem Text hervorgehenden Kontextinfor-
mationen verknüpft wird. Zusätzliche Informa-
tionen zu identifizierten Werken können bei Be-
darf ergänzend hinzugefügt werden.
In der Transkription werden unsichere Zu-
schreibungen nicht direkt im Text vorgenommen,
sondern mit zusätzlicher Erläuterung in den Fuß-
noten und dort annotiert. Um die Zuweisung auch
im Rückschluss, ausgehend von den Entitäten
wie Personen, Institutionen etc., nachvollziehbar
zu machen, wird ein Zuschreibungsereignis zwi-
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schengeschaltet, das entweder auf den Tagebuch-
text oder die Fußnoten verweist.
Diese Maßnahmen führen allerdings dazu, dass
die semantische Modellierung der Daten sehr
komplex wird und eine sehr gute Kenntnis der
verwendeten Ontologie, in diesem Fall des CIDOC
CRM voraussetzt. Ohne ausführliche erläuternde
Texte zur Vorgehensweise wird die Bewertung
und Einordnung der Information trotz einer Be-
rücksichtigung in der Darstellung kaum möglich
sein.
Zweite Fallstudie: Repräsentationen des
Friedens in der Vormoderne
Das von der Leibniz-Gemeinschaft seit Juli
2015 geförderte internationale Kooperationspro-
jekt „Repräsentationen des Friedens im vor-
modernen Europa“ erforscht Friedensbilder im
Zeitraum vom 16. bis 18. Jahrhundert. Friedens-
vereinbarungen mussten über den reinen Ver-
tragstext hinaus erklärt, begründet und vermittelt
werden. Das übernahmen Friedensrepräsentatio-
nen, die ein multimediales Phänomen der Frü-
hen Neuzeit waren. Folglich beschäftigt sich das
Forschungsprojekt mit visuellen Darstellungen,
sprachlichen Bilder sowie musikalischen Ausprä-
gungsformen.
Um abstrakte Konzepte wie Frieden, Gerechtig-
keit oder Wohlstand darzustellen, verwendeten
Künstler, Dichter oder Komponisten einen Kanon
von Motiven, die europaweit genutzt und verstan-
den wurde. Dieses ‚Vokabular‘ des Friedens soll
beispielhaft erschlossen und über Gattungs- und
Genregrenzen hinweg analysiert werden. Zudem
wurden gemeinsame Fragestellungen zu trans-
medialen Rezeptionsvorgängen, Veränderungen
der Motivik im Zusammenhang mit unterschied-
lichen Friedensschlüssen entwickelt. Durch die
Verwendung von WissKI ist ein transdiszipli-
näres und ortsunabhängiges Arbeiten an den
Quellen möglich. Es erlaubt eine formular- und
textbasierte Erfassung der Bestände, die durch
Reproduktionen der graphischen und numismati-
schen Objekte sowie Verlinkungen auf Textquel-
len ergänzt wird. Die Erfassung der Themen,
Motive und Friedensereignisse erfolgt im Objekt-
formular, um eine möglichst hohe Auffindbarkeit
zu garantieren.
Sowohl die Historizität der Quellen, als auch
die Auslegung bzw. Deutung von visuellen und
sprachlichen Symbolen durch die Projektmitar-
beiter ist mit Unschärfen behaftet, die nur einge-
schränkt in einer formularbasierten Erfassung in
einer Datenbank für Dritte sichtbar gemacht wer-
den können. Anhand von Bildquellen soll diese
Problematik im Folgenden kurz erläutert werden.
Die Deutung von Bildern erfolgt in mehreren In-
terpretationsebenen: Zunächst muss sich der Be-
trachter versichern, was er sieht (Büttner 2014:
12). Doch ist diese erste vordergründig neutrale
Auswertung einer Quelle nicht objektiv, sondern
kann die individuelle Betrachtung von kulturel-
len Mustern und subjektiven Erfahrungen ge-
prägt sein (Büttner 2014: 17). Die zweite Interpre-
tationsebene ist die Identifizierung des Themas
bzw. des Motivs und des Entstehungskontextes.
Hier gilt es die vom Künstler oder Auftragge-
ber intendierte Funktion und Bedeutung visuel-
ler Symbole einzubeziehen bzw. dieser Absicht
möglichst nahe zu kommen. Um sich der In-
tention anzunähern, ist der Entstehungskontext
eines Werkes wichtig, der ausgehend von den
Forschungsfragen vor allem das entsprechende
Friedensereignis betrifft, für das ein Werk ge-
schaffen wurde. Das kann mal explizit (durch
Nennung im Text oder Bildbeischriften, Datie-
rung) und mal weniger eindeutig sein. Anders als
in einem beschreibenden Text kann der Weg, der
zum Eintrag eines Themas oder eines Friedenser-
eignisses im Formular führt, nicht ohne viel Auf-
wand abgebildet werden, sodass die eingetragene
Information immer ein Endprodukt eines Inter-
pretationsvorganges darstellt.
Auf der Ebene der semantischen Datenmodellie-
rung wurde sowohl bei der Zuweisung von Mo-
tiven als auch bei Ereignissen durch die Einbin-
dung eines Zuschreibungsereignisses (attribute
assignment) der Vorgang der Interpretation aus-
gedrückt. Um eine Einheitlichkeit in der Benen-
nung von Motiven und Themen zu erzielen wurde
für die standardisierte Erfassung das weitverbrei-
tete Klassifizierungssystem Iconclass hinterlegt. 3
Für die Nachnutzung der Informationen durch
Dritte muss erläutert werden, nach welchen Kri-
terien die Auslegung der Quellen erfolgte und wie
dabei vorgegangen wurde. Für die weitere Benut-
zung zwar standardisierter, aber mit Unschärfen
behafteter Daten, braucht es deshalb ein hohes
Maß an Reflexion und Kenntnis der in der Erfas-
sung involvierten Fachdisziplinen, um Informa-
tionen auswerten und einordnen zu können.
Fazit
Als Fazit lässt sich festhalten, dass mit der se-
mantischen Modellierung auf Basis des CIDOC
CRM eine Basis geschaffen wurde, auf struktu-
reller Ebene Daten zu historischen Quellen ver-
gleichbar zu erfassen.
Trotz der semantischen Datenmodellierung auf
Basis einer standardisierten Ontologie und der
dadurch gegebenen Vorstrukturierung der In-
halte unterliegt jedes System jedoch immer der In-
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terpretation eines Forschungsgegenstandes. Um
diesen Vorgang dem Nutzer zu vermitteln, bedarf
es im Allgemeinen ausführlicher Erläuterungen
in Form von Rahmentexten oder Fußnoten.
Auch wenn sich durch die semantische Mo-
dellierung auf Basis einer standardisierten On-
tologie ein in sich logisches System auf Projekt-
ebene aufbauen lässt, so stellt sich doch die Frage,
inwiefern verschiedene Forschungsumgebungen
- trotz ähnlicher Forschungsgegenstände - noch
vergleichbar im Sinne des Semantic Web-Gedan-
ken bzw. des Linked Open Data sind. Eine inhalt-
liche Vergleichbarkeit ist nur bei grundlegenden
Konzepten wie Personen, Orten oder Körper-
schaften gegeben. Für die Bewertung der Inhalte
bleibt nach aktuellem Stand die genaue Kenntnis
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Die Bedeutung von Forschungsdatenmanage-
ment ist mittlerweile umfänglich in der Wissen-
schaftskultur angekommen. Die Vorteile der Open
Data Sciences überzeugen schnell, auch wenn die
jüngst vom Rat für Informationsinfrastrukturen
(RfII) pointiert formulierten Herausforderungen
(RfII 2016, RfII 2017) weiterhin bestehen. Sie be-
treffen vor allem den Umgestaltungsprozess hin-
sichtlich des Aufbaus einer Landschaft von dau-
erhaften, stabilen Infrastrukturangeboten der
Langzeitarchivierung, die durch die Anpassung
und Koordination von Fördermechanismen, Per-
sonalentwicklung, Qualitätssicherung und der
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Entwicklung einer neuen "Forschungsdatenkul-
tur" geprägt sind (AG Datenzentren 2017: 2-3).
Den letzten Punkt möchte ich mit meinem Vor-
trag aufgreifen und aus dezidiert geisteswissen-
schaftlicher Perspektive einer datenproduzieren-
den und -bewahrenden Institution einen Beitrag
zum Forschungsdatenmanagement formulieren,
der meines Erachtens bisher kaum reflektiert
wird: Es geht um die Entwicklung neuer For-
schungsdatenkulturen, um Anreize und vor al-
lem darum, welche wissenschaftliche Reputation
sich mit der Nachnutzung von Forschungsdaten
für den Urheber von Daten verbindet. Welche An-
reize können Forschenden geboten werden, Da-
ten tatsächlich zur möglichst flexiblen Nachnut-
zung frei zu geben? Diskutiert wird dazu nicht die
Datenautorenschaft selbst, die über das Urheber-
recht längst etabliert ist (Beer u.a. 2014: 4) und
die heute bereits durch die Veröffentlichung von
Forschungsdaten auf einem Forschungsdatenre-
positorium über Lizenzen geregelt wird (Creati-
veCommons 2017, Beer u.a. 2014: bes. 24f.). Hier
geht es vielmehr um eine Diskussion, welchen
weiteren Weg die Datenautorenschaft nach der
Veröffentlichung in einem anerkannten Reposi-
torium nimmt und wie Datenautorenschaft in-
nerhalb der Wissenschaft mehr Anerkennung,
Sogkraft und Reputation entfalten. Grundlegend
kann dies zu einer größeren Bereitschaft von For-
schenden zum Data-Sharing beitragen.
Was beinhaltet ausgewiesene
Datenautorenschaft?
Momentan werden alle Urheber eines wissen-
schaftlichen Forschungsergebnisses in Textpubli-
kationen unabhängig vom inhaltlichen Beitrag
als Autoren genannt. Es ist sinnvoll, hier ein Un-
terscheidungskriterium einzuführen. Dabei wird
strikt nach den eigentlichen Textautoren und al-
len anderen Beiträgern eines wissenschaftlichen
Forschungsergebnisses unterschieden. Textauto-
ren sind ausschließlich diejenigen, die maßgeb-
lich den Inhalt eines Textes verfassen, der das
Forschungsergebnis und die Analyse repräsen-
tiert. Sie sind für die Inhalte des Beitrags ver-
antwortlich. Neben diesen Autoren für den Text
werden dann alle weiteren Autoren als "Daten-
autor(en)" oder "Datengeber" geführt. Sie haben
ebenfalls am Zustandekommen des Forschungs-
ergebnis wesentlichen Anteil. Diese Beteiligung
kann bspw. darin bestehen, prinzipiell urheber-
rechtlich geschützte Daten über Lizenzen offen
für eine Analyse zur Verfügung zu stellen. Wich-
tig ist dabei, dass die Daten des Datengebers - an-
ders als beim Zitat - in einem wesentlichen Um-
fang (mehr als ein Drittel) Verwendung finden. Es
ist dahingehend nicht entscheidend, ob die Daten
im Datenkonvolut des Datennutzers auch einen
wesentlich Bestandteil bilden oder letztlich nur
einen kleinen Baustein ausmachen.
Neben die Autoren, Herausgeber und Überset-
zer würde also eine weitere qualitative Gruppe
der in einer Textpublikation genannten Autoren
treten, die nun allerdings explizit keinen eigenen
Beitrag am Text, wohl aber einen unmittelbaren,
wesentlichen Beitrag zur Quellenbasis eines For-
schungsergebnisses leisten. Dieses Kriterium ist
das wesentliche Unterscheidungsmerkmal zum
Textautor. In den Metadaten einer Publikation
würden diese Autoren analog zu den Herausge-
bern eines Sammelwerks mit einem geeigneten
Kürzel benannt (DA) und ggf. auch separat ausge-
wiesen. Für den Datenautor zählt diese Nennung
aber als weitere Publikation, wenn auch mit ei-
nem abgestuften Renommee.
Wozu brauchen wir extra
ausgewiesene Datenautoren-
schaft?
a) Vergleich verschiedener Methoden zur
Messung wissenschaftlicher Leistung
Es ist relativ einfach zu zeigen, warum viele Wis-
senschaftlerInnen zögerlich bleiben, Daten zu tei-
len. Vor allem in der Geisteswissenschaft gibt es
dafür eine Reihe von Gründen, von denen hier
nur einige wenige knapp skizziert werden sollen:
•   Datenproduktionen in den Geisteswissenschaf-
ten sind kosten-, zeit- und personalintensiv,
für Datenbereinigung und Dokumentation
müssen zusätzliche Aufwendungen gemacht
werden
•   Erschließungsprozesse von Medien und Quel-
len sind Teil des wissenschaftlichen For-
schungsprozesses mit eigener Fachdisziplin (z.
B. den Grund- und Hilfswissenschaften in der
Geschichtswissenschaft)
•   Forschungsdaten unterstehen damit - viel-
leicht auch im Unterschied zu sensorgestütz-
ten Datenproduktion in einigen naturwissen-
schaftlichen Sparten - dem Urheberrecht, da
sie über eine eigenständige wissenschaftli-
che Leistung mit ausreichender Schöpfungs-
höhe verfügen. Dies gilt umso mehr, wenn
Forschungsdaten nicht nur die Wiedergabe ei-
ner einzelnen Quelle in Form von Transkrip-
tionen repräsentieren, sondern über den Er-
schließungsprozess mit einer Vielzahl von
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Annotationen und editionskritischen Anmer-
kungen versehen werden oder komplexe Da-
tenstrukturen einer ganzen Serie von Quellen
kombinieren.
Zunächst möchte ich kurz einen Vergleich des
Umgangs mit der Datenautorenschaft in den
verschiedenen Forschungsdisziplinen anstellen.
Grundlegende Unterschiede liegen in der Mess-
barkeit der Forschungsleistung über mehr oder
weniger umstrittene Methoden der Auszählung
von Zitationsraten, die in den STM-Fachdiszi-
plinen (Naturwissenschaften, Technik, Medizin)
eine etablierte Forschungspraxis repräsentieren.
Abgesehen davon, dass der Journal Impact Fac-
tor auch in den STM-Fächern keineswegs unum-
stritten und grundsätzlich davon auszugehen ist,
dass Daten in Repositorien wie auch in Open Ac-
cess-Veröffentlichungen durch die bevorzugten
Evaluationsmetriken nicht gleichwertig erfasst
werden (Herb 2010, Kap. 1.3), ist dieses Verfah-
ren in den Geisteswissenschaften bisher grund-
sätzlich nicht anwendbar (Wissenschaftsrat 2006:
48ff. Jehne 2009: 59). Die wissenschaftliche Repu-
tation durch die Zitation von Daten greift in den
Geisteswissenschaften daher nicht in der gleichen
Weise, wie in den STM-Fächern. Auch in den Na-
turwissenschaften entstehen durch die Verviel-
fachung der Co-Autorenschaft erhebliche neue
Unschärfen bei der Leistungsbewertung von wis-
senschaftlichen Ergebnissen, was wiederholt zu
Reglungsbedarf der Hochschulen und der DFG
führte (DFG 2013: 20). Eine Trennung von Text-
und Datenautorenschaft auf der Ebene der Me-
tadatenhaltung brächte hier wesentliche Vorteile
für alle Wissenschaftsdisziplinen, da sie Beiträge
an Forschungsergebnissen durch klarere Defi-
nitionskriterien wieder transparenter ausweisen
würde.
b) Zitation versus Datenautorenschaft
Im zweiten Teil möchte ich durch einen Ver-
gleich von Zitation und Datenautorenschaft die
Vor- und Nachteile beider Prinzipien diskutie-
ren und überlegen, wie man die Vorzüge bei-
der Verwendungsweisen miteinander kombinie-
ren könnte.
Das Grundprinzip des Zitats ist die Belegfunk-
tion. Ein Zitat ist nach dem Urheberrecht dann
zugelassen, wenn es eigene Ideen oder Gedan-
ken unterstützt bzw. Ideen anderer aufgreift und
in den eigenen Text integriert. Ist dem Recht ge-
nüge getan, verliert nach einer Faustregel der
Text auch ohne das Zitat nicht an Sinn (Schwenke
2011). Das Urheberrecht regelt im § 52a, dass in
der wissenschaftlichen Forschung "kleine Teile
eines Werkes, Werke geringen Umfangs sowie
einzelne Beiträge aus Zeitungen oder Zeitschrif-
ten" für die wissenschaftliche Forschung genutzt
werden können (Bundesministerium 2013, § 52a).
Auch wenn es kein festgesetztes Limit für den Um-
fang eines Zitats gibt, sollte es klar begrenzt sein.
Als Faustregel führt ein Zitat nicht mehr als ein
Drittel eines Textes auf (Schwenke 2011). Die Ver-
wendung großer Teile von Daten oder ganzer Da-
tenkonvolute zur Produktion eines Forschungs-
ergebnisses verlässt den Rahmen einer Zitation
deutlich.
Der wesentliche Vorteil des Zitierens ist ne-
ben seiner festen Kanonisierung in allen Wissen-
schaftsdisziplinen das Prinzip der Kontaktlosig-
keit. Zudem wird klargestellt, dass nur der Autor
inhaltliche Verantwortung für ein Forschungser-
gebnis trägt. Während Autoren sich untereinan-
der abstimmen, Inhalte diskutieren und Rechte
klären müssen, kann ein Wissenschaftler durch
die Zitation Ergebnisse anderer unter den ge-
nannten Voraussetzungen in seine eigene Leis-
tung einbinden und ausweisen. Die Autorenschaft
ist daher organisatorisch aufwändiger und setzt
die Erreichbarkeit des Urhebers voraus, wie-
wohl heute mit internetbasierten Referenzsyste-
men wie OrcID (ORCID 2017) Voraussetzungen da-
für geschaffen werden.
Letztlich verzichtet der Autor durch die Li-
zenzierung von Forschungsdatensätzen in For-
schungsrepositorien weitgehend auf alle Nut-
zungs- und Verwertungsrechte zugunsten einer
möglichst breiten Nachnutzung von Daten. Neben
anonymen Lizenzen ist der meistgewählte Typ an
Lizenzen vermutlich die Auflage zur Namensnen-
nung, die über das Zitat erfolgt. Dies ist möglich,
indem Datenrepositorien die Freistellung der Da-
ten von allen Verwertungsrechten nach § 15 des
Urheberrechtsvertrages in ihre Nutzungsverträge
übernehmen. Während Wissenschaftler und Wis-
senschaftlerinnen mit solchen Formen der Frei-
stellung von Daten oft keine größeren Probleme
haben, möchten sie aber weitgehend nicht auf die
wissenschaftliche Verwertung ihrer Daten und
die damit in Verbindung stehende wissenschaft-
liche Reputation verzichten. Sie stellt die eigentli-
che Währung der Wissenschaft dar.
Zudem möchte kein Datenautor für die Ver-
wendung seiner Daten verantwortlich gemacht
werden: Neben der formalen Trennung von Da-
ten- und Textautor, kommt auch die inhaltliche
zum Tragen. Das Forschungsergebnis verantwor-
tet hier nur der Textautor.
Daher sollten Lizenzmodelle in Forschungsre-
positorien idealerweise die Vorteile der Auto-
renschaft (wissenschaftlicher Mehrwert) und die
Vorteile des Zitierens (Kontaktlosigkeit, keine
rechtliche Regelung, Klarstellung der Autoren-
242
Digital Humanities im deutschsprachigen Raum 2018
schaft) miteinander verbinden. Möglich wäre
dies, indem Datenrepositorien die Datenautoren-
schaft von allen Rechten freistellen (wie dies in
Lizenzen der Fall ist) aber entsprechend einer
Verwendung von Daten in großen Teilen die Nen-
nung als Datenautor oder Datengeber vorschrei-
ben. Letztlich würde sich an der bisher diskutier-
ten Praxis der Repositorien nichts Wesentliches
ändern, mit Ausnahme der veränderten Notation
im Sinne eines Autors des wissenschaftlichen Er-
gebnisses.
Datennutzer müssten lediglich zur Meldung von
Veröffentlichungen beim Repositorium verpflich-
tet werden. Der Datengeber kann sich auf diese
Weise bei Wunsch über eigene Veröffentlichung
informieren.
Die Unterscheidung in Text- und Datenautoren-
schaft ist damit vor allem eine transparente Präzi-
sierung der einzelnen Forschungsleistungen, die
rechtlich über die Nutzungsverträge der Daten-
repositorien Regelung erfährt. Dieses Verfahren
findet bei jenen Daten Anwendung, deren Lizen-
zen eine freizügige, verschneidbare Nutzung er-
möglichen. Auch bei anderen Daten ist natürlich
eine Trennung von Datenautorenschaft und Text-
produzent möglich, hängt jedoch durch die ur-
heberrechtlichen Beschränkungen nach wie vor
an einem persönlichen Austausch der beteiligten
Personen.
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Sentiment Analyse und Dra-
menanalyse
Sentiment Analyse (SA) beschreibt eine Reihe
von computergestützten Methoden zur Prädik-
tion der Polarität eines Texts, versucht also ver-
einfacht gesagt automatisiert herauszufinden, ob
ein Text ein positives oder negatives Gefühl aus-
drückt (Liu 2016). Darüber hinaus werden teil-
weise auch komplexere emotionale Kategorien
(wie z.B. Zorn und Freude) betrachtet (Moham-
mad & Turney 2010). Zentrale Anwendungsfelder
der SA sind bislang vor allem die Analyse von
Online-Reviews (McGlohan, Glance & Reiter 2010)
und Social Media-Daten (Kouloumpis, Wilson &
Moore 2011).
Zur Analyse von literarischen Texten mittels SA-
Techniken finden sich bislang nur wenige Stu-
dien, z.B. zu Märchen (Alm, Roth & Sproat 2005)
und Romanen (Kakkonen & Kakkonen 2011; Els-
ner 2012; Jannidis et al. 2016). Auf größeren Text-
korpora wurde getestet, inwiefern SA-Werte eines
Textes und Emotionskurven von Texten zur Gen-
reklassifikation verwendet werden können (Kim,
Padó & Klinger 2017) und wie begriffsgeschicht-
liche Bedeutungsverschiebungen in literarischen
Texten mithilfe von erweiterten SA-Methoden er-
forscht werden können (Buechel, Hellrich & Hahn
2017). In Dramentexten hat man bisher die Ver-
teilung von emotionalen Kategorien (Mohammad
2011) oder die Entwicklung von Figurenbeziehun-
gen (Nalisnick & Baird 2013) in Shakespeare-Dra-
men untersucht. Auch der vorliegende Beitrag be-
schäftigt sich mit dem Einsatz von SA im Bereich
der Dramenanalyse. Es werden erstmals systema-
tisch verschiedene Methoden der SA für Dramen
getestet und evaluiert. Zudem wird exploriert, in-
wiefern bisher in der Literaturwissenschaft er-
forschte Aspekte von Dramen mithilfe der SA er-
fasst werden und inwiefern die SA auch für die
Gewinnung neuer literaturwissenschaftlicher Er-
kenntnisse eingesetzt werden kann.
Das im Rahmen dieser Studie verwendete Les-
sing-Korpus umfasst ein mit Strukturinformatio-
nen annotiertes Dramenkorpus mit 11 Dramen,
bestehend aus insgesamt 8224 Einzelrepliken.
Sämtliche Dramen wurden über die Plattform
TextGrid 1 bezogen, so dass alle im Rahmen die-
ses Beitrags entwickelten Tools auch auf andere
TextGrid-Dramen anwendbar sind. Mit dem am
besten evaluierten SA-Verfahren wurde eine web-
basierte Anwendung zur Analyse und Visualisie-





Innerhalb der SA unterscheidet man zwei we-
sentliche Ansätze: (1) die Nutzung maschinellen
Lernens und (2) die Verwendung lexikonbasier-
ter Verfahren. Für das erstgenannte Vorgehen ist
typischerweise ein mit Sentiment-Informationen
annotiertes Trainingskorpus notwendig (D‘An-
drea et al. 2015), welches für die Dramenanalyse
bislang nicht vorliegt. Aus diesem Grund werden
in der vorliegenden Arbeit lexikonbasierte Ver-
fahren eingesetzt. Ein Sentiment-Lexikon ist da-
bei eine Wortliste, in der für jedes Wort Senti-
ment-Informationen angegeben sind (Liu 2016:
10), also z.B. ob es positiv oder negativ konnotiert
ist und in welchem Ausmaß (Polaritätsstärke). Ein
derartiges Wort nennt man auch sentiment bea-
ring word (SBW; Liu 2016: 189).
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SA-Parameter
Folgende SA-Optionen wurden in unterschiedli-
chen Kombinationen systematisch evaluiert:
i) Lexika –  Es wurden fünf zentrale Senti-
ment-Lexika für den deutschsprachigen Bereich
herangezogen: SentiWortschatz (SentiWS; Remus,
Quasthoff & Heyer 2010), die Berlin Affective
Word List – Reloaded (Bawl-R; Vo et al. 2009),
die deutsche Version des NRC Emotion-Associa-
tion Lexicon (NRC, Mohammad & Turney 2010),
ein Lexikon von Clematide & Klenner (2010; im
folgenden CK genannt) und das German Polarity
Clues (GPC; Waltinger 2010). SentiWS, Bawl-R und
CK enthalten Polaritäten und Polaritätsstärken,
das NRC und GPC nur Polaritätsangaben. Das NRC
enthält des Weiteren Annotationen zu acht un-
terschiedlichen Emotionen (Zorn, Furcht, Erwar-
tung, Freude, Vertrauen, Ekel, Traurigkeit, Über-
raschung).
ii) Historisch-linguistische Varianten – Über
ein Tool des Deutschen Text-Archivs von Jurish
(2011) wurde die Option der Lexikon-Erweiterung
mit historischen linguistischen Varianten der Ori-
ginalwörter untersucht.
iii) Stoppwortlisten – Analog zu Saif et al.
(2014) wurde der Einfluss der Verwendung von
insgesamt drei unterschiedlichen Stoppwortlis-
ten auf die Qualität der SA untersucht. Grund
hierfür ist, dass durch verschiedene Kombination
der Verfahren Sentiment-tragende Stoppwörter
entstehen. Neben herkömmlichen Stoppwörtern
wurden dabei auch Listen mit hochfrequenten
Wörtern des Korpus untersucht. Dadurch wird
der Einfluss von Wörtern analysiert, die zwar
als sentiment-tragend in SA-Lexika ausgezeichnet
werden, aber aufgrund der häufigen Nutzung im
Korpus ein ungleichmäßiges Sentiment-Gewicht
erzeugen (z.B. Herr, Fräulein).
iv) Lemmatisierung – Eine weitere untersuchte
Verarbeitungsform für die SA ist die Lemmatisie-
rung. Als Lemmatisierer werden der Pattern-Lem-
matisierer (De Smedt & Daelemans 2012) der
Python-Bibliothek textblob und der Python-Wrap-
per des treetagger-Tools (Schmid 1995) evaluiert.
Viele SA-Lexika enthalten lediglich Grundformen.
Aufgrund der Probleme und Schwierigkeiten der
Lemmatisierung im Deutschen (Eger, Gleim &
Mehler 2016) soll vergleichend untersucht wer-
den, welcher Lemmatisierer die besten Ergeb-
nisse in Kombination mit Lexika erzielt. Ferner
enthalten einige SA-Lexika manuell angegebene
flektierte Wortformen. Es wird somit auch die au-
tomatische Lemmatisierung mit der manuellen
Erweiterung verglichen.
SA-Metriken
Alle nachfolgenden Berechnungen wurden be-
züglich aller kombinatorischen Möglichkeiten der
soeben beschriebenen SA-Parameter durchge-
führt. Dabei werden die jeweiligen SA-Metriken
nach Term-Zähl-Methodik (Kennedy & Inkpen
2006) berechnet, d.h. ein Text wird hinsichtlich
vorhandener SBWs untersucht, positive und ne-
gative Wörter ausgezählt und für einen Polaritäts-
wert die positive von der negativen Zahl subtra-
hiert. SA-Metriken wurden auf folgenden Ebenen
über die jeweils zugehörigen Texte kalkuliert:
Drama, Akte, Szenen, Repliken sowie Sprecher
und Sprecherbeziehungen pro Drama, Akt, Szene
und Replik. Die Beziehungen zwischen den Figu-
ren wurden nach einer Heuristik von Nalisnick &
Baird (2013) berechnet.
Erstellung des Gold Standards
Zur systematischen Evaluation der Prädiktions-
leistung der verschiedenen SA-Ansätze wurde ein
Evaluationskorpus bestehend aus 200 Repliken
erstellt. Bei der Auswahl der Repliken wurde dar-
auf geachtet, dass die dramenspezifische Vertei-
lung berücksichtigt wird, längere Dramen sind
also mit mehr Repliken vertreten. Ferner wurden
nur solche Repliken aufgenommen, die mindes-
tens 19 Wörter umfassen. Diese Länge entspricht
etwa -25% des Mittelwerts des Gesamtkorpus und
vermeidet damit die Selektion von zu kurzen Re-
pliken. Es wurde insgesamt auf eine gleichmäßige
Längenverteilung geachtet.
Die Repliken wurden von insgesamt fünf Per-
sonen (4 weiblich, 1 männlich; alle jeweils mit
Deutsch als Muttersprache) jeweils unabhängig
voneinander bezüglich deren Polaritätswirkung
bewertet. Die Polarität jeder Replik wurde jeweils
sechswertig (sehr negativ, negativ, neutral, ge-
mischt, positiv, sehr positiv) und binär (positiv,
negativ) bewertet. Die Annotationen wurden be-
züglich des Übereinstimmungsgrades analysiert.
Dazu wurden das Übereinstimmungsmaß Fleiss‘
Kappa (Fleiss 1971) sowie der Durchschnittswert
der prozentualen Übereinstimmung aller Annota-
toren und Annotatorinnen berechnet (vgl. Tabelle
1).
Tabelle 1. Annotator agreement.
Man erkennt eine geringe Übereinstimmung für
die Bewertungsskala mit sechsstufiger Polarität
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und eine moderate Übereinstimmung für die bi-
näre Variante. Die Ergebnisse verhalten sich kon-
form zu verwandten Studien bei der Interpreta-
tion literarischer Texte (Alm & Sproat 2005). Als
finale Annotation für eine Replik wird die binäre
Polarität gewählt, die die Mehrheit der Annotato-
ren und Annotatorinnen ausgewählt haben (End-
resultat: 139 negativ, 61 positiv).
Evaluationsmaße
Als Evaluationsmaße wurden Genauigkeit (ac-
curacy), Recall, Precision und F-Werte (Gonçalves
et al. 2013) herangezogen. Abb. 1 zeigt einen Aus-
schnitt aus den je fünf besten Kombinationen pro
Lexikon, geordnet nach Genauigkeit. 2
Abbildung 1: Ausschnitt aus der detaillierten Er-
gebnistabelle zur Evaluation der SA-Kombinati-
onsmöglichkeiten.
Ergebnisse der Evaluation
Nachfolgend erfolgt eine überblicksartige Zu-
sammenstellung einiger zentraler Ergebnisse aus
der Evaluation:
•   Eine explizite Lemmatisierung führt zu einer
verbesserten Leistung. Beide Lemmatisierer
erzielen dabei meist ähnliche Ergebnisse. Die
Lexikonerweiterung durch historische Vari-
anten macht die explizite Lemmatisierung je-
doch weitestgehend unnötig, da hierbei auch
eine grundlegende Lemmatisierung inkludiert
ist.
•   Es zeigt sich eine konsistente Verbesserung
durch die Lexikonerweiterung mittels der
Wort-Varianten aus dem Tool von Jurish
(2011).
•   Stoppwortlisten haben nur auf vereinzelte Le-
xika (GPC, CK) einen merklich positiven Ein-
fluss.
•   Lexika mit Polaritätsstärken sind meist besser
als reine Term-Zähl-Verfahren desselben Lexi-
kons.
•   Das Lexikon, dass die höchsten Genauigkeiten
für die SA erzielt, ist SentiWS
•   Die beste Leistung (unter Analyse aller Metri-
ken) erzielt das erweiterte SentiWS mit den
Polaritätsstärken, lemmatisiert mittels Pat-
tern-Lemmatisierer und ohne Stoppwortliste
(Genauigkeit = 0,67; F-Wert = 0,64). Die Er-
kennungsrate ist besser als die random base-
line von 0,576 aber schlechter als viele Erken-
nungsraten auf anderen Anwendungsgebieten
der SA (Vinodhini & Chandrasekran 2012).
Aufgrund der Tatsache, dass hier ein verhält-
nismäßig simpler SA-Ansatz gewählt wurde und
bereits menschliche Annotatoren und Annota-
torinnen Schwierigkeiten mit der Polaritätsbe-
stimmung haben, sind die Ergebnisse insgesamt
durchaus positiv zu bewerten.
Online-Tool
Abschließend wurde auf Basis des besten SA-An-
satzes ein Web-Tool für die SA bei Dramen ent-
wickelt. Dieses bietet interaktive Visualisierun-
gen der Sentiment-Verteilungen und -Verläufe für
alle berechneten Ebenen. Neben den SentiWS-Me-
triken wurden auch die Emotionskategorien des
NRC integriert. Über das Tool kann man erste
Fallstudien auf Dramen-, Akt-, Szenen-, Repliken-,
Sprecher- und Sprecherbeziehungsebene durch-
führen. Die SA-Komponente ist online verfügbar. 3
Trotz der historischen Differenz stimmen die Er-
gebnisse der automatischen SA tendenziell mit
dem überein, was man in der Dramengeschichte
über Bewertungen von Figuren und deren Verhal-
ten weiß. Zusätzlich ist aber ein wichtiger heuris-
tischer Mehrwert zu beobachten: eine Analyse al-
lein auf der Basis von Sentiment-Zuschreibungen
führt dazu, dass man das Augenmerk gezielt auf
Fakten des Textes richtet, die bisher nicht berück-
sichtigt wurden.
Im Folgenden einige Beispiele für die Bestäti-
gung bekannter Ergebnisse und für Entscheidun-
gen von Analysefragen:
Fallstudie: Minna von Barnhelm
Die Analyse von Minna von Barnhelm zeigt,
dass die negativen emotionalen Bewertungen ins-
gesamt gegenüber den positiven deutlich über-
wiegen (vgl. Abb. 2). Dieser Befund bestätigt die
bekannte Erkenntnis, dass Lessing das Schema
des rührenden Lustspiels verwendet hat. Wäh-
rend die Komik im Stück eher das Ergebnis von
Schlussprozessen ist, geht es auf der wörtlichen
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Ebene überwiegend um ernste Vorwürfe und dro-
henden Identitäts- und Beziehungsverlust.
Abbildung 2: Polaritätsverteilung im Drama –
Minna von Barnhelm
Es ist verschiedentlich behauptet worden (Saße
1993), Minna und nicht Tellheim sei die lächerli-
che Figur des Stücks. Die Sympathielenkung auf
der wörtlichen Ebene des Textes, die in der un-
ten stehenden Sentimentverteilung pro Akt abge-
bildet ist, kann dazu herangezogen werden, diese
Frage negativ zu bescheiden (vgl. Abb. 3). Es ist
eine auffällige Abweichung der Polarität im zwei-
ten Akt erkennbar. In diesem Akt tritt Minna von
Barnhelm zum ersten Mal auf, Tellheim jedoch
nicht.
Abbildung 3: Polaritätsverlauf pro Akt – Minna
von Barnhelm
Fallstudie: Emilia Galotti
Die letzte Visualisierung kann genutzt werden
die Frage zu diskutieren, warum Emilia in Les-
sings Drama „Emilia Galotti“ sterben muss (vgl.
Abb. 4). Auffällig ist hier die starke negative Be-
wertung Emilias im zweiten Akt. Entgegen bishe-
riger Interpretationen, in denen nur die Intrige
des Prinzen und Marinelli dafür verantwortlich
gemacht werden, dass Emilia um ihre Tugend
fürchten und ihren Vater dazu bringen muss, sie
umzubringen, wird dadurch die Abwertung al-
lein durch die Avancen des Prinzen sichtbar, die
später sowohl Emilias als auch für Odoardos Ein-
schätzung der Ehrbarkeit Emilias in ihrem zu-
künftigen Leben bestimmen.
Abbildung 4: Polaritätsverlauf von Sprechern
pro Akt – Emilia Galotti
Fazit
Insgesamt sind die ersten Analyse-Ergebnisse
über das Web-Tool sehr vielversprechend. Dabei
ist zu bedenken, dass über die Verwendung von
SA-Lexika ein sehr einfacher SA-Ansatz gewählt
wurde. Über ML- oder Hybrid-Ansätze können Be-
sonderheiten der poetischen und veralteten Spra-
che möglicherweise besser beachtet werden. Fer-
ner ist fraglich, ob eine Reduktion auf das sonst in
der SA übliche binäre System positiv/negativ aus-
reichend ist für komplexe Interpretationen von
Emotionen in Dramen.
Durch Optimierung des SA-Verfahrens, Ausbau
der Funktionen im Front-End und Erweiterung
des Tools mit zusätzlichen Dramen sollen künftig
Möglichkeiten und Nutzen der SA in der Dramen-
analyse weiter exploriert werden.
Fußnoten
1. https://textgridrep.org/repository.html; Hin-
weis: alle im Beitrag erwähnte URLs wurden zu-
letzt am 12.1.2018 überprüft
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In den Geisteswissenschaften werden schon
heute grosse Mengen an Text durchsucht, weiter-
verwertet und analysiert. Die Aufbereitung von
Scans und Fotografien mit optical character re-
cognition (OCR) bei gedruckten Texten wird er-
wartet. Gleichzeitig stehen selten Überlegungen
im Zentrum, wie Text erkannt, welche Annahmen
und vor allem welches Textverständnis voraus-
gesetzt wurde. Mit Hilfe des Sahleschen Textrads
analysiert der Beitrag die automatisierte Erken-
nung von Texten mit neuronalen Netzen und for-
dert eine höhere Transparenz der verwendeten
Methoden.
Sowohl Korpuslinguistik als auch Literatur- und
Geschichtswissenschaften sind interessiert am
Auffinden von Einzelbelegen, Mustern oder Enti-
täten in grossen Datenmengen. Tausende Seiten
oder hunderte von Büchern lassen sich etwa mit-
tels topic modeling klassifizieren (Schöch 2017).
Der Prozess der Erkennung, der Weg zu den
durchsuchbaren Texten, steht in den Überlegun-
gen der Fächer jedoch meistens nicht im Zentrum.
Obwohl Probleme der OCR-Erkennung angemerkt
werden, ist die Textgüte nur bedingt ein Feld
der Reflexion, die über Klagen hinausläuft (Aus-
nahme: Piotrowski 2012). Bedingt durch die Nut-
zung kommerzieller Produkte und entsprechend
kaum offengelegter Prozesse, wird die Erkennleis-
tung als gegeben angenommen und höchstens im
 post-processing die Qualität der Texte verbessert
(bspw. PoCoTo: Vobl 2014).
Welcher Text?
Über das Monieren von Fehllesungen heraus,
fehlt eine Reflexion, wie mit automatisch erkann-
ten Texten umgegangen werden soll, gänzlich. Die
Frage „welcher Text erkannt werden soll“, wird
nicht thematisiert. Das hängt auch damit zusam-
men, dass Textverständnisse im digitalen Raum
geprägt sind durch die Editionswissenschaften, ei-
ner Fachschaft, die aus einer anderen Richtung
das digitale Feld bearbeitet. Die Qualität der Tex-
terkennung, etwa der Transkription handschrift-
licher Dokumente, steht nicht im Fokus, da bei
menschlicher Erkennung durch Experten von ei-
ner Güte um 99,99% ausgegangen werden kann.
Die Unsicherheiten, die unsicheren Lesungen,
sind höchstens Teil von Paläographie orientierter
fachspezifischer Debatten und nicht grundsätz-
lich ein qualitativer Messwert.
Die Editionswissenschaften waren es auch, die
im Zuge der Digitalisierung Überlegungen zum
Verständnis von Text hervorbrachten und sich –
ganz im Sinne post-moderner Texttheorie – dar-
auf einigten, dass es nicht den neutralen zu edie-
renden Text gibt. Ausgefaltet und visuell umge-
setzt in Form eines „Textrads“ durch Patrick Sahle
(Sahle 2013: 45-52). Erst das Verständnis von der
Mehrschichtigkeit und Formbarkeit des Textbe-
griffes machte mehr oder minder konsequente
Umsetzungen von digitalen Editionen überhaupt
möglich und entspannte die Diskussion zwischen
Philologie und Geschichtswissenschaft zu den je
eigenen Vorstellungen von Text(-aufbereitung).
Das Verständnis von Text unterscheidet sich da-
bei stark. Es kann vom Text als materiellem Ding
ebenso ausgegangen werden, wie Text als Werk
oder als Folge von Zeichen. Gerade für Fragen zur
Umsetzung von Editionen, hilft das Textrad bei
der Identifikation von Schwerpunkten, die Editi-
onsentscheidungen unterstützen.
Im Rahmen von Projekten zur Texterkennung
und Handschriftenerkennung durch grosse EU-
Infrastrukturprojekte (IMPACT und READ) wur-
den derweil ebenso selten Überlegungen zum
Text als Ressourcen angestellt und mehr auf
Nachfragen beziehungsweise der Übernahme im-
pliziter Vorstellungen abgestellt, die durch Infor-
matiker oder Mathematiker bei der Entwicklung
von Erkennungsalgorithmen eingebracht wur-
den. Dadurch muss auch deren Perspektive bei
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einer Theoretisierung der Texterkennung mitbe-
rücksichtigt werden.
Die Frage nach dem Verständnis von Text bei au-
tomatisierten Erkennvorgängen, hilft weiter bei
der Abwägung zum Verhältnis von Mensch und
Maschine beim Zugänglichmachen von Texten
und stellt auch althergebrachte editorische Prak-
tiken in Frage.
Automatisch erkannter Text
Die Anwendung des Sahleschen Textrads auf au-
tomatisierte Texterkennung macht deutlich, dass
gewisse Textformen auch mit besten Erkennme-
thoden nicht isoliert werden können: Ausgangs-
punkt ist immer eine Textversion (Druck- oder
Manuskriptseite), die in Form eines Faksimilie/Di-
gitalisat vorliegen muss. Zeichenhaftigkeit und
auch intellektuelle Bezüge sind daraus ableitbar,
Text als Werk etwa, wie es rekonstruiert oder ab-
strahiert wird, lässt sich dagegen nicht erkennen.
Das digitalisierte Objekt agiert bei der automa-
tisierten Erkennung jeweils als Ausgangspunkt,
das erneut konsultiert werden kann und bei Kon-
trolle und Überprüfung hilft. Das bedingt jedoch,
dass auch die Art und Weise der Digitalisierung
(Auflösung und Farbechtheit, aber auch Format
und Aufnahmeverfahren), bei einer Kritik be-
rücksichtigt werden müssen. Bereits der zugrun-
deliegende „Text“ ist also technisch geprägt.
Mit Fokus auf die Ausgabe des Erkennprozes-
ses, werden erkannte Strings ins Zentrum gesetzt.
Dabei muss nicht zwangsläufig nur ein String
(„die beste Lesung“) vorgelegt werden, sondern
Varianten, also eine Reihe von Strings, die meh-
rere mögliche Lesungen enthalten, sind extra-
hierbar. Ergänzt um die durch die maschinell er-
rechnete Wahrscheinlichkeit der Erkennung wird
eine Matrix (sog. confidence matrix) an möglichen
Lesungen und deren Wahrscheinlichkeit erstellt,
die ebenfalls durchsucht werden kann. Insbeson-
dere innerhalb von grossen Quellenmassen las-
sen sich so potente Suchen (Volltextsuchen ohne
zugrunde liegendem Volltext sozusagen) realisie-
ren, die ausgesprochen gute Ergebnisse erzielen.
Mit dem Nachteil, dass je nach Suche auch  false-
positive Variantenlesungen vorgelegt werden. Die
Methode wird daher nur bedingt für Auswertun-
gen nutzbar, die auf Quantifizierung beruhen.
Dank der Konfidenzen wird die Anzahl an Zei-
chenfehler, als zentralem Tool zur Messung von
Textgüte relativiert, da ein alternativer Zugang zu
den Strings besteht.
Innerhalb des Vorgangs zur Erkennung von Text
kommt der eigentliche Erkennprozess jedoch erst
an zweiter Stelle. Ebenso zentral und ebenfalls
fehleranfällig, ist die Identifikation des Layout
bzw. die Unterscheidung zwischen texttragenden
und textfreien Zonen auf den zu erkennenden Di-
gitalisaten, eine Aufgabe die für Menschen spie-
lerisch einfach gelöst werden kann. Obwohl für
reguläre Layouts von handschriftlichem Material
in den vergangenen Monaten erhebliche Fort-
schritte erzielt wurden (Grüning 2017), bleiben
Probleme im Umgang mit komplexen Layouts und
insbesondere Tabellen, die in keine oder nur die
ungenügende Identifikation von Zeilen mündet.
Der Punkt der Layouterkennung wird noch
problematischer, da nur schwierig ausgewiesen
werden kann, welche Teile als „texttragend“
identifiziert wurden. Bei Wettbewerben in den
Computerwissenschaften werden unterschiedli-
che Messwerte angenommen. Etwa die Abwei-
chung von einer manuell gezogenen Baseline
[cBad] oder die Zuordnung zu Pixeln [DIVA-
HisDB]. Allen Verfahren gemein ist der Bezug
auf von Menschen hergestellte, relativ subjektive
Grundlagen. Fakt ist, alles was nicht als Teil des
Layouts identifiziert wird, kann im darauffolgen-
den Prozess nicht als Text erkannt werden.
(Vor-)Entscheidungen
Alle diese Überlegungen stellen nicht mehr
als Grundlagen beziehungsweise Vorannahmen
dar, die getroffen werden, bevor eine Erkennung
überhaupt stattfinden kann. Im Gegensatz etwa
zu händisch erstellten digitalen Editionen, ist eine
Anpassung des Textbegriffs nicht im Erstellpro-
zess möglich, sondern höchstens vor Beginn oder
beim Abschluss der Bearbeitung.
Noch deutlicher wird die Abgeschlossenheit, nä-
hert man sich der Texterkennung aus einer tech-
nischen Perspektive. Insbesondere für die Texter-
kennung von Handschriften und frühen Drucken
lohnt sich der Einsatz von   machine learning,
konkret rekurrenten neuronalen Netzen (RNN).
Das Training solcher Netze muss selbstredend
vor der eigentlichen Erkennung erfolgen. Die trai-
nierte Ausgabe entspricht dabei einem nachge-
ahmten, determinierten menschlichen Input. Je
nach Grösse des Trainingssets und der Variabi-
lität der Schriften wird dies mehr oder minder
genau erreicht. Zentral im Prozess ist das er-
wartete Resultat, oder anders formuliert die Art
und Weise, wie Text aufbereitet wird. Die Auf-
bereitung selbst, beispielsweise die stillschwei-
gende Auflösung von Abkürzungen, Normalisie-
rung von Schreibungen oder das Einfügen bzw.
Zusammenführen von Zeilenumbrüchen, wird
Konsequenzen auf die Ergebnisse haben. Auch
der verwendete Zeichensatz (etwa die Codierung
in Unicode) oder Vereinheitlichungen wird das
Resultat beeinflussen.
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Aus technischer Sicht gibt es innerhalb des Trai-
ningsprozesses selbst nur einige wenige Para-
meter, die kontrolliert werden können. Entspre-
chend ist der gesamte Rest, Teil einer   blackbox,
die auch nicht näher analysiert werden kann, da
das Funktionieren der einzelnen Neuronen in ei-
nem Netz nur schwer und häufig ohne Einsichten
zum Funktionieren der gesamten Erkennung be-
obachtet werden können.
Ein Kontrollmechanismus findet sich einzig im
standardisierten Testen der trainierten Modelle
mit Hilfe von Testsets, also nach gleichem Mus-
ter hergestellte Seiten, die nicht fürs Training
verwendet wurde und entsprechend Auskunft
über die Leistungsfähigkeit eines Modells geben
können. Zentrale Messwerte dabei sind Charac-
ter Error Rate und Word Error Rate, die auf so
genannter Ground-Truth basiert, also von Men-
schen hergestellte „korrekte“ Lesungen der Texte.
Eine weitere Form der Einflussnahme besteht in
der Verwendung von Wörterbüchern, die bei Un-
sicherheit herangezogen werden und plausiblere
Lesungen (= im Wörterbuch) gegenüber anderen
Strings bevorzugen. Für historische Schreibfor-
men bestehen zwar Korpora, jedoch ist der Ein-
satz für Texte vor Ende des 19. Jahrhunderts (ins-
besondere für vormoderne Texte) umstritten, da
keine Konventionen bestanden und die Gefahr
der Hyperkorrektur aufgrund des verwendeten
Wörterbuchs besteht.
Auch wenn es bislang nur beschränkte Erfah-
rungen mit dem Einsatz von  machine learning bei
der automatischen Erkennung von Text gibt, ist
absehbar, dass die Verbesserungen zum Einsatz
der Technologie führen werden. Mit dem Preis,
dass Probleme des   machine learnings  mit ein-
geführt werden. Die   biases, insbesondere die
Perspektiven im Moment der Aufbereitung, von
Trainingsdaten etwa, werden übernommen (Zun-
dert 2016: 341). Im Kontext von automatisierter
(Vor-)Aufbereitung von Bewerbungsdossiers oder
nicht gender-gerechten Auswertungen von Infor-
mationsmassen wird das Probleme des Datenbias
bei Methoden des machine learnings rasch sicht-
bar (Siehe dazu einen jüngeren Artikel aus dem
britischen Guardian, Devlin 2017). Bei der Texter-
kennung mögen die Konsequenzen gesellschaft-
lich weniger gravierend ausfallen, problematisch
und kritisch zu analysieren sind sie nichtsdesto-
trotz.
Ansprüche an automatische Texterken-
nung
Wie der kurze Abstecher in die Welt des maschi-
nellen Lernens zeigte, ist eine Kontrolle der Er-
kennleistung nur ganz bedingt und basierend auf
wenigen Faktoren möglich, entsprechend lässt
sich zusammenfassend im Umgang mit automa-
tisierten Texterkennungsalgorithmen eine Reihe
von Forderungen ableiten, damit erkannte Texte
kritisch eingeordnet werden können.
Messwerte basierend auf Testsets müssen
ausgewiesen werden: Character Error Rate und
Word Error Rate geben Aufschlüsse zur Qualität
des erkannten Textes. Darüber hinaus ist eine Ein-
schätzung sinnvoll, in welchem Bereich Falschle-
sungen häufig identifiziert wurden (Eigennamen,
Zahlen etc.). Insgesamt sollte dadurch einsichtig
werden, in welchen Bereichen Qualitätsprobleme
zu erwarten sind.
Standards und Kernfragen an die publizier-
ten Texte offen dokumentieren:  In den Editi-
onswissenschaften bereits praktiziert, wird der
Umgang mit Frageperspektiven verbesserte Ein-
sichten liefern, vor welchem Hintergrund Text-
korpora erstellt wurden. Daran schliesst sich die
Forderung nach  Offenlegung der zugrunde lie-
genden Ground-Truth zur Erstellung von Test-
und Trainingssets an: Damit wird nachvollzieh-
bar, was zur Modellerstellung genutzt und auch,
welchen Standards, Richtlinien und Gepflogen-
heiten dabei gefolgt wurde.
Durch den kritischen Umgang mit automatisch
erkannten Texten eröffnet sich ein fundierter Um-
gang mit denselben, der mit gewissen Sicherhei-
ten eine Weiternutzung von Text ermöglicht und
die textzentrierten Teile der  digital humanities in
eine kritikfähige Zukunft führt.
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Welche Konsequenzen birgt die Digitalisierung
der textbasierten Geisteswissenschaften? Zwei-
felsohne bringt die computerbetriebene Verarbei-
tung digital erschlossener Texte einen beachtli-
chen quantitativen Fortschritt mit sich: in dem
Maße, in dem historische Texte digital erschlos-
sen bzw. eine kritische Masse an digital erzeug-
ten Texten zur Verfügung stehen, lassen sich aus
den größeren, nun handhabbaren Datenmengen
jetzt neues Wissen extrahieren und analysieren,
das dieser Masse an Informationen gerecht wer-
den kann. Neben den für das Druckzeitalter ty-
pischen akribischen Lektüren ( close reading) ge-
sellen sich jetzt beispielsweise „Lektüren aus der
Distanz“ (Moretti: distant reading; vgl. Jockers‘
macroanalysis), eine Kontrastierung, die sich in
der Folge als allzu holzschnittartig erweisen wird.
Nur schwerlich wird sich diese Unterscheidung
aufrecht erhalten lassen, ohne das „close reading“
als einen Anachronismus zu begreifen, der aber
nur nachträglich in Kontrast zum distant reading
funktioniert.
Der Ausdruck des distant reading ruft das Bild
einer Neuorientierung in Bezug auf den wissen-
schaftlichen Gegenstand hervor. Die neugefun-
dene Distanz zu den Gegenständen ermöglicht
„eine spezifische Form der Erkenntnis“ (Moretti),
die im Falle Morettis einem Schritt der visualisier-
ten Abstraktion (beispielsweise als Kurven, Kar-
ten und Stammbäume) und einer anschließend
darauf basierenden Analyse entspringt. Grundle-
gend scheint hierbei der Zugang zum Wissensge-
genstand über ein abstrahiertes digitales Objekt,
das als Surrogat für den Gegenstand (beim Text,
beispielsweise, das „Werk“, jetzt zunehmend die
„Werke“) selbst steht. Die Neuorientierung zeich-
net sich also modellartig nicht nur durch eine
neue Perspektive (Distanz), sondern gleichzeitig
auch durch ein neuartige Form von Gegenständ-
lichkeit und demzufolge durch einen neuen me-
diatisierten Weltbezug aus, der von Alexander
Galloway folgendermaßen beschrieben wird:
„[I]n order to be in a relation with the world
informatically, one must erase the world, subjec-
ting it to various forms of manipulation, preemp-
tion, modeling, and synthetic transformation. The
computer takes our own superlative power over
worlds as the condition of possibility for the crea-
tion of worlds. Our intense investment in worlds –
our acute fact finding, our scanning and data mi-
ning, our spidering and extracting – is the precon-
dition for how worlds are revealed. The promise
is not one of revealing something as it is, but in si-
mulating a thing so effectively that ‘what it is’ be-
comes less and less necessary to speak about, not
because it is gone for good, but because we have
perfected a language for it.“ (Interface Effect, 13)
Der wissenschaftliche Weltbezug durch ein me-
dientechnologisch geprägtes Modell ist freilich
kein Novum des digitalen Zeitalters. Dies hat man
im Rahmen der digitalen Editorik überzeugend
für das Druckzeitalter und im Allgemeinen für
jedwede Texterschließung dargestellt:
„Der Textbegriff ist eine Funktion von Frage-
stellungen (Sichten auf den Text) und jeweils
gegenwärtiger (also historischer) textmedialer
Sozialisation. Bestimmte Textbegriffe werden im-
mer durch bestimmte Texttechnologien gefördert
oder behindert: Was der Text ist, ist eine onto-
logische Fragestellung, die von unterschiedlichen
Technologien unterschiedlich beantwortet wird.
Die Evolution der Techniken ist eine Evolution
der Textbegriffe. Dabei neigen neue Techniken
dazu, zunächst ihre Vorgängertechnologien zu
imitieren (deren Textbegriff zu übernehmen), für
bestimmte Probleme neue Lösungen anzubieten
und damit für eine Verschiebung des Textbegrif-
fes zu sorgen. Die Historizität der Technologien
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erhellt die Relativität der Textbegriffe. “ (Sahle,
Bd. 1, S. 391)
Das Potential der digitalen Erschließung wird
aber nicht nur als die neueste Entwicklung einer
medientechnologischen Evolution, sondern auch
als qualitativen Sprung gesehen, der sich über
den Medienwechsel hinaus „vielmehr als eine Be-
freiung von medialer Gebundenheit“ (Sahle, Bd. 2,
S. 281) überhaupt beschreiben lässt.
Der so konstruierte digitale Textbegriff lässt
sich in politischer und ökonomischer Hinsicht be-
schreiben, stellt sich aber in der Folge auch als
ein epistemologisches bzw. wissenschaftstheore-
tisches Problem dar:
Auf politischer und ökonomischer Ebene über-
nimmt unsere Beschreibung wesentliche Ele-
mente der Lyotardschen Analyse des Informa-
tionsbegriffs (vgl. aber auch die „kypernetische
Hypothese“ Galloways) in Bezug auf seine institu-
tionelle Realität bzw. seine Funktion in der gegen-
wärtigen Organisation des Wissens. Lyotard dia-
gnostizierte einen Statuswechsel des Wissens, der
zeitgleich mit der technologischen Transforma-
tion postindustrialisierter Gesellschaften einher-
geht. In der posttechnisierten Gesellschaft „kann“
Wissen „die neuen Kanäle nur dann passieren
und einsatzfähig gemacht werden, wenn die Er-
kenntnis in Informationsquantitäten übersetzt
werden kann“ (Lyotard, S. 30). Wissen, welches
diesen Übersetzungsprozeß nicht überlebt, also
sich nicht „der Bedingung der Übersetzbarkeit et-
waiger Ergebnisse in die Maschinensprache un-
terordnen“ kann, wird „vernachlässigt“: „Mit der
Hegemonie der Informatik ist es eine bestimmte
Logik, die sich durchsetzt, und daher auch ein Ge-
füge von Präskriptionen über die als ‚zum Wissen‘
gehörig akzeptierten Aussagen gegeben.“ (Lyo-
tard, S. 31; Hervorhebung von uns)
Dabei spielt der Begriff der Information für
unser Vorhaben insofern eine besondere Rolle,
als dass er einen Anker für den Textbegriff in
den digitalen Textwissenschaften darstellt. Zwei-
felsohne ist die strukturelle Rückführbarkeit des
Textbegriffs auf den Informationsbegriff nicht
ohne Folgen etwa für die Funktion der Wis-
sensorganisation an Hochschulen wie auch an
Bibliotheken und Erinnerungsinstitutionen. Ein
besonders deutliches Beispiel für diese Transfor-
mation des Textbegriffs ist die Förderung wis-
senschaftlicher Projekte, welche (zurecht!) ein
Erschließungsprojekt – und zunehmend auch
großflächige Textanalysen – ohne informatisch
adäquate Rahmenbedingungen (Erschließungs-
standards, Datenmanagement, Langzeitarchivie-
rung) geradezu undenkbar macht. Insofern funk-
tioniert der Begriff der Information also als ein
theoretischer Dispositiv (Foucault) und führt uns
so zu genuin epistemologischen bzw. wissen-
schaftstheoretische Fragestellungen.
Epistemologisch führt die Bestimmung eines
Textes in Rekurs auf den Begriff der Information
dazu, dass jegliches, modellhaft vermitteltes, Wis-
sen in der Form der Information erscheint. Die-
ses ist von beeindruckender Produktivität bzw.
zeichnet sich aus durch eine „Handlichkeit“ (di-
gitale Datenverarbeitung), evakuiert allerdings so
etwas wie das Subjekt der Handlung. Insofern
liegt darin ein strukturelles Element der Entfrem-
dung, das sich zurückführen lässt auf die Einfüh-
rung eines im weitesten Sinne mathematischen
Paradigmas in den Geisteswissenschaften. Dieses
Paradigma aber all zu stark gegen das „klassi-
sche“ geisteswissenschaftliche auszuspielen setzt
sich einem Ideologieverdacht aus, dem wir uns
schon zu Beginn erwert haben. Worum es uns,
jetzt wissenschaftstheoretisch, geht, ist einige Ef-
fekte zu benennen, die aus der Anwendung des
Paradigmas in den Geisteswissenschaften folgen.
Dabei ist es bemerkenswert, dass auch diejeni-
gen Geisteswissenschaften, die sich mit der Kunst
beschäftigen zunehmend auf die Wissenschafts-
theorie positivistischer Prägung rekurrieren. Die
Vermittlung des Wissens durch ein Modell führt
aber dazu, dass die Sache, die damit erklärt wer-
den soll, gerade nicht mehr erfahren werden
muss. Wendet man diese Form der Vermittlung
auf genuine Gegenstände der Geisteswissenschaft
an, betrachtet man sie als Gegenstände, die zur
Ordnung der Natur gehören, also im Grunde als
unmittelbare. Das Gegenteil ist aber der Fall, sie
sind höchstvermittelt, d.h. sie sind Singulare.
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Zu den Provokationen der Literaturwissen-
schaft durch die Digital Humanities gehört ihre
Arbeit an großen Datenmengen. Nicht das beson-
dere Buch, der Kanon oder der Großschriftsteller,
sondern die vielen Bücher und Literaturen sind
der ‚andere‘ Gegenstand der computergestützten
Literaturwissenschaft. Geradezu typisiert werden
Digital Humanities und Distant Reading zusam-
men genannt. Tatsächlich war (Moretti, 2000) als
Kritik an der herkömmlichen Literaturwissen-
schaft angelegt, genauer an ihrer methodischen
Beschränkung, die Vielfalt der Literaturen me-
thodisch in den Griff zu bekommen. Die Kri-
tiker Morettis haben sein Anliegen konzediert,
ohne konkrete Vorschläge zu machen, wie mit
dem ‚Mengenproblem‘ in der Literaturgeschichts-
schreibung besser umgegangen werden könnte
(Ross, 2014). Ein radikaler Ansatz, die Geschichte
der Literatur anders als bisher zu modellieren,
ist der Ansatz der kulturellen Evolution (Lewens,
2013). Meine These lautet: Evolutionäre Modelle
und Theorien sind für die Beantwortung literatur-
historische Fragestellung geeignet, besonders um
das ‚Mengenproblem‘ in den Griff zu bekommen.
Im Folgenden skizziere ich Theorie und Methodo-
logie eines solchen Ansatzes und frage nach den
Folgen für ein Fach wie die Literaturgeschichte.
Wie der Name schon andeutet, verschiebt der
Ansatz den Akzent von der Geschichte auf die
Evolution. In den Blick rückt nicht weniger als
die Menschheitsgeschichte. Der Ansatz kommt
denn auch aus der biologischen Anthropologie,
nicht aus den geisteswissenschaftlichen Fächern.
Das leitende Paradigma ist Darwins Theorie der
Evolution. Die Theorie der kulturellen Evolution
überträgt dieses Modell auf die Kulturgeschichte
der Menschheit. Sie geht von der These aus, dass
die Entwicklung der menschlichen Kulturen der
gleichen evolutionären Entwicklungslogik folgt,
der auch die Natur unterliegt (Mesoudi, 2016).
Dabei geht es nicht um eine Analogie, vielmehr
lautet die Dual-Heritance-These dieser Theorie,
dass die Kultur die Natur des Menschen ist, kultu-
relle Entwicklungen die Natur des Menschen bis
in seine genetische und biologische Veranlagung
beeinflussen, wie umgekehrt die Naturgeschichte
des Menschen seine Kultur bestimmt (Henrich &
McElreath, 2007). So generell angelegt versteht
sich kulturelle Evolution als eine Supertheorie,
die verspricht, die Sozial- und Geisteswissenschaf-
ten mit den biologischen Wissenschaften zusam-
menzuführen (Mesoudi, Whiten & Laland, 2006;
Laubichler & Renn, 2015). Aus der Sicht der Digi-
tal Humanities ist die Theorie der kulturellen Evo-
lution daher am extremen Ende des Distant Rea-
ding angesiedelt. Statt das einzelne Buch versucht
die Theorie die Kultur der Menschheit in den Blick
der Untersuchung zu nehmen.
Kulturelle Evolution ist aber neben dem ‚Dis-
tant Reading‘ auch noch aus einem zweiten Grund
von Interesse für Digital Humanities. Sie ar-
beitet mit computergestützten Modellen. Bereits
die Arbeiten aus den 70er und 80er Jahren ha-
ben computer-basierte Modelle genutzt, als (Ca-
valli-Sforza & Marc Feldman, 1981), dann auch
(Boyd & Richerson, 1985) begonnen haben, die
Evolutionsbiologie für das Verstehen von kultu-
rellen Prozessen zu nutzen. Ihr Modell der kul-
turellen Evolution geht von Populationen aus,
die ihrerseits aus Gruppen von Individuen be-
stehen, von denen jedes Individuum über vari-
ierende kulturelle Eigenschaften verfügt. Soziale
Transmission von Informationen ist der wesent-
liche kulturelle ‚Vererbungs‘-Mechanismus zwi-
schen Individuen und Populationen. Nur dann,
wenn man annimmt, dass durch Prozesse des
kulturellen Lernens Wissen vertikal, aber auch
horizontal zwischen gleichzeitig lebenden Gene-
rationen weitergegeben wird, etwa das Lernen
von Sprachen durch Kinder, kann man verstehen,
warum sich die horizontale Weitergabe langfris-
tig auch auf die vertikale, genetische Weitergabe
von Eigenschaften auswirken kann und sich so et-
was wie komplexe Sprachen entwickeln konnten.
Hier kommen mathematische Ansätze und Com-
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putersimulationen ins Spiel, um die langfristigen
Veränderungen mikroevolutionärer Veränderun-
gen in Populationen, die Rate der Ausbreitung
und räumlichen Verteilung neuer kultureller Ei-
genschaften zu modellieren. Quantitative Ansätze
waren für Cavalli-Sforza, Feldman, Boyd und Ri-
cherson trotz der damals noch bescheidenen Spei-
cherraten notwendig geworden, weil die Pro-
zesses, die Veränderungen in der kulturellen
Variationen verursachen, so vielfältig sind, dass
sie mit herkömmlichen Methoden nicht mehr ge-
handhabt werden konnten.
Die Linguistik hat die Theorie der kulturellen
Evolution rasch adaptiert, um die Evolution der
Sprache untersuchen zu können, wie etwa die
Befunde zur Diversität von Sprachen, nämlich
dass größere Populationen ein größeres Inven-
tar an Wörtern besitzen, ihre Sprachen stärker
grammatikalisiert sind, mehr Phoneme haben,
aber ihre Morphologie zugleich einfacher ist und
ihre Wörter kürzer sind (Atkinson, 2011; Nettle,
2012). Auch kann ein solcher Ansatz zeigen, wie
sich wärmere Klimata auf das Klangspektrum
der in einer Sprache genutzten Laute auswir-
ken (Munroe, Fought & Macaulay, 2009) oder wie
zerklüftete Landschaften bestimmte Distanzspra-
chen wie etwa Zeichen- oder Pfeifsprachen prä-
ferieren (Meyer, 2015). Immer geht es dabei um
Einsichten in die Struktur der Kultur und die Pro-
zesse ihrer Veränderung der langen Dauer, die
nicht der Granularität etablierter historischer Be-
schreibungen entsprechen.
In der Literaturgeschichte sind kulturevolutio-
näre Modelle nicht etabliert. Das hat zunächst da-
mit zu tun, dass generell der Aufbau von Korpora
und die formale Modellierung von Fragestellun-
gen innerhalb des historisch-hermeneutischen
Paradigmas keine Rolle spielen und kaum eine
Tradition haben. Linguisten dagegen wie (Labov,
1963) haben variationstheoretische und funktio-
nalistischen Methoden genutzt, um die Systema-
tizität in der sozialen und individuellen Varia-
tion des Sprachgebrauchs zu verstehen. Neuere
Arbeiten in der Linguistik fragen danach, ob
selbst solche fundamentalen Unterscheidungen
wie die Unterscheidung der Wortklassen Nomen
und Verben nicht in allen Sprachen zu finden
sein könnte, die Wortordnung viel variabler als
bislang angenommen sein dürfte, sprachliche Re-
gister höchst unterschiedlich gebraucht werden,
Sprachen in einer höchst unterschiedlichen In-
teraktion zwischen Kindern und Eltern erworben
werden (Evans, 2013; Lieven, 2013). Wenn aber
Sprache in ihrer Entwicklungsgeschichte selbst in
ihren Grundkategorien diverser sein könnten, als
lange angenommen, und die Evolutionsrate ihrer-
seits je nach Sprache und Umwelt stark zu va-
riieren scheint (Gray et al., 2013), müsste nicht
Ähnliches auch für die Literaturen der Welt und
ihre Entwicklung gelten, so dass man annehmen
könnte, dass die Rate der Evolution von literari-
schen Formen mit Faktoren wie Gruppengröße,
Dichte des sozialen Netzwerks, Menge der geteil-
ten Informationen, soziale Stabilität und das Ni-
veau des Austausches mit anderen Gruppen kor-
reliert (Trudgill, 2011)? Das wäre eine innovative
Forschungsagenda.
Die wenigen literaturhistorischen Arbeiten, die
bislang vorliegen, nutzen verschiedene statisti-
sche Modelle und Methoden, um eine kulture-
volutionäre Literaturgeschichte zu untersuchen.
Besonders naheliegend ist der Ansatz einer Wei-
terentwicklung von Stemma zur Rekonstruktion
von Manuskript-Kulturen. 1998 druckte die Zeit-
schrift Nature einen kurzen Forschungsbericht
über die phylogenetische Verwandtschaft der
mehr als 80 überlieferten Manuskripte der Can-
terbury Tales ab (Barbrook et al., 1998). Als Äqui-
valent zum genetischen Code wurden Fehler in
den Abschriften und deren Weitergabe als Maß
der Ähnlichkeit verwendet und etablierte Verfah-
ren der Kladistik-Analyse (PAUP 3.1.1.) für die Er-
stellung von Bäumen genutzt. Dieselbe Forscher-
gruppe hat inzwischen weitere Untersuchungen
zur Verwandtschaft von Manuskripten erarbei-
tet, die durch Tagging verschiedene Variationen
in den Manuskripten wie Wortvarianten, Worter-
gänzungen, kleine Wortzusätze, fehlende Zeilen,
Veränderungen im Reim u.a. in die Erstellung der
auf SplitsTree-Verfahren beruhenden Analysen
einbeziehen (Howe et al., 2001). In einer Zusam-
menarbeit von Biologen und Philologen wurden
die Methoden inzwischen um verschiedenen sta-
tistische Ansätze wie Maximum Parsimony und
NeighborNet u.a. erweitert und ermöglichen die
Abhängigkeiten von Manuskripten von ihren Vor-
lagen und die Regionen der Veränderung genau
zu ermitteln (Windram et al., 2008).
Ein weiterer kulturevolutionärer Ansatz nutzt
die Klassifikation von Motiven, wie sie in der
historisch-geographischen Schule der Märchen-
forschung mit dem Aarne-Uther-Thompson-In-
dex vorliegt. Mit Methoden der Kladistik (Most
Parsimonious Trees), Bayesian und phylogenti-
schen Netzwerkanalysen konnten (2013; Tehrani
& d’Huy, 2106) die weltweite Verwandtschaft
des Rotkäppchen-Märchens bestimmen. Von In-
teresse sind dabei auch Zusammenhänge mit der
Populationsstruktur (Ross, Greenhill & Atkinson,
2013), wenn dabei gezeigt werden kann, wie geo-
graphische Distanz, Genetik und Variation der
Märchenmotive zusammenhängen (Bortolini et
al., 2017). Die Annahme dabei ist, dass genetische,
linguistische und motivliche Distanz korrelieren.
Statt über textuelle Merkmale wie Abschrif-
tenfehler oder Motive zu gehen nutzen andere
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Ansätze innerhalb dieses Paradigmas Spielexpe-
rimente, wie sie besonders in der Verhaltensöko-
nomie gängig sind. So wählen Probanden aus
mehr als 60 Geschichten diejenigen aus, die ihnen
besonders erzählenswert erscheinen und schrei-
ben eine der Geschichten in kurzen Abschnit-
ten (120-160 Buchstaben) weiter, bevor anderen
Probanden die Geschichte weiterschreiben. Jeder
Proband kennt jeweils nur die ‚Eltern‘ der Ge-
schichte, die sie gerade fortschreiben (Cuskley et
al., 2016). Gemessen werden qualitativ und quan-
titativ narrative Innovationen, um so experimen-
tell die Ausbreitung von Geschichten zu messen.
Ein weiterer Ansatz nutzt das Konzept der ‚Mi-
nimally Counterintuitive Narratives‘, demzufolge
Geschichten dann eher geteilt und weitergege-
ben werden, wenn sie eine realistische Ontolo-
gie leicht durchbrechen, wie das etwa bei Mär-
chen der Fall ist (Porubanova-Norquist, Shaw &
Xygalatas, 2013). Auch hier werden phylogeneti-
sche Methoden verwendet, um zu berechnen, wel-
che Texteigenschaften in welcher Umwelt evolu-
tionär vorteilhaft sind und daher eher geteilt und
weitergegeben werden (Stubbersfield & Tehrani,
2013). Es liegt auf der Hand, dass noch sehr viele
andere Dimensionen von (literarischen) Texten
eine Rolle im Prozess der Evolution spielen dürf-
ten.
Systematisch gewendet heißt das: Eine kultu-
revolutionäre Literaturgeschichtsschreibung hat
ein anderes Gegenstandsfeld, nicht den Viktoria-
nischen Roman, sondern die evolutionäre Logik
seiner Entwicklung und die Schreibmuster die-
ses Genres. Literatur ist kein Werk, sondern Teil
von Populationen. Sie benutzt zweitens andere
Methodensets als die herkömmliche Literaturge-
schichte, aber teilweise auch andere als sie sonst
in den Digital Humanities gängig sind. Drittens
leistet der Ansatz anderes. Er ist auf Erkenntnisse
zur Logik der langen Dauer ausgerichtet. Und
viertens rückt der Ansatz die Literaturgeschichte
nahe an die Biologie heran mit Folgen für die
Theoriebildung und Methodenentwicklung. Die
Theorie der kulturellen Evolution ist nicht we-
niger als ein Ansatz, Digital Humanities als Teil
eines größeren Forschungsprogramms zu betrei-
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Lexikographie:
Explizite und implizite












Ziel der hier vorgestellten Studie ist eine Be-
schreibung der Schnittmenge von Diskursräumen
in der Lexikographie bzw. Metalexikographie und
den Digital Humanities (DH). Dabei geht es um
die Bestimmung von explizit bzw. implizit als
Teil der DH aufzufassenden Beiträgen zu lexiko-
graphischen Themen und, andersherum, von le-
xikographierelevanten Themen, die in den DH
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diskutiert werden. Zur Bestimmung der Diskurs-
räume, von Schnitt- und disjunktiven Mengen,
werden Volltexte und Metadaten analysiert, bi-
bliometrische Netzwerke (Autoren- bzw. Zitati-
onsnetzwerke) verglichen und Topic Modelings
vorgenommen.
Einleitung
Der Einzug digitaler Methoden und Werkzeuge
in die Geistes- und Sozialwissenschaften, genauer:
der als „computational turn“ (Berry 2011) be-
zeichnete methodisch-epistemologische Quanten-
sprung, lässt sich in allen Disziplinen der Huma-
nities beobachten. In der Sprachwissenschaft hat
sich dieser Wandel bekanntermaßen besonders
deutlich in der Etablierung der Computerlinguis-
tik als eigene Disziplin niedergeschlagen. Neben
computerlinguistischen Verfahren der Textana-
lyse sind eine maschinenlesbare Wissensreprä-
sentation und -organisation, sind Formate für
digitale Editionen und komputationell erstellte Vi-
sualisierungen heute in allen textbasierten Diszi-
plinen in Gebrauch.
Der angesprochene Wandel lässt sich eben-
falls in der Lexikographie feststellen. Die Lexi-
kographie bzw. Metalexikographie, als solche be-
reits seit geraumer Zeit als Disziplin emanzipiert
(Tarp 2008; Wiegand 2013), haben den Über-
gang zum digitalen Medium inzwischen vollzo-
gen (cf. zum frühen Stand der Dinge De Schryver
2003) und sind beständig dabei, ihr komputatio-
nell informiertes methodisches Instrumentarium
weiterzuentwickeln (Heid 2013). Als zentrale As-
pekte gelten hier der Einzug korpuslinguistischer
Verfahren in die Lexikographie (Hanks 2008;
Heid 2008), komputationelle Methoden zur Da-
tenrepräsentation (Spohr 2012), speziell auch für
die digitale Edition historischer Wörterbücher
(Lemnitzer u.  a. 2013) und zur Implementie-
rung funktionsgerichteter Benutzerschnittstellen
(Heid 2014) sowie zur Wörterbuchbenutzungsfor-
schung (Müller-Spitzer 2014).
In der hier vorgestellten Studie gehen wir der
Frage nach, wie sich der gemeinsame Diskurs-
raum als Schnittmenge von Lexikographie und Di-
gital Humanities mit quantitativen Methoden de-
finieren lässt. Nach einer nicht exhaustiven und
von Hand durchgeführten Voruntersuchung fol-
gen wir der Ausgangshypothese, der gemeinsame
Diskursraum sei um ein Vielfaches größer als man
annehmen könnte, folgte man allein denjenigen
Themen, die als lexikographierelevant gelten kön-
nen und die in Publikationen diskutiert werden,
die explizit zum Bereich der DH gehören (vgl. Abb.
1).
Abb. 1: Ausgangshypothese: Explizite und im-
plizite Schnittmengen.
Diejenigen Arbeiten, die im DH-Kontext ver-
öffentlicht werden und explizit einem Thema
der Lexikographie zugeordnet werden, sind recht
leicht über relevante Schlüsselwörter bestimm-
bar. Dazu tritt die Gruppe jener Publikationen, die
zur eingangs skizzierten Schnittmenge zu zählen
sind, ohne dass sie sich selbst ausdrücklich den
Digital Humanities zuordnen. Es ist das Ziel dieser
Untersuchung, zu bestimmen, welche in der Lexi-
kographie diskutierten Themen und welche Auto-
ren zu dieser Gruppe gerechnet werden und also




ortung in den DH
Als Voruntersuchung zum benannten Gegen-
stand haben wir eine Recherche in den Archiven
bedeutender englischsprachiger Zeitschriften der
Digital Humanities 1 sowie in den Proceedings der
ADHO-Jahreskonferenzen 2 durchgeführt. Über
die Suchbegriffe „Lexicography“ und „Dictionary“
finden sich in den genannten Archiven 31 eng-
lischsprachige Beiträge, die sich mit lexikographi-
schen Themen befassen, und die sich qua Erschei-
nen in DH-Medien zu denjenigen Publikationen
zählen lassen, die sich explizit in den Digital Hu-
manities verorten.
Eine manuelle Zuordnung lexikographierele-
vanter Schlüsselwörter zu den genannten 31 Bei-
trägen ergibt das in Tabelle 1 wiedergegebene
Bild; dabei sind mehrfache Zuordnungen mög-
lich. Zunächst lässt sich ohne Verwunderung fest-
stellen, dass in allen Beiträgen die digitale Re-
präsentation lexikalischer Daten eine Rolle spielt,
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allerdings mit unterschiedlichen Fragestellungen,
Herangehensweisen und Zielsetzungen. Die drei
größten Themencluster haben wir hier, in die-
ser Reihenfolge, mit den Schlagwörtern „e-Wör-
terbücher / Visualisierung lexikalischer Daten“,
„Historische Lexikographie“ und „Korpuslingu-
istik“ bezeichnet. Ersteres benennt Fragen der
Produktion digitaler Wörterbücher einschließlich
neuer Methoden der Visualisierung, letzteres die
Erstellung und Nutzung elektronischer Textkor-
pora zu einer Reihe lexikographischer Zwecke.
Beide Bereiche sind durch die Heraufkunft digita-
ler Methoden überhaupt erst möglich geworden
und haben die Lexikographie revolutioniert. Die
Historische Lexikographie kann als philologische
Disziplin gelten, die sich mit der Edition histo-
rischer lexikalischer Datensammlungen befasst;
die diesem Schlüsselwort zugeordneten Beiträge
befassen sich grundsätzlich mit Methoden digita-


















Tabelle 1: Schlüsselwörter, manuelles Cluste-
ring, manuelle Zählung
Unter den weniger häufig gewählten Schlüssel-
wörtern sticht das „Wörterbuchnetz“ hervor, das
Strategien zur Vernetzung lexikalischer Ressour-
cen bezeichnet. Hinzu kommen noch lexikalische
Datensammlungen zur Anwendung in der ma-
schinellen Sprachverarbeitung („NLP-Lexicon“),
Methoden zum Entwurf zweisprachiger Wörter-
buchinhalte („Bilingual Dictionary Drafting“), das
„Autorenwörterbuch“, also Extraktionen aus Kor-
pora, die aus dem Schaffen jeweils einer Litera-
tin oder eines Literaten bestehen, sowie in einem
Fall dialektologische Forschung mit digitalen Me-
thoden.
Methode für die Bestimmung
implizit in den DH verorteter
Arbeiten
Wir haben ein Textkorpus erstellt, das im Zeit-
raum 2000 bis zur Gegenwart (2018) erschienene
englischsprachige Beiträge aus Zeitschriften, Kon-
gressakten und Handbüchern zu den Digital Hu-
manities (Subkorpus DH) und der Lexikographie
(Subkorpus Lexicog) enthält; Tabelle 2 gibt die Ti-
tel der verarbeiteten Quellen wieder. Dabei wur-
den die ausgewählten Zeitschriften bzw. Sam-
melbände jeweils vollständig berücksichtigt; die
Beiträge wurden zusammen mit Metadaten, u. a.
Verfasser (Name und Affiliation), Datum, Text-
sorte, Umfang und Identifier (ISBN, DOI), im Tool
Zotero 3 verwaltet. Die Volltexte wurden semiau-
tomatisch bereinigt und zusammen mit Metada-
tensätzen in das Korpus aufgenommen. Darüber
hinaus wurden die in den Volltexten enthaltenen
bibliographischen Referenzen extrahiert (GRO-
BID, Lopez 2009).
DH / 1.422 (41%) Digital Humanities Quar-
terly: http://www.digital-
humanities.org/dhq / 284
DSH (ex LLC): https://aca-
demic.oup.com/dsh / 886







to DH: Schreibman et al.
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Tabelle 2: Quellen für das DH/Lexikog Textkor-
pus / Zahl der Volltexte
Topic Modeling
Unüberwachtes Topic Modeling (LDA, einge-
setztes Tool: MALLET (McCallum 2002)) soll es
uns ermöglichen, die in Abb. 1 grob skizzierten
Mengen als sich überschneidende Diskursräume
zu bestimmen und zu visualisieren. Unsere Er-
gebnisse zeigen die relative Relevanz in beiden
Subkorpora von 50 durch den LDA-Algorithmus
bestimmten, jeweils mit einer Reihe von Schlüs-
sel-Tokens repräsentierten Topics. Eine Reihe
von Anhaltspunkten spricht für das zuverlässige
Funktionieren der Methode: Die Liste der Topics,
die besonders DH-relevant seien, wird von den
Tokens „digital humanities computing tools“ an-
geführt, die Liste der Lexikographie-Topics von
„dictionary dictionaries english words word lear-
ners language“.
Bei der Ansicht der im Mittelfeld befindlichen
Topics, also Themen, die in beiden Subcorpora als
relevant bezeichnet sind, stellt sich heraus, dass
sich hier nicht nur der digitale Wandel als Thema
widerspiegelt, sondern dass darüber hinaus wei-
tere Topics den gemeinsamen Diskursraum von
Lexikographie und DH ausmachen. Inmitten von
Zeilen, die, quasi erwartungsgemäß, Tokens wie
„information model data structure process analy-
sis“ oder „corpus words frequency texts word cor-
pora table“ sowie eine ganze Reihe von Namen na-
türlicher Sprachen enthalten, ist hier etwa das mit
den Tokens „women male female gender woman
man people [...] black [...] girl feminist [...]“ reprä-
sentierte Topic auffällig (40 der 100 für dieses To-
pic relevantesten Beiträge stammen aus dem DH-,
60 aus dem Lexikog-Subkorpus).
Abbildung 2 zeigt für 50 von MALLET bestimmte
Topics (Spalten) die Verteilung der 100 jeweils
relevantesten Texte über die Subcorpora (Aus-
gabe von MALLET; DH-Beiträge sind grün, Lexi-
cog-Beiträge violett unterlegt). Es wird deutlich,
dass ein Teil der Topics eindeutig einem der Sub-
korpora zuzurechnen ist, andere Topics dagegen
eine starke Durchmischung aufweisen.
Abb. 2: Visualisierung des Topic Modeling
Citation Network
Für alle Artikel des Korpus (siehe Tabelle 2) un-
tersuchten wir die Anzahl der auf Items innerhalb
des Netzwerks gerichteten Zitationen. Es zeigten
sich 2.431 Zitationen (31% DH, 69% Lexicog). Die
Zitationen aus DH sind nur zu 2% auf items aus
Lexicog gerichtet; die Zitationen aus Lexicog zu
1% auf items aus DH.
Ergebnisse und Schlussfolge-
rungen
Die vorgestellten korpuslinguistischen und bi-
bliometrischen Untersuchungen bieten wie be-
schrieben Aufschluss über Schnitt- und disjunkte
Mengen von Themen- und Autorenclustern der
Lexikographie und der Digital Humanities. Vi-
sualisierungen dieser Cluster und Listen der re-
levanten Keywords und Autoren werden bereit-
gestellt. Topic Modeling und Zitationsnetzwerke
bilden unterschiedlich große Schnittmengen zwi-
schen beiden Disziplinen ab: Während einerseits
deutlich wird, dass eine ganze Reihe von Themen
in beiden Disziplinen relevant ist, zitiert man sich
vergleichsweise selten gegenseitig.
Die gezeigten Ergebnisse können zunächst zu
einer verbesserten gegenseitigen Wahrnehmung
in Lexikographie und Digital Humanities beitra-
gen sowie in der lexikographischen Community
das Bewusstsein dafür stärken, ein Gutteil der Dis-
ziplin gehöre durch die inhaltliche Überschnei-
dung de facto zum Einflussbereich der Digital Hu-
manities. Dies wiederum kann in der Zukunft zu
einer stärkeren expliziten Verortung relevanter
lexikographischer Beiträge in den Digital Huma-
nities führen.
Weiterhin haben wir mit den für diese Studie
durchgeführten Arbeiten eine annotierte biblio-
graphische Datensammlung angelegt und die da-
zugehörigen Volltexte mit korpuslinguistischen
Methoden annotiert und analysiert. Wir beabsich-
tigen, diese Sammlung auch weiterhin zu pflegen
und öffentlich zugänglich zu machen.
Fußnoten




Digital Humanities im deutschsprachigen Raum 2018
Bibliographie
Berry, David M. (2011): „The Computational
Turn: Thinking About the Digital Humanities“.
(The Computational Turn). In Culture Machine 12
(0).
De Schryver, Gilles-Maurice (2003): „Lexico-
graphers’ Dreams in the Electronic‐Dictionary
Age“. In International Journal of Lexicography 16
(2): 143–199.
Fuertes-Olivera, Pedro (ed.) (2018): The Rout-
ledge Handbook of Lexicography. London: Rout-
ledge.
Gouws, Rufus / Heid, Ulrich / Schweickard,
Wolfgang / Wiegand, Herbert E. (eds.). (2013):
Dictionaries. An International Encyclopedia of Le-
xicography. HSK 5/4. Berlin / Boston: De Gruyter
Mouton.
Hanks, Patrick (2008). „The Lexicographical Le-
gacy of John Sinclair“. In International Journal of
Lexicography 21 (3): 219–229.
Heid, Ulrich (2008). „Corpus linguistics and le-
xicography“. In Anke Lüdeling / Merja Kytö (ed.)
Corpus Linguistics. An international Handbook:
131–153. Berlin: Mouton de Gruyter.
Heid, Ulrich (2013): „The impact of computatio-
nal lexicography“. In Gouws et al. 2013: 24–30.
Heid, Ulrich (2014): „Natural Language Proces-
sing Techniques for Improved User-friendliness
of Electronic Dictionaries“. In Proceedings of EUR-
ALEX 2012: 47–61.
Lemnitzer, Lothar / Romary, Laurent / Witt,
Andreas (2013): „Representing human and ma-
chine dictionaries in markup languages (SGML,
XML)“. In Gouws et al. 2013: 1195–1209.
Lopez, Patrice (2009): „GROBID: Combining Au-
tomatic Bibliographic Data Recognition and Term
Extraction for Scholarship Publications“. In Rese-
arch and Advanced Technology for Digital Libra-
ries: 473–474. Lecture Notes in Computer Science.
Berlin / Heidelberg: Springer
McCallum, Andrew K. (2002): MALLET: A Ma-
chine Learning for Language Toolkit. http://malle-
t.cs.umass.edu/.
Müller-Spitzer, Carolin (2014): „Methoden der
Wörterbuchbenutzungsforschung“. In Lexicogra-
phica 30 (1): 112–151.
Schreibman, Susan / Siemens, Ray / Unsworth,
John (2004): A Companion to Digital Humanities.
Oxford: Blackwell
Spohr, Dennis (2012): Towards a Multifunctio-
nal Lexical Resource, Design and Implementation
of a Graph-Based Lexicon Model. Lexicographica
Series Maior, 141. Berlin / Boston: De Gruyter.
Tarp, Sven (2008): Lexicography in the border-
land between knowledge and non-knowledge: gene-
ral lexicographical theory with particular focus on
learner’s lexicography. Lexicographica, Series Ma-
yor 134. Tübingen: Niemeyer.
Wiegand, Herbert E. (2013): „Lexikographie
und Angewandte Linguistik“. In Zeitschrift für an-
gewandte Linguistik 58 (1): 13–39.














Der Sammelauftrag der Deutschen Nationalbi-
bliothek (DNB) beginnt 1913 und bezieht sich auf
»lückenlos alle deutschen und deutschsprachigen
Publikationen« (»Wir über uns«, 16.03.2017). Der
DNB-Katalog ist natürlich längst digitalisiert und
die Arbeit mit ihm mittlerweile sehr komfortabel,
da der Datendienst der DNB unter http://www.d-
nb.de/datendienst vierteljährlich einen Komplett-
abzug der Katalogdaten im RDF-Format bereit-
stellt, unter der freien Lizenz CC0 1.0. Momentan
(Stand vom 23.06.2017) enthält er 14  102  309
Datensätze, also Metadaten zu von der DNB ge-
sammelten Medien. Bisher gibt es aus geisteswis-
senschaftlicher Sicht nur wenige Versuche, diese
Quelle nutzbar zu machen (eine Ausnahme bilden
etwa Häntzschel u. a. 2009). Wir präsentieren ein
einfaches Framework, mit dem verschiedene As-
pekte des DNB-Katalogs untersucht werden kön-
nen, seine Entwicklung über die knapp 105 Jahre
seit Bestehen der Nationalbibliothek (vgl. auch
Schmidt 2017, der für die Library of Congress ei-
nen ähnlichen Ansatz vorgestellt hat). Wir kon-
zentrieren uns dabei auf Romane als Untersu-
chungsobjekt, von denen in der DNB rund 180 000
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als solche rubriziert sind (dies entspricht nicht
der Gesamtanzahl an Romanen, denn Nachauf-
lagen und Übersetzungen zählen dort mit hin-
ein – außerdem fehlen auch einige Romane, da
sie nicht entsprechend verschlagwortet worden
sind. Dieser Vortrag ist methoden-, nicht vorder-
hand ergebniszentriert, wobei wir an zwei An-
wendungsszenarien aus der Praxis der digitalen
Literaturwissenschaft demonstrieren, wie Kata-
logmetadaten bei der Bearbeitung konkreter For-




Die Titeldaten der DNB werden in typischen Lin-
ked-Data-Formaten (RDF/XML, JSON-LD usw.) an-
geboten. Der übliche Ansatz mit solchen Daten
zu arbeiten ist, diese in eine geeignete Daten-
bank (Triple-Store) einzuladen und Anfragen mit
Hilfe der entsprechenden Anfragesprache (i.  A.
SPARQL) zu stellen. Prinzipiell sind auch andere
Systeme (z.  B. relationale Datenbank, Suchma-
schine) geeignet. Dies ermöglicht sehr flexible
Anfragen und die leichte Einbindung weiterer
Datenquellen. Da die Größe der Daten (unkompri-
miert ca. 21  GB) jedoch gewisse Anforderungen
an die Hardware stellt und die Konfiguration und
Optimierung der Datenbank aufwendig ist, haben
wir uns für eine andere, kompakte und leichter
nachzuvollziehende Lösung entschieden. Lang-
fristiges Ziel ist jedoch die Bereitstellung einer fer-
tig konfigurierten Arbeitsumgebung in Form ei-
nes Docker-Containers, in der die Daten in einer
Datenbank ad hoc verfüg- und analysierbar sind.
Der Titeldatensatz ist mit 14  102  309 Daten-
sätzen und 227  212  707 Tripeln (»Fakten«) sehr
umfangreich und enthält neben Angaben zu Bü-
chern auch Angaben zu weiteren Medientypen
wie etwa Zeitschriften. Neben den üblichen Me-
tadatenfeldern wie Titel und Erscheinungsjahr
ist bei Buchobjekten meist auch die Seitenan-
zahl sowie das Format vermerkt. Ganz im Sinne
von Linked Data werden viele Angaben mit Hilfe
von standardisierten Vokabularien (z.  B. Dublin
Core oder Bibo) beschrieben und ermöglichen
so die Verlinkung mit weiteren Datensätzen. Ins-
besondere ermöglicht die Angabe der Autor*in-
nen durch die numerische Kennung aus der Ge-
meinsamen Normdatei (GND) die Verknüpfung
der Daten mit Wikidata, der (zukünftig) hinter
Wikipedia stehenden Faktendatenbank. Wikidata
verwendet ein auf Linked Data basierendes Da-
tenmodell und ermöglicht, ähnlich wie Wikipe-
dia, jedermann das Hinzufügen und Bearbeiten
von Daten. Neben Angaben zu Städten und Län-
dern (z. B. Fläche, Einwohnerzahl) sind in Wiki-
data auch Daten zu zahlreichen Persönlichkeiten
gespeichert, etwa deren Namen, Geburtsdaten,
Berufe, Werke und, falls vorhanden, GND-Ken-
nung (als Beispiel sei auf die Seite zu Johann Wolf-
gang von Goethe verwiesen: https://www.wikida-
ta.org/wiki/Q5879).
Unser Framework umfasst derzeit vier Schritte,
die im Folgenden beschrieben werden:
Vorverarbeitung und Konvertierung der
Daten von RDF/XML zu JSON (rdf2j-
son.py)
RDF/XML wird von den üblichen Softwaretools
im Allgemeinen nicht als Datenstrom verarbei-
tet, sondern im Hauptspeicher abgelegt und dann
weiterverarbeitet. Aufgrund der Größe der Da-
ten scheidet diese Möglichkeit aus. Da jedoch alle
wesentlichen Daten zu einem Medium typischer-
weise innerhalb eines XML-Tags "rdf:Description"
abgelegt sind, können wir die Daten auch mit
Hilfe eines SAX-Parsers als XML verarbeiten. Wir
extrahieren die für die Analyse wesentlichen Me-
tadaten (z.  B. dcterms:contributor, dcterms:lan-
guage, dc:title, dcterms:extent, rdau:P60493) und
speichern diese als JSON ab. JSON ist im Allgemei-
nen platzsparender als RDF/XML und kann leicht
in Elasticsearch eingeladen werden, was ein ge-
planter nächster Schritt ist.
Extraktion von Daten zu Autoren aus Wi-
kidata (WKD-Toolkit)
Unser Ziel ist die Anreicherung der Autoren-
angaben im DNB-Datensatz mit Informationen
aus Wikidata, beispielsweise Geburtsdatum- und
‑ort, Beruf und Verweis auf einen etwa vorhande-
nen Artikel in Wikipedia. Da die Python-Software-
bibliothek zur Verarbeitung von Wikidata-Da-
tensätzen veraltet ist, greifen wir auf das Java-
basierte Wikidata Toolkit zurück. Nach Herunter-
laden des aktuell (14.08.2017) 16 GB großen kom-
primierten Wikidata-Datensatzes extrahieren wir
in zwei Durchgängen zunächst alle Elemente mit
einer GND-Kennung einschließlich ausgewählter
Merkmale und ergänzen im zweiten Durchlauf
die Werte der Merkmale. Das Ergebnis speichern
wir im JSON-Format.
Normalisierung und Anreicherung der
Daten (json2json.py)
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Unser Python-Skript implementiert eine Pipe-
line, die alle in den vorherigen Schritten extra-
hierten Daten einliest und mit Hilfe der GND-
Kennung verknüpft, Metadatenangaben (wie z. B.
Seitenanzahlen) extrahiert, vereinfacht und nor-
malisiert, Datensätze mit fehlenden Angaben
filtert und schließlich die gewünschten Da-
tenfelder spaltenbasiert ausgibt. Die Vereinfa-
chung umfasst vor Allem das Entfernen von
Namespace-Präfixen (etwa http://id.loc.gov/voca-
bulary/iso639-2/ bei der Angabe der Sprache); Sei-
tenanzahlen werden mit Hilfe eines regulären
Ausdrucks extrahiert, der die häufigsten Fälle ab-
deckt; Jahreszahlen ebenso; Verlagsnamen kön-
nen mit Hilfe einer Normtabelle normiert werden
(dies ist nötig, da die Schreibung dieser Namen in-
nerhalb des Katalogs nicht standardisiert ist).
Analyse der Daten (Shell-Skripte und -
Tools wie awk, sort, datamash, gnu-
plot, ...)
Die entstandenen Dateien im TSV-Format
können mit den üblichen Unix-Kommandozei-
len-Werkzeugen wie awk, sort, uniq etc. leicht
verarbeitet und analysiert werden; Visualisierun-




Abbildung 1 zeigt die zeitliche Verteilung eini-
ger Subdatensätze des Katalogs. Von den etwa
14,1 Mio. Objekten im originalen DNB-Datensatz
weisen etwa 8,3 Mio. extrahierbare Seitenanzah-
len auf (59  %). Beschränken wir diese Anzahl
auf ›Romane‹ (über das Datenfeld "rdau:P60493"),
bleiben 353  498 übrig, von denen wiederum
316 518 Umfangsangaben aufweisen und 180 219
einen Verfasser, der mindestens einen Wikipe-
dia-Eintrag (in egal welcher Sprache) besitzt. Die-
ses Datenset ist die Grundlage für die unten fol-
genden Anwendungsszenarien.
Abbildung 1: Fünf verschieden qualifizierte
Subdatensätze des DNB-Katalogs in zeitlicher
Verteilung.
Repräsentativität
Als möglicher Plausibilitäts- bzw. Repräsenta-
tivitätstest kann das Auszählen derjenigen Ro-
manciers dienen, die mit den meisten Romanen
im Katalog vertreten sind. Da der DNB-Katalog
Vollständigkeit anstrebt, kann ein entsprechen-
des Ranking etwas über vergangene Realitäten
auf dem deutschsprachigen Buchmarkt aussagen
(Tab. 1), und tatsächlich stehen die Verfasser*in-
nen von Romanbestsellern im Unterhaltungsbe-
reich ganz oben (die Anzahl der Bücher umfasst
von der DNB mitgesammelte Neuauflagen, Konsa-
lik hat also nicht über 2 000 Romane geschrieben).
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Autor*in Romane
Heinz G. Konsalik 2232
Marie Louise Fischer 1264














Erich Maria Remarque 419
Hans Hellmut Kirst 411















John le Carré 322















Dorothy L. Sayers 269
Tabelle 1: Romanautor*innen geordnet nach An-
zahl der Werke (inkl. Nachauflagen) im DNB-Ka-
talog.
Anwendungsfall 1: Buchtitel
Die Verfügbarkeit großer digitalisierter Kata-
loge ermöglicht Large-Scale-Analysen bibliogra-
fischer Metadaten, etwa die Entwicklung von
Romantiteln. Ein Vorläufer auf diesem Gebiet,
Werner Bergengruens immer noch zu empfeh-
lende Bibliothekarsfantasie »Titulus« von 1960,
musste sich noch auf eine manuelle Sammlung
des Autors stützen. Mittlerweile gibt es mit Franco
Morettis Studie »Style Inc.« (2009) ein prominen-
tes datengestütztes Beispiel (wobei sich Moretti
bei seiner Analyse von um die 7 000 Romantiteln
auf Fachbibliografien stützte, nicht auf Katalogda-
ten).
Um einen ersten Einblick in das Vokabular von
Romantiteln zu bekommen, seien in Tabelle 2 die













Tabelle 2: Häufigste Substantive in Romantiteln
im gesamten DNB-Katalog.
Überzeitliche Konzepte – Liebe, Tod usw. – domi-
nieren das Feld. Und nebenbei bemerkt: Ein we-
nig erinnert diese Liste an Jan Böhmermanns sa-
tirischen Song »Menschen, Leben, Tanzen, Welt«,
mit dem auf die Beliebig- und Austauschbar-
keit kontemporärer deutschsprachiger Liedpro-
duktion angespielt wird (vgl. Pandzko/Böhmer-
mann 2017), ein Befund, der sich analog auch auf
Romantitel projizieren ließe.
Diese Anfragetechnik kann – wie beim Google
Ngram Viewer – auf n-Gramme ausgedehnt wer-
den, die Top-10 der häufigsten Trigramme findet
sich in Tabelle 3.
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Trigramm Frequenz
Das Geheimnis der 238
Das Haus der 224
Der Mann der 189
Das Geheimnis des 175
Die Tochter des 160
Im Schatten des 128
Der Mann im 128
Das Lied der 125
Die Frau des 124
Die Reise nach 108
Tabelle 3: Häufigste Trigramme in Romantiteln
im DNB-Katalog.
Ebenfalls analog zum Ngram Viewer lässt sich
die zeitliche Entwicklung von n-Gramm-Frequen-
zen darstellen. Die unterschiedlichen Darstellun-
gen in absoluten (Abb.  2) und relativen Zahlen
(Abb.  3) kann etwa zeigen, dass sich zwischen
Mitte der 1970er-Jahre und Mitte der 1990er-Jahre
die Zahl an Romanen mit »Liebes«-Titeln zwar na-
hezu verdoppelt, dass sich diese Titel aber in rela-
tiven Zahlen nicht großartig vermehren.
Für genauere Analysen auf Grundlage dieser Ex-
traktions- und Visualisierungsmethoden stellt das
von uns vorgestellte Framework eine ideale Basis
dar.
Abbildung 2: Vorkommen ausgewählter Wör-
ter in Romantiteln im zeitlichen Verlauf (abso-
lut).
Abbildung 3: Vorkommen ausgewählter Wör-
ter in Romantiteln im zeitlichen Verlauf (relativ).
Anwendungsfall 2: Textum-
fang
Unser zweites Anwendungsszenario betrifft die
Erforschung des literarischen Textumfangs. Ab-
bildung 4 zeigt die durchschnittliche Seitenanzahl
von Romanen im Katalog der DNB.
Als Zuarbeit zu einer Theorie des literarischen
Textumfangs haben wir mit dem von uns hier vor-
gestellten Framework in einer umfangreicheren
Studie untersucht, wie sich der Umfang von Ro-
manen etwa auf die Kanonbildung auswirkt (län-
gere Romane, speziell solche von mehr als 1 000
Seiten Umfang, haben es leichter, in Kanonlis-
ten zu landen). Außerdem ist es uns gelungen zu
zeigen, wie umfangreiche Romane die DNA von
Verlagen bestimmen können (vgl. Fischer/Jäschke
2018).
Abbildung 4: Entwicklung der mittleren Seiten-
anzahl pro Jahr seit 1913.
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Fazit
Katalogdaten als Untersuchungsobjekt der
quantifizierenden Literaturwissenschaften sind
keine sich selbst erklärende Quelle, sondern ein
über Jahrhunderte gewachsenes, überaus kom-
plexes System. Die bibliothekarische Betreuung
dieser Daten zielt nicht per se auf literaturwis-
senschaftliche Anwendungsfälle. Die Verschlag-
wortung kann lückenbehaftet sein, bestimmte
Angaben wie etwa zum Textumfang können Feh-
ler aufweisen. Die literaturwissenschaftliche Be-
schäftigung mit Katalogdaten setzt deren Explo-
rier- und Kontrollierbarkeit voraus, wozu das hier
vorgestellte Framework einen ersten Beitrag leis-
ten soll. Zwei konkrete Anwendungsfälle sollten
als Praxisbeispiele und ausdrücklich als Anreiz
für weitere Szenarien dienen.
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Einleitung
Die Konstruktion und Vorstellung einer ar-
tifiziell-medial vermittelten virtuellen Realität
als Erweiterung, gar Gegenstück zur individuell
psychisch- und physisch konstruierten Wahrneh-
mungswelt findet ihre umfangreiche narrative
Beschreibung zunächst in Science-Fiction Erzäh-
lungen des ausgehenden zwanzigsten Jahrhun-
derts mit Konzepten wie Stanislaw Lems “Peri-
phere Phantomatik” (Lem: 1981), William Gibsons
“Cyberspace” (Gibson: 1995) oder virtueller “Me-
taversen” (Stephenson: 1992).
Wenige Jahrzehnte nach der vielversprechen-
den Darstellung virtueller Realitäten in der Mitte
der 1990er Jahre lässt sich eine Begeisterung für
sowohl kommerzielle VR-Lösungen wie Ninten-
dos Virtual Boy (McFerran 2017) als auch geis-
teswissenschaftliche VR-Entwürfe konstatieren,
um kulturelles Erbe innovativ erfahrbar zu ma-
chen. Gegenwärtige elaborierte Interaktionstech-
nologien wie Oculus Rift (Oculus VR 2018), HTC
Vive (HTC Corporation 2018) oder Google Card-
board (Google 2018) machen virtuelle Welten er-
fahr- und interagierbar. Performante Spiel-Engi-
nes sowie Entwicklungsschnittstellen wie Unity
(Unity Technologies 2018), WebVR (WebVR 2018),
A-Frame (A-Frame 2018) und ReactVR (React VR
2018) stellen das leicht zugängliche Handwerks-
zeug bereit, um virtuelle Welten zum Leben zu er-
wecken und mit Inhalten zu füllen.
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Fand die Weiterentwicklung von VR-Hardware
und VR-Software in den vergangenen Jahren in
gar schwindelerregender Geschwindigkeit statt,
so steckt die theoretische Durchdringung virtuel-
ler Welten in ihren Kinderschuhen: Auf welche
Art und Weise transformieren Anwendungen der
virtuellen Realität Narrationen, Geschichte und
Geschichten, um sie Anwenderinnen und Anwen-
dern (virtuell) erfahrbar zu machen? Vermögen
es virtuelle Welten, Inhalte und Fragestellungen
digitaler Geisteswissenschaften adäquat bereitzu-
stellen und zu formulieren? Welche Interaktions-
und Wahrnehmungsmechanismen bieten virtu-
elle Welten?
Das Institut für Digital Humanities der Uni-
versität zu Köln führt seit mehreren Semestern
Lehrveranstaltungen durch, in denen die Theo-
rie um Medialität im Kontext virtueller Welten
reflektiert und von Studierenden des vom Insti-
tut angebotenen Verbundsstudienganges Medien-
informatik / Medienkulturwissenschaften prak-
tisch erprobt wird. Ein zentrales Ziel ist es, dabei
den Einfluss von Virtual Reality (VR) auf die
Modellierung von Inhalten und Narrationen zu
ergründen. Anhand der durchgeführten Lehr-
veranstaltungen offenbarten sich grundlegende
Forschungsfragen für die digitalen Geisteswissen-
schaften in der Beschäftigung mit Modellierung
und der Transformation geisteswissenschaftli-
cher Inhalte.
Die nachfolgenden Ausführungen geben zu-
nächst einen kurzen Überblick über die durchge-
führten Lehrveranstaltungen und die eingesetz-
ten Technologien. Anschließend wird mit dem
Brechtschen Theater der Gegenstand der Lehrver-
anstaltungen eigens vorgestellt und über beson-
dere Herausforderungen bei der Transformation
durch Implementation eines virtuellen epischen
Theaters informiert. Schließlich wird der Prozess
der medialen Transformation und der Modellie-
rung reflektiert.
Virtual Reality und Digital Hu-
manities - Ein Lehrangebot an
der Universität zu Köln
Das Institut für Digital Humanities bot in der
jüngsten Vergangenheit und aktuell eine Folge
von unterschiedlichen Lehrveranstaltungen 1 an,
die von den Studierenden äußerst positiv wahr-
genommen, zahlreich belegt und durch prakti-
sche Umsetzungen von VR Anwendungen erfolg-
reich abgeschlossen wurden. Durch den Fokus
auf zeitgemäße neue Frameworks wie dem im
Folgenden vorgestellten WebVR-Framework A-
Frame und der Nutzung von Cardboards wurde
die Einstiegshürde für die Implementation eige-
ner VR-Umgebungen reduziert.
Boten frühe Entwicklungen und Standards wie
die 1994 vorgestellte Virtual Reality Modeling Lan-
guage (VRML) (Techopedia Inc. 2018) oder ihr
2004 zum ISO-Standard erhobener Nachfolger
X3D (Brutzman 2018) basale Möglichkeiten in der
Umsetzung browserbasierter virtueller Welten,
so intendiert das seit 2016 entwickelte und kosten-
frei bereitgestellte WebVR-Framework A-Frame,
den praktischen Zugang zu browserbasierter VR
zu erleichtern, indem es die Nutzung neuarti-
ger Browsertechnologien wie WebVR und WebGL
(WebGL Public Wiki contributors 2018) verein-
facht. So sind einzig HTML- und JavaScript-Kennt-
nisse vonnöten, um erste basale VR-Umgebung zu
realisieren.
Inhalte für virtuelle Realitäten
Die Vorstellung, durch das Erleben der Virtuel-
len Realität vollständig in eine andere Welt ein-
zutauchen und diese als real zu empfinden, wird
mit dem Begriff der Immersion beschrieben. Das
Konzept der Immersion, wie es im Anwendungs-
feld virtueller Welten definiert ist, unterscheidet
sich dabei vom Film, der in der Lage ist, eine Szene
durch die Aufnahme bewegter Bilder zu spiegeln
und die Wirklichkeit für den Zuschauer abzubil-
den. 2 Der erfahrbare Raum der virtuellen Realität
muss nicht notwendig der Erfahrungs- und Wahr-
nehmungswelt des Anwenders entsprechen. Er
ergibt sich auch nicht unmittelbar aus einem mög-
lichst genauen virtuellen Abbild der realen Welt,
wenn er für den Nutzer ein immersives Erleb-
nis erzeugen soll. Eine starke immersive Erfah-
rung für den Nutzer muss nicht bedeuten, dass
dieser den Eindruck gewinnt, sich an einem an-
deren Ort oder zu einem anderen Zeitpunkt in
der bekannten Realität aufzuhalten. Es soll viel-
mehr der Eindruck entstehen in einer alternati-
ven Realität präsent zu sein, die eben nicht der
tatsächlichen Umgebung, der Welt der physischen
Gegeben- und Anwesenheit entspricht und diese
damit erfahrbar zu machen. Die Immersion ergibt
sich einerseits durch Interaktionsmöglichkeiten
der NutzerInnen mit der virtuellen Welt, anderer-
seits aus einer vollständigen Beschlagnahmung
all ihrer visuellen und gegebenenfalls auch akus-
tischen Eindrücke.
Derzeitige VR Hard- und Software zeigt die Gren-
zen der Immersion durch VR schnell auf. Wäh-
rend beeindruckende Fortschritte gemacht wur-
den, bleibt das “Gehirn im Tank” vorerst ein
nicht erlebbares Gedankenexperiment. Erlebbar
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sind hingegen Simulationen, Rekonstruktionen,
Demonstrationen in Form von Spielen und drei-
dimensionale Modelle, die für unterschiedliche
Zwecke erstellt wurden. Derzeit werden viele un-
terschiedliche Anwendungskontexte erprobt und
erschlossen. Eine zentrale Frage ist dabei: Welche
Inhalte könnten sich noch für eine Virtuelle Dar-
stellung eignen und was passiert, wenn Narration
oder Geschichten übertragen werden sollen (vgl.
Ryan 2015)?
Bemüht man an dieser Stelle erneut den Ver-
gleich zum Film und betrachtet Produktionen des
noch jungen Mediums zu Beginn des 20. Jahrhun-
derts, so finden sich Theaterverfilmungen, die be-
legen, dass massiv gekürzte Stücke als Stoffliefe-
rant herhalten mussten. Kino und Theater, beides
Orte der darstellenden Kunst, treten im Zeitalter
der technischen Reproduzierbarkeit in Konkur-
renz zueinander. Sie grenzen sich dabei im Laufe
der Zeit einerseits voneinander ab, können sich
aber andererseits auch ergänzen, wie Theaterpro-
duktionen zeigen, in denen Film eingesetzt wird.
Der Hintergrund dafür war weniger die inhaltli-
che Übertragung (Theaterstücke als Stoff für das
Kino) als die Tatsache, dass der Film damals, im
Gegensatz zum Theater, Handlungen und Men-
schen in ihrer unmittelbaren, “wirklichen” Umge-
bung zeigen kann (Lang 2006).
Bertolt Brecht entwickelte in diesem Kontext
des Theaters des 20. Jahrhunderts eine vollstän-
dige Theaterästhetik. In seinem Theater, das als
episches Theater bekannt wurde, soll das Spiel
im Theater immer als inszeniertes Spiel für den
Zuschauer erkennbar sein. Die Wirklichkeit soll
nicht als Illusion abgebildet werden, denn für
Brecht sagt die einfache Wiedergabe der Reali-
tät weniger denn je über die Realität aus. Ge-
rade das macht die Theaterstücke Brechts in An-
betracht der Immersion als Grundlage für Inhalte
der virtuellen Realität interessant, da die Immer-
sion nicht durch eine realistische Abbildung der
realen Welt und Umgebung geschaffen werden
soll. Die Fragestellung, was geschieht, wenn VR
zeigt, dass etwas gezeigt wird, verspricht neue
Erkenntnisse über diese Form der Darstellung
selbst.
Die ästhetische Wirkung des Brechtschen Thea-
ters ist augenscheinlich nicht immersiv. Aller-
dings kann ein Realitätsgefühl nur dann gebro-
chen werden, wenn es sich zuvor etabliert hat.
Daraus ergibt sich die Frage, ob das Herstellen
von Immersion möglicherweise auch in solchen
Kunstrichtungen möglich erscheint. Die Überle-
gung dabei ist, dass Handlung und distanzierte
Darbietung eine neue kritische Haltung des Zu-
schauers entstehen lassen können (Lang: 2006).
Anlässlich dieser Überlegungen und der geschil-
derten neuen Möglichkeiten durch die Entwick-
lungen der Technologie für VR wurden die Lehr-
veranstaltungen konzipiert. Dabei sollten von
Teilnehmerinnen und Teilnehmern der Veran-
staltungen VR-Anwendungen entwickelt werden,
die Theaterstücke von Brecht in eine neue audio-
visuelle virtuelle Welt übertragen. Die Beispiele,
Erfahrungen und die Reflexion hinsichtlich der
umgesetzten Projekte waren unterschiedlich und
überraschend und sollen in diesem Vortrag ge-
nauer geschildert werden.
Fazit
Als Grundlage für die Modellierung der Pro-
jekte und für die Erkenntnisse, die sich aus
den Lehrveranstaltungen ergaben, wurde zu-
nächst die zentrale Frage gestellt, welche Interak-
tionsmöglichkeiten und Darstellungsmöglichkei-
ten sich mit und in virtuellen Realitäten bieten.
Das Ziel war die Überprüfung der These, dass
räumliche Illusionsbildung soweit gesteigert wer-
den kann, dass Nutzerinnen und Nutzer mit dem
virtuellen Raum interagieren. Anschließend wur-
den Kategorien Langs umfassender Studie zu Ver-
filmungen Brechtscher Theaterstücke betrachtet,
um diese in einem weiteren Schritt nicht ein-
zig auf Theater und Film zu beziehen, sondern
um virtuelle Realität(en) zu erweitern. Die vorlie-
gende Ausarbeitung intendiert demnach, die Ge-
genüberstellung der Prozesse des Vorführens vs.
des Abbildens zu analysieren, indem adäquate
Differenzierungen vorgenommen und untersucht
werden:
•   Ausgangssituation: live vs. vorproduziert
•   Textgrundlage: aussprechen vs. zeigen
•   Szenerie: funktional vs. illusionistisch
•   Licht: Sichtbarkeit vs. Stimmung
•   Bild: eigener Blick vs. festgelegte Einstellungs-
folge
•   Ton: unmittelbar vs. synthetisch
•   Montage: sichtbarer Einschnitt vs. unsichtba-
rer Schnitt
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Die Ergebnisse der Veranstaltung werden in
diesem Vortrag aus zwei unterschiedlichen Per-
spektiven analysiert. Einerseits wird die Theorie
der Modellierung angewendet, wie sie maßgeb-
lich in den Digitalen Geisteswissenschaften entwi-
ckelt wurde, basierend auf einer semiotisch-ana-
lytischen Grundlage (Kralemann und Lattmann
2014; Ciula und Eide 2017). Andererseits wird
das Konzept der „media transformations” (El-
leström 2014) herangezogen, um zu analysie-
ren, wie auf unterschiedliche Weise eine virtu-
elle Realität, basierend auf einem Theaterstück
auf der Achse zwischen „media representation”
und „transmediation” (Elleström 2014), verstan-
den werden kann. Im Kontext des Vortrags wird
verdeutlicht, wie diese beiden zusammenwirken
können, um zu zeigen, welche Prozesse wir in den
Lehrveranstaltungen beobachten konnten.
Fußnoten
1. Visualisierung mit JavaScript”, “Media Trans-
formation I – Theater als Virtual Reality (VR) Er-
fahrung“ und “Media Transformation II - Social
VR and Interactive Storytelling in Virtual Rea-
lity”, durchgeführt im Wintersemester 2016 /
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2017 und im anschließenden Sommersemester
2017
2. Es existiert eine komplexe Beziehung zwi-
schen Immersion und ästhetischen Konzepten
unterschiedlicher künstlerischer Arbeiten, auf
die in diesem Kontext nicht ausführlicher einge-
gangen werden kann.
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In den letzten Jahren wurden verschiedene
Werkzeuge zur Annotation von Dokumenten ent-
wickelt, z.B. WebAnno (Eckart de Castilho et al.
2016), Cor A (Bollmann et al. 2014) und CATMA
(Meister et al. 2016). Diese Werkzeuge bieten zahl-
reiche Funktionalitäten, die für viele Sprachen
und Anwendungen ausreichend sind. Die Unter-
stützung verschiedener Skripten erweckt den Ein-
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druck, dass diese Werkzeuge für die Annotation
aller Sprachkorpora erfolgreich eingesetzt wer-
den können, was solange korrekt ist, wie man
sehr flache Annotation durchführt.
Tiefere Annotationen, insbesondere für Spra-
chen außerhalb der Europäischen Sprachfami-
lie oder für historische Sprachen, dagegen ge-
stalten sich problematischer. Häufig jedoch wird
die Verwendung bereits etablierter Annotations-
tools trotzdem bevorzugt, weil diese eine rei-
bungslose Integration mit weiteren Analyse- und
Visualisierungs-Tools wie z.B. ANNIS (Krause &
Zeldes 2016) versprechen. In diesem Beitrag wer-
den wir zeigen, dass die Entwicklung dedizier-
ter Annotationswerkzeuge dann als Lösung in Be-
tracht gezogen werden kann, wenn gleichzeitig
Schnittstellen (z.B. zu Analyse-Tools) entwickelt
werden, die die Neuentwicklung wiederum an
vorhandene Software und Infrastrukturen anbin-
den. Auf diese Weise können die Nachteile einer
Neuentwicklung unter Gesichtspunkten der nach-
haltigen Entwicklung von Forschungssoftware ge-
genüber der Anpassung bestehender Tools - bei
gleichzeitiger Ermöglichung eines spezialisierten
Anwendungsfalles - weitgehend abgeschwächt
werden. Der Vorteil eines solchen Verfahrens ist
die Realisierung eines Annotationsmodells, das
exakt den Besonderheiten der Sprache entspricht.
Insbesondere für diachrone Analysen ist es häu-
fig nötig, dass man eine sehr detaillierte Model-
lierung der morphologischen, syntaktischen und
semantischen Merkmale vornimmt, da die Unter-
schiede häufig nur im Detail reflektiert sind. Im
Einzelnen werden wir die Entwicklung des GeTa-
Annotationstools, eines Mehrebenenannotations-
werkzeugs für die Altäthiopische Sprache, und




Das Altäthiopische (Geʿez), ist eine südsemiti-
sche Sprache. Es war bis ins 19. Jahrhundert hin-
ein die bedeutendste Schriftsprache des christli-
chen Äthiopien. Die reiche christlich-äthiopische
Literatur ist zunächst von Übersetzungen - an-
fangs aus dem Griechischen und später aus dem
Arabischen - geprägt, bevor sich eine mannig-
faltige indigene Literatur mit ganz eigenen Zü-
gen entwickelt. Insbesondere Texte, die einzig im
Altäthiopischen vollständig überliefert, und de-
ren Textzeugen in anderen Sprachen entweder
vollständig verloren, oder von denen nur Frag-
mente erhalten sind (z.B. das Henochbuch) erlan-
gen dabei ganz besondere Bedeutung (Vertan et.
al. 2016).
Das Altäthiopische hat aus einer südsemitischen
Schrift ein eigenes Silbenalphabet entwickelt, das
bis heute in mehreren modernen Sprachen Äthio-
piens und Eritreas Verwendung findet. Innerhalb
der semitischen Sprachen fällt es durch die ver-
wendete Rechtsläufigkeit auf; außerdem werden
die Vokale vollständig geschrieben. Das äthiopi-
sche Silbenalphabet bringt dabei mit sich, dass
Morphemgrenzen in der Schrift nicht darstellbar
sind, sodass beispielsweise ein einzelner Vokal als
Bestandteil einer Silbe eine eigenständige Wort-
art darstellen kann und tokenisiert werden muss;
z.B. ist im zweisilbigen Wort ቤቱ፡ /be·tu/ das /u/
als pronominales Suffix zu bet- u ( sein Haus) zu
segmentieren. Eine solche Annotation kann nur
auf der Transkription erfolgen. Annotationen auf
anderen Ebenen (z.B. Seiten- Spaltenumbrüche,
Textkorrekturen) müssen auf dem Fidal-Skript
realisiert werden. Dies bedeutet, dass Original
und Transkription synchronisiert im Annotati-
onswerkzeug dargestellt werden müssen. Eine
korrekte Darstellung einer Transliteration benö-
tigt die Transkription. Während diese regelbasiert
automatisch durchgeführt werden kann, ist kor-
rekte Transliteration (z.B. Konsonantendopplung)
in vielen Fällen nur zusammen mit morphologi-
scher Analyse möglich. Daher muss das Annota-
tionstool Korrekturen am Basistext während der
Annotation zulassen und zuverlässig verarbei-
ten können. Keins der existierenden Annotations-
werkzeuge erfüllt diese Voraussetzungen. CorA
arbeitet mit Listen von Wertkombinationen von
Attributen. Die benötigte morphologische Annota-
tion im Fall der altäthiopischen Sprache umfasst
30 Merkmale, mit je mindestens drei möglichen
Werten. Die Handhabung solch einer umfangrei-
chen Liste macht manuelle Annotation praktisch
unmöglich. Weder WebAnno noch CATMA er-
möglichen die Korrektur des zugrunde liegenden
Textes während der Annotation. Die Implemen-
tierung einer solchen Funktion auf Basis eines
dieser Werkzeuge würde tief in die Architektur
der Software eingreifen, was innerhalb der Lauf-
zeit des Projektes nicht realisierbar war. Auch
die semi-automatischen Annotationsmöglichkei-
ten unter Supervision des Benutzenden sind für
diese beiden Werkzeuge nicht leicht erweiterbar.
Das GeTa Annotationstool
Im TraCES-Projekt 1, das als Hauptziel die Ent-
wicklung eines diachronen, tief annotierten Kor-
pus für die Altäthiopische Sprache hat, implemen-
tieren wir eine neuartige Architektur, die sowohl
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Änderungen im Text als auch eine Mehrebenen-
annotation ermöglicht.
Wir betrachten als Grundtext den Originaltext
in der altäthiopischen Schrift. Die Transliteration
bildet die erste, die morphologische Annotation
die zweite Ebene, wobei die Transliteration und
der Originaltext bei allen Arbeitsschritten syn-
chronisiert bleiben. Im folgenden Abschnitt be-
schreiben wir das Datenmodell, das diese Archi-
tektur ermöglicht.
Die Basiseinheit in unserem System ist ein Wort,
das eine einmalige ID zugewiesen erhält (graphi-
sche Einheit). Ein Wort hat folgende Komponen-
ten:
•   Eine Liste der einzelnen Fidal 2-Objekte, wobei
ein Fidal-Objekt aus einer ID und einem Label
(dem Fidal-Buchstaben) besteht.
•   Eine Liste einzelner Silben-Objekte, wobei ein
Silben-Objekt aus einer ID und einer Liste von
einzelnen Buchstaben-Objekten besteht.
•   Ein Buchstaben-Objekt hat immer eine ID und
ein Label (das graphische Symbol).
Graphische Einheiten können in mehreren To-
kens geteilt werden. Die Tokens sind getrennt ge-
speichert (mit eigenenen IDs) und verlinkt mit der
graphischen Einheit. Elemente der Textstruktur
werden durch selbständige Objekte dargestellt,
die mit den beinhalteten Tokens verlinkt werden.
Editorische Annotationen werden mit den gra-
phischen Einheiten verlinkt. Eine derartig stark
vernetzte komplexe Struktur ist mit XML schwie-
rig zu modellieren, insbesondere bei manueller
Annotation. Auch die maschinelle Verarbeitung
einer derartig tief vernetzten TEI-Struktur wäre
sehr kompliziert. Alternativ bietet JSON für dieses
Modell eine bessere Handhabbarkeit. Wir haben
uns daher entschieden, die Daten in JSON zu spei-
chern und zusätzlich XML-Export zu implemen-
tieren. Die Datenstruktur ist in vier JSON-Dateien
gespeichert: eine für die graphischen Einheiten,
eine für die Tokens, je eine für weitere Anno-
tationsebenen (Textstruktur und Edition). Diese
JSON-Dateisammlung wird via Konverterschnitt-
stelle nach ANNIS importiert.
corpus-tools.org: ANNIS, Pep-
per, Salt
ANNIS (Krause & Zeldes 2016) ist eine Such- und
Visualisierungsplattform für linguistische Daten,
die mehrebenenfähig ist, d.h., verschiedene An-
notationsebenen eines Korpus darstellen kann
und dabei verschiedenste Annotationsarten be-
rücksichtigt. Dies macht ANNIS zu einem her-
vorragenden Analysetool für die Daten des Tra-
CES-Projekts. Eine besondere Rolle dabei spielt
die Mächtigkeit der ANNIS-eigenen Abfragespra-
che AQL (ANNIS Query Language), die neben Frei-
textsuche und regulären Ausdrücken sich vor
allem dadurch auszeichnet, linguistische Struktu-
ren über mehrere Ebenen suchen zu können.
Durch ANNIS‘ beschriebene Eigenschaften und
seine Konfigurierbarkeit ist die Software für die
Verwendung in den unterschiedlichsten Analy-
seszenarien geeignet und wird in der Tat bereits
in verschiedenen Communities verwendet, z.B.
in historischer Linguistik, Typologie, Sprachdoku-
mentation u.v.m.
Diese Eignung wird verstärkt durch eine hohe
Kompatibilität mit vielen unterschiedlichen lin-
guistischen Datenformaten, die erreicht wird
durch Einsatz von Pepper (Zipser et al. 2011), ei-
nem Konvertierungsframework für liguistische
Daten. Pepper nutzt ein generisches, graphbasier-
tes Zwischenmodell, Salt (Zipser & Romary 2010),
das unterschiedlichste, auch über mehrere Ebe-
nen eines Korpus verteilte, Annotationsarten auf-
nehmen kann und so weiterverarbeitbar macht.
Pepper zeichnet sich weiterhin durch eine Plu-
gin-Architektur aus, die es ermöglicht mit gerin-
gem Aufwand sowohl Import- als auch Manipu-
lations- und Exportmodule zu entwickeln, die die
Quelldaten in ein Salt-Modell im Hauptspeicher
übertragen, das dort manipuliert werden und an-
schließend in ein Zielformat überführt werden
kann.
ANNIS, Pepper und Salt sind Komponenten der




Diese Infrastruktur ermöglicht es ohne Weite-
res, die in GeTa annotierten Daten über ein de-
diziertes GeTa-Importmodul für Pepper und die
Verwendung der bereits existierenden ANNIS-
Module für Pepper – hier das Exportmodul – in
ANNIS verarbeitbar zu machen. Mit GeTaModules
(Druskat 2018) haben wir einen solchen Impor-
ter entwickelt, dessen Funktionsweise hier kurz
beschrieben werden soll. GeTaModules ist in Java
implementiert und wird als OSGi-Bundle ausge-
liefert, das von Peppers OSGi-Plattform verwaltet
werden kann. GeTaModules ist Open Source unter
der Apache License, Version 2.0.
Um Performanz und Speicherökonomie zu op-
timieren nutzt der GeTaModules-Importer eine
Kombination aus Streaming und Object-Map-
ping-Methoden, um die aus GeTa exportier-
ten JSON-Dateien einzulesen. Dabei werden die
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kleinsten Einheiten der Transliteration auf den
graphischen Einheiten genutzt, um eine Tokeni-
sierung in Salt zu erstellen und einen virtuel-
len Primärtext aufzubauen. Auf den so erstell-
ten Modelltokens werden rekursiv die Silben-
und Fidal-Objekte als Spannen aufgebaut. Im An-
schluss werden die linguistischen Annotationen
der GeTa-Tokens sowie die weiteren Annotatio-
nen aus den JSON-Objekten per Identifikator auf
die entsprechenden Einheiten projiziert.
In diesem Zustand hält Pepper einen kom-
pletten Salt-Dokumentgraphen für das entspre-
chende Korpusdokument im Hauptspeicher. In
einem weiteren Schritt werden Ordnungsrela-
tionen jeweils zwischen den Knoten der Fidal
und der transliterierten Wortebene erstellt, damit
diese später in ANNIS als Segmentierungsgrund-
lage angezeigt werden können.
Im dritten Schritt werden mit Hilfe des ANNIS-
Exportmoduls 3 die für den Import in ANNIS be-
nötigten Dateien im nativen Format geschrieben.
Diese können nun in ANNIS über dessen graphi-
sche Benutzeroberfläche importiert werden.
Die Konfiguration der Visualisierungen erfolgt
durch Anpassung einer während des Exportvor-
gangs generierten Konfigurationsdatei. Im Fall
der GeTa-Daten müssen hier lediglich die anzuzei-
genden Annotationsebenen und ihre Reihenfolge
eingestellt werden. In den ANNIS-Daten wird wei-
terhin ein dedizierter HTML-Visualisierer kon-
figuriert, der Wortartenannotationen auch gra-
phisch Fidalwörtern zuordnet.
Mit Pepper erfolgt die Konvertierung auf der
Kommandozeile und die Konfiguration in Textda-
teien. Da dies für einige potenzielle Anwender-
gruppen unbekanntes Terrain bedeuten könnte
haben wir den Prototypen einer Desktopanwen-
dung für Pepper für die Verwendung mit GeTa-
Modules angepasst, die eine grafische Oberfläche
für die Verwendung von Pepper bietet: Pepper
Grinder (Druskat 2017). Pepper Grinder (TraCES
Edition) bietet so den Workflow für die Konver-
tierung der GeTa-Daten nach ANNIS quasi per
Knopfdruck an. Pepper Grinder wird in Zukunft in
eine vollfunktionale Anwendung ausgebaut, die
Modi für verschiedene Anwendergruppen anbie-
ten wird.
Neben der projektinternen Nutzung von GeTa-
Modules für die Konvertierung in das ANNIS-For-
mat eröffnet die Software weitere Nachnutzungs-
szenarien für die annotierten Daten. Durch die
Existenz von Manipulator- und Export-Modulen
für Pepper für die verschiedensten Datenformate
können die Daten mit anderen Werkzeugen nach-
genutzt und etwa um zusätzliche Annotationsebe-
nen angereichert, oder mit anderen Visualisie-
rungen zu weiteren Forschungsfragen analysiert
werden. Gleichzeitig leistet die Nachnutzung und
Anpassung von Pepper durch GeTaModules ei-
nen Beitrag zur Vernachhaltigung dieses Frame-
works. Durch die Ermöglichung des Imports von
GeTa-Daten in ANNIS wird aus dem GeTa-Modell
eine durchaus attraktive Modellierungsalterna-
tive für andere Sprachen mit ähnlichen Merkma-
len. Derzeit wird das Modell in laufenden Projek-
ten zu Mayasprachen und Jiddisch erprobt.
Zusammenfassend stellt unser Ansatz eine Al-
ternative dar zu Tendenzen der „Format-Hoheit“,
also der Modellierung auf Grundlage eines – even-
tuell de facto standardisierten – Datenformats
im Gegensatz zur Modellierung auf Grundlage
der Forschungsfrage und der vorliegenden Daten.
Die Einrichtung von Schnittstellen, wie z.B. Ge-
TaModules, die eine Nachnutzbarkeit der Daten
auch über die ursprüngliche Erstellung hinaus ge-
währleisten können, ermöglicht eine optimierte
Modellierung und die Entwicklung spezifischer,
den Bedürfnissen der Forschung und ihrer Da-
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Digitalität in den Geisteswis-
senschaften
Die Ausgangslage:
Eine natürliche Verwandtschaft besteht zwi-
schen der Geisteswissenschaft (GW) und dem Text
sowie zwischen der Naturwissenschaft (NW) und
der Zahl. Gründe hierfür lassen sich in einer Aus-
differenzierung der Wissenschaften finden, die
mit dem Ende der großen Systeme der klassischen
deutschen Philosophie begonnen hat bzw. inten-
siviert wurde. Im Zuge dieser Ausdifferenzierung
haben sich NW und GW aus erkenntnis- und wis-
senschaftstheoretischen Gründen in Abgrenzung
zueinander entwickelt. Zugleich hat das Erkennt-
nisideal der NW einen Rechtfertigungsdruck auf
die GW ausgeübt. Denn mit dem Siegeszug der
modernen NW wurde die empirisch-experimen-
telle Wissenschaft zum leitenden Paradigma für
objektive Erkenntnis. Wie begründen nun aber
die sich jeweils entwickelnden Selbstverständ-
nisse solche natürlichen Verwandtschaftsverhält-
nisse? Moderne NW bricht mit der Tradition,
auch mit der Reflexion des Tradierten, und baut
in kritischer Absicht auf Induktion. 1 Eine mo-
derne Variante ist der Positivismus, der Erkennt-
nis auf empirisch überprüfbare Methoden stützt
und traditionelle Forschung unter Sinnlosigkeits-
verdacht stellt. 2 Durch Entwicklungen in Ma-
thematik und Logik rückt im logischen Positivis-
mus noch mehr die Formalisierungsbestrebung
von Erkenntnis ins Zentrum. 3 Die Grenze zwi-
schen Wissen und Unsinn verläuft damit immer
mehr da, wo Erkenntnis formal beschreibbar und
empirisch verifizierbar bzw. im kritischen Ratio-
nalismus nicht falsifizierbar 4 ist. Die Beschrän-
kung des Sagbaren auf analytische Sätze oder em-
pirisch fundierte Theorie über quantifizierbare
und nomologisch reformulierbare Gegenstände
erhebt die formalisierte Idealsprache 5 bzw. die
Formel zur Wahrheit. Das wirkte auch in den GW.
Diese Entwicklung fand Befürworter (Helmholtz
1903, Mill 1974) , aber provozierte bereits früh
Kritik und führte zur Ausbildung eines Selbstver-
ständnisses der GW in Opposition zum mathe-
matisch-naturwissenschaftlichen Paradigma. Im
Verweis auf die Besonderheit der geisteswissen-
schaftlichen Gegenstände wurden in logisch-po-
sitivistischen Verfahren formulierte Kriterien für
Erkenntnis abgelehnt: Nicht die Entdeckung von
allgemeinen Gesetzen, sondern die Betrachtung
des Individuellen in geschichtlicher Gestalt leitet
die GW (Rickert 1986). Die NW sind nomothetisch,
die GW ideographisch (Windelband 1924) , ha-
ben es mit kulturell vermittelten Werten (Rickert
1986) und erlebnisbasiertem Sinnverstehen (Dil-
they 1992) zu tun, das auch immer eine Selbst-
erkenntnis mit einschließt (Ritter 1974). In den
GW wird nicht Bezug genommen auf die Kon-
stanz der Gesetze (Natur), sondern auf ein ge-
meinsames sprachlich vermitteltes Tun (Kultur)
(Cassirer 1961). So spitzt sich die Unterscheidung
von Natur- und Geisteswissenschaften darin zu,
dass Objektivierungen von Lebensäußerungen
verstanden werden, indem eigenes Erleben her-
angezogen wird, Naturerscheinungen aber über
Gesetze, Statistik und Verallgemeinerung erklärt
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werden (Dilthey 1992). Sinn rekonstruierende
Hermeneutik auf Grundlage der überlieferten
Tradition als Weiterführung eines Diskurses ist
somit in den GW (Gadamer 2010) , logisch-mathe-
matische Formalisierung basierend auf erhobe-
nen Daten in den NW die naheliegende Heuristik.
Die Verwandtschaft von GW und Text bzw. von
NW und der Zahl ist so gesehen noch viel strik-
ter, insofern die Heuristik der NW die (natürli-
che) Sprache, die der GW aber die Formalisierung
prinzipiell ausschließt.
Das Problem:
Eine natürliche Verbindung besteht somit in den
(überlieferungsbezogenen) GW zwischen Herme-
neutik und dem Forscher, in den NW zwischen
den aus Experimenten gewonnenen Daten und
dem Computer. Während der Einsatz von For-
schern in den NW begrüßt wird, verhält es sich
mit dem Einsatz von Computern in den GW ganz
anders. Das lässt sich aus der obigen Skizze auch
einfach nachvollziehen. Mathematik und Logik
bilden die Grundlagendisziplinen sowohl der NW
als auch der Informatik. Aufgrund dessen ste-
hen sie auf gleicher Basis und bilden quasi ledig-
lich Spezialgebiete desselben Paradigmas. Aus der
Skizze ist aber auch klar, dass aus dem gewon-
nenen Selbstverständnis der GW der Computer
die Antithese zum erklärten Erkenntnisideal bil-
det. Der Versuch der Digital Humanities (DH), den
Computer in den Hoheitsgebieten der GW zum
Einsatz zu bringen, stellt sich für viele als eine
naive und sinnlose Unternehmung dar, weil algo-
rithmische Formalisierung ein grober Reduktio-
nismus sein muss. Das ist gegenwärtig ein starker
Vorbehalt in geisteswissenschaftlichen Institutio-
nen. Die breite Diskussion um die Angemessen-
heit der neuen Methoden schlägt sich beispielhaft
im Thema ‚distant reading‘ nieder. 6 Generell wird
dabei die Reichweite der Quantifizierung und Ge-
fahren wie Verdinglichung problematisiert, die
in der zugrundeliegenden Ontologie der Comu-
terisierung unvermeidlich angelegt sind (Berry
2011) . Reduktionismus und Simplifizierung (in
der Auslegung) literarischer Texte bilden einen
Aspekt, der in den GW den Grundkonflikt (aus
dem Themenkomplex KI) zwischen Mensch und
Maschine wiederspiegelt (Searle 1993). Neben der
Kritik am Umgang mit dem Gegenstand gibt es
auch Kritik am Erkenntniswert der aufwändig ge-
wonnenen Daten (Kirsch 2012) . Ein weiterer, die
Disziplin selbst betreffender Aspekt ist die feh-
lende Selbstreflexion durch alleinige Konzentra-
tion auf die Entwicklung von Tools. Sowohl die
Methodenreflexion (Liu 2008) als auch das kriti-
sche Potential der Digital Humanities (Liu 2012)
werden nicht ausgeschöpft. Die DH, so die Linie
der Kritik, zeigen sich weder dem speziellen Ge-
genstand der GW, nämlich (hauptsächlich) dem
Text, noch den Kernaufgaben der GW, nämlich
der Auslegung und der Kritik auch der eigenen
Methoden, nicht angemessen.
Der Vortrag:
Die Liste der Einwände könnte sicherlich detail-
liert fortgeführt werden. Der Vortrag soll jedoch
nicht noch einen Grund mehr zu dieser Liste hin-
zufügen. Vielmehr soll aus der Kernkompetenz
der DH, nämlich aus der Digitalisierung, eine in-
time Verbindung mit den Anliegen der GW her-
ausgearbeitet werden. Es ist also nicht Ziel des
Vortrages, die Kluft zwischen den Paradigmen
(aus Geistes- und Naturwissenschaften) vermit-
tels einer Rückbesinnung auf eine Kompetenz der
GW (äußerlich) zu überbrücken (wie es (Liu 2012)
oder auch (Berry und Fagerjord 2017) tun). Es ist
die Ambition, eine Wesensverwandtschaft in den
Heuristiken zu enthüllen, die sich aus dem Cha-
rakter der Digitalität selbst entwickeln lässt. Her-
meneutik und Computation 7 müssen auf diese
Weise also nicht extern (über pragmatische Argu-
mente) verklammert, sondern können vermittelt
über Digitalität immanent ineinander überführt
werden. Auf diese Weise entsteht eine neue Wahl-
verwandtschaft zwischen Hermeneutik und Com-
putation. Und so wird eine kleine Theorie der Di-
gitalität zu entwickeln sein, die die Limitation der
mathematisch-logische Formalisierung transzen-
diert. Das Ergebnis ist damit ein Verständnis von
Digitalisierung, das den Einsatz von Computern
in den GW nicht nur als gewinnbringendes Un-
terfangen zeigt, sondern sogar als folgenrichtigen
Schritt ausweist.
Fußnoten
1. Das reicht zurück bis Francis Bacon, der mit
der Scholastik gebrochen hat. Dass Induktion
für die Rechtfertigung einer Theorie nicht hin-
reichend ist und im weiteren Verlauf der Wis-
senschaftsgeschichte weiter ausdifferenziert
werden wird, sei hier der Vollständigkeit halber
angemerkt.
2. Vgl. hier die exemplarischen Positionen von
August Comte (Comte 1830-1842) und John Stuart
Mill (Mill 1974) .
3. Vgl. den Wiener Kreis, aber auch den frühen
Ludwig Wittgenstein (Wittgenstein 1998).
4. So z.B. bei Karl Popper (Popper 2005).
5. Vgl. wiederum den Wiener Kreis und beson-
ders Bertrand Russel.
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6. Gewichtige Argumente gegen die Sinnhaftig-
keit eines solchen Vorhabens versammelt (Mar-
che 2012)
7. Ich werde diesen terminus technicus hier ver-
wenden, um damit die computerseitigen Pro-
zesse der Digitalisierung abzubilden, die eine so-
zio-kulturelle Umwälzung ist. Datenverarbeitung
als Alternativ-Begriff wäre zu eng gefasst.
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gen-Nürnberg (FAU) entwickelt in Zusammen-
arbeit mit dem Germanischen Nationalmuseum
Nürnberg (GNM) eine gemeinsame Dokumentati-
ons- und Digitalisierungsstrategie für die Samm-
lungen der FAU, um ihre Sicht- und Nutzbarkeit
zu erhöhen und sie als bedeutende und noch im-
mer zu wenig genutzte Infrastrukturen für For-
schung und Lehre auszubauen. Digitalisierung
kommt dabei nicht nur als Methode und prak-
tische Anwendung zum Einsatz, sondern wird
ebenso als kritisch zu befragender Gegenstand
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untersucht. Der Beitrag stellt Hintergrund, Ziele
und bisherige Ergebnisse der Zusammenarbeit




Universitäre Sammlungen erleben in den letz-
ten Jahren eine beachtliche Renaissance. Allein in
Deutschland existieren rund 1.000 solcher Samm-
lungen an über 80 Universitäten, die eine Viel-
zahl an Dingen und Disziplinen umfassen. Das
wissenschaftliche Potenzial universitärer Samm-
lungen ist enorm, weshalb ihr Ausbau zu For-
schungsinfrastrukturen in einer Empfehlung des
Wissenschaftsrats von 2011 dringend empfohlen
wurde (Wissenschaftsrat 2011). Allerdings sind
längst nicht alle Sammlungen und Bestände er-
fasst, nur gut ein Drittel ist digital zugänglich. Die
systematische Erfassung und Erschließung wis-
senschaftlicher Sammlungen sind jedoch grund-
legende Voraussetzungen, um sie möglichst effek-
tiv in Forschung und Lehre einsetzen zu können.
Die Vorteile einer digitalen Dokumentation sind
dabei inzwischen unbestritten. Der Relevanz uni-
versitärer Sammlungen für die Forschung und
dem Bedarf nach ihrer Nutz- und Verfügbarkeit
stehen häufig nicht nur unzureichende monetäre
Mittel und fehlendes Personal entgegen, sondern
auch das Fehlen von angemessenen Software-Lö-
sungen und Know-how für eine flächendeckende
Digitalisierung und Online-Präsenz. Die Situa-
tion der digitalen Dokumentation universitärer
Sammlungen hat sich in den vergangenen Jah-
ren zwar erheblich verbessert, die Fortschritte
sind allerdings meist auf einzelne Sammlungen
begrenzt. Übergreifende Strukturen wurden hin-
gegen kaum entwickelt und haben sich auch nicht
ergeben. Zahlreiche Sammlungen wurden ad hoc
inventarisiert, jedoch ohne hinreichend standar-
disierte Erfassung oder weiterführende Digita-
lisierungsstrategie. Das vom Bundesministerium
für Bildung und Forschung geförderte Projekt
„Objekte im Netz” 1 setzt hier an und entwickelt im
Verbund mit dem GNM eine gemeinsame Digitali-
sierungsstrategie für die Sammlungen der FAU.
Objekte im Netz - Die Samm-
lungen der Universität Erlan-
gen-Nürnberg als Testland-
schaft
Die FAU besitzt über 20 Sammlungen 2 aus
den verschiedensten Fachbereichen. Ihre Vielfalt
spiegelt sich nicht nur in ihren Objekten, Entste-
hungskontexten oder Funktionen wider, sondern
auch im überaus divergenten Stand ihrer Erfas-
sung sowie in den verschiedenartigen Verfah-
ren ihrer Dokumentation. Sie stellen somit eine
ideale Testlandschaft für die exemplarische Ent-
wicklung von fächer- und sammlungsübergrei-
fenden Konzepten zur digitalen Erfassung und Er-
schließung dar, wie sie der Wissenschaftsrat in
seinen Empfehlungen gefordert hat.
Das Forschungsprojekt „Objekte im Netz” zielt
auf die Entwicklung einer digitalen Infrastruk-
tur, die langfristig eine gesicherte Erfassung und
Vernetzung der Bestände der FAU erlaubt so-
wie deren weitere Sicht- und Nutzbarkeit beför-
dert. Von zentraler Bedeutung sind dabei gemein-
same Erfassungsstandards und -formate sowie
eine gemeinsame Software-Lösung und Webprä-
senz. Als Ergebnis des Vorhabens werden wei-
terhin ein allgemeines Konzept zur digitalen Do-
kumentation sowie eine dazu passende Software
zur Verfügung gestellt. Damit dient das Projekt
längst nicht nur der infrastrukturellen Verbesse-
rung und Dynamisierung der hiesigen Bestände,
sondern bietet weit darüber hinaus auch anderen
wissenschaftlichen Sammlungen Werkzeuge und
Workflows an, mit deren Hilfe sich heterogene Be-
stände erfassen, erforschen und vernetzen lassen.
Nicht zuletzt strengt das Projekt einen kritischen
Dialog über die Herausforderungen, Hindernisse
und Folgen der Digitalisierung wissenschaftlicher
Sammlungen an und trägt damit zu einem not-
wendigen Diskurs bei, der bislang nur wenig ent-
wickelt ist und kaum in die digitale Sammlungs-
praxis einfließt.
Vorgehen und Vernetzung
Das Projekt „Objekte im Netz“ versteht sich als
gemeinschaftliches Vorhaben sämtlicher Projekt-
beteiligter und wird daher im überaus engen Aus-
tausch vorangetrieben. Für die Entwicklung eines
standardisierten Erfassungsschemas für die uni-
versitären Sammlungen wurden insgesamt sechs
Teilbestände der FAU ausgewählt, die mit ih-
ren heterogenen Beständen und ihrem unter-
schiedlichen Stand der Erschließung, Digitalisie-
rung sowie den dazu eingesetzten Methoden und
Werkzeugen die Bandbreite universitärer Samm-
lungen repräsentieren sollen: Die Graphische
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Sammlung, die Medizinische Sammlung, die Geo-
wissenschaftliche Sammlung, die Schulgeschicht-
liche Sammlung, die Ur- und Frühgeschichtliche
Sammlung sowie die Studiensammlung Musik-
instrumente und Medien der Universität Würz-
burg mit den Beständen des ehemaligen musik-
wissenschaftlichen Seminars der FAU. Ausgehend
von und anhand dieser Auswahl wurde ein Me-
tadatenschema unter Berücksichtigung bestehen-
der Dokumentationsstandards entwickelt, das mit
Blick auf die übrigen Sammlungen grundlegende
Aspekte, aber auch sammlungsspezifische Eigen-
heiten zu berücksichtigen hat.
Vom Ziel einer gemeinsamen digitalen Erfas-
sung, Datenspeicherung und Präsentation lei-
ten sich auch die zentralen Forschungsfragen
nach der Tragfähigkeit und Umsetzbarkeit eines
gemeinsamen Datenmodells sowie einer abge-
stimmten Terminologie zur Abbildung der in ih-
rer Materialität, Funktion und Provenienz hetero-
genen Sammlungsbestände ab. Dabei werden die
Erkenntnisse ausgehend von den oben erwähn-
ten Sammlungen konsequent auf ihre Generizität
hin geprüft, um die Anwendbarkeit auf weitere
universitäre Sammlungen hin zu gewährleisten.
Als technische Grundlage dient die virtuelle For-
schungsumgebung „WissKI“ (Wissenschaftliche
KommunikationsInfrastruktur), die im Hinblick
auf die spezifischen Anforderungen und Eigen-
arten universitärer Sammlungen – insbesondere
in Bezug auf die semantische Wissensrepräsenta-
tion (Görz 2011, Hohmann 2011, Hohmann/Schie-
mann 2013) – anzupassen und auszubauen ist. 3
Ihr Einsatz erlaubt die Vernetzung unterschied-
lichster Bestände und komplexer Bestandsinfor-
mationen sowie weiterer digitaler Ressourcen,
aus der sich neue Forschungsfragen und erhebli-
che Erkenntnispotentiale ergeben können.
WissKI erweitert die Idee und Konzepte des Wiki
zu einer webbasierten virtuellen Forschungsum-
gebung, die insbesondere auf die Belange und Be-
sonderheiten der Forschung und Dokumentation
von kulturellem Erbe ausgerichtet ist. Das Sys-
tem setzt auf offene Datenformate und Standards,
die den Langzeiterhalt der verwalteten Datenbe-
stände sichern. Dazu werden die Technologie des
Linked Open Data und des Semantic Web benutzt.
Eine Schlüsselrolle kommt hierbei dem dem Con-
ceptual Reference Model 4 (CRM) des ICOM-CIDOC
als formaler Referenzontologie zu, gleicherma-
ßen um fach- und sammlungsspezifische Anwen-
dungsontologien erweitert werden kann.
Die notwendige Weiterentwicklung von WissKI
hinsichtlich der Spezifika universitärer Samm-
lungsbestände sowie den Anforderungen einer
objektbezogenen Forschung und Lehre erfolgt
dabei weniger technik- als sammlungsgetrieben.
Dem entspricht das durchaus aufwendige Vor-
gehen im Projekt: die avisierte digitale Infra-
struktur wird von Sammlungsbeauftragten und
Informatikern gemeinsam aufgebaut. Auf diese
Weise finden die Belange der einzelnen Samm-
lungen unmittelbar Eingang in die Entwicklung
der Software und benötigten Funktionalitäten.
Den Sammlungen kann somit ein digitales Werk-
zeug zur Verfügung gestellt werden, das nicht
bloß die Erfassung ihrer Bestände fördert, son-
dern darüber hinaus spezifische forschungs- und
lehrrelevante Anwendungen ermöglicht sowie
betriebliche Abläufe des Sammlungsalltags unter-
stützt.
Das gewählte Vorgehen setzt allerdings eine
hohe Bereitschaft der beteiligten Sammlungs-
beauftragten voraus, sich eingehend mit oft
fachfremden Werkzeugen und Techniken aus-
einanderzusetzen, im Gegenzug festigt es das Ver-
ständnis für die eingesetzten Technologien und
Verfahren. Nicht zuletzt bauen die Sammlungen
über die beteiligten Mitarbeiterinnen und Mit-
arbeiter eigene Kompetenzen im Bereich der di-
gitalen Dokumentation auf. Die Herausforderun-
gen der ontologischen Modellierung sowie die
fächer- und sammlungsübergreifende Anlage des
Projekts führen dabei zu einer vertieften Re-
flexion über die eigenen Bestände und Samm-
lungslogiken, aber auch zur Einsicht in die not-
wendige Standardisierung von Begrifflichkeiten,
Werkzeugen und Workflows, wie sie eine über-
greifende Digitalisierungs- und Dokumentations-
strategie unbedingt zu berücksichtigen hat. 
Ansätze zu einer reflexiven
Digitalisierung
Die neuen Möglichkeiten der Informationstech-
nologien und die allerorten wachsenden digita-
len Dingarchive verändern die Arbeit, Forschung
und Lehre an und mit den Objektbeständen. Das
Thema Digitalisierung wird im Rahmen des Pro-
jektes deshalb nicht alleine aus Sicht methodi-
scher und technischer Aspekte der digitalen Do-
kumentation behandelt, sondern im Sinne einer
reflexiven Digitalisierung auch hinsichtlich der
Herausforderungen und Folgen des Aufbaus di-
gitaler Infrastrukturen sowie des Einsatzes digi-
taler Mittel und Methoden. In welchem Verhält-
nis stehen analoge und digitale Bestände, Original
und Digitalisat? Welchen technischen, rechtli-
chen und nicht zuletzt epistemologischen Proble-
men hat sich die Anwendung digitaler Methoden
in der Sammlungspraxis zu stellen und welche
Herausforderungen muss sie bewältigen? Welche
Kompetenzen erfordert sie und welchen Wandel
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erfahren Sammlungspraxis und sammlungsbezo-
gene Forschung dadurch? Inwiefern verändern
also digitale Sammlungen die kustodiale und wis-
senschaftliche Arbeit an und mit den Beständen?
Zur Beantwortung dieser Fragen arbeitet das Pro-
jekt eng mit dem Interdisziplinären Zentrum für
digitale Geistes- und Sozialwissenschaften der
FAU (IZdigital) zusammen und bietet darüber
hinaus ein fächer- und sammlungsübergreifen-
des Lehrangebot im Bereich der Digital Huma-
nities und der Museologie an. Die Ergebnisse und
Erkenntnisse der innerhalb des Projekts geführ-
ten Diskurse finden wiederum Eingang in die
Sammlungspraxis und digitale Dokumentation
der Bestände. Der Einsatz digitaler Werkzeuge
und Praktiken erscheint aus dieser Sicht gleicher-
maßen als zu untersuchender Gegenstand und
angewandte Methode. Für die Entwicklung ei-
ner an der Arbeit mit und an wissenschaftlichen
Sammlungen orientierte Digitalisierungsstrategie
gilt es beide Perspektiven angemessen zu berück-
sichtigen und möglichst zusammenzuführen.
Fußnoten
1. Das Projekt wird von 2017 bis 2020 gefördert.
Mehr Informationen unter: http://objekte-im-net-
z.fau.de/projekt/ [letzter Zugriff 10.01.2018].




3. Einen Einblick in WissKI gibt die Webseite
http://wiss-ki.eu/ [letzter Zugriff 10.01.2018].
4. Das CIDOC CRM wurde vom International
Committee for Documentation als Teil des Inter-
national Council of Museums (ICOM) als formale
Referenzontologie erarbeitet und ist seit 2006 als
ISO Norm (ISO 21127) anerkannt. In der „Erlan-
gen CRM“ (URL: http://erlangen-crm.org/ [letzter
Zugriff 10.01.2018]) auf Basis von OWL liegt eine
maschinenlesbare Version vor.
Bibliographie
Görz, Günther : „WissKI: Semantische
Annotation, Wissensverarbeitung und Wis-
senschaftskommunikation in einer virtuel-
len Forschungsumgebung” in: Kunstgeschichte,
Open Peer Reviewed Journal, urn:nbn:de:bv-
b:355-kuge-167-7 [letzter Zugriff 10.01.2018].
Hohmann, Georg (2011): „Die Anwendung von
Ontologien zur Wissensrepräsentation und -kom-
munikation im Bereich des Kulturellen Erbes”
in: Schomburg, Silke u.a. (eds.): Digitale Wissen-
schaft. Stand und Entwicklung digital vernetz-
ter Forschung in Deutschland. Köln: Hochschulbi-
bliothekszentrum NRW 33-39.
Hohmann, Georg / Schiemann, Bernhard
(2013): „An Ontology-Based Communication Sys-
tem for Cultural Heritage. Approach and Progress
of the WissKI Project” in: Hans Bock u.a. (eds.): Sci-
entific Computing and Cultural Heritage. Berlin:
Springer 127-135.
Wissenschaftsrat (2011): Empfehlungen zu wis-


















Eine Haupttätigkeit von Literaturwissenschaft-
lerInnen ist die Interpretation von literarischen
Texten. Unter „Interpretation“ wird „ein Spre-
chen oder Schreiben über Texte [verstanden],
in dem ihnen auf methodische und argumen-
tierende Weise Bedeutungen zugeschrieben wer-
den“ (Albrecht et. al. 2015: 1). Mit dem Einzug digi-
taler Methoden in die literaturwissenschaftliche
Praxis werden dabei insbesondere die Formen
der Bedeutungszuschreibung und -produktion so-
wie die damit verbundene Frage nach einem
Textverstehen zur Disposition gestellt (vgl. Rock-
well/Sinclair 2016). Eine wichtige Rolle in der Ge-
staltung von digitalen Zugängen zur Textinterpre-
tation spielen in diesem Kontext User Interfaces
im Allgemeinen und interaktive Visualisierungen
im Speziellen. Unter „Interfaces“ verstehen wir
die gesamte visuelle Struktur und Bedienlogik ei-
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ner Software, mit „Visualisierungen“ bezeichnen
wir interaktive Teile des Interfaces, die Nutzern
auf Daten (in diesem Fall Textdaten) basierende
visuelle Repräsentationen zugänglich und diese
manipulierbar machen.
Die Frage, wie solche Interfaces und Visuali-
sierungen an den Bedürfnissen interpretieren-
der LiteraturwissenschaftlerInnen orientiert sein
sollten, um eine Textanalyse und -interpretation
sinnvoll zu unterstützen, ist Teil des Forschungs-
anliegens des Projekts 3DH – Dreidimensionale
dynamische Datenvisualisierung und Exploration
für Digital Humanities-Forschungen der Universi-
tät Hamburg. 1
Vor dem Hintergrund, dass Interfaces und Vi-
sualisierungen in den Geisteswissenschaften eine
wachsende Relevanz zugesprochen wird, plädie-
ren wir für eine designbasierte kritische Per-
spektive. Darunter verstehen wir die Einbindung
von Methoden aus dem nutzerzentrierten De-
sign in die Tool-Entwicklung. Diese erlauben eine
an Nutzerbedürfnissen und -erwartungen orien-
tierte Gestaltung von Interfaces und Visualisie-
rungen. Dieser Ansatz zielt darauf, die Grenzen
der klassischen Verfahren der Datenerhebung
und -verarbeitung, wie sie bereits von bestehen-
den Annotationstools (z.  B. CATMA; siehe http://
catma.de) unterstützt werden, neu auszuloten.
Zunächst stellen wir die aus unserer Sicht
notwendigen normativen Anforderungen an ein
kritisches Interface- und Visualisierungskonzept
vor, um dann darzulegen, welche Strategie wir
in der Gestaltung und Entwicklung solcher In-
terfaces und Visualisierungen verfolgen. Im An-





Eine kritische Bestandsaufnahme aktueller Vi-
sualisierungstools und -metaphern und deren An-
wendung in den Geisteswissenschaften (vgl. Brad-
ley 2008; Drucker 2011, 2014; Gibbs/Owens 2012)
führte im 3DH-Projekt zur Formulierung von
vier konzeptionellen Postulaten. 2 Definiert wer-
den damit die Prinzipien, die einem Interface
bzw. einer Visualisierung zugrunde gelegt wer-
den müssen, sofern diese literaturwissenschaftli-
che Arbeitsprozesse sinnvoll unterstützen sollen.
Es handelt sich um die Postulate
1.  des „Two-Way-Screens“: Das Interface soll
vom Renderer zum bidirektionalen Instru-
ment werden;
2.  der „Qualität“: Die Visualisierung soll nicht
nur der Repräsentation von Daten fungieren,
sondern Möglichkeiten bieten, qualitative Be-
obachtungen und Aussagen zu tätigen;
3.  der „Parallaxe“: Die visuelle und epistemische
Multiperspektivität einer Visualisierung soll
gestärkt werden;
4.  der „Diskursivität“: Durch geeignete visuelle
Erscheinungsformen und -verfahren soll die
Generierung, Diskussion und Kritik von Hypo-
thesen gefördert werden.
Die normativen Anforderungen an ein reflek-
tiertes Interface- und Visualisierungskonzept re-
kurrieren auf die spezifischen Eigenschaften ei-
nes literaturwissenschaftlichen Arbeitsprozesses.
Dieser folgt keinem finiten Set von methodischen
Regeln oder Verfahrensweisen. Vielmehr tritt die
Textanalyse und -interpretation als komplexer
epistemisch und ästhetisch geformter sowie zir-
kulär organisierter Prozess auf, der sich als in ho-
hem Maße subjektiv und kontextsensitiv erweist
(vgl. Winko 2015: 486).
Für die praktische Entwicklung literaturwissen-
schaftlicher Interfaces und Visualisierungen ge-
hen wir von zwei Annahmen aus.
Die Komplexität des Interpretationsprozesses
kann erstens auf eine Reihe von grundlegenden
„routineförmige[n] Tätigkeiten“ (Albrecht et al.
2015: 2) bzw. „scholarly primitives“ (Unsworth
2000) zurückgeführt werden, die iterativ von Li-
teraturwissenschaftlerInnen zur Bedeutungszu-
weisung durchgeführt werden. Diese routineför-
migen Tätigkeiten sind „oftmals nicht vollständig
durch explizierbare Regeln oder Methoden be-
stimmt, sondern [beruhen] in hohem Maße auf
implizitem Wissen und Können“ (Albrecht et al.
2015: 2).
Zweitens nehmen wir an, dass nutzerzentrierte
Gestaltung als etablierter Prozess, dessen Metho-
denrepertoire sich sowohl aus dem an der Pra-
xis orientierten Design speist, als auch aus der
eher wissenschaftlich orientierten Human-Com-
puter-Interaction (HCI), als Vorgehen besonders
geeignet ist, implizites Wissen und Können von
Nutzern herauszufinden. In diesem Sinne steht
die Entwicklung eines Interfaces nicht am Ende
„as an afterthought, thrown together after com-
pleting the core functionality” (Gibbs/Owens
2012), sondern ist Teil der Ausdifferenzierung
und Analyse von Textinterpretation. Mit der In-
tegration von Designmethoden, so die Argumen-
tation des 3DH-Projekts, begegnen wir der von
Gibbs und Owens beklagten mangelnden Nutzer-
zentriertheit bestehender DH-Annotationstools.
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Annäherung an die literatur-
wissenschaftliche Arbeitspra-
xis über nutzerzentrierte Sze-
narien
Mithilfe von Szenarien werden besagte ‚rou-
tineförmige Tätigkeiten‘ untersucht und erfass-
bar gemacht. 3 Kollaborativ wurden bislang drei
generische Szenarien konstruiert, die das Spek-
trum typischer interpretierender Forschungstä-
tigkeiten repräsentieren. 4
Die Konzepte erstrecken sich vom klassischen
„Close Reading“-Beispiel mit Fokus auf noch nicht
taxonomisch gelenkte freie Annotationen und
Kommentare bis zum „Distant Reading“-Beispiel
unter Anwendung des probabilistischen Verfah-
rens „Topic Modeling“.
Analog zur Konstruktion der Szenarien ist auch
der von uns verfolgte nutzerzentrierte Gestal-
tungsprozess typischerweise durch ein iteratives
Vorgehen gekennzeichnet. 5
Abbildung 1 zeigt eine Auswahl von Varianten
sogenannter „Wireframes“, d.h. von Designskiz-
zen zu einem Interface für die Tätigkeit „Kom-
mentieren“ in dem Szenario „Exploration freier
Annotationen zwecks Schärfung der literaturwis-
senschaftlichen Fragestellung“.
Abb.1: Wireframes für ein Interface zur Funk-
tion „Kommentieren“ in dem Szenario „Explora-
tion freier Annotationen zwecks Schärfung der
literaturwissenschaftlichen Fragestellung“.
In der Abbildung wird der Entwicklungsstand
der visuellen Gestaltung dieser Tätigkeit zu zwei
verschiedenen Zeitpunkten sichtbar. Der untere
Wireframe präsentiert einen fortgeschrittenen
Stand. Die Wireframes illustrieren die Verschrän-
kung einzelner Tätigkeiten, die im Szenario be-
schrieben werden. Hier sieht man etwa den
Zusammenhang zwischen den Tätigkeiten „Anno-
tieren“ und „Kommentieren“ dargestellt, in dem
Sinne, dass ein Kommentar in der Regel (wenn
auch nicht immer) einer Annotation zugeordnet
ist, die eine diskrete Position im Text besitzt, also
häufig nicht isoliert von der Tätigkeit des Anno-
tierens betrachtet werden kann.
Erste Ergebnisse und Schluss-
folgerungen
Bereits in diesem grob umrissenen Beispiel von
Varianten einer visuellen Unterstützung der Tä-
tigkeit „Kommentieren“, manifestieren sich zwei
der wesentlichen Herausforderungen an die Erar-
beitung und Implementierung eines kritischen In-
terface- und Visualisierungskonzeptes:
Überlagerung und Wechselwirkung rou-
tinemäßiger Tätigkeiten im Interface
Aufgabe der Designiterationen von Szenarien
und Wireframes wird es sein, für die Überlage-
rung und Wechselwirkung der routinemäßigen
Tätigkeiten in der Gestaltung des Interfaces eine
adäquate Entsprechung zu finden.
Auf Grundlage der bisher erstellten Wireframes
für die drei Szenarien ließen sich zwei Modi
des literaturwissenschaftlichen Interpretations-
verfahrens ausmachen. Zum einen besteht der
Interpretationsprozess aus Tätigkeiten, die pri-
mär die analytische, investigative Erforschung
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des Textes adressieren (Annotieren, Sammeln,
Kommentieren). 6 Komplementär dazu verhalten
sich zum anderen die argumentativen, vornehm-
lich synthetisierenden Tätigkeiten der Textinter-
pretation (Gruppieren, Ordnen, Strukturieren).
Um den literaturwissenschaftlichen Arbeitspro-
zess adäquat unterstützen zu können, so unsere
Annahme, müssen Interfaces beide Modi in enger
Verschränkung umfassen und stetigen Wechsel
zwischen diesen ermöglichen. Abbildung 2 zeigt
einen ersten Versuch, die Ebene der Bedeutungs-
produktion – von uns als „semantic plane“ be-
zeichnet – d.h. die Ebene, die analytische und
synthetisierende Tätigkeiten umfasst und mitein-
ander verknüpft, in die Interface-Entwürfe zu in-
tegrieren.
Abb.2: Versuch der Integration der „semantic
plane“ über die vom User vollzogene Positionie-
rung von Elementen.
Flexibilität und Manipulierbarkeit von
Visualisierungen
Um eine flexiblere Unterstützung des litera-
turwissenschaftlichen Arbeitsprozesses im In-
terface zu ermöglichen, ist ferner der Einsatz
unterschiedlicher Visualisierungen sinnvoll (vgl.
Cheema et al. 2015). Diese sollten vergleichbar
sein in ihren Resultaten und ihre Darstellungs-
form, Interaktivität und der jeweils repräsen-
tierte Datenausschnitt sollte individuell bestimm-
bar sein.
Im Interesse einer Justierbarkeit der Visuali-
sierungen orientieren wir uns an den Visuali-
sierungssystematiken, wie sie Wilkinson mit sei-
nem „Grammar-of-Graphics“-Ansatz vorschlägt
(vgl. Wilkinson et al. 2005). Es existieren bereits
verschiedene Implementierungen dieses Ansat-
zes, die es erlauben, die oben genannten Parame-
ter einer Visualisierung mithilfe einer Grammatik
beschreibbar und manipulierbar zu machen (vgl.
Satyanarayan et al. 2017). In unserem Kontext ist
die deklarative Sprache VEGA 7 interessant, die
auf der verbreiteten Javascript-Visualisierungsbi-
bliothek D3 8 beruht und es Nutzerinnen und Nut-
zern ermöglichen würde, ihre Visualisierungsspe-
zifikationen in JSON zu formulieren.
Im Sinne einer nutzerzentrierten Gestaltung
ist es wichtig, diese Funktionalitäten an die un-
terschiedlichen Vorkenntnisse der Nutzerinnen
und Nutzer anpassen zu können. Weniger fort-
geschrittene Nutzerinnen und Nutzer sollen stets
auf Standardvisualisierungen zurückgreifen kön-
nen. Unserem Anspruch gemäß steht die Un-
terstützung des interpretierenden Prozesses als
Ganzheit mit dem Interface im Vordergrund.
Fazit
Ein reflektiertes Interface- und Visualisierungs-
konzept ist nach unserer Einschätzung besonders
relevant, um eine Durchdringung und Neuaus-
richtung der Verfahren und Zugänge der Daten-
verarbeitung und -exploration der Textanalyse
und –interpretation zu unterstützen. Die Integra-
tion von Methoden aus dem nutzerzentrierten De-
sign stellt in diesem Kontext einen noch kaum
erprobten Weg dar, um neue Tools in den DH
zu entwickeln. So dient unsere designbasierte
kritische Perspektive, die im Sinne einer Inter-
face- und Visualisierungsutopie zu verstehen ist,
letztlich auch der „epistemologischen Selbstauf-
klärung“ (Albrecht et al. 2015, 10) der literatur-
wissenschaftlichen Disziplin. Denn wie im 3DH-
Projekt bereits deutlich wird, trägt ein reflektier-
tes Interface- und Visualisierungskonzept zur in-
terdisziplinären Methodendiskussion in der Lite-
raturwissenschaft bei.
Um den Mehrwert eines Interface- und Visua-
lisierungskonzepts praktisch belegen zu können,
wird eine sorgfältige Überprüfung unserer auf
den Szenarien beruhenden Annahmen notwen-
dig sein. Während das informelle Feedback von
Expertinnen und Experten zwar hilfreich sein
kann, so erlaubt es doch noch keine Rückschlüsse
auf die tatsächliche Eignung und Aufgabenange-
messenheit der Interfaces und Visualisierungen
in der Praxis. Vorgesehen ist deshalb, im nächs-
ten Schritt das bisher nur in Form statischer Wire-
frames umgesetzte Konzept in Form von funk-
tionalen Interaktions-Prototypen mit Nutzern zu
testen, um belastbarere Aussagen über seine Va-
lidität zu erhalten.
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Fußnoten
1. Das Projekt 3DH – Dreidimensionale dynami-
sche Datenvisualisierung und Exploration für Di-
gital Humanities-Forschungen wird in der ersten
Projektphase (02/2016 – 01/2019) von der Be-
hörde für Wissenschaft, Forschung und Gleich-
stellung gefördert. Für weitere Informationen
vgl. www.threedh.net [letzter Zugriff: 07.09.2017].
2. Einige Digital-Humanities-Tools und For-
schungsansätze, die auf die Unterstützung von
hermeneutischen Prozessen zielen: Pliny und
TEASys.
3. Der Begriff „Szenario“ wird im Projekt in sei-
ner Bedeutung als Methode und essentieller Be-
standteil eines nutzerzentrierten Designpro-
zesses nach Rosson/Carroll (2009) verwendet:
„Scenarios of use reconcile concreteness and fle-
xibility. [...] Initial scenarios are often extremely
rough. They specify a possible design by speci-
fying the tasks users can carry out, but without
committing to lower-level details describing how
the tasks will be carried out, or how the system
will present the functionality for the tasks.”
4. Szenarien:(1) Exploration freier Annotationen
zwecks Schärfung der literaturwissenschaftli-
chen Fragestellung(2) Themenexploration in ei-
nem größeren Textkorpus – Topic Modeling(3)
Exploration taxonomiebasierter Annotationen
zur Auswertung strukturierter Textanalysen-
Während die ursprüngliche Fassung der Sze-
narien auf den Erfahrungen literaturwissen-
schaftlicher Forschungstätigkeit im eigenen
Team basierte, haben wir diese im Rahmen eines
Workshops (5.-7. August 2017) mit Johanna Dru-
cker, Geoffrey Rockwell, Marian Dörk und Eve-
lyn Gius überarbeitet.
5. Grundsätzlich lassen sich vier Phasen unter-
scheiden nach DIN EN ISO 9241-210:1. Analyse,
Beschreibung und Verständnis des Nutzungs-
kontextes2. Spezifikation der Nutzungsanforde-
rungen3. Gestaltungslösungen entwerfen4. Eva-
luation der entworfenen Gestaltungslösungen
aus NutzerperspektiveMit jeder Iteration steigt
die Komplexität und/oder der Grad ästhetischer
Qualität der Entwürfe. Während zu Beginn mit
einfachen Handskizzen von Abläufen im Inter-
face gearbeitet wird (Wireframes), kommen spä-
ter Papierprototypen zum Einsatz, Screendesigns
und schließlich auch interaktive Mock-Ups oder
sogar Prototypen. Die Evaluation kann ebenfalls
unterschiedliche Formen annehmen. Während
in frühen Stadien Entwürfe eher informell dis-
kutiert werden oder in Workshops mit Nutzern
und Experten aller beteiligten Fachrichtungen
ergänzt und erweitert werden, können spätere
interaktive Entwurfsformen auch mit Probanden
in qualitativen Nutzertests getestet werden.
6. Vgl. auch Winkos Ausführungen zur Diffe-
renzierung von Textanalyse und -interpretation
(2003: 598): “Textanalysen basieren auf sprachli-
chen, formalen und strukturellen Informationen
und greifen in erster Linie auf intratextuelle so-
wie auf denjenigen Typ extratextueller Kontexte
zurück, der zum primären Verständnis voraus-
zusetzen ist; Interpretationen dagegen setzen Er-
gebnisse der Textanalyse voraus, und es domi-
niert tendenziell der Rekurs auf weitergehende,
insbesondere inter- und extratextuelle Kontexte.
Darüber hinaus sind Hypothesen über die Be-
deutung eines Textes in Interpretationen kom-
plexer als in Textanalysen.”
7. VEGA – A Visualization Grammar: https://ve-
ga.github.io/vega/
8. D3 – Data-Driven Documents: https://d3js.org/
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Bayerische Akademie der Wissenschaften,
Deutschland
Entsprechend dem Thema der diesjährigen
DhD-Konferenz "Kritik der digitalen Vernunft"
möchte ich mich in meinem Vortrag der Kri-
tik fehlgeleiteter digitaler Geisteswissenschaften
widmen, und dazu erstens anhand von Beispie-
len zeigen, wie sich fehlgeleiteter Technikeinsatz
in den Geistes- und Sozialwissenschaften darstellt
und zweitens Kriterien dafür vorschlagen, nach
denen beurteilt werden kann, wann der der Tech-
nikeinsatz in den Geistes- und Sozialwissenschaf-
ten sinnvoll und wann fehlgeleitet ist. Das dient
- so hoffe ich - der besseren Aufklärung unseres
digital untersützten Erkenntnisvermögens über
sich selbst.
Es steht außer Frage, dass Computer nützliche
Werkzeuge sind, und dass man digitale Methoden
in den Geisteswissenschaften auf vielfache Weise
gewinnbringend einsetzen kann. Dabei wäre es
aber eine Fehleinschätzung zu glauben, dass die
Digitaltechnik für die Geisteswissenschaften le-
diglich ein Hilfsmittel darstellt, die uns erlaubt,
bestimmte Forschugsaufgaben in den Geisteswis-
senschaften schneller und besser zu erledigen,
die Ergebnisse leichter zu verbreiten etc. Viel-
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mehr ändert der massive Einsatz von Digitaltech-
nik auch den Charakter der Wissenschaften: Neue
Themenfelder werden erschlossen, andere Frage-
stellungen als relevant empfunden, andere Ver-
fahrensweisen als mustergültig oder auch nicht
(mehr) akzeptabel empfunden und andere Fertig-
keiten und Kenntnisse von den Wissenschaftle-
rinnen und Wissenschaftlern erwartet.
Diese Veränderungen können durchaus an den
Identitätskern dessen rühren, was ein geistes-
oder gesellschaftswissenschaftliches Fach bisher
ausgemacht hat. Das allein bedeutet noch nicht,
dass diese Veränderungen schlecht sind, denn
dass wissenschaftliche Fächer und ihre Untersu-
chungsgegenstände einem historischem Wandel
unterliegen ist unvermeidlich. Es wirft aber die
Frage auf, wann der Einsatz bestimmter tech-
nischer Mittel und die dadurch herbeigeführten
Veränderungen legitim und zum Nutzen der Wis-
senschaft sind und wann zum Schaden der Wis-
senschaft, so dass man besser Abstand davon neh-
men sollte.
Auf einer höheren Ebene schließt sich daran
die weitergehende Frage an, nach welchen Krite-
rien dies beurteilt werden kann. Eine offensicht-
lich unzureichende Antwort ist die, dass der Ein-
satz technischer Mittel dann legitim ist, wenn er
es erlaubt, irgendwelche (bestehenden) wissen-
schaftlichen Probleme besser zu lösen, denn diese
Antwort lässt die Frage unbeantwortet, wie tech-
nische Mittel zu beurteilen sind, die vor allem
neue Problemfelder erschließen, nicht alte Pro-
bleme besser lösen.
Unzureichend wäre es aber auch, den Einsatz
technischer Mittel in den Geisteswissenschaften
auf jeden Fall gut zu heißen, wenn dadurch be-
kannte Probleme besser gelöst werden oder neue
Problemfelder erschlossen werden. Diese - nur
oberflächlich plausible – Antwort ignoriert näm-
lich, dass die Problemauswahl wertgesteuert er-
folgt, und sie verkennt zudem, wie wissenschaft-
liche Verdrängungsprozesse realiter ablaufen. Sie
öffnet darüber hinaus einem positivistischen Me-
thodenfetischismus Tür und Tor, der - grob ge-
sprochen – darin besteht, dass die Methode zum
Kriterium der Relevanz erhoben wird und die
Phänomene nicht mehr (oder nur noch durch
den Blickwinkel einer bestimmten Methode) zur
Kenntnis genommen werden.
Am Beispiel der analytischen Philosophie, (und
konkret dem Einsatz spieltheoretischer Modelle
in der Analystischen Philosophie), möchte ich vor
Augen führen, wie Verdrängungsprozesse zwi-
schen wissenschaftlichen Schulen ablaufen. Sol-
che strategischen Verdrängsprozesse, die man in
Abgrenzung zum natürlichen Paradigmenwech-
sel als "imperialistisch" bezeichnen kann, leis-
ten natürlich nicht nur besonders technische An-
sätze, aber mit technischen Ansätzen funktioniert
das aus verschiedenen Gründen besonders gut.
Die typischen Etappen eines wissenschaftlichen
Verdrängungsprozesses sind diese:
1.  Zunächst wird eine neue wissenschaftliche
Methode propagiert, in diesem Fall die Spiel-
theorie, mit der man angeblich sozialphilo-
sophische Probleme wissenschaftliche viel
genauer (nämlich mit mathematischer Präzi-
sion) behandeln kann als das zuvor der Fall
war.
2.  Anfangs funktioniert das noch nicht beson-
ders gut. Aber jede wissenschaftliche Methode
muss sich ja erst einmal die Chance bekom-
men, sich zu entwickeln. Speziell bei techni-
schen Ansätzen erweist sich der anscheinend
unbezwingbare Mythos des Vorsprungs durch
Technik als sehr hilfreich für "die Sache". Zu-
dem tun sich Kritiker aus dem Fach schwer ei-
nen Ansatz anzugreifen, dessen hochtechni-
sche Einzelheiten sie nicht begreifen, selbst
wenn sie die Dürftigkeit der Ergebnisse nicht
übersehen können.
3.  Der entscheidende Durchsetzungstrick besteht
nun darin, dass - anders als die oben beschrie-
bene zweite Antwort stillschweigend unter-
stellt - ein fairer Vergleich mit den früheren
Ansätzen hinsichtlich der vermeintlich über-
legenen Problemlösungskapazität gar nicht
mehr stattfindet. Hat die neue wissenschaft-
liche Schule erst einmal eine kritische Masse
erreicht (d.h. haben genug Leute siche ihr an-
geschlossen, um eigene Fachzeitschriften her-
auszugeben, die Gutachten dazu beizusteu-
ern, und schließlich auch die Besetzung von
Professuren entscheidend zu beeinflussen),
dann braucht sie sich dem Wettbewerb mit
dem Verlierer entweder gar nicht mehr zu
stellen, oder sie kann die Regeln bestimmten,
nach denen er geführt wird. (Im Fall der ana-
lytischen Philosophie wird dazu die Verlierpo-
sition gerne für unwissenschaftlich, sprachlich
unklar oder frei von Argumenten eklärt, was
viel bequemer ist als die Argumente zu kriti-
sieren.)
4.  Der wesentliche Unterschied zwischen einem
legitimen Paraidgmenwechsel - wie von Kuhn
beschrieben - und einem imperialistischen
Durchsetzungsprozess besteht darin, dass im
letzteren Fall die Vergrößerung der Problem-
lösungskapazität (ein wesentliches Merkmal
des Kuhn'schen "Paradigmenwechsels", der
ansonsten auch teilweise irrational verläuft)
nur scheinbar stattgefunden hat. Der Prozess
ist dann vollendet, wenn eine neue Generation
von Wissenschaftlern erzogen worden ist, die
mit dem erfolgreich verdrängten Ansatz gar
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nicht mehr in Berührung gekommen sind und
daher den relativ defizitären Charakter der
Verdränger-Schule auch nicht bemerken kön-
nen.
5.  Speziell im Fall der Spieltheorie in der Sozial-
philosophie ist zu beobachten, dass:
•   a) der Kontakt zur Empirie, insbesondere
der Feldforschung verloren gegangen (oder
nie recht hergestellt worden) ist. M.a.W.: Die
Phänomene werden nicht mehr zur Kennt-
nis genommen (das zweite Hauptmerkmal
des positivistischen Methodenfetischismus).
•   b) die Ergebnisse purer Modellstudien, ins-
besondere von sehr leicht anzufertigenden
Computersimulationen ohne empirischen
Bezug als publikationswürdig angesehen
werden. M.a.W.: Die Methode wird zum
Kriterium der Relevanz gemacht (das erste
Hauptmerkmal des positivitischen Metho-
denfetischismus).
Der Vorgang gleicht einer Gehirnamputation,
gegen die sich der Patient zunächst vielleicht
sträubt. Ist sie aber erst einmal vollzogen, so ist
er gerade auf Grund dieser Operation gar nicht
mehr in der Lage zu registrieren, dass irgendet-
was vorgefallen ist. (An dieser Stelle kann man
natürlich fragen, wie man denn dann solche Ver-
drängungsprozesse überhaupt als solche identi-
fizieren und kritisieren kann, wenn es doch die
Fachleute selbst am Ende nicht mehr können?
Man kann, wenn man bereit ist, sich der Mühe zu
unterziehen, die historische ältere verdrängte mit
der historisch neueren verdrängenden Position
unvoreingenommen zu vergleichen. Das setzt al-
lerdings historische Bildung oder zumindest die
Befähigung dazu voraus.)
Inwiefern betrifft dies nun die digitalen Geistes-
wissenschaften? Bestimmte Bereiche der digita-
len Geisteswissenschaften – vornehmlich solche,
wo der Computer tatsächlich vor allem Hilfsmittel
ist, wie z.B. beim elektronischen Publizieren oder
beim transkribieren und editieren - sind davon
nicht betroffen. Aber es gibt andere Bereiche, wo
der Technik-Einsatz in den digitalen Geisteswis-
senschaften viel tiefer in den Prozess des Verste-
hens- und Erklärens eingreift. Sofern man die auf
die Geisteswissenschaften angewandte Spieltheo-
rie nicht als digitale Geisteswissenschaften gelten
lassen will (warum wird sie eigentlich nicht dazu
gezählt?), dann könnte man hier das Distant-Rea-
ding oder auch die Netzwerkanalysen in der Li-
teraturwissenschaft anführen (was nicht heisst,
dass diese noch jungen Ansätze sich schon so sehr
verrant haben, wie die analytische Philosophie
mit der Spieltheorie).
Wenn man bereit ist zuzugestehen, dass der
Technik-Einsatz in der beschriebenen Weise
schief gehen kann - ähnlich wie eine Revolution
ja auch auf die Weise scheitern kann, dass sie
zwar die Herrscher erfolgreich beseitigt, dann
aber noch schlimmere an ihre Stelle setzt - dann
bleibt immer noch die Frage anhand welcher Kri-
terien man den legitimen und sinnvollen Technik-
einsatz von einem fehlgeleiteten unterscheiden
kann. Diese Frage ist deshalb nicht pauschal zu
beantworten, weil ihre Antwort von dem Fachge-
biet, der konkreten Technologie und - wie oben
angedeutet - auch von Relevanzfragen d.h. Fragen
denach abhängt, was ein legitimes und wichtiges
Problem in einem Wissenschaftsfach ausmacht.
Relevanzfragen sind aber immer auch Wertfra-
gen und können so gesehen vielleicht gar nicht ob-
jektiv entschieden werden.
Dennoch kann man womöglich Faustregeln da-
für aufstellen:
1.  Aus welchen Gründen auch immer eine be-
stimmte wissenschaftliche Problemstellung
als relevant erachtet wird, es sollte nicht bloß
aus dem Grund sein, dass sie die Verwendung
einer interessanten Technologie erlaubt. Das
klingt trivial, ist es in der Praxis aber nicht im-
mer, besonders dann nicht, wenn der Tech-
nikeinsatz mit Forschungsgeldern prämiert
wird. Eine zuzugestehende Ausnahme sind
Forschungsprojekte, die rein der Methoden-
entwicklung dienen.
2.  Technik ist in den Geisteswissenschaften nicht
das Wesentliche. Wenn sie die Arbeit nicht
einfacher macht oder ihr Einsatz nicht zu ei-
nem Surplus an Erkenntnis führt, der den Auf-
wand rechtfertigt, dann ist sie Fehl am Platze.
(Auch trivial, aber nicht immer wird die Rech-
nung aufgemacht.)
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Praktische Tagger-Kritik.







Der vorliegende Beitrag leistet eine Tool- und
Methoden-Kritik der automatischen Auszeich-
nung von Wortarten (Part of Speech-, bzw. POS-
Taggern) an literarischen Texten des 19. und
frühen 20. Jahrhunderts. Er geht über eine
rein intellektuelle Reflektion hinaus, indem er
erste Schritte einer empirischen Evaluation des
POS-Tagging des Deutschen Textarchivs (DTA,
Berlin-Brandenburgische Akademie der Wissen-
schaften) und seiner praktischen Verbesserung
vorlegt.
Aus der Perspektive der Digitalen Literatursti-
listik und des Distant Reading sind Wortarten
besonders interessante lexiko-grammatikalische
Merkmale, ist ihre Verteilung doch ein wichti-
ger Indikator für Dimensionen wie Autorstil, Gat-
tung und Register (z.B. Biber / Conrad 2009). POS
sind vergleichsweise leicht und scheinbar valide
zu bestimmen, gilt doch in der Computerlingu-
istik das Problem der automatischen Wortarte-
nannotation als gelöst – auch für das Deutsche,
wo eine durchschnittliche Erkennungsgenauig-
keit bei 95-97% liegt (vgl. Giesbrecht / Evert 2009).
Für DH-Anwender scheint es also nahe zu liegen,
ihre Korpora komfortabel mit out-of-the-box-Tag-
gern zu annotieren, oder sich bereits annotierter
Korpora zu bedienen, wie zum Beispiel des DTA.
Ein genauerer Blick zeigt jedoch, dass Korpora
der Geisteswissenschaft, historische wie literari-
sche, von der sprachlichen Varietät abweichen,
die den Sprachmodellen der verfügbaren Tag-
ger zugrunde liegt, also Zeitungtexten der Ge-
genwart (der für das Deutsche frei verfügbare
Goldstandard ist derzeit TIGER, ein Korpus von
900.000 Wörtern aus der Frankfurter Rundschau,
vgl. Brants et al. 2004). In Nichtstandardvarietä-
ten sinkt die Genauigkeit des POS-Taggings rapide
(vgl. z.B. Scheible et al. 2011), und teilweise sind
Aussagen über die Annotationsgenauigkeit man-
gels Referenzstandards gar nicht möglich. Dies
betrifft auch das DTA, dessen POS-Tagging bis-
lang nicht systematisch evaluiert wurde. Insge-
samt ist die DH-Community also noch recht weit
von einem Goldstandard für historische literari-
sche narrative Texte des Zeitraums entfernt.
Unser Beitrag leistet hier einen wichtigen
Schritt, indem er erste Ergebnisse zur Einschät-
zung der Qualität ebenso wie zur Verbesserung
des Annotationstools vorlegt. Ausgehend von dem
Ziel unser Korpus der Literarischen Moderne
(KOLIMO http://kolimo.uni-goettingen.de/) valide
mit POS auszuzeichnen, haben wir eine Stich-
probe (N= 9.065 ) des DTA manuell nachannotiert.
Unsere Methode verbindet einen Tagger-Ver-
gleich mit einer händischen Analyse. Dabei wer-
den folgende Ziele verfolgt:
•   Eine erste Evaluation des POS-Tagging des DTA
für den Zeitraum 1800-1930 im Vergleich mit
der gegenwärtigen Generation der POS-Tag-
ger;
•   Der heuristische Aufweis von interessanten
Fällen, die Forschungsdesiderate für Linguis-
tik und Literaturwissenschaft aufzeigen;
•   Die Verbesserung des Sprachmodells und so
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Die Evaluation des POS-Taggings wurde durch-
geführt auf einer randomisierten Stichprobe des
DTA, die aufgrund unseres Forschungsinteresses
auf narrative Texte mit Publikationsdatum ab
1800 beschränkt war, wobei sowohl fiktionale wie
auch nicht-fiktionale Texte berücksichtigt wur-
den (ausschlaggebend waren die Metadaten zur
Erstveröffentlichung und Gattung im Header des
DTA). Die Grundgesamtheit der aus dem DTA ent-
nommenen Stichprobe umfasste N= 64.924.458
Tokens, die der händisch annotierten Tokens um-
fasste n= 9.065 Tokens/POS-Tags, also 0,014%).
Die Stichprobe wurde in ihrer tokenisierten und
normalisierten Form aus dem DTA übernommen
(vgl. DTA). Der Taggervergleich nutzte neben dem
DTA-Tagger moot (Jurish / Würzner 2013) den
TreeTagger (Schmid 1994), MarMoT (Müller et al.
2013) sowie den Perceptron-Tagger (Rosenblatt
1958), also solche Tagger, die in der digitalen Text-
analyse häufig verwendet werden. Input war für
alle Tagger dieselbe Stichprobe aus dem DTA.
Das Tagging wurde durch vier studentische
Hilfskräfte besorgt, wobei iterative Analysen und
finale Annotation durch die PI betreut wurden.
Mit einem Skript wurden csv-Tabellen erstellt,
die die Tokens (fortlaufende Wortformen, inklu-
sive Interpunktion) und POS-Tags in einem Key-
word-in-Context-Format präsentieren. Abbildung
1 zeigt einen Ausschnitt der Ansicht des Anno-
tationstools: jede Zeile enthält neben dem Token
(Wort) die jeweiligen POS-Tags, das Lemma, den
linken und rechtem Satzkontext, sowie einen grö-
ßeren Satzkontext, Angaben zu Werktitel, Autor,
und Erscheinungsdatum. Bei der Analyse wurde
jeweils nur die Abweichungen zum (von moot
zugewiesenen) DTA-Tag händisch in eine geson-
derte Zelle ( newtag) eingefügt, ebenso wie ein fa-
kultativer Kommentar des Coders.
Abbildung 1: Screenshot POS-Annotationstool
(Ausschnitt)
Dem automatischen wie händischen Tagging lag
das Tagset des STTS (Schiller et al. 1999) zu-
grunde. Wo angezeigt, wurden im Projekt zu-
sätzliche Regeln für der Handhabung des STTS-
Manuals vereinbart und dokumentiert. Hierzu
gehört auch u.a. die systematische Einbindung
eines korpusbasierten Wörterbuchs (http://ww-
w.duden.de/) bei Eigennamen und Fremdwör-
tern.
Das Tagging wurde in drei Phasen durchgeführt.
Primäres Ziel des Taggings war es, die Genauig-
keit von moot auf der genannten Stichprobe gegen
manuelles und automatisches Tagging (TT, Mar-
Mot, Perceptron) zu evaluieren. Die Phase I diente
neben der Erarbeitung und Ergänzung des Tag-
ging-Manuals und dem Einarbeiten der Coder ei-
ner ersten quantitativen und qualitativen Analyse
des moot-Taggings. Die untersuchte Stichprobe
umfasste N=100 randomisiert extrahierte Sätze
(N=3.635 Tokens). Jedes Token wurde bezüglich
des zugewiesenen POS-Tag durch alle Coder un-
abhängig überprüft und ggf. korrigiert.
In Phase II wurden dieselben Coder, Tagger
und dieselbe Software eingesetzt, ebenso wie die
in Phase 1 erarbeiteten Tagging-Guidelines. An-
ders als in der ersten Phase wurden jedoch nicht
ganze Sätze, sondern jeweils einhundert Token
pro POS-Kategorie aus dem DTA extrahiert. Da-
durch wurde eine Ungleichverteilung der einzel-
nen POS-Kategorien, welche in natürlichen Sät-
zen gegeben ist (vgl. Evert 2006; Kilgarriff 2005),
vermieden. Für fünfundfünfzig POS-Kategorien
des STTS wurden jeweils n=100 Wort/Token-POS-
Paare sortiert nach STTS-Tag annotiert. Dies ent-
spricht einer Grundgesamtheit von N=5.500 To-
kens. Jedes Token wurde von zwei Codern unab-
hängig annotiert.
In der anschließenden Diskussionsphase wur-
den die strittigen Fälle besprochen und finale
Annotationen erarbeitet. Zu diesem Zweck wur-
den Statistiken für die Tags (über Coder und Tag-
ger) analysiert und Nichtübereinstimmung der
vergebenen Tags identifiziert. Für die statisti-
sche Evaluation wurde die Interrater-Reliabili-
tät als Agreement und Cohen‘s Kappa berechnet
(Package „irr“ in R Version 3.3). Darüber hin-
aus wurde für die erste Tagging-Phase ein Fleiss’-
Kappa für die Coder berechnet (dies steht für
Phase 2 noch aus).
Ergebnisse
Die Ergebnisse in Tabelle 1 basieren für Phase
I auf den finalen Annotationen und für Phase II
zum momentanen Zeitpunkt auf etwa der Hälfte
der finalen Annotation. Sie zeigen für moot ver-
glichen mit dem Referenzstandard eine Gesamt-
genauigkeit von 90,16% (TreeTagger 80,88%; Mar-
MoT 83,99%; Perceptron 79,75%). Dies ist eine
niedrige Gesamtgenauigkeit gemessen an 98,6%
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zur modernen Standardvarietät (Brants 2000),
entspricht aber in etwa den von Scheible et al.







































90,16 80,88 83,09 79,76
Tabelle 1: Genauigkeit der Tagger bzgl. Coder
(Mittelwert über Coder vor Diskussion) und Refe-
renzstandard (nach Diskussion) in Prozent
*Es handelt sich nicht um den Mittelwert von
Phase I und II sondern um eine gewichtete Statis-
tik, die die unterschiedlichen Stichprobengrößen
(zum Zeitpunkt der Rechnung) einbezieht.
Die Übereinstimmung zwischen Codern vor
der Diskussion und Referenzstandard ist hinge-
gen vergleichsweise hoch, auch wenn sie in der
zweiten Tagging-Phase etwas abfällt ( Agreement
Phase I = 95,47 – 98,13%, Agreement Phase II =
95,56 – 96,22%, Cohen‘s Kappa Phase I = 0,95 – 0,98,
Cohen‘s Kappa Phase II = 0,95 – 0,96). Gleiches gilt
für die Interrater-Reliabilität (Übereinstimmung
zwischen Codern vor Diskussion) obwohl die Dif-
ferenz zwischen den beiden Phasen größer ist (
Agreement Phase I = 94,14 – 95,20%, Agreement
Phase II = 89,45 – 92,64%, Cohen‘s Kappa Phase I =
0,94 – 0,95, Cohen‘s Kappa Phase II = 0,89 – 0,92).
Das Fleiss’ Kappa weist mit 0,94 einen hohen Wert
auf. Die Coder annotieren in beiden Phasen also
genauer als moot.
Obwohl die Gesamtergebnisse noch ausstehen,
könnte der Unterschied zwischen den Phasen ten-
tativ damit erklärt werden, dass Phase II mehr
problematische Tags annotiert, die eine niedri-
gere Distribution haben und im per-Satz-Tag-
ging seltener auftreten. Für die einzelnen POS-
Kategorien variiert die Genauigkeit zwischen 0%
und 100%, wobei moot die höchste mittlere Ge-
nauigkeit (Mittelwert = 88,65%) und niedrigste
Streuung (Standardabweichung = 17,25) aufweist
(TreeTagger = 67,05 ± 28,52, MarMoT = 73,41 ±
27,49, Perceptron = 62,66 ± 31,37). Eine detaillierte
Analyse der einzelnen POS-Tag-Kategorien zeigt,
dass moot in den meisten, aber nicht allen, POS-






ADJA 94,5 93 93,5 95
ADJD 85,37 79,67 78,05 76,42
ADV 81,2 72,93 75,56 68,42
NE 75,25 61,87 63,55 87,63
NN 92,81 93,46 92,32 91,67
Tabelle 2: Genauigkeit einiger STTS-Tags über
Tagger (in Prozent)
Diskussion
In den Gruppendiskussionen konnten Probleme
identifiziert werden, die vornehmlich bei den
Taggern lagen (z.B. bei Abkürzungen, Relativpro-
nomen). Es traten aber auch Fälle auf, in denen
die STTS-Guideline nicht präzise genug ist (z.B.
bei Vergleichspartikeln, Possessivpronomen, In-
definitpronomina). Dabei war die Analyse der Di-
sagreements eine produktive Heuristik, um (com-
puter-)linguistisch und literarturwissenschaftlich
interessante Fälle aufzuwerfen. So scheint gerade
in literarischen Fällen eine Ambiguität (etwa zwi-
schen Adjektiv und Verb bei Partizipien) geradezu
intentional. Ähnlich und in „Bravo! Warum denn
nicht? Bravo! Und wieder Bravo!“ (Kafka, Der Pro-
zess), welches als Konjunktion, aber auch als Dis-
kurspartikel interpretiert werden kann.
Insgesamt zeigt unsere praktische Taggerkritik,
dass auch eine scheinbar gelöste NLP-Aufgabe
wie die Wortartenauszeichnung kein Solitär ist,
auf den geistes- und literaturwissenschaftliche
Projekte ohne genauere Prüfung bauen sollten.
Unsere Ergebnisse zeigen trotz der hochqualitati-
ven Vorverarbeitung des DTA eine Fehlerrate von
ca. 9% an, die allerdings stark nach POS-Tag vari-
iert. Die diachrone wie synchrone Heterogenität
des literarischen Diskurses führt generische POS-
Tagger bislang fast zwangsläufig an ihre Gren-
zen, durch historische Sprachformen, aber auch
die Vielfalt der Gattungen, Erzähltechniken und
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kreative Lexik und Syntax. Zukünftig bieten sich
hier wohl zwei Wege an: zum einen die fortlau-
fende Verbesserung von generischen Tools, zum
anderen gerade aber auch die Feinabstimmung
der Tools für spezifische Anwendungen, mit fle-
xibel ansprechbaren Tagging- und Sprachmodel-
len. So haben wir unsere Annotation an moot
zurückgespielt, um das spezifische Sprachmodell
zu verbessern. Die Ergebnisse unseres Tagger-
vergleich deuten zudem für bestimmte Tags auf
die Nützlichkeit eines Ensemble-Taggings hin, bei
dem verschiedene Algorithmen verschränkt wer-
den (van Halteren et al., 2001).
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Introduction
A project on Georgian Epigraphy 1 in the con-
text of which this article is grounded brought our
attention to two phenomena which seem inse-
parably intertwined with the epigraphic record:
abbreviations and gaps. In Old Georgian, abbre-
viations are very prominent and yet very hetero-
geneous. That is more so than in other (historical)
languages. One finds many abbreviations for the
same word, compare Boeder (1987). In this article,
we assess the research question why this is so by
trying to highlight properties of Old Georgian ab-
breviations, which can also be used as an aid to
read them. We use Old Georgian abbreviations in
inscriptions and manuscripts from the Titus web-
site, Gippert (1995) under more entered within
the Georgian National Corpus 2. In order to take
a somewhat wider perspective and enable data
hungry technologies to aid in the analyses of the
aforementioned phenomena 3, we decided to com-
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pare the Georgian record with one of the largest
digital epigraphic records available, classical La-
tin, for which we use data from the Epigraphic da-
tabase Heidelberg 4: last accessed December 2016.
The Latin data is several orders of magnitude lar-
ger than the Georgian one. While Latin contains
roughly 70,000 inscriptions, Georgian features 91,
so we decided to additionally analyse abbreviati-
ons in Old Georgian manuscripts. We ended up
with roughly 4,000 abbreviations for Old Geor-
gian (roughly 1,100 from the inscriptions) and
roughly 170,000 for Latin.
There are several partly overlapping typolo-
gies of abbreviations, compare Marchand (1969);
Kreidler (1979); McArthur (1988); McArthur and
McArthur (1992); Rúa (2004); Driscoll (2009). (Car-
roll, 2003, p.205) remarks: ”Unfortunately, univer-
sally accepted standards for many abbreviations
and acronyms do not exist”.
Position
The first investigation concerns the position of
the letters in the extension, which are maintained
in the abbreviation. That is <precip> as an abbre-
viation for <precipitation>, will be converted into
1-2-3-4-5-6. We look at the type and token levels
for Old Georgian and Latin, see Table 1.





















1.0 0.979 0.016 0.166
Latin In-
scriptions




0.987 0.183 0.12 0.01
Table 1: Proportions of abbreviations starting
in the first letter (first column), ending in the
last (second column), being suspensions (third
column) or contractions (fourth column). 'types'
here counts each abbreviation - expansion tuple
uniquely.
We find that abbreviations usually start in the
first letter although this might be part of a pre-
fix in both Latin and Old Georgian. This allows
for keeping parafoveal preview information in-
tact, see for instance Slattery et al. (2011); Rayner
et al. (2012). Chanceaux et al. (2013) summarizing
Dandurand et al. (2011) find that ”initial letters
provide more information with respect to word
identity than any other letter position”. Initital let-
ters are together with the last letter the ”most vi-
sible” letters of a word, Dandurand et al. (2011),
which means under more that due to the adjacent
spaces, they can more easily be recognized.
Secondly, Old Georgian uses more contractions
(abbreviations by first and last letter, a Christian
abbreviation tradition which entails the question
of how to spiritually correctly contract affixed
words inducing a dilemma once many affixes are
present), Latin suspensions (abbreviation by the
first n letters. Figure 1 shows the patterns of oc-
currence of positions, given a certain word length.
The y-axis represents the percentage of abbrevia-
tions (regardless of their lengths) that contain the
position specified on the x-axis. In a normalized
plot, all wordlengths from 4 to 11 are plotted toge-
ther. For Old Georgian there is a gap after some
first letters. We conjecture that the end of the
word stem is most unlikely to occur in abbrevia-
tions. While in Latin, suffixes are often left out,
in Georgian, which has an agglutinative morpho-
logy, this would lead to considerable difficulties in
relating the actual word to the context since some
suffixes carry information which in Latin are ex-
pressed by independent pre- or postpositions.
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Figure 1: Letter position incidence in abbrevia-
tions. First row: for words of length 5 (24, 569
data points in Latin and 401 in Old Georgian).
Second row: for words of length 4 to 11 (over-
lay). In the upper left graphic, for all abbrevia-
ted words of length 5 in Latin, the first letter was
always present in the abbreviation, the second
in roughly 30% of the cases, the third in slightly
less cases, the fourth and fifth almost never. In
Old Georgian, an alternation with 2 dominant
patterns appears: one for shorter words with
probably one suffix and one for words with 2 suf-
fixes which then have more letters towards the
relative middle.
Vowels & Consonants
Now, we look at how many vowels and conso-
nants are retained in abbreviations, see Table 2.
As one can see, in all contexts the ratio of vowels
in the abbreviations is clearly lower than in the
extensions. Information theory, see for instance
Shannon (1948) provides a stable basis for the in-
terpretation of these results. a) the class of vowels
is smaller than the class of consonants and b) vo-
wels are much more frequent not only because of
a) but also because they occur in syllable nuclei
and consequently a single vowel, yet not a single
consonant can constitute a syllable. 5 6 Thus, vo-
wels are less informative and hence more easily
guessable than consonants. Finally, we analysed
our larger Latin data in more detail. We extract
the frequency based rankings of letters and test
their correlation with the ranking through proba-
bility of being retained in an abbreviation. The
Spearman rank correlation suggests, that there is
a significant correlation between the frequency of
a consonant and its probability to be retained in
an abbreviation (p-value = 0.002655, ρ 0.622807).
For vowels p is above 0.01, and ρ is negative at
-0.2 suggesting that for vowels, which are all quite
frequent, there is no clear effect. Carreiras et al.
(2009) find that vowels do not yield priming ef-
fects for recognition in opposition to consonants,
which would nicely align with this finding. Thus,
an inf requent consonant grapheme is more pro-
bably retained. One may deduct that consonants
that are left out - if any - are more frequent than
the ones retained. Knowing this and knowing that
the first portion of the word root is probably re-
presented in the abbreviation decreases the num-
ber of possible interpretations ideally by this to-
ken helping to decipher abbreviations.

























Table 2: Proportions of vowels in extensions and
abbreviations. Note, that the inverse (1-value) is
the proportion of consonants. Here, vowels and
consonants are measured as vowel and consonant
characters, which for both Latin and Old Georgian
largely coincides with their phonemic class due to
both writing systems being rather shallow.
Possibilities for the Abbrevia-
tor
Reading abbreviations may be understood even
better when taking their generation into ac-
count. One hypothesis assumes, that someone,
who wants to abbreviate a word, holds in mind
all possible abbreviations and chooses from them.
We try to validate this, counting all possible ab-
breviations per word length given suspension and
contraction. This can also help estimate algorith-
mic complexity in abbreviating.
As we have empirically observed but not expli-
citly stated so far and implicitly assumed, a condi-
tion for a valid abbreviation may be that the indi-
ces of the letters must maintain ascending order,
or, in other words, the original sequence of the let-
ters is not permuted. If so, for each word length w
and abbreviation length a there are { w  \ choose a
}  7  possible abbreviations, since for each distinct
combination only one can maintain the ascending
order of elements. Now in order for understan-
ding how many possible abbreviations there are
for each word we need to add up values for all dif-
ferent a, where  a < w. 8
By simply using this binomial coefficient one can
compute the numbers of possible combinations
(for numbers until 10, see Table 3 leftmost num-
bers in cells) which gives the inner portion of Pas-
cal’s triangle. However, the outer 1s are missing,
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since the extension itself is no abbreviation and
neither is a sequence of zero letters, the sum is
thus 2^w - 2. The increase in possibilities is linear
and quick, for a word of length 15, there are 32,766
possibilities how it could be abbreviated.
If we additionally fix the first letter, we count
only all combinations containing element ’1’,
which must then be{ w-1 \choose a-1 }, since we
have fixed the first letter and from the remaining
w - 1 letters, we can choose any a - 1 remaining ele-
ments of the abbreviation. This restricts the pos-
sible numbers already considerably. Overall, we
halve possibilities, so 2^{w-1} - 1 becomes the sum
formula, which would still leave us with 16,383
possibilities for a word of 15 letters.
In case of a contraction, one fixes the first and
the last letter. Then again, results are halved with
one letter long abbreviations excluded, hence the
sum relates to w by 2^{w-2} - 1. For a word of
length 15 still 8,191 possibilities would be left.
Numbers remain so high towards the end of the
scale that it seems improbable that someone who
abbreviates a word be aware of all of the possibi-
lities simulateneously at decision time. One also
sees that contraction is quite effective in restric-
ting possible abbreviations and might thus con-
siderably speed-up abbreviating and decipher-
ment/reading of abbreviations.
1 2 3 4 5
2 2/1/0
3 3/1/0 3/2/1
4 4/1/0 6/3/1 4/3/2
5 5/1/0 10/4/1 10/6/3 5/4/3
6 6/1/0 15/5/1 20/10/4 15/10/6 6/5/4
7 7/1/0 21/6/1 35/15/5 35/20/10 21/15/10
8 8/1/0 28/7/1 56/21/6 70/35/15 56/35/20
















8 28/21/15 8/7/6 254/127/
63








Table 3: Numbers of possible abbreviations per
word length / when first letter is fixed / when first
and last letters are fixed. Rows have word length,
columns abbreviation length.
Discussion and Conclusion
Various analyses (not only the presented) con-
ducted have shown two properties of abbrevia-
tions which can help understand and read Old
Georgian and Latin abbreviations.
1.  the overwhelming majority of abbreviations
contains the first letter of the extension
2.  morphological type is an important factor for
abbreviating, for Old Georgian the end of the
word stem is likely to disappear whereas suffi-
xes tend to be represented, the last letter being
likely for the contraction principle
3.  for Latin we found that consonants are more
likely to occur in an abbreviation than vowels,
less frequent consonants more than frequent
ones
Combinatorial evidence suggests that keeping
in mind all possible abbreviations even in case
of contraction is unlikely for longer words. Con-
sidering that Old Georgian as an agglutinative
language produces long words this may partly
explain why there is larger variety in the abbre-
viation landscape, since in each abbreviation pro-











3. See also Hoenen & Samushia (2016)
4. http://edh-www.adw.uni-heidelberg.de/home
5. In principle, all but sign languages should
make use of vowels, at least empirically in the
Word atlas of language structures, Dryer and
Haspelmath (2013) (see wals.info), there are no
languages with less than 2 vowel qualities. Fur-
thermore the lowest consonant vowel ratio in
563 languages has still more consonants (10)
than vowels (9), see Maddieson (2013b,a).
6. A third observation on vowels could be rela-
ted: vowels are synchronically (dialects) and dia-
chronically (language change) less stable.
7. We write formulas in LaTeX syntax in order to
avoid for simple formulae to be given too much
space.
8. Note, that an abbreviation can be understood
as a k-skip-n-gram, Guthrie et al. (2006). The first
numbers in the summing column of the table
then coincide with the numbers (sum of) of all
possible k-skip-n-grams for w (and all possible n
and  k).
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Jüngste Ergebnisse der computergestützten For-
schung legen nahe, dass Romanfiguren – ge-
messen an ihrer Figurenrede – von den jeweili-
gen Autoren stilistisch distinktiv angelegt werden
können (Hoover 2017; Fields, Bassist, Roper 2017).
Versierte Autoren könnten ihren Figuren also so-
genannte „distinctive voices“ einschreiben, die
sich stilometrisch identifizieren lassen. Anders als
bei Autorschafts-, Gattungs- oder Epochensigna-
len handelt es sich hierbei um ein intratextuel-
les Unterscheidungskriterium. Untersuchungsge-
genstand ist somit nicht ein großes Textkorpus
verschiedener Autoren, sondern ein einzelner
literarischer Text. David Hoover benennt die-
ses Vorgehen der Textselektion und -aufberei-
tung ‚microanalysis‘. Er setzt sich damit nicht
nur von Schlagwörtern wie ‚big data‘ ab, er be-
tont trotz vergleichbarer quantitativer Methoden
auch die Unterschiede zu Konzepten wie ‚macro-
analysis‘ (Jockers 2013) und ‚distant reading‘ (Mo-
retti 2000; 2005).
Erstaunlicherweise beschränken sich die Stu-
dien zur stilistischen Differenzierung von Figu-
renrede größtenteils auf Romane. Dabei ist es
doch gerade die Struktur dramatischer Texte, die
eine quantitative Untersuchung der Figurenrede
plausibel erscheinen lässt – die Rede wird nicht
von einem Erzähler sortiert, kommentiert und in
einen Rahmen gebettet. Auch erste Forschungs-
ansätze sind durchaus vorhanden: John Burrows
und Hugh Craig zeigen etwa, dass einzelne Dra-
menfiguren sehr wohl erfolgreich einem Autorsi-
gnal zugeordnet werden können (Burrows, Craig
2012). Sie reagieren damit interessanterweise auf
Kritiker, die die erfolgreiche Autorschaftsattribu-
tion von Dramentexten aufgrund der vielen ver-
schiedenartigen Stimmen – weil es also keinen Er-
zähler gibt – in Frage stellen (Masten 1997).
Nachfolgend soll geprüft werden, inwieweit sich
Hoovers Vorgehen (2017) zur Ermittlung distink-
tiver Figurenrede auch auf dramatische Texte
übertragen lässt. Die Ergebnisse der stilometri-
schen Untersuchung werden im Anschluss durch
drei weitere quantitative Analyseverfahren kon-
textualisiert und zugleich kritisch hinterfragt.
Distinktive Figurenrede im
Drama?
Abbildung 1 1 zeigt eine hierarchische Cluster-
analyse der wichtigsten Figuren aus Gotthold
Ephraim Lessings Minna von Barnhelm, oder das
Soldatenglück. 2 Die Abbildung setzt die Rede-
anteile der wichtigsten Dramenfiguren, die ge-
mäß der Aktgrenzen segmentiert wurden, stilo-
metrisch in Relation. Grundlage der Analyse sind
die Wortfrequenzlisten, die den Redeäußerungen
der einzelnen Figuren entnommen werden. Mit
Hilfe von ‚Cosine Delta‘, das zuverlässigere Ergeb-
nisse als ‚Burrows’s‘ oder ‚Argamon’s Delta‘ erzie-
len sollte (Evert u.a. 2017), wird aus den Wortfre-
quenzen die relative stilistische Ähnlichkeit der
Textpassagen berechnet. 3 Anders als bei Hoo-
ver erfolgt die Unterteilung der Figurenrede je-
doch nicht nach Segmenten zu je 1500 Wörtern.
Stattdessen werden die bereits gegebenen Akt-
grenzen des Dramas zur Einteilung herangezo-
gen. 4 Dieses Vorgehen ist weniger artifiziell, da
keine künstlich normalisierten Grenzen zu setzen
sind. Es ist zugleich hilfreich, um die stilometri-
schen Ergebnisse anhand der Bedingungen ihres
Zustandekommens, etwa der Kopräsenz von Figu-
ren, zu interpretieren. Das Vorgehen hat jedoch
zum Nachteil, dass die Segmente keine einheitli-
che Länge aufweisen und zu kurze Abschnitte auf-
grund ihrer geringen Wortzahl aus dem Korpus
gestrichen werden mussten.
Die stilometrische Analyse von Minna von Bar-
nhelm zeigt, dass die Ergebnisse, die Hoover so-
wie Fields, Bassist und Roper für ausgewählte
englischsprachige Romane erzielen, nicht unmit-
telbar auf Lessings Drama übertragbar zu sein
scheinen. Es gibt zwar vereinzelte Anzeichen für
stilistisch distinktiv angelegte Figurenrede – von
der männlichen Hauptfigur Tellheim gruppieren
sich Akt 1 und Akt 3 in unmittelbarer Nähe, auf
Paul Werner trifft das für Akt 3 und Akt 5 zu.
Die Mehrheit der Redesegmente scheint sich al-
lerdings nach einem anderen Kriterium anzuord-
nen. Besonders deutlich wird dies im obersten
Abschnitt der Grafik: Die Redeanteile von Major
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Tellheim, Minna von Barnhelm, ihrer Kammer-
jungfrau Franziska und die des Wirts gruppie-
ren sich auf einem zusammenhängenden Ast. Die
vier genannten Redesegmente entstammen alle-
samt dem zweiten Akt des Dramas und ihre An-
ordnung signalisiert eine gegenseitige Ähnlich-
keit in Relation zum Vergleichskorpus. Es gibt
weitere Beispiele, die die Aktgrenzen als wich-
tigen Faktor der Analyseergebnisse plausibilisie-
ren. Die prägnantesten sind diejenigen von Tell-
heim und Minna in Akt 4 und 5.
Abbildung 1: Minna von Barnhelm. Dendrogram,
1000 n-mfw, Cosine Delta, kein Culling, Ward-
Clustering.
Ein einzelnes Dendrogram darf für die Bewer-
tung der Hypothese jedoch nicht mehr sein als ein
erstes Indiz, zumal die Segmentierung nicht ge-
mäß einer festen Länge mit vorgegebener Wort-
anzahl, sondern nach den Aktgrenzen vorgenom-
men wurde.
Um ein potentielles ‚Cherry Picking‘-Problem an
dieser Stelle zu vermeiden, ergänzt Abbildung 2
die Analyse um fünf weitere Dramen, drei von
Friedrich Schiller und zwei weitere von Lessing.
5 Betrachtet man die hierarchische Struktur, wird
deutlich, dass sowohl das Autorsignal als auch
die Texteinheit klar erkennbar bleiben und die
Anordnung dahingehend durch die relativ gerin-
gen Wortumfänge der Redesegmente nicht nega-
tiv beeinflusst wird.
Abbildung 2: Die Räuber, Die Verschwörung
des Fiesco zu Genua, Maria Stuart, Minna von
Barnhelm, Emilia Galotti, Miß Sara Sampson.
Dendrogram, 1000 n-mfw, Cosine Delta, kein
Culling, Ward-Clustering.
Ein Ähnlichkeitssignal, das Figurentypen, etwa
den zärtlichen Vater in den bürgerlichen Trau-
erspielen Lessings, über das einzelne Drama hin-
weg verbinden würde, ist zumindest auf diese
Weise nicht auszumachen. Die Vermutung liegt
nahe, schreibt Lessing seine Dramen doch dezi-
diert für die am Theater üblichen Rollenfächer
des 18. Jahrhunderts (Harris 1992). Sie scheint je-




Stilometrische Analysen sind nicht das einzige
Verfahren, um relative Ähnlichkeiten innerhalb
eines Textkorpus zu bestimmen. Inwieweit sie
geeignet sind, offene Fragestellungen – im Ge-
gensatz etwa zur Autorschaftsattribution – zu
erörtern, ist überhaupt noch zu prüfen. Sollten
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Parameter wie Distanzmaß, Wortumfang oder
Culling tatsächlich je nach Textkorpus neu zu be-
stimmen sein, wären ‚Cherry Picking‘-Probleme
der Methode inhärent (Schöch 2014; Jannidis
2014; Eder 2013).
Nachfolgend ist es deshalb geboten, die bisheri-
gen Beobachtungen weiteren quantitativen Ver-
fahren gegenüberzustellen. Dazu dienen Analy-
sen der Kopräsenz, der Figurensemantik und der
Empfindung, sogenannte Sentiment-Analysen.
Abbildung 3: Redeäußerungen und deren Posi-
tion, Minna von Barnhelm. 6
Die Tabelle in Abbildung 3 listet die fünf wich-
tigsten Figuren aus Lessings Minna von Barn-
helm und markiert ihre Redeanteile in zeitlicher
Abfolge. Im Zentrum der Untersuchung stehen
die beiden Hauptfiguren des Dramas, namentlich
Tellheim und Minna. Im zweiten, insbesondere
aber im vierten und fünften Akt agieren Tellheim
und Minna häufig gemeinsam auf der Bühne. Sie
sind kopräsent. Diese Strukturdaten korrelieren
mit den Beobachtungen aus Abbildung 1. Die Re-
desegmente der genannten Akte gruppieren sich
dort in unmittelbarer Nähe zueinander, während
Tellheims Redeanteile in den Akten 1 und 3 davon
deutlich separiert abgetragen sind. In diesen bei-
den Akten stehen Tellheim und Minna nicht zur
gleichen Zeit auf der Bühne. Die stilistische Ähn-
lichkeit der Figurenrede scheint also in Zusam-
menhang mit einem strukturellen Merkmal, der
gemeinsamen Bühnenpräsenz der Figuren, zu ste-
hen.
Um diesen Befund weiter zu spezifizieren, soll
eine semantische Wortfeldanalyse die themati-
sche Konzeption der Figurenrede operationalisie-
ren (Willand, Reiter 2017).7 Abbildung 4 schlüsselt
die Äußerungen der zentralen Figuren nach den
Themen ‚Liebe‘, ‚Krieg‘, ‚Familie‘, ‚Ratio‘ und ‚Re-
ligion‘ auf. Die Häufigkeiten zeigen deutlich, wie
ähnlich die Figurenrede von Minna und Tellheim
hinsichtlich der Wortfelder konzipiert ist. Gerade
die für Lessings Drama zentralen Themen ‚Liebe‘
und ‚Ratio‘ korrelieren merklich – auch vergli-
chen mit den übrigen Figuren. Die Heatmap in Ab-
bildung 5 veranschaulicht jedoch, dass dieses the-
matische Ähnlichkeitsverhältnis der Figurenrede
von Minna und Tellheim nur eingeschränkt auf
einzelne Akte heruntergebrochen werden kann.
Es scheint eher der Fall zu sein, dass die anhand
der Wortfelder ablesbaren Rollen von Minna und
Tellheim je nach Akt differieren und zugleich wei-
tergegeben werden können. Ein Beispiel hierfür
ist der wechselnde Zweifel an einer gemeinsamen
Zukunft, der Dialoge von Minna und Tellheim
bis zum fünften Akt prägt. Basis der Darstellung
sind die die Häufigkeiten der Wortfelder in der
Figurenrede auf Ebene einzelner Akte. Die Häu-
figkeiten werden über die Bestimmung der eu-
klidischen Distanz in ein Ähnlichkeitsverhältnis
gesetzt. Demnach sind die nach Wortfeldern ähn-
lichsten Segmente die Figurenrede von Tellheim
aus dem vierten Akt und diejenige von Minna aus
dem dritten (euklidische Distanz: 0,001467). Es fol-
gen die Paare Tellheim 5 und Minna 2 (0,002705)
sowie Tellheim 1 und Minna 4 (0.003758).
Während also Abbildung 4 ein Indiz dafür lie-
fert, dass Stil, Thema und Präsenz der Figuren
und ihrer Äußerungen zusammenhängen, zeigt
Abbildung 5 eine gegensätzliche Tendenz – zumin-
dest, wenn man nur die Redesegmente von Tell-
heim und Minna auf Ebene der einzelnen Akte
vergleicht. Ein Grund dafür ist die Skalierung.
Fügt man der Distanzberechnung weitere Figur-
ensegmente bei, wird erkennbar, dass etwa auch
die Segmente des fünften Akts von Minna und
Tellheim thematisch relativ ähnlich erscheinen
(0.006024).8
Abbildung 4: Semantische Wortfelder in Minna
von Barnhelm, normalisiert nach Länge der Fi-
gurenrede.
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Abbildung 5: Euklidische Distanz der semanti-
schen Wortfelder als Heatmap, Figurensegmente
von Minna und Tellheim. Umso heller die Flä-
chen dargestellt sind, umso größer ist die Über-
einstimmung der Wortfelder.
Die Sentiment-Analyse in Abbildung 6 gibt den
letzten der vier mikroanalytisch genutzten Zu-
gänge zur Dramenbetrachtung wieder. In der For-
schung genutzt, um etwa die unterschiedliche
Verwendung von Emotionswörtern in Märchen
und Romanen zu analysieren (Mohammad 2011),
archetypische Stimmungskurven in Romanhand-
lunge sichtbar zu machen (Jockers 2015) oder zwi-
schenmenschliche Beziehungen in Shakespeares
Stücken zu untersuchen (Nalisnick, Baird 2013),
wird die Analyse hier eingesetzt, um die Emp-
findung von Tellheim und Minna anhand ih-
rer Valenzwerte im fünften Akt zu vergleichen.
Die Grafik muss dabei als Annäherung aufge-
fasst werden, da zwei Dramenfiguren immer
versetzt voneinander sprechen. Normalisierung
nach Länge der Figurenrede, fast dauerhafte Ko-
präsenz im fünften Akt und ein gleichzeitiges Ab-
treten im 14. Auftritt legitimieren die Annähe-
rung gleichwohl. Die eingangs zu vernehmende
Diskrepanz der beiden Kurven kann dabei tat-
sächlich auf das Drama rückbezogen werden: Erst
im Verlauf des fünften Akts durchschaut Tellheim
das missglückte Trickspiel Minnas, das beide ab-
wechselnd an einer glücklichen Zukunft zweifeln
lässt. Im fünften Akt wird diese Spannung ge-
löst, Minna und Tellheim finden als liebende Part-
ner zusammen. Die Übereinstimmung der beiden
Sentiment-Kurven und die positiven Werte zum
Ende des fünften Akts sind somit ein bestätigen-
der Befund.9
Abbildung 6: kumulative Sentiment-Analyse,
Minna von Barnhelm Akt 5, Valenz der Redean-
teile von Minna und Tellheim.10
Fazit und Ausblick:
Die nähere Betrachtung der Figurenrede in
Minna von Barnhelm konnte aufzeigen, dass es
sinnvoll ist, die Möglichkeiten verschiedener Ana-
lysemethoden zu kombinieren und so die jewei-
ligen Stärken in die Untersuchung einzubringen.
Ergebnisse können zusätzlich validiert und zu-
gleich für breitere Fragestellungen geöffnet wer-
den. Kopräsenz scheint in den gewählten Dra-
mentexten – das Fehlen eines Erzählers könnte
hierbei eine zentrale Rolle spielen – einen stärke-
ren Einfluss auf die Figurenrede zu haben als im
(englischsprachigen) Roman. Exemplarisch dafür
stehen die Redeäußerungen von Minna und Tell-
heim im fünften Akt von Lessings Minna von
Barnhelm. Für die Betrachtung der Figurenent-
wicklung im Verlauf der Handlung eines Dramas
scheint es entscheidend zu sein, Erkenntnisse aus
Strukturdaten sowie semantische und stilistische
Analyseverfahren kritisch gegeneinander zu stel-
len.
Die vorliegende Arbeit wurde im Rahmen des
Projekts „Quantitative Drama Analytics“ (Qua-
DramA) durchgeführt, das von der Volkswa-
genStiftung finanziert wird.
Fußnoten
1. Die Zahlen geben den Akt des Dramas wieder,
dem die Figurenrede entnommen ist. Abbildung
1 und Abbildung 2 wurden mit Hilfe des ‚stylo'-
Pakets für R angefertigt (Eder, Kestemont, Rybi-
cki 2013).
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2. Alle untersuchten Dramen entstammen dem
Textgrid Repository.
3. Inwieweit der ohnehin schwer zu fassende Be-
griff ‚Stil' eine gute Wahl ist, um quantitative Me-
thoden wie das Auszählen und vergleichen von
Wortlisten zu beschreiben, ist zu diskutieren. Zu-
mal die Vorstellung eines stilistischen Fingerab-
drucks falsch zu sein scheint und ‚Autorstil' eher
auf vielen kleinen Signalen fußt (Jannidis 2014).
4. Zum Vergleich: Fields, Bassist und Roper nut-
zen Blöcke von jeweils nur 200 Wörtern (2017).
5. Schillers Texte sollen einen Gegenpol zu den
Dramen Lessings bieten. Während Lessing dezi-
diert für die üblichen Rollenfächer des 18. Jahr-
hunderts schreibt (Harris 1992), entwirft Schiller
seine Figuren eher konträr zu den Rollenfächern
(Detken 2014).
6. Die Abbildungen 3 und 4 wurden mit Hilfe des
‚DramaAnalysis'-Pakets für R erstellt (Reiter, Wil-
land).
7. Zu diesem Zweck wurden fünf Wörterbücher
mit 75 bis 105 Wörtern zu den Themen ‚Liebe',
‚Krieg', ‚Familie', ‚Ratio' und ‚Religion' erstellt,
die dem jeweiligen Wortfeld zugehörig sind und
in Dramen zwischen 1770 und 1830 verwendet
wurden (Willand, Reiter 2017).
8. Distanzwerte von mehr als 0,01 sind die Norm.
9. Andere (hier nicht aufgeführte) Auswertun-
gen zeigen allerdings, dass Ähnlichkeitssignale
von Sentiment-Analysen nicht mit stilometri-
schen Analysen oder Wortfeldsemantiken korre-
lieren müssen. Sentiment-Analysen geben keine
Themen wieder, sondern Werte der Empfin-
dung, mit der Figuren über Themen sprechen.
Trotz gleicher Themen können somit ganz unter-
schiedliche Sentiment-Werte entstehen.
10. Erstellt mit Hilfe des ‚syuzhet'-Pakets für R,
das die Valenz auf Ebene des Satzes bestimmt
(Jockers). https://github.com/mjockers/syuzhet.
Die Auswertung erfolgt mit der deutschen Ver-
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Im Mai erregte ein Artikel der Bloggerin Lisa
Ringen Aufsehen, der auf die Benachteiligung
weiblicher Personen durch den Suchalgorithmus
des Netzwerks Xing hinwies: Gibt ein potentiel-
ler Auftraggeber bei seiner Suche nach Freibe-
ruflern nicht explizit die weibliche Form der ent-
sprechenden Berufsbezeichnung ein, so werden
ihm ausschließlich Profile von Männern in der
Ergebnisliste angezeigt. Möchte man eine Freibe-
ruflerin finden, so muss man etwa nach einer
„Fotografin“ oder einer „Entwicklerin“ suchen –
eine Idee, auf die vermutlich die wenigsten User
kommen werden. Wie Ringen richtig schreibt,
werden Frauen hierdurch nicht nur benachtei-
ligt, sondern es entsteht auch „der unterschwel-
lige Eindruck, Männer seien die erfolgreicheren,
kompetenteren Fotografie-, Beratungs- und Gra-
fik-Spezialisten“ (Ringen 2017). Bezeichnend ist
das Statement des Xing-Sprechers Kopka, der, wie
die SZ berichtete, betonte, dass ihm das Problem
nicht bewusst gewesen sei (Holzki 2017).
Die Affäre um Xing legt ein Problem offen,
das bisher noch unzureichend erforscht und the-
matisiert worden ist: Computerprogramme stel-
len keine neutralen mathematischen Gebilde dar,
sondern sind, wie Lemire betont, zu wirkungs-
mächtigen Agenten im sozialen Raum geworden,
die die uns umgebende Wirklichkeit beeinflussen
und verändern können: „In any case, we have
to accept software as an active agent that helps
shape our views and our consumption rather than
a mere passive tool.“ (Lemire 2016) Die Annähe-
rung der Informationswissenschaften an die Dis-
ziplinen der Mathematik und der Naturwissen-
schaften, die u. a. im Begriff der MINT-Fächer
evident wird, hat den Blick auf diese Formen der
Einflussnahme verstellt – Tech-Größen wie Mark
Zuckerberg und Alexander Nix preisen die an-
gebliche Vorurteilslosigkeit und Neutralität der
Algorithmen, und Unternehmen verkaufen die
von ihnen entwickelten Computerprogramme als
Meilensteine auf dem Weg zu einer neuen Ob-
jektivität der durch sie übernommenen Prozesse
(vgl. Maschewski / Nosthoff 2017). Auch die Klas-
sifikation von Programmiersprachen als formale
Sprachen, die im Vergleich zu natürlichen Spra-
chen als präziser und eindeutiger betrachtet wer-
den, verstärkt diesen Eindruck.
In Abgrenzung hierzu möchte ich in mei-
nem Vortrag Programmiercode als deklarativen
Sprechakt beschreiben und auf diese Weise den
Blick auf die von Lemire diagnostizierte rea-
litätskonstituierende Dimension von Computer-
programmen lenken. Ich werde mich dabei auf
objektorientierte Sprachen konzentrieren, da der
Bezug zwischen Code und Wirklichkeit bei diesen
besonders evident ist.
In einem ersten Teil werde ich aufzeigen, in-
wiefern in objektorientierten Sprachen verfass-
ter Programmcode als deklarativer Sprechakt
beschrieben werden kann. Searle definiert De-
klarationen als Sprechakte, die eine Übereinstim-
mung von Wirklichkeit und Worten herstellen:
„It is the defining characteristic of this class that
the successful performance of one of its mem-
bers brings about the correspondence between
the propositional content and reality; successful
performance guarantees that the propositional
content corresponds to the world.“ (Searle 1975:
358) Deklarative Sprechakte beschreiben folglich
etwas, was durch diese Beschreibung zur Wirk-
lichkeit wird.
Dies trifft auch auf in objektorientierten Spra-
chen verfassten Programmiercode zu: Er be-
schreibt Klassen, Instanzen und deren Eigen-
schaften sowie Methoden, die dadurch zugleich
innerhalb des Codes existieren und, wenn das
Programm kompiliert wird, die Ausführung der
von ihnen beschriebenen Operationen in der
Hardware des Computers veranlassen.
Jedoch bleibt der Bezug zur Wirklichkeit im
objektorientierten Paradigma nicht auf die Er-
zeugung von elektronischen Spannungen in den
Bauteilen beschränkt. Vielmehr wird objektori-
entierter Code im Software Engineering als Re-
präsentation der Wirklichkeit konzipiert. Joachim
Goll und Cornelia Heinisch beispielsweise be-
schreiben Klassen in ihrer Java-Einführung als
Entsprechungen von Gegenständen der realen
Welt: „Eine […] Klasse entspricht einem Typ ei-
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nes Gegenstands der realen Welt.“ (Goll / Hei-
nisch 2014: 36 f.) Die Idee der objektorien-
tierten Programmierung besteht laut Goll und
Heinisch darin, realweltliche Entitäten in Re-
präsentationen im Programmcode zu überfüh-
ren: „Der Ansatz der Objektorientierung basiert
darauf, Objekte der realen Welt mit Hilfe soft-
waretechnischer Mittel als Entity-Objekte abzu-
bilden.“ (Goll / Heinisch 2014: 37) Bei dieser
Überführung werden nur die für das Computer-
programm relevanten Aspekte der realen Entitä-
ten im Code dargestellt: „ Bei der Abbildung ei-
ner Entität der Realität auf ein Objekt muss aber
eine Abstraktion stattfinden, bei der das Unwe-
sentliche weggelassen wird. Die typischen Eigen-
schaften bleiben übrig. Die unwesentlichen Eigen-
schaften werden ignoriert (Abstraktion).“ (Goll /
Heinisch 2014: 37)
Ziel des objektorientierten Programmierens ist
also, Objekte und Zusammenhänge der Wirklich-
keit in Klassen, Instanzen und Methoden im Code
darzustellen. Diese Überführung stellt einen se-
lektiven und damit notwendigerweise reduktio-
nistischen Akt der Zurichtung von Wirklichkeit
dar. Obgleich in den verschiedenen Ratgebern
zum Software-Engineering versucht wird, objekti-
vierbare Kriterien für die Abbildung von Realität
in Code zu entwickeln, wird diese letztlich immer
vom Erfahrungshorizont und den world versi-
ons des zuständigen Software-Entwicklers beein-
flusst. Die Ergebnisse der Operationen, die der Al-
gorithmus auf den Repräsentationen der realen
Entitäten im Code vollzieht, werden von den Be-
nutzern des Programms potenziell in die Realität
rückgeführt und können als Ausgangspunkt rea-
ler Handlungen fungieren. Dies zeigt sich deutlich
am Beispiel des in Washington D.C. implemen-
tierten Systems IMPACT zur Evaluierung der Leis-
tungen der Lehrer von Washingtons Schulen: Die
Ergebnisse der vom Algorithmus durchgeführten
Berechnungen dienten hier als Grundlage für die
Entscheidung, welche Lehrer entlassen und wel-
che befördert wurden. Die deklarativen Sprech-
akte des Codes verändern folglich, so die These,
die Wirklichkeit nicht nur auf der Ebene der Ein-
sen und Nullen, sondern können auch Einfluss
auf Diskurse nehmen und somit, wie Lemire kon-
statiert, zu aktiven, die Wirklichkeit verändern-
den Agenten werden. Ich möchte den Akt des
Programmierens daher ähnlich wie natürliche
Sprechakte als eine Art Einschreibung in den Dis-
kurs und als wirklichkeitsschaffend beschreiben.
Möchte man diese Formen der Einflussnahme
auf die Realität verstehen und adäquat beschrei-
ben, so ist eine genaue Analyse des den Com-
puterprogrammen zugrunde liegenden Codes un-
abdingbar. Hier setzt die in den frühen 2000er-
Jahren unter anderem von Matthew Fuller und
Lev Manovich propagierte Strömung der Soft-
ware Studies an, in der sich dieser Vortrag situ-
ieren möchte. Daher werde ich im zweiten Teil
meines Vortrags ein Close Reading  eines ob-
jektorientierten Algorithmus vorstellen. Hierzu
werde ich ein Beispiel aus dem Bereich des Ma-
chine Learning wählen. Einige in der jüngeren
Vergangenheit erschienene Paper machen darauf
aufmerksam, dass bestehende kulturelle und so-
ziale Meinungen Systeme künstlicher Intelligenz
in starkem Maß beeinflussen können. Für den Be-
reich der Structured prediction beispielsweise ha-
ben Zhao, Wang u. a. gezeigt, dass die in den zum
Training verwendeten Datenmengen enthaltenen
Geschlechterstereotypen nicht nur vom Model
übernommen, sondern sogar verstärkt wurden.
Was die Maschine lernt und welche Konzeption
der Realität sie hat, ist folglich offensichtlich in
starkem Maße beeinflusst von den zum Training
verwendeten Datensets, aber auch vom Wirk-
lichkeitsverständnis des Programmierers, der die
ML-Algorithmen erschafft. Dies möchte ich in
meinem Vortrag am Beispiel der Entscheidungs-
bäume näher erläutern, da diese einerseits leicht
zu verstehen sind und andererseits die oben um-
rissenen Probleme besonders deutlich demons-
trieren. Entscheidungsbäume liefern zu Objekten,
die durch Mengen von Attribut-Wert-Paaren be-
schrieben sind, jeweils eine Entscheidung dar-
über, welcher Klasse das betreffende Objekt zuzu-
ordnen ist. Welche Eigenschaften eine Klasse hat,
wird dabei vom Programmierer festgelegt und
somit unmittelbar von dessen Wirklichkeitsver-
ständnis beeinflusst.
In Hinblick auf das Tagungs-Thema, „Kritik der
digitalen Vernunft“, verfolgt der Vortrag zweier-
lei Ziele: Einerseits soll ein möglicher methodi-
scher Ansatzpunkt zur Analyse von Programmier-
sprachen und Algorithmen entwickelt werden
und aufgezeigt werden, dass die genaue Analyse
von Code und seiner Funktionsweise unabding-
bar für das Verständnis digitaler Phänomene ist.
Andererseits soll zu einer gewissen Vorsicht ge-
genüber digitalen Methoden in den Geisteswis-
senschaften aufgerufen werden: Die Benutzung
digitaler Mittel ist eine große Bereicherung für die
Geisteswissenschaft, erfordert aber auch eine ein-
gehende Reflexion der Beziehung zwischen Reali-
tät und Programmcode und des Einflusses der Al-
gorithmen auf den betrachteten Gegenstand.
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In diesem Beitrag wollen wir ein Vorhaben
zur Diskussion stellen, das an zwei zentralen
Herausforderungen in den Digital Humanities
ansetzt: Der Erstellung adäquater Annotations-
richtlinien für geisteswissenschaftlich relevante
textuelle Konzepte und der Schnittstelle in der
Kooperation zwischen beteiligten Wissenschaft-
lerinnen und Wissenschaftlern aus Geisteswis-
senschaft und Informatik. Für DH-Projekte sind
Kooperationen unerlässlich, wenn fortgeschrit-
tene Techniken zur Textanalyse eingesetzt wer-
den und/oder es um eine Zusammenführung von
Konzepten oder Zugangsweisen geht, die bereits
intradisziplinär als komplex gelten. Dabei wird
ein signifikanter Anteil der Projektlaufzeit auf die
Entwicklung einer “gemeinsamen Sprache” und
die Identifikation der exakten, gemeinsamen wis-
senschaftlichen Fragestellung verwendet. Dies ist
zweifellos ein produktiver Prozess, dessen erfolg-
reiche Durchführung allerdings voraussetzt, dass
auf beiden Seiten Forscherinnen und Forscher be-
teiligt sind, die sich auf das interdisziplinäre Vor-
gehen voll einlassen und auch den nötigen Zeit-
aufwand tragen.
Methodisch-technisch ist ein substanzielles Na-
delöhr bei der Entwicklung automatischer Werk-
zeuge das Fehlen von annotierten Goldstandards,
an/auf denen Werkzeuge trainiert, verglichen
und feinjustiert werden können. Das Fehlen der
Goldstandards ist jedoch eigentlich ein nachgela-
gertes Problem, wie sich z.B. in narratologisch ori-
entierten Projekten zeigt (heureCLÉA: Bögel et al.,
2015; Propp annotation: Fisseni et al., 2014): Die
Umsetzung narratologischer Theorien als Annota-
tionen ist alles andere als trivial, da narratologi-
sche Konzepte nicht im Hinblick auf Annotation
entwickelt wurden. Leerstellen in den Definitio-
nen müssen gefüllt, Voraussetzungen geklärt und
Unterkategorien geklärt werden. Die Annotation
solcher Kategorien ist also kein reiner Umset-
zungs- oder Implementierungsprozess, sondern
einer bei dem sich tiefe, konzeptionelle Fragen
stellen. Als Ergebnis solcher Prozesse stehen dann
Annotationsrichtlinien, die die Brücke zwischen
Theorie und Praxis schlagen. Erst wenn Anno-
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tationsrichtlinien für ein Phänomen (oder eine
Gruppe von Phänomenen) etabliert sind, können
größere Annotationsprojekte mit Aussicht auf Er-
folg durchgeführt werden.
Das von uns vorgeschlagene Vorgehen erlaubt
den Beteiligten Forscherinnen und Forschern
ihre Expertise einzubringen, ohne in einem
gemeinsamen Projektkontext zu arbeiten. Die
Schnittstelle zwischen D und H wird hierbei von
annotierten Daten und Annotationsrichtlinien ge-
bildet, wobei die Richtlinien ohne Kompromisse
bezüglich möglicher Automatisierungen erstellt
werden. Das Vorhaben gibt somit auch narrato-
logisch/literaturwissenschaftlich anspruchsvoller
Konzeptentwicklung und damit Theoriebildung
einen Rahmen. Verfügbare annotierte Daten wie-
derum erlauben Informatikerinnen und Informa-
tikern ohne Expertise in narratologischen Fragen
die Entwicklung von Werkzeugen für komplexe
technische Probleme.
Ein shared task zur Erstellung
von Annotationsrichtlinien
Shared Tasks sind in der Computerlinguistik
weit verbreitet und haben für viele Bereiche ge-
zeigt, dass sie ein geeignetes Instrument sind,
Forschungsbemühungen verschiedener Gruppen
zum gleichen Thema zu bündeln und zu verstär-
ken. In einem shared task versuchen verschie-
dene Arbeitsgruppen mit verschiedenen Metho-
den dieselbe, klar definierte Aufgabe zu lösen,
z.B. Word Sense Disambiguation (z.B. Mihalcea et
al., 2004), Sentiment Analysis (z.B. Nakov et al.,
2013) oder Named Entity Recognition (z.B. Sang
and/De Meulder 2003). Auch wenn bisweilen im
Rahmen von NLP-shared tasks Annotationsstan-
dards neu entwickelt werden, liegt der Fokus hier
auf der Verbesserung der Vorhersagequalität au-
tomatischer Systeme. Damit in einem solchen Vor-
gehen literaturwissenschaftlich relevante und in-
teressante Konzepte und Phänomene bearbeitet
werden, muss literaturwissenschaftliche Exper-
tise bei der Erstellung der Annotationsrichtlinien
einfließen.
Als Rahmen für die Entwicklung von Annotati-
onsrichtlinien organisieren wir einen shared task
der sich genau auf dieses Ziel konzentriert (Phase
1: Erstellung von Guidelines). Sind die Richtlinien
etabliert, kann anschließend ein großes Korpus
annotiert werden, das wiederum in einem NLP-
shared task eingesetzt werden kann, um Verfah-
ren zu erproben, die die annotierten Phänomene
automatisch finden (Phase 2: Automatisierung).
Als Phänomen haben wir uns dabei auf Erzähl-
ebenen in englischen und deutschen Texten fest-
gelegt, da diese für zahlreiche, komplexere lite-
raturwissenschaftliche Fragestellungen hilfreich
sind, ohne selbst (für einen ersten shared task)
zu komplex zu sein. Zudem sind sie als Phäno-
men omnipräsent: Praktisch jeder narrative Text
enthält mehr als eine Erzählebene, und sie sind
auch in nicht-textuellen Medien wie z.B. Filmen
verbreitet. Die Existenz verschiedener Theorien
zur Analyse von Erzählebenen in literarischen
Texten belegt, dass es dabei auch konzeptionel-
len, theoretischen Entwicklungsbedarf gibt. Er-
zählebenen bilden darüber hinaus eine wichtige
Segmentierungsstufe für die weitere automati-
sche semantische Verarbeitung von Texten: z.B.
sollte Koreferenzresolution von der vorher erfolg-
ten Erkennung von Erzählebenen profitieren,da
Koreferenzketten in heterodiegetischen eingebet-
teten Erzählungen nicht ebenenübergreifend sein
sollten.
Während Details zum Gesamtaufbau des Shared
Tasks bereits in einem anderen Artikel beschrie-
ben wurden (Reiter et al., 2017), fokussieren wir
uns in diesem Beitrag auf die genauere Beschrei-
bung der ersten Phase des shared tasks.
Geplanter Ablauf
Erstellung von Annotationsrichtlinien
(bis Mitte Juni 2018)
Im ersten Schritt wird allen Teilnehmerinnen
und Teilnehmern ein development corpus beste-
hend aus ca. 20 Texten zugänglich gemacht. Die
Texte liegen auf deutsch und englisch vor und de-
cken verschiedene Genres und Epochen ab. Die
Texte enthalten verschiedene Arten von Erzähl-
ebenen, gemäß eines etwas vagen Vorverständ-
nisses.
Die Texte können und sollen von den Teilneh-
merinnen und Teilnehmern benutzt werden, um
Richtlinien für die Annotation von Erzählebenen
zu entwickeln und zu testen. Ob die Texte in
einer oder in beiden Sprachen verwendet wer-
den, ist dabei den Teilnehmerinnen und Teilneh-
mern überlassen. Sie sollten dabei das Ziel ver-
folgen, eine möglichst breite Anwendbarkeit der
Richtlinien sicherzustellen (auch jenseits des de-
velopment corpus). Außerdem sollen die Richtli-
nien vollständig und selbsterklärend sein, so dass
kein Expertenwissen zur Anwendung vorausge-
setzt wird. Um mehrsprachige Anwendung zu er-
möglichen, sollen die Richtlinien auf Englisch for-
muliert sein, sie dürfen aber sprachspezifische
Beispiele enthalten.
Wie genau die Gruppen dabei vorgehen, bleibt
ihnen überlassen. In vergangenen Annotations-
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projekten (mit und ohne Bezug zu Literaturwis-
senschaft bzw. literarischen Texten) hat sich aber
ein iterativer Prozess als fruchtbar erwiesen. So-
bald eine erste Version der Richtlinien erstellt
wurde, werden sie auf neuen Texten getestet, um
ihre Definitionslücken oder Vagheiten zu identi-
fizieren. Aus dem Schließen der Lücken ergibt
sich dann eine weitere Version der Richtlinien,
die wiederum auf Texten getestet werden können.
Anwendung eigener Guidelines
(bis Ende Juni 2018)
Im zweiten Schritt sollen die Arbeitsgruppen
ihre eigenen Richtlinien auf neuen Texten tes-
ten. Nach dem Einreichen ihrer Richtlinien erhal-
ten die Teilnehmerinnen und Teilnehmer hierzu
sechs neue literarische Texte, die vom Organisa-
tionsteams des shared tasks ausgesucht wurden.
Die Annotation dieser Texte muss dabei in einem
Web-basierten, frei zugänglichen, von den Orga-
nisatoren bereitgestellten Annotationstool durch-
geführt werden, um die automatisierte Auswer-
tung der Annotationen und ihren Vergleich zu
ermöglichen.
Anwendung von Guidelines anderer Teil-
nehmer
(bis Mitte Juli 2018)
Im dritten Schritt erhält jede teilnehmende
Gruppe Richtlinien anderer Gruppen, auf deren
Basis Erzählebenen in den sechs Texten erneut
annotiert werden, wobei alle Richtlinien von uns
zuvor anonymisiert werden. Zusätzlich wird auch
eine vom Organisationsteam betreute Gruppe von
studentischen Hilfskräften alle eingereichten An-
notationsrichtlinien auf den sechs Texten anwen-
den.
Evaluation aller vorgeschlagener Guideli-
nes
(August/September 2018)
Im letzten Schritt der ersten Phase des shared
tasks werden alle eingereichten Annotations-
richtlinien verglichen und evaluiert. Dafür treffen
sich die Teilnehmerinnen und Teilnehmer zu ei-
nem Workshop, auf dem sie ihre eigenen Richt-
linien vorstellen und gemeinsam Qualität und
Komplexität bewertet werden. Das Ziel des Work-
shops ist außerdem, basierend auf der Diskussion
und den Informationen bezüglich der Inter-Anno-
tator-Agreements im Plenum und möglichst kon-
sensual die Annotationsrichtlinien zu bestimmen,
die dann in der zweiten Phase des shared tasks
verwendet werden. Auf deren Basis werden dann
Methoden und Systeme entwickelt, die automa-
tisch Erzählebenen in Texten identifizieren kön-
nen.
Zur vergleichenden Evaluation von Annotati-
onsrichtlinien sind bisher Ansätze aus der Com-
puter- und Korpuslinguistik zur quantitativen
Messung des Inter-Annotator-Agreement (IAA)
bekannt (vgl. Artstein, 2017), die im Bereich der
Digital Humanities angewendet wurden und wer-
den. Da es aber bei der Erstellung von Annota-
tionsrichtlinien für narratologische Phänomene
eben nicht nur um die Umsetzung und Erklärung
einer klar spezifizierten Theorie geht, sondern
eben auch um die (Weiter-)Entwicklung narra-
tologischer Konzepte, bedarf es eines weiterge-
henden Blickes. Dabei sollen drei Aspekte Be-
rücksichtigung finden: Die Anwendbarkeit von
Annotationsrichtlinien kann durch quantitatives
IAA gemessen werden. Hier stellen sich durch
möglicherweise unterschiedliche theoretische Zu-
gänge vor allem Fragen der Vergleichbarkeit.
Der Aspekt der begrifflichen Abdeckung bezieht
sich darauf, welche (bekannten) narratologischen
Ebenenkonzeptionen   in der konkreten Ausge-
staltung vollständig oder teilweise enthalten sind.
Dies wird sich nur durch qualitative Analyse und
wissenschaftliche Diskussion basierend auf theo-
retischen Vorstudien klären lassen, für die der
Workshop einen Rahmen bieten soll. Die Nütz-
lichkeit von Annotationsrichtlinien kann bei nar-
rativen Ebenen dahingehend bewertet werden,
ob sie interpretativ wertvolle Beschreibungen er-
lauben. Leitgedanke ist hier, dass narratologische
Annotationen eine deskriptive Basis für literatur-
wissenschaftliche Interpretationen liefern sollen.
Unterschiedlichen Annotationsrichtlinien zu fol-
gen hieße also zu unterschiedlichen Text-Deskrip-
tionen zu kommen, die wiederum unterschiedli-
che Interpretationen zulassen.
Conclusions
Im Rahmen des Vortrags wollen wir insbeson-
dere zwei der o.g. Aspekte in den Fokus rücken
und diskutieren: Die iterative Entwicklung von
Annotationsrichtlinien als verteiltes, kollaborati-
ves Projekt sowie die Evaluation und Vergleich-
barkeit von Annotationsrichtlinien für literari-
sche Phänomene.
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Die fortschreitende Retrodigitalisierung von
Kulturzeitschriften und anderen Publikations-
formen mit literaturkritischen Inhalten eröffnet
der literaturgeschichtlichen Rezeptionsanalyse
die Möglichkeit, mit historisch repräsentativen
Korpora zu arbeiten. Dabei stellt sich jedoch das
Problem, dass insbesondere Zeitschriftendigita-
lisate in der Regel nicht als edierte Texte von
standardisierter Qualität vorliegen, sondern mit
‘schmutzigen Texten’, also Texten mit fehlerhaf-
ter OCR und ohne linguistische Strukturierung ge-
arbeitet werden muss. Wir wollen im Rahmen des
Themas “Kritik der digitalen Vernunft” einen kon-
struktiven Umgang mit diesem Problem vorstel-
len. Wir unterscheiden dazu grundsätzlich zwei
Zielperspektiven:
1.  Korpusanalyse als Untersuchung mit validen
Ergebnissen und
2.  Korpusanalyse als Heuristik zur vorläufigen
Trenddarstellung.
Die erste Perspektive ist auf qualitativ hoch-
wertige Textkorpora angewiesen, um statistisch
aussagekräftige Ergebnisse zu erzielen. Sie ist
die Standardperspektive, wenn Korpusanalysen
als Forschungsinstrument eingesetzt werden. Wir
nehmen hingegen die zweite Perspektive ein:
In ihr werden qualitativ minderwertige Textkor-
pora nicht als bedauerliche Abweichung vom
eigentlich Gewünschten aufgefasst, sondern als
Forschungsgegenstand eigener Art, der auch eine
Methodik eigener Art erfordert. Diese Methodik
hebt auf vorläufige Trenddarstellungen ab, die
nicht als (noch unvollkommene) Vorstufe einer
validen Korpusanalyse, sondern als eigenstän-
dige Heuristik zur Identifikation potentieller Er-
eignisse in einem diachronen Korpus aufgefasst
werden. Die Methode soll sozusagen grobe Bewe-
gungsprofile liefern, von denen aus anschließend
wieder gezielte hermeneutische Tiefensondierun-
gen unternommen werden können. Digitale und
hermeneutische ‘Vernunft’ stehen hier also in ei-
nem komplementären Verhältnis; nicht versucht
wird, die eine durch die andere möglichst perfekt
nachzubilden.
Beispielprojekt: Sentiment-
analyse in historischer Litera-
turkritik
Bei den angezielten Bewegungsprofilen han-
delt es sich im Rahmen unseres Forschungspro-
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jekts 1 um Zäsuren in der Bewertung literarischer
Autoren. Wir untersuchen in einem Pilotprojekt
die Rezeption von Literatur in literaturkritischen
Zeitschriften des ausgehenden 19. Jahrhunderts
mittels einer Sentimentanalyse der Textumge-
bung von Autorerwähnungen. An einem Testkor-
pus optimieren wir durch den Vergleich auto-
matisierter mit manuellen Analysen eine an das





land 2013) rekonstruiert die Aufnahme literari-
scher Werke durch das originale zeitgenössische
Publikum. Dazu zählen insbesondere (a) Inhalts-
verständnis, (b) ästhetische Wertung und (c) Kon-
textualisierung mit außerliterarischen zeitgenös-
sischen Wissensformationen. Wir befassen uns
in unserer Studie ausschließlich mit der ästheti-
schen Wertung (b).
Diese ist symptomatisch für einen umfassenden
literaturgeschichtlichen Wandel in der zweiten
Hälfte des 19. Jahrhunderts: Auf dem Übergang
vom Bürgerlichen Realismus zur Klassischen Mo-
derne verlieren ehemals reputierte Autoren noch
während ihrer aktien Schaffenszeit ihren füh-
renden Status; neue Stile aus dem Bereich des
gesamteuropäischen Naturalismus und Ästheti-
zismus gewinnen an Reputation. Für einzelne Au-
toren und insbesondere für poetologische Pro-
grammatiken wurde dies bereits vielfach gezeigt.
Was noch aussteht, ist eine Einschätzung, wie
repräsentativ die in Einzelstudien ermittelten
Entwicklungen für die Gesamtentwicklung sind,
insbesondere unter Einschluss auch der wenig
erforschten nichtkanonischen Literatur. Abhilfe
schaffen könnte hier die Analyse eines großen
Korpus repräsentativer Literaturzeitschriften, die
diachrone Wertungsprofile zu symptomatischen
Autorengruppen liefert.
2. Korpusbildung
Langfristiges Ziel ist eine Analyse von sieben
repräsentativen Zeitschriften über einen Erschei-
nungszeitraum von ca. 1860 bis 1900: “Die Grenz-
boten”, “Die Gegenwart”, “Deutsche Rundschau”,
“Nord und Süd”, “Blätter für literarische Unter-
haltung”, “Westermanns Monatshefte” und “Ma-
gazin für Literatur”. Als Volltext verfügbar ist der-
zeit nur die Zeitschrift “Die Grenzboten”. Sie dient
uns als erster Anwendungsfall nach den über-
wachten Optimierungsläufen an einem auf der
Basis einer Anthologie (Kreuzer 2006, Bd. I und II)
erstellten Testkorpus.
Literaturkritisches Schrifttum im ausgehenden
19. Jahrhundert ist ein außergewöhnlich stark
rhetorisiertes Textgenre, das durch einen hohen
Grad an Ironie, Intertextualität, Euphemismus
und Understatement besondere Herausforderun-
gen an die Methode der digitalen Sentimentana-
lyse stellt, zumal in unstrukturierten Texten, die
keine Berücksichtigung von grammatischen Kom-
plexitäten (wie z.B. doppelter Verneinung, Kon-
junktiven, indirekter Rede) zulassen. Die Optimie-
rung der Sentimentwortliste ist deshalb weniger
auf eine Verfeinerung als auf eine Vergröberung
hin ausgelegt. Die Korpusanalyse soll vor allem
eklatante Veränderungen identifizieren.
3. Erste Testläufe digitaler Analysen
Der Volltext des Testkorpus wurde durch NLTK
Punkt Sentence Tokenizer 2 tokenisiert. Mittels
des Namensregisters der Anthologie wurden an-
schließend alle Sätze mit Erwähnung eines Au-
tornamens extrahiert. Jeder Satz wurde in einem
manuellen Rating als positiv, neutral oder ne-
gativ annotiert. Das Testkorpus umfasst 1731 1-
Satz-Textsnippets. Nach der manuellen Annota-
tion sind 505 davon positiv, 909 neutral und 317
negativ. Ausgangsbasis unserer Sentimentwort-
liste war die deutschsprachige Ressource “Senti-
mentWortschatz” (Remus et al. 2010), die manuell
um den im Rating auffällig gewordenen Wort-
schatz erweitert und um offenkundig unbrauch-
bare oder überflüssige Wörter gekürzt wurde. Da-
nach erfolgte ein erster Testlauf:
Der Grundwert jedes Sentimentworts wurde mit
1 angesetzt. Die Polarität eines Satzes wurde in
zwei Schritten festgelegt: Zuerst wurde das Vor-
kommen der positiven und negativen Sentiment-
wörter im Satz gezählt. Anschließend wurde die
„Aggregation function“ (Abb. 1) für die Berech-
nung des Sentiment-Werts des Satzes verwendet:
„ se j is a sentiment expression in sentence s, dis-
t(se j , a i ) is the word distance between aspect a
i and sentiment expression se j in s, and se j .ss is
the sentiment score of se j“ (Liu 2015).
Abb. 1: Aggregation function
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Ist der Sentiment-Wert größer als 0, gilt der Satz
als positiv; kleiner als 0 gilt als negativ; ist der
Wert gleich 0 (z.B., weil kein Sentimentwort im
Satz auftaucht), gilt der Satz als neutral. Die im
Satz ermittelten Sentimentwörter wurden in die
Ergebnisdarstellung übernommen, um die digi-
tale Analyse anschließend manuell überprüfen
und die Sentimentwortliste optimieren zu kön-
nen. Wörter, die sich als überwiegend dysfunk-
tional erweisen, werden von der Sentimentwort-
liste gelöscht, fehlende Sentimentwörter werden
ergänzt.
Im ersten Testlauf wurden nur ca. 47.4% der
Sätze richtig erkannt (Tab. 1). Unsere Wortliste
konnte vor allem die negativen Sätze schwer
identifizieren. Ca. 77% der positiven Sätze wur-
den richtig identifiziert. Aber auch der Anteil der
fälschlich als positiv klassifizierten Sätze war sehr
hoch. Außerdem war der Sentiment-Wert von vie-













Positiv 387 0.4 0.77 0.52 505
Neutral 322 0.7 0.35 0.47 909
Negativ 112 0.33 0.35 0.34 317
Tab. 1: Ergebnis des ersten Testlaufs
In einem zweiten Testlauf haben wir eine au-
tomatische Klassifikation ausprobiert. Dabei wur-
den die Anzahl der Sentimentwörter und der Sen-
timent-Wert eines Satzes als Feature verwendet.
Im Verhältnis 80% zu 20% wurden die Daten in
einen Trainings- und einen Testdatensatz aufge-
spalten. Es wurde ein Support Vector Machine
(SVM) Modell trainiert; die Evaluation erfolgte als
10-fache Kreuzvalidierung (Cross-Validation). Da-
durch verbesserte sich das Ergebnis um ca. 10%:
Die Trefferquote der Klassifikation lag bei 57%
(+/- 7%).3 Wenn man eine Klassifikation nur zwi-
schen positiven und negativen Sätzen durchführt,
beträgt die Trefferquote 68% (+/- 10%).4
Für einen dritten Testlauf wurde die Sentim-
entwortliste bearbeitet und die Textsnippets wur-
den einem zweiten manuellen Rating mit mehr
als nur 3 Kategorien unterzogen. Insbesondere
sollte zwischen tatsächlich neutralen Sätzen (z.B.
“X wurde 1826 in Berlin geboren.” = 0) und Sätzen
mit (einander ausgleichenden) positiven und ne-
gativen Bewertungen (z.B. “Trotz dieser erhebli-
chen Schwächen ist X ein Werk gelungen, das …” =
0,###) unterschieden werden. Auch Problemfälle
(wie z.B. erwartbare Artefakte durch Zitation oder
Ironie) wurden separiert, um die Analyseergeb-
nisse gesondert evaluieren zu können. Von den
1687 eindeutig positiven, negativen oder neutra-













Positiv 599 0.65 0.83 0.73 718
Neutral 375 0.78 0.55 0.65 677
Negativ 133 0.47 0.46 0.46 292
Tab. 2: Ergebnis des dritten Testlaufs
In unserer Präsentation werden wir die ausführ-
liche Ergebnisevaluation des dritten Testlaufs
vorstellen und die sich stellenden Probleme im
Hinblick auf die eingangs dargestellte Zielsetzung
diskutieren. Außerdem soll ein erster Probelauf
über das inzwischen provisorisch erstellte Satz-
korpus aus den “Grenzboten” präsentiert wer-
den, der die angezielte Methodik der diachronen
Trenddarstellung illustriert.
Fußnoten
1. “Historische Rezeptionsanalyse” (gefördert




3. Es wurden zusätzlich Lineare SVM und Gaus-
sian Naive Bayes ausprobiert. Die Trefferquote
lag bei 0.56 (+/- 0.05) bzw. 0.56 (+/- 0.07).
4. Es wurden zusätzlich Logistic Regression, Li-
neare SVM und Gaussian Naive Bayes auspro-
biert. Die Trefferquote lag bei 0.70 (+/- 0.10), 0.70
(+/- 0.11) bzw. 0.70 (+/- 0.11).
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Einleitung
Dieser Beitrag behandelt die Frage, warum in
den DH entwickelte und angewandte Software
häufig schnell altert. Jede Software altert relativ
zu der Umgebung, in der sie eingesetzt wird, un-
abhängig von der Qualität am Beginn ihrer Ver-
wendung (Engels et al. 2009: 393). Wandeln sich
Hardware, Infrastruktur oder Anforderungen an
die Software, wird sie, um weiter brauchbar zu
sein, angepasst. Je nach Beschaffenheit können
sich diese Anpassungen positiv, oftmals aber auch
negativ auf die Lebensdauer und Fitness einer
Software auswirken.
Aus der Praxis behaupten wir, dass kontextuelle
und inhaltliche Spezifika von DH-Software dazu
führen, dass eine langfristige Lauffähigkeit und
Brauchbarkeit erschwert werden. Unser Beitrag
bringt allgemein die Bedeutung und Relevanz des
Themas „Software Evolution“ (2) nahe, beschreibt
Spezifika der Software Evolution aus der DH-Pra-
xis (3) und zeigt welche konkreten Maßnahmen
im Projekt monasterium.net (4) dahingehend ge-
setzt werden.
Software Evolution
Software Evolution umfasst alle Aktivitäten und
Prozesse, die Software verändern (Godfrey/Ger-
man 2008). Änderungen der Hardware, der In-
fomationsübermittlung sowie der Anforderungen
sind Kräfte die auf diesen Evolutionsprozess wir-
ken. Softwareentwicklungsprozesse werden seit
den 1970er Jahren definiert und systematisiert,
um die Qualität von Software zu steigern. Aus
dieser Zeit stammt auch das Konzept des soge-
nannten Software Lifecycles und die Idee, die-
sen Zyklus zu managen (Lehman 1980). Unter-
schiedliche Methoden und Techniken dazu haben
sich seither für alle Phasen im Lebenslauf von
Softwaresystemen etabliert. Dank der intensiven
Auseinandersetzung mit der Qualitätssteigerung
in der Softwareentwicklung wurden die Fehler-
quoten gesenkt (Thaller 2000: 6). Hochwertige
Software ist nicht nur (nahezu) fehlerfrei, son-
dern auch kompatibel zur ihrer Umgebung. Ver-
läuft die Evolution einer Software nicht in die-
sem Sinne, spricht man vom „Software Aging“
beziehungsweise sogar von deren Verfall (Par-
nas 1994). Demeyer et al. (2013: 4f.) fassen die
Symptome veralteter Software wie folgt zusam-
men: Unvollständige oder keine Dokumentation,
fehlende Tests, Ausstieg ursprünglicher Entwick-
ler, verlorengegangenes Insiderwissen, fehlender
Überblick über Gesamtsystem, zeitintensive An-
passungen, ständige Fehlerkorrekturen und War-
tung damit verbundener Abhängigkeiten, lange
„Build“-Zeiten und schlechter Code.
Parnas (1994: 280) erkennt zwei Hauptfakto-
ren für das Altern von Software. „Lack of move-
ment“, also keine Änderungen an der Software
vorzunehmen, und „Ignorant surgery“: Aus der
Praxis weiß man, dass bei dringenden Korrektu-
ren am Programmcode, die formale Kriterien für
gute Software oftmals nicht eingehalten werden.
Ein Beispiel ist das unreflektierte Copy-and-paste
aus Stack Overflow 1. Kurzfristige werden den
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besten Lösungen vorgezogen. Derartige Eingriffe
und nicht-systematisches Vorgehen beschleuni-
gen den Prozess der Softwarealterung. Es wird im-
mer aufwendiger, Änderungen an der Software
vorzunehmen.
Demzufolge werden Ideen zur systematischen
und automatisierten Verjüngung von Software er-
forscht und erprobt: Refactoring-Tools, beispiels-
weise für Java in Eclipse, Python Rope, oder aber
auch für HTML und CSS (Mazinanian/Tsanta-
lis 2017, Harold 2008), wurden entwickelt. Soge-
nannte „Prediction“- Modelle werden ermittelt,
um Softwareevolution besser verstehen zu kön-
nen und vor allem dem Problem der „Legacy soft-
ware“ zu begegnen (Goltz et al. 2015, Paech et al.
2016).
Software Herausforderungen
in der DH Praxis
Diese teilweise schon seit Jahrzehnten bekann-
ten Erkenntnisse aus dem Software Engineering
haben für die DH eine besondere Relevanz, da
die Projekte hier wesentlich kleinere Budgets, oft-
mals kurze Projektlaufzeiten und andere Unsi-
cherheiten haben. Aus unserer Erfahrung wird
Softwareentwicklung in den DH häufig sehr in-
formell gehandhabt. Diesbezüglich nachhaltiger
zu werden, haben unter anderem Czmiel (2017),
Schrade (2017) oder Kasper/Grüntgens (2017) ge-
fordert. Nicht nur der Entwicklungsprozess von
DH-Software muss längerfristig gedacht werden
(Hattrick 2016), auch der Kontext, in dem die Soft-
ware entsteht und besteht, beeinflusst deren Ent-
wicklung und Veränderung.
Erstens ist es nicht ungewöhnlich, dass Pro-
jekte in den DH von einer einzigen Person tech-
nisch umgesetzt werden, wie es etwa im Falle
von Dissertationsprojekten typisch ist. Der ent-
standene Code ist bei Projektende lauffähig, es
kann aber nicht vorausgesetzt werden, dass die-
ser auf einen langfristigen Einsatz ausgelegt ist
und entsprechend gewissenhaft programmiert
und dokumentiert ist. Forschungsergebnisse sind
im Projektkontext meist wichtiger als die Qua-
lität der entwickelten Software. Generell bedeu-
tet ein Projektende nicht die Übergabe eines
Produktes an einen Kunden, es bedeutet viel-
mehr: Die Finanzierung läuft aus und der/die
Entwickler/in verlässt das Projekt. Was zurück-
bleibt, ist Software, die von anderen gewartet
werden muss. Dazu ist es notwendig, die Doku-
mentation und Systemarchitektur zu verstehen,
sich in den Fremdcode einzuarbeiten. Verände-
rungen am Code können oft nicht mehr ihrer ur-
sprünglichen Intention entsprechend vorgenom-
men werden. Die Wartung wird aufwendig und
zeitintensiv. Das heißt, die Organisationsstruktu-
ren des Forschungsbetriebes beeinflussen die Al-
terung von Software.
Zweitens bringen die komplexen Anforderun-
gen der Forschungsdaten nicht-klassische Lö-
sungsansätze mit sich. Mit diesen Ansätzen
vertraute Entwickler/innen sind schwer zu fin-
den und zu halten, Einarbeitungsphasen dauern
lange. Besonders augenfällig wird das am in den
DH weit verbreiteten Gebrauch von X-Technolo-
gien. Sie werden immer mehr zur Nischenanwen-
dung. Während die Definitionen von XSLT 1.0 und
XPath 1.0 noch von einer größeren Breite von
Softwareprodukten implementiert wurden, sogar
Teil der Browser wurden, gibt es nur noch we-
nige Implementationen der Weiterentwicklungen
XSLT 2.0 und 3.0. Auch die Menge verwendba-
rer XML-Datenbanksysteme ist heute geringer als
noch vor einigen Jahren. In den DH entwickelte
Softwarelösungen sind also speziell auf die Be-
dürfnisse des Gegenstandes ausgelegt und stel-
len keine Standardlösungen dar. Sie brauchen
spezifisches Know-how, um gewartet werden zu
können. Fehlt dieses, beziehungsweise ist es nur
mangelhaft vorhanden, droht die Software zum
unbrauchbaren Altsystem zu verkommen.
DH-Software verlangt drittens besondere Zu-
wendung, wenn der Code gleichzeitig die For-
schungsergebnisse interpretiert. Wenn die For-
schungsleistung also nicht allein in den Daten
liegt, braucht es individuelle Wartungslösungen.
Eine Digitale Edition kann beispielsweise als die
Gesamtheit von Daten, Systemarchitektur, An-
wendung und GUI verstanden werden (And-
rews/Zundert 2018). Diese Interpretationsleistung
als Teil der Forschung muss bei allen Phänome-
nen der Veränderung an der Edition mitbedacht
werden. Die Gefahr ist groß, dass nach einiger
Zeit das Argument durch Softwareanpassungen
verwässert oder im schlimmsten Fall nicht mehr
nachvollziehbar ist und für die Forschung un-
brauchbar wird.
Zusammenfassend sehen wir in der nicht lang-
fristigen Finanzierung, der hohen Fluktuation an
Personen, der Notwendigkeit von Speziallösun-
gen und im Forschungsgegenstand selbst erhöh-
ten Bedarf an Maßnahmen, um unsere Software-
projekte lauffähig zu halten.
Anti-Aging Maßnahmen im
Projekt monasterium.net
Seit 2008 basiert die Urkundenplattform monas-
terium.net auf eXist-db als Applikationsserver und
Datenbank. Die Plattform wurde hauptsächlich
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von drei aufeinanderfolgenden Hauptentwick-
lern programmiert. Um die Software zu modula-
risieren, wurde seit 2011 das mom-ca-Framework
entwickelt, eine Webapplikation in XRX-Archi-
tektur (XQuery, REST, XForms). Die Architektur
galt damals in Verbindung mit XML-Datenban-
ken als Empfehlung, wird allerdings in der mo-
dernen Webentwicklung kaum mehr eingesetzt.
Mit Auslaufen eines Projektes 2014 verließ der
letzte Entwickler mit Überblick über das Gesamt-
system das Projekt. Zuvor wurde der Gesamtcode
in ein öffentliches Repository überführt. Wissen
und Intentionen gingen jedoch verloren. Wir, als
das aktuelle, größtenteils projektfinanzierte Ent-
wicklerteam, beschäftigen uns nun aktiv damit,
wie der derzeitige Code-Bestand unter unsteten
Umständen wartbar und aktuell gehalten wer-
den kann. Im Folgenden beschreiben wir vier
Anti-Aging-Maßnahmen, die einerseits Refacto-
ring (das Überarbeiten des Codes), aber auch ganz
grundsätzliche Umstellungen des Entwicklungs-
workflows betreffen.
Softwareverwaltung durch Git und Nut-
zung der Services von GitHub.
Sowohl Entwicklung als auch Dokumentation
erfolgen über ein öffentliches GitHub-Repository2.
Die dadurch verfügbaren Möglichkeiten der Ver-
sionsverwaltung, des Bugtracking und des Code
Review werden genutzt, um die Qualität des Codes
zu verbessern und diesen transparent und nach-
vollziehbar zu entwickeln.
Einrichtung einer Testumgebung.
Jede Neuentwicklung wird, vor ihrer Über-
nahme in das Produktivsystem anhand eines fest-
gelegten Testszenarios evaluiert. Durch die Spie-
gelung des Livesystems auf einem Testserver
soll reales Systemverhalten reproduziert werden.
Fehler können so vorzeitig entdeckt und behoben
werden.
Refactoring von HTML und CSS.
Die Verwendung eines auf den Konzepten von
Material Design3 basierenden CSS-Frameworks
garantiert ein konsistentes Gesamtdesign von mo-
nasterium.net. Teile des Benutzerinterfaces wer-
den dadurch modularisiert und leichter anpass-
bar. Die Verwendung eines Präprozessors und
das Einführen einer Namenskonvention sollen
die Wartbarkeit, das Auffinden von Fehlern und
die Umsetzung neuer Features erleichtern.
Entwicklung einer RESTful API zwischen
Client und Datenbank.
Die zukünftige Kommunikation zwischen Client
und Datenbank übernimmt eine neudefinierte
REST-API. Die Datenabfrage aus der XML-Daten-
bank erfolgt noch per XQuery, zurückgeliefert
werden wahlweise in XML oder JSON serialisierte
Daten. Diese Form des Reengineerings gewährt
eine definierte, standardisierte Verarbeitungs-
weise sowie die Weiternutzung und Kombina-
tion multipler Datenquellen. Die Abstraktion von
Datenbank, Programmlogik und Benutzeroberflä-
che erleichtert so in Zukunft deren entkoppelte
Anpassung oder Austausch.
Fazit
Softwarealterung ist nicht nur in der Software-
industrie eine aktuelle und fordernde Problema-
tik. Auch für DH-Forschungsinfrastrukturen ist
diesbezüglich ein gezielter Umgang gefragt, um
Software fit zu halten. Unwissenheit hinsicht-
lich der Wartung einer Software kann schlimms-
tenfalls zu einer zukünftigen Unbrauchbarkeit
der Forschungsergebnisse führen. Eine dahinge-
hende Bewusstseinsbildung kann über die empi-
rische Betrachtung vorhandener Praktiken und
Lösungswege geschehen.
Anhand von monasterium.net haben wir exem-
plarisch mögliche Verjüngungsmaßnahmen dar-
gestellt. Das Projekt eignet sich als Fallbeispiel,
da seine Software eine über zehnjährige Lauf-
zeit aufweist. Geringes Projektbudget und häufi-
ger Personalwechsel mit daraus resultierenden
Wissensverlusten haben die Codebasis gezeich-
net. Das Projekt zeigt, dass Nachvollziehbar-
keit des Entwicklungsprozesses, systematisches
und standardisiertes Vorgehen, Modularisierung
von Softwarekomponenten sowie kontinuierli-
ches Testing in die Evolution von Software ge-
winnbringend eingreifen können.
Die Verantwortung kann allerdings nicht allein
bei den Entwickler/innen liegen. Um Wissensver-
luste vorzubeugen, müssen langfristige Struktu-
ren aufgebaut und finanziell abgesichert werden.
Es muss Teil der Förderungspolitik werden, die
Unausweichlichkeit der Softwarealterung zu be-
denken. Sollen Entwicklungen auch nach fünf
Jahren noch benutzbar sein, muss der Aufwand
der nachhaltigen Entwicklung und Wartung in
der Antragsplanung verankert werden.
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Fußnoten
1. Stack Overflow ist eine Online Community, zur
gegenseitigen Unterstützung und zur Wissensge-
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Einleitung
An zahlreichen Universitäten werden die
wissenschaftlichen Disziplinen Linguistik und
Literaturwissenschaft in einem gemeinsamen
Studiengang angeboten, der beispielsweise „Ger-
manistik“ oder „Deutsche Sprache und Litera-
tur“ heißt. Dies suggeriert eine große fachliche
Nähe dieser Disziplinen, die jedoch im Selbst-
verständnis der meisten Wissenschaftler/innen
dieser Fächer keine Entsprechung hat. Linguis-
tik und Literaturwissenschaft unterscheiden sich
in ihrem Erkenntnisinteresse, ihren Methoden
und auch in ihrer Sprache, wie punktuell be-
reits beschrieben wurde: So stellt Haggan (2004)
bei der Untersuchung von Titeln wissenschaftli-
cher Publikationen in Linguistik, Literatur- und
Naturwissenschaft fest, dass die Sprache der Li-
teraturwissenschaft sich (auch) an ästhetischen
Prinzipien orientiert. Afros und Schryer (2009)
kommen zu einem ähnlichen Ergebnis bezüg-
lich der Verwendung von „promotional metadis-
course“ und attestieren sogar verschwimmende
Grenzen mit den literarischen Texten selbst (305).
Die Studierenden von Studiengängen wie „Ger-
manistik“ finden sich also mit (mindestens) zwei
unterschiedlichen Fachkulturen und Sprachen
konfrontiert, deren Erwerb überwiegend auf dem
Weg der Imitation erfolgt (Graefen 1999). Dieser
Beitrag hat das Ziel, die stilistischen Unterschiede
zwischen den beiden Fächern mithilfe einer n-
Gramm-Analyse zu beschreiben und damit bei
Lehrenden und Studierenden zu einem höheren
Bewusstsein für die damit verbundenen Heraus-
forderungen beizutragen.
Methode
Die hier verwendete Methode ist eine n-Gramm-
Analyse, die (fast) rein datengeleitet funktioniert
und keine spezifischen Hypothesen erfordert. Ein
n-Gramm ist eine Sequenz aus n Elementen, im
einfachsten Fall aus Wörtern. N-Gramm-basierte
Verfahren sind insbesondere in der Computer-
linguistik verbreitet, wenn es um einfach zu
berechnende Modellierungen von Sprache geht
(Jurafsky und Martin 2009). Auch für die linguisti-
sche Interpretation wurden n-Gramme bereits ge-
nutzt: Scharloth und Bubenhofer (2012) zeigen bei
der Analyse von Tonbandprotokollen zweier 68-
Kommunen, dass auf diese Weise charakteristi-
sche Muster identifiziert werden können, die mit
außersprachlichen Merkmalen der beiden Grup-
pen in Verbindung gebracht werden können.
Mahlberg (2013) nutzt ein ähnliches Vorgehen zur
Charakterisierung der Prosa Charles Dickens’, Bi-
ber et al. (2004) beschreiben unterschiedliche For-
men der Wissenschaftssprache anhand sog. lexi-
cal bundles. Mit Ausnahme von Scharloth und
Bubenhofer (2012) wird in diesen Ansätzen nur
die Tokenebene einbezogen. Im Rahmen des hier
präsentierten Vorhabens sollen die Potentiale zu-
sätzlicher syntaktischer Informationen ermittelt
werden.
Die Datengrundlage der folgenden Analyse ist
ein Korpus aus 60 deutschen Dissertationen (30
pro Fach, ca. 3,5 Mio. Token) aus dem Zeitraum
von 2003 bis 2016, die an 15 unterschiedlichen
deutschen Universitäten eingereicht wurden und
über universitäre Server online zur Verfügung
stehen. Im Rahmen der Datenaufbereitung wur-
den semiautomatisch Textelemente ausgeschlos-
sen, die nicht zur Zielvarietät gehören (Zitate),
nicht aus Fließtext bestehen (Tabellen, Abbildun-
gen,...) oder den Textfluss unterbrechen (Fußno-
ten). Die Texte wurden außerdem automatisch
mit Informationen zu Lemma, Wortart und syn-
taktischen Dependenzstrukturen annotiert. 1
Aus diesen Daten wurden n-Gramme der Größe
n = 1 bis 5 generiert, die aus Token bzw. Wort-
artentags bestehen. Neben traditionellen, linea-
ren n-Grammen, die der Reihenfolge der Wörter
an der Textoberfläche folgen, wurden zusätzlich
syntaktische n-Gramme generiert, die der Depen-
denzstruktur im Satz folgen (siehe Abbildung 1,
beschrieben von Sidorov et al. 2012, Goldberg und
Orwant 2013). Die Frequenzen aller n-Gramme
mit mindestens zehn Vorkommen (rund 500.000)
wurden signifikanzbasiert mit dem t-Test vergli-
chen (siehe Empfehlungen in Lijffijt et al. 2014,
Paquot und Bestgen 2009). Die Auswertung be-
zieht sich auf die n-Gramme mit den größten Un-
terschieden zwischen den linguistischen und lite-
raturwissenschaftlichen Texten.
Abbildung 1: Lineare und syntaktische n-
Gramme im Vergleich an einem Beispielsatz (vgl.
Andresen und Zinsmeister 2017)
Ergebnisse
Exemplarisch werden hier die Ergebnisse zu
den Wortarten-Unigrammen sowie den linearen
und syntaktischen Token-Trigrammen präsen-
tiert. Abbildung 2 zeigt die 20 Wortarten 2 mit den
größten Unterschieden zwischen den beiden Dis-
ziplinen. Je weiter außen sich die Wortart befin-
det, desto größer ist der Unterschied. Wortarten
auf der rechten Seite sind in der Literaturwissen-
schaft, die auf der rechten in der Linguistik häufi-
ger. Der mit Abstand größte Unterschied zeigt sich
in den attributiv gebrauchten Possessivpronomen
(PPOSAT, z. B. seine Existenz (Lit_Stu_30 3)). Ver-
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wandt hiermit sind Unterschiede in den Reflexiv-
pronomen (PRF) und Personalpronomen (PPER).
Zusammen mit einer ebenfalls deutlich höheren
Frequenz von Eigennamen (NE) spiegelt sich hier,
dass sich literaturwissenschaftliche Texte in weit-
aus höherem Maße als die Linguistik mit Perso-
nen beschäftigen, seien es reale Autor/inn/en oder
literarische Figuren, zum Beispiel:
(1) So bildet ihr autobiographisches Werk
eine Brücke zwischen Tradition und Moderne.
(Lit_Stu_30)
Weitere Unterschiede zeigen sich im Zusam-
menhang mit der Verbverwendung: Bei den fini-
ten Verben der literaturwissenschaftlichen Texte
handelt es sich eher um Vollverben (VVFIN), wäh-
rend finite Modal- und Auxiliarverben 4 (VMFIN,
VAFIN) in der Linguistik frequenter sind. Korre-
spondierend dazu sind Auxiliarverben im Infi-
nitiv (insb. werden in Passivkonstruktionen mit
Modalverb) und Vollverben in ihrer Partizipform
(VVPP) in der Linguistik häufiger. Lediglich die
Form des passiven Perfekts ist in der Literatur-
wissenschaft häufiger, wie das Tag VAPP zeigt.
Insgesamt lässt sich sagen, dass die Sprache der
Linguistik im Vergleich mit der Literaturwissen-
schaft durch komplexe Verbkonstruktionen ge-
kennzeichnet ist.
In der Linguistik zeigt sich außerdem eine hö-
here Frequenz von attribuierenden Indefinitpro-
nomen (PIAT). Darunter sind die Lemmata kein,
aller und beide am häufigsten. Dies kann damit
in Verbindung gebracht werden, dass die Lingu-
istik in stärkerem Maße auf Generalisierungen
abzielt. Die höhere Frequenz von Zahlen (CARD)
in der Linguistik überrascht nicht, da quantita-
tive Verfahren hier deutlich häufiger zum Einsatz
kommen als in der Literaturwissenschaft. Das Tag
PRELS (Relativpronomen) weist auf eine häufi-
gere Verwendung von Relativsätzen in der Litera-
turwissenschaft hin.
Abbildung 2: Die distinktivsten Wortarten, vi-
sualisiert anhand der Teststatistik t. Visualisie-
rung inspiriert durch das R-Paket stylo (Eder et al.
2016).
Ergänzend werden in Tabelle 1 Informationen
auf Wortebene herangezogen, zunächst ohne zu-
sätzliche syntaktische Information. Gezeigt wer-
den die zehn distinktivsten linearen Trigramme
(inkl. Interpunktion). Hier spiegeln sich viele der
Phänomene, die bereits auf Ebene der Wortar-
ten erkennbar waren. Die für die Literaturwissen-
schaft charakteristischen Muster scheinen mehr-
heitlich aus Relativsätzen zu stammen. Dabei ist
zu bedenken, dass der Anfang von Nebensät-
zen besonders leicht durch eine n-Gramm-Ana-
lyse erfasst werden kann, da hier nur ein be-
grenztes Maß an Variation möglich ist. Das klarste
Trigramm für die Linguistik hingegen weist auf
die bereits beschriebene häufigere Verwendung
von Passiv und Modalverben hin, hier speziell
in Kombination miteinander. Interessant ist das
n-Gramm  die bei der, das in 36 von 43 Fällen
aus einem Relativsatz stammt, aber in der Lingu-
istik häufiger ist. Mit dem Relativpronomen die
kann es sich auf Feminina beziehen, in der Mehr-
zahl handelt es sich im Korpus aber um Sub-
stantive im Plural. Das passt zu der bereits oben
genannten Annahme, dass die Literaturwissen-
schaft sich tendenziell exemplarisch mit konkre-
ten Einzelphänomenen beschäftigt, die Linguistik
hingegen in stärkerem Maße Generalisierungen
anstrebt, die den Plural wahrscheinlich machen.
Rang n-Gramm Häufiger im Fach
1 , der sich Literaturwissen-
schaft
2 , der seine Literaturwissen-
schaft
3 , das sich Literaturwissen-
schaft
4 werden können . Linguistik
5 , die ihm Literaturwissen-
schaft
6 , der die Literaturwissen-
schaft
7 , dass eine Linguistik
8 , vor dem Literaturwissen-
schaft
9 , die er Literaturwissen-
schaft
10 die bei der Linguistik
Tabelle 1: Die distinktivsten linearen Token-Tri-
gramme
Tabelle 2 zeigt die häufigsten syntaktischen Tri-
gramme, die zusätzlich Informationen zur Depen-
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denzstruktur im Satz nutzen. „>“ zeigt hier ein
syntaktisches Dominanzverhältnis an. Die Rela-
tivsatzmuster sind hier nicht vorhanden, da ihre
gute Erkennbarkeit in der Analyse vermutlich pri-
mär auf der linearen Abfolge von Interpunktion,
Relativpronomen und folgendem Wort beruht.
Das Muster können>werden>. ist höher gerankt
als das Gegenstück in der linearen Analyse, da
hier nicht nur unmittelbar aufeinanderfolgende
Instanzen erfasst werden, sondern auch solche
mit Distanzstellung:
(2) Einige Substantive können nicht eindeutig
einer Geschlechtskategorie zugeordnet wer-
den [...]. (Lin_Bam_01)
Zusätzlich tauchen Kombinationen von Passiv
mit dem Modalverb müssen und können mit sein
auf. Viele der für die Literaturwissenschaft cha-
rakteristischen Muster haben eine direkte lineare
Entsprechung: So steht das syntaktische n-Gramm
für>Leben>das für die lineare Abfolge für das
Leben. Allerdings umfasst das syntaktische n-
Gramm zusätzlich Instanzen, in denen beispiels-
weise das Substantiv noch durch Attribute modi-
fiziert wird, z. B. für das eigene Leben (Lit_Jen_19).


























Tabelle 2: Die distinktivsten syntaktischen To-
ken-Trigramme
Fazit
In der hier präsentierten Analyse konnten deut-
liche stilistische Unterschiede zwischen Linguis-
tik und Literaturwissenschaft gezeigt werden. Die
Linguistik zeichnet sich demzufolge durch kom-
plexe Verben (Passiv und Modalverben), die stär-
kere Verwendung von Zahlen sowie Mustern der
Generalisierung aus. In der Literaturwissenschaft
finden sich mehr Bezüge auf Personen und kom-
plexe Nominalphrasen mit Relativsätzen.
Die verwendete Methode hat stark explorativen
Charakter, sodass viele der hier angebotenen In-
terpretationen zunächst als Hypothesen betrach-
tet werden sollten und einer sorgfältigen Prü-
fung in Folgestudien bedürfen. Zusätzlich ergibt
sich mit der Methode eine Beschränkung auf Phä-
nomene, die sich auf konstante Weise auf der
sprachlichen Oberfläche niederschlagen.
Im Rahmen dieses Beitrags wurden nur beson-
ders hoch gerankten n-Gramme betrachtet und
interpretiert. Andresen und Zinsmeister (2017)
präsentieren ergänzend ein Annotationsexperi-
ment, in dessen Rahmen insgesamt 420 Token-
und Wortarten-n-Gramme auf die enthaltenen
linguistischen Informationen hin ausgewertet
wurden. In Folgearbeiten gilt es das Potential un-
terschiedlicher n-Gramm-Typen für eine Stilana-
lyse zu erforschen. Der Fokus wird dabei auf
stärker syntaktisch informierten Formen liegen,
die beispielsweise Informationen zu Token und
Wortart kombinieren oder die syntaktischen De-
pendenzrelationen zwischen den Elementen ein-
beziehen.
Fußnoten
1. mit einem auf der Dependenzversion des TI-
GER-Korpus (Seeker und Kuhn 2012) trainierten
Modell für MATE (Bohnet 2010)
2. Die Wortartentags stammen aus dem STTS
(Schiller et al. 1999).
3. Die Bezeichnung der Korpustexte setzt sich
aus einem Kürzel für die Disziplin, die Universi-
tät und einer fortlaufenden Zahl zusammen.
4. Bei den Verben haben, sein und werden wird
nicht zwischen einer Verwendung als Auxiliar-
oder Vollverb unterschieden.
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