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La Magnéto- et l’Electro-encéphalographie (M/EEG) sont deux modalités
d’imagerie fonctionnelle non invasives qui mesurent l’activité électromagnétique
du cerveau. Ces techniques sont utilisées pour des études cognitives ainsi que pour
des applications cliniques, comme l’épilepsie. Après une présentation de quelques
notions de base sur ces modalités M/EEG, cette thèse développe deux contri-
butions principales. La première est une méthode d’approximation efficace d’un
ensemble de solutions de problèmes directs d’EEG paramétrés par des valeurs de
conductivité pour différents tissus. Ce problème direct consiste à calculer comment
une activité corticale spécifique serait mesurée par des capteurs EEG. Le principal
avantage de notre méthode est qu’elle accélère considérablement le temps de calcul
tout en contrôlant l’erreur d’approximation. Les valeurs de conductivités des tis-
sus de la tête varient selon les sujets et il serait intéressant de les estimer à partir
des données EEG. Notre méthode est un pas important pour la résolution efficace
d’un tel problème d’estimation de conductivités. La deuxième contribution est
une nouvelle méthode de reconstruction de sources qui estime des configurations
de sources corticales étendues expliquant les mesures M/EEG. La principale origi-
nalité de cette méthode réside dans le fait qu’au lieu de fournir une reconstruction
unique, comme le font la majorité des méthodes de l’état de l’art, elle propose
plusieurs solutions candidates valables. Nous avons validé nos deux contributions
sur des données M/EEG simulées et réelles.
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Magneto- and Electro-encephalography (M/EEG) are two non-invasive functional
imaging modalities which measure the electromagnetic activity of the brain. These
tools are used in cognitive studies as well as in clinical applications as, for exam-
ple, epilepsy. Besides the presentation of some background material about the
M/EEG modalities, this thesis describes two main contributions. The first one
is a method for a fast approximation of a set of EEG forward problem solutions,
parametrized by tissue conductivity values. This forward problem consists in com-
puting how a specific cortical activity would be measured by EEG sensors. The
main advantage of our method is that it significantly accelerates the computation
time, while controlling the approximation error. Head tissue conductivity values
vary across subjects and it might be interesting to estimate them from the EEG
data. Our method is an important step towards an efficient solution of such a head
tissues conductivity estimation problem. The second contribution is a novel source
reconstruction method, which estimates extended cortical sources explaining the
M/EEG measurements. The main originality of the method is that instead of pro-
viding a unique reconstruction, as the majority of the state-of-the-art methods do,
it proposes several equally valid candidates. We validated both our contributions
on simulated and real M/EEG data.
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The last frontier of the biological sciences – the ultimate challenge – is to under-
stand the biological basis of consciousness and the brain processes by which we
feel, act, learn, and remember [Kandel et al., 2012].
One of the fundamental objectives of neuroscience is to determine the link
between a particular mental process (perception, movement, thought, etc.) and
functional activity of specific brain regions, as well as their anatomy and physiol-
ogy. Different medical imaging techniques are used to study this relationship..
Neuroimaging modalities
Structural neurimaging deals with the structure of the nervous system. The study
of brain activity with medical imaging methods is called functional neuroimaging.
Here we give a brief list of neuroimaging techniques that are used nowadays. Mag-
netic Resonance Imaging (MRI) provides anatomical images (description of the
brain in terms of tissues and macroscopic model of brain shape). Functional MRI
(fMRI) measures brain activity by detecting changes associated with blood oxy-
genation [Ogawa et al., 1990]. Diffusion MRI (dMRI) provides a unique picture
on brain anatomical connectivity by measuring the anisotropy in white matter
tracts [Poupon et al., 2001]. Computed tomography (CT) scanning of the head
uses a series of x-rays of the head taken from many different directions; the re-
sulting data is transformed into a series of cross sections of the brain using a
computer program. Positon Emission Tomography (PET, SPECT) is used to ob-
serve metabolic processes in the brain [Nasrallah and Dubroff, 2013]. Magneto-
and Electro-encephalography (MEG/EEG) perform measurement of the electro-
magnetic activity of the brain on the scalp (EEG) or outside the head (MEG).
Stereo-electroencephalography (SEEG) is a method for recording electroencephalo-
graphic signals via deep electrodes (electrodes surgically implanted into the brain
tissue) [Talairach, 1974, Youngerman et al., 2019]. Near-infrared spectroscopy
(NIRS), a spectroscopic method that uses the near-infrared region of the electro-
xi
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magnetic spectrum (from 780 nm to 2500 nm).
All these methods have different spatial and temporal resolutions, as can be
seen in Fig. 1.
Figure 1: The different modalities for brain imaging. MRI, fMRI, dMRI and CT have the
unique property to yield high-resolution spatial information of the whole brain. M/EEG and
SEEG provide much better temporal resolution then NIRS or fMRI. The spatial resolution of
M/EEG is, however, low. Even though SEEG provides much better spatial resolution, it is an
invasive method and it is used only in particular circumstances (e.g. in patients with epilepsy
not responding to medical treatment).
Main contributions of the thesis
In this work, we will mostly focus on the M/EEG modalities. They uniquely
provide a good temporal resolution of several milliseconds. This allows to capture
rapid brain activity, which is impossible with other functional modalities such as
fMRI or NIRS. They are also non-invasive methods (unlike SEEG) as the signal
is recorded by sensors located on or outside the head. This results, however, in a
low spatial resolution. In fact, each sensor measures the signal originating from a
cortical area of 10cm2 or more [Buzsáki et al., 2012].
The usual framework with M/EEG starts with designing, setting up an ex-
periment and following data acquisition. Even though it contains a functional
information about brain activity, because of the weak spatial resolution, it is not
possible to directly localize the origins of the M/EEG signals on the cortex. Ad-
ditional techniques are required to solve this problem. Computing how a specific
cortical activity is measured by M/EEG sensors is called the forward problem.
Reconstructing the cortical activity from the M/EEG measurements is called the




Figure 2: General pipeline of working with M/EEG modalities. M/EEG signal measured during
the experiment cannot be directly mapped onto the cortex. Additional techniques are required
to solve this problem. First, forward model should be computed, which is then used to solve
the source localization (inverse) problem.
In this thesis we present two main contributions. One of them is mostly related
to the EEG forward problem. Our second contribution is a novel method for
solving the M/EEG inverse problem. Both of them, however, have a common
general objective – improving the accuracy of the M/EEG source localization.
First contribution. Fast approximation of EEG forward problem and
application to tissue conductivity estimation.
To compute the M/EEG forward problem, a head volume conductor model (i.e.
the distinction of the different conductive compartments in the head) is required.
It consists of a volume head geometry and the information about different head
tissue conductivities. The geometrical 3d model of the head can include scalp,
skull, cortex, white matter fibers, cerebrospinal fluid (CSF), etc. This modeling is
mostly based on MRI scans of subjects (or CT for hard tissues, like bone).
It is impractical or impossible to directly measure head tissue conductivities in
vivo. That is why, in practice, default conductivity values are often used. These
values, however, vary a lot across subjects. For MEG, exact conductivity values are
not so important. For EEG, however, using wrong conductivity values may lead
to the significant inaccuracy of the forward problem solution. A possible solution
to this problem is to estimate unknown conductivities directly from the EEG
data. To do so, the EEG forward problem solution must be computed for a large
number of conductivity configurations, which may be computationally expensive
and impractical.
To overcome this computational problem, we will propose a fast method to ap-
proximate the EEG forward solution for any conductivity configuration. We will
show that these approximations can be used for tissue conductivities estimation.
xiii
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This will in turn lead to a more accurate forward operator (solution of the forward
problem).
Second contribution. Providing a family of solutions to the M/EEG
source reconstruction problem through data-driven cortical clustering.
The M/EEG inverse problem is, in general, ill-posed. In particular, it means
that measurements and forward operator alone are not sufficient to find a unique
solution. In other words, given a set of measurements from M/EEG sensors, an
infinite number of cortical activity configurations can explain it. Thus, additional
a priori hypotheses about the cortical activity are needed to constrain the solution.
Different source reconstruction methods were proposed to overcome this problem.
The most of the state-of-art inverse methods aim to reconstruct a single cortical
source configuration which explains the data. However, because of the ill-posedness
of the problem, it is very likely that other spatially distinct source configurations
could explain the data equivalently well as the identified solution. That is why we
think, that the methods which are forced to find a unique solution, without giving
alternative ones, can be disadvantageous, because they may find a false solution.
To overcome this issue, in this thesis, we propose a new approach for M/EEG
source reconstruction. It is based on the idea that it is better to have several
possible candidates to a solution, with the true one among them, than to have
a single, but possibly false solution. That is why our method provides several
candidate solutions. These candidates are different in term of their extent and/or
positions on the cortex, but fit the data with similar accuracy.
In spite of some limitations of our approach, we believe that the innovative
features that our method provides will make it useful to the M/EEG community.
xiv
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Overview of the thesis
Chapter 1. Neurophysiological Bases of EEG and MEG. This chapter
introduces the neurophysiological origins of EEG and MEG signals. Starting with
the description of the electro-magnetic activity of a single neuron, we describe how
it can be scaled up to the activity of cortical regions, and, finally, how it can be
measured by M/EEG sensors. We analyse the main similarities and dissimilarities
of EEG and MEG. This introductive chapter gives the neurophysiological ground-
ing for the mathematical formulation of the M/EEG forward and inverse problems,
presented in the following chapters.
Chapter 2. Forward modeling of EEG and MEG signals. This chapter
provides a mathematical formulation of the M/EEG forward problem. Starting
by introducing fundamental equations which describe the electro-magnetic fields
generated by cortical activity, we then describe the head and source modeling. This
leads to the definition of the forward operator – lead field matrix – which maps the
cortical activity to the M/EEG sensor measurements. The content of this chapter
is crucial for understanding the following chapters, especially the Chapter 4, which
is very related to the M/EEG forward problem.
Chapter 3. M/EEG inverse problem. This chapter gives an overview
of several classes of state-of-art M/EEG source localization methods. Starting
with the general formulation of well- and ill-posed problems, we introduce basic
principles of dipole fit and scanning methods, as well as variational and Bayesian
approaches to solve the M/EEG inverse problem. What is important is the MUSIC
algorithm, because our approach, that we introduce in Chapter 5, is based on this
method.
Chapter 4. Fast Approximation of EEG Forward Problem and Ap-
plication to Tissue Conductivity Estimation. This chapter introduces our
first contribution – a method for a fast approximation of EEG forward problem
solution. We provide a theoretical description of the algorithm and test its per-
formance on simulated and real EEG data. This chapter is based on a published
article [Maksymenko et al., 2019].
Chapter 5. Providing a family of solutions to the M/EEG source
reconstruction problem through data-driven cortical clustering. This
chapter introduces our second contribution – a new M/EEG source reconstruction
method that we named CLUstering Based MUSIC (CLUB-MUSIC). This method
is based on a M/EEG data-driven clustering of cortical sources. It is an extension
of the state-of-art MUSIC algorithm, adapted for sources represented by cortical
regions. Another feature of our method is that it provides not a single solution, but
several candidate solutions. These candidates represent spatially distinct cortical
regions and fit the data with similar accuracy.
xv
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Chapter 6. Results of CLUB-MUSIC on simulated and real MEG
data. This chapter evaluates our CLUB-MUSIC method on simulated and real
MEG data. Starting with a simulation of a single region, we then test our method
on a multiple region simulation and, finally, on real MEG data corresponding to
the auditory evoked fields. The results show that, indeed, several spatially distinct
source configurations can explain the data with similar accuracy. Our method is
able to provide several candidates for the solution. It is based on the principle
that it is better to obtain a few false positives regions, than a single false negative
one.
General conclusion. This chapter concludes the main contribution of this
thesis. We also discuss the current limitation of proposed methods and the main
perspectives for the future work.
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1. NEUROPHYSIOLOGICAL BASES OF EEG AND MEG.
1.1. Overview
This chapter is an introduction of the magnetoencephalography (MEG) and elec-
troencephalography (EEG) modalities. We cover the basic aspects of cellular com-
position, morphology and function of the human brain. Then, we describe the
structure and function of neurons. We explain the basic electrico-chemical pro-
cesses which allow neurons to generate and spread signals. Finally, we describe the
origins of the EEG and MEG measurements. Further readings on these subjects
can be found in the following books: Electroencephalography [Niedermeyer and
Da Silva, 2004] ; Principles of Neural Science [Kandel et al., 2012] ; MEG-EEG
Primer [Hari et al., 2017].
1.2. Introduction to EEG and MEG
Magnetoencephalography (MEG) and electroencephalography (EEG) (M/EEG)
are two complementary techniques that measure, respectively, the magnetic field
(outside the head) and the distribution of electric potentials on the scalp produced
by electrical activity in brain neural cell assemblies [Baillet et al., 2001]. Among the
available functional imaging techniques, MEG and EEG uniquely have temporal
resolutions of several milliseconds. Thus, with M/EEG it is possible to follow
the rapid changes in cortical activity that reflect ongoing signal processing in the
brain; the electrical events of single neurons typically last from one to several tens
of milliseconds [Hämäläinen et al., 1993].
1.2.1. EEG
EEG consists of measurements of a set of electric potential differences between
pairs of scalp electrodes. Sensors may be either directly glued to the skin (for
prolonged clinical observation) at selected locations directly above cortical regions
of interest or fitted in an elastic cap for rapid attachment with near uniform cover-
age of the entire scalp (Fig. 1.1). Research protocols can use up to 256 electrodes
[Baillet et al., 2001]. Typical electric potentials on the scalp are in the range 1-100
µV. To avoid external electrical interference, EEG is preferably measured inside
a Faraday cage that dampens power-line artifacts and other electrical noise, al-
though recording of sufficient quality can also be performed in regular or operating
rooms and even in mobile real-life settings using mobile EEG devices [Hari et al.,
2017].
The scalp electroencephalogram, recorded by a single electrode, is a spatially
smoothed version of the local field potential (LFP), integrated over an cortical area
of 10 cm2 or more. It has little discernible relationship with the firing patterns of
the contributing individual neurons, and this is largely due to the distorting and
2
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attenuating effects of the soft and hard tissues between the current source and the
recording electrode [Buzsáki et al., 2012].
Figure 1.1: Schematic representation of EEG electrodes placed on the scalp. Adapted from
[Kandel et al., 2012].
1.2.2. MEG
Magnetic signals from brain sources are extremely weak compared with ambient
magnetic field and its variations. Thus neuromagnetic signals are typically 50-500
fT, one part in 109 or 108 of the earth’s geomagnetic field. The detector that offers
sufficient sensitivity for the measurement of these tiny fields is the superconduct-
ing quantum interference device (SQUID). The sensitivity of a SQUID measuring
system to external magnetic noise is greatly reduced by the proper design of the
flux transformer (Fig.1.2). Systems of coils such as gradiometers are insensitive
to spatially uniform changes in the background field, but respond to inhomoge-
neous changes. MEG measurements are also usually performed in a magnetically
shielded room [Hämäläinen et al., 1993]. However, SQUIDs are usually located
several centimeters away from the scalp because of the cryogenic needs, which
decreases the signal to noise ratio (SNR) of the data.
Recent advances in the field of quantum technology have led to the develop-
ment of small, optically-pumped magnetometers (OPMs). These devices measure
the transmission of laser light through a vapour of spin-polarised atoms, which
provides a highly sensitive measure of the local magnetic field. OPMs have theo-
retical sensitivity comparable to that of the SQUIDs used in current MEG systems,
but operate without cryogenic cooling (the vapour cell is sometimes heated, but
the external surface remains close to room temperature). This means it is now
3
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Figure 1.2: Detection of cerebral magnetic fields. a) Schematic representation of the MEG
scanner. The bottom of the helium dewar, with the flux-transformer pickup coils near subject’s
head, is brought as close to the head as possible. Three superconducting flux transformers em-
ployed in brain research: b) magnetometer c) axial gradiometer, d) planar gradiometer. Adapted
from [Hämäläinen et al., 1993].
possible to consider a MEG system with sensitive detector volumes just 6 mm from
the scalp surface. This technology is currently being commercialized and empir-
ical performance is increasing, which shows the potential of OPMs to transform
the MEG measurements. This promises not only better SNR, but also access to
traditionally challenging subject groups such as infants [Boto et al., 2017].
1.3. Structure of neurons
The cell body or soma is the metabolic center of the neuron. It contains the
nucleus, which contains the genes of the cell, and the endoplasmic reticulum,
an extension of the nucleus where the cell’s proteins are synthesized. The cell
body usually has to two kinds of extensions: several short dendrites and one
long, tubular axon. Dendrites branch out in tree-like fashion and are the main
apparatus for receiving incoming signals from other nerve cells. The axon typically
extends some distance from the cell body and transmits signals to other neurons.
An axon can convey electrical signals over distances ranging from 0.1 mm to 2
m. These electrical signals, called action potentials, are initiated at a specialized
trigger region near the origin of the axon called the initial segment from which
they propagate down the axon without failure or distortion at speeds of 1 to
100 m/s. The amplitude of an action potential traveling down the axon remains
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constant at 100 mV because the action potential is an all-or-none impulse that is
regenerated at regular intervals along the axon. To increase the speed by which
action potentials are conducted, large axons are wrapped in an insulating sheath
of a lipid substance, myelin. The sheath is interrupted at regular intervals by
the nodes of Ranvier, uninsulated spots on the axon where the action potential
is regenerated. Near its end, the axon divides into fine branches that contact
other neurons at specialized zones of communication known as synapses. The
nerve cell transmitting a signal is called the presynaptic cell; the cell receiving
the signal is the postsynaptic cell. The presynaptic cell transmits signals from
specialized enlarged regions of its axon’s branches, called presynaptic terminals
or nerve terminals. The presynaptic and postsynaptic cells are separated by a
very narrow space, the synaptic cleft. Most presynaptic terminals end on the
postsynaptic neuron’s dendrites; but the terminals may also terminate on the cell
body or, less often, at the beginning or end of the axon of the postsynaptic cell.
Fig. 1.3 show the schematic representation of the structure of a neuron.
1.4. Signal producing by neuron cells
Regardless of cell size and shape, transmitter biochemistry, or behavioral function,
almost all neurons can be described by a model neuron that has four functional
components that generate the four types of signals: a receptive component, a sum-
ming or integrative component, a long-range signaling component, and a secretory
component.
The different types of signals generated in a neuron are determined in part
by the electrical properties of the cell membrane. All cells, including neurons,
maintain a certain difference in the electrical potential on either side of the plasma
membrane when the cell is at rest. This is called the resting membrane potential.
In a typical resting neuron, the voltage of the inside of the cell is about 65 mV below
the voltage outside the cell. Because the voltage outside the membrane is defined
as zero, we say the resting membrane potential is –65 mV. The resting membrane
potential results from the selective permeability of the membrane and unequal
distribution of electrically charged ions, in particular the positively charged Na+ ,
and K+ ions.
A cell is said to be excitable when its membrane potential can be quickly
and significantly altered. This change serves as a signaling mechanism. In some
neurons reducing the membrane potential by 10 mV (from –65 to –55 mV) makes
the membrane much more permeable to Na+ than to K+. The resultant influx of
positively charged Na+ neutralizes the negative charge inside the cell and causes
a brief and explosive change in membrane potential to +40 mV. This action
potential is conducted down the cell’s axon to the axon’s terminal, where it
5
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Figure 1.3: The structure of a neuron. Most neurons in the vertebrate nervous system have
several main features in common. The cell body contains the nucleus, the storehouse of genetic
information, and has two types of cell extensions: axons and dendrites. Axons are the transmit-
ting element of neurons. Many axons are insulated by a sheath of fatty myelin that is regularly
interrupted at gaps called nodes of Ranvier. Most neurons also have four functional regions, in
which different types of signals are generated. The input, integrative, and conductive signals are
all electrical and integral to the cell, whereas the output signal is a chemical substance ejected
by the cell into the synaptic cleft. Adapted from [Kandel et al., 2012].
initiates an elaborate chemical communication with other neurons. The action
potential is actively propagated along the axon so that its amplitude does not
diminish by the time it reaches the axon terminal. An action potential typically
lasts approximately 1 ms, after which the membrane returns to its resting state,
with its normal separation of charges and higher permeability to K+ than to Na+.
The change in membrane potential that generates long-range and local signals
can be either a decrease or an increase from the resting potential. The resting
membrane potential therefore provides the baseline on which all signaling occurs.
A reduction in the potential difference outside and inside the cell is called depo-
larization. Because depolarization enhances a cell’s ability to generate an action
potential, it is an excitatory process. In contrast, an increase in the potential
difference is called hyperpolarization. Hyperpolarization makes a cell less likely to
generate an action potential and is therefore an inhibitory process.
6
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Input component
A presynaptic terminal releases a chemical substance, or neurotransmitter, into the
synaptic cleft. After diffusing across the cleft, the transmitter binds to receptor
proteins in the membrane of the postsynaptic neuron, thereby directly or indirectly
opening ion channels. The ensuing flow of ions alters the membrane potential of
the cell, a change called the synaptic potential (Fig. 1.4). The synaptic potential
is graded, i.e. its amplitude depends on how much transmitter is released. In
the same cell, the synaptic potential can be either depolarizing or hyperpolarizing
depending on the type of receptor molecule that is activated and on the type of
transmitter released by the presynaptic cell. Synaptic potentials spread passively
and thus are local changes in potential unless the signal reaches beyond the axon’s
initial segment and thus can give rise to an action potential.
Figure 1.4: Released neurotransmitter molecules diffuse across the synaptic cleft and bind
specific receptors on the postsynaptic membrane. These receptors cause ion channels to open
(or close), thereby changing the membrane potential of the postsynaptic cell. In this figure, the
excitatory synapse activity is illustrated, which results of membrane depolarization. Adapted
from [Kandel et al., 2012].
Integrative component
Action potentials are generated by a sudden influx of Na+ ions through channels
in the cell membrane that open and close in response to changes in membrane
potential. When an input signal (synaptic potential) depolarizes a local region of
membrane, the local change in membrane potential opens local Na+ channels that
allow Na+ to flow down its concentration gradient, from outside the cell where the
Na+ concentration is high towards inside where it is low.
7
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Because the initial segment of the axon has the highest density of voltage-
sensitive Na+ channels and therefore the lowest threshold for generating an action
potential, an input signal spreading passively along the cell membrane is more
likely to give rise to an action potential at the initial segment than at other sites
in the cell. This part of the axon is therefore known as the trigger zone. It is here
that the activity of all synaptic potentials is summed and where, if the sum of the
input signals reaches threshold, the neuron generates an action potential.
Conductive component
The action potential is all-or-none: stimuli below the threshold do not produce a
signal, but stimuli above the threshold all produce signals with the same amplitude.
Whatever the stimuli vary in intensity or duration, the amplitude and duration
of each action potential are essentially the same. In addition, unlike receptor and
synaptic potentials, which spread passively and decrease in amplitude, the action
potential does not decay as it travels along the axon to its target, a distance which
can be as great as 2 m, because it is periodically regenerated. This conducting
signal can travel at rates as fast as 100 m/s.
The output component
When an action potential reaches a neuron’s terminal it stimulates the release of
chemical substances from the cell. These substances, called neurotransmitters, can
be small organic molecules, such as L -glutamate and acetylcholine, or peptides
like substance P or LHRH (luteinizing hormone releasing hormone).
Once released, the neurotransmitter is the neuron’s output signal. Like the
input signal, it is graded. The amount of transmitter released is determined by
the number and frequency of action potentials that reach the presynaptic termi-
nals. After release the transmitter diffuses across the synaptic cleft and binds to
receptors on the postsynaptic neuron. This binding causes the postsynaptic cell to
generate a synaptic potential. Whether the synaptic potential has an excitatory
or inhibitory effect depends on the type of receptor in the postsynaptic cell, not
on the particular chemical neurotransmitter. The same transmitter substance can
have different effects at different receptors.
Fig. 1.5 shows the signals generated and transmited be different parts of a
neuron.
1.5. The origin of EEG signals
In the previous section we briefly introduced the principal signals generated by
a neuron. In this section, we will describe more in details the extracellular field
8
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Figure 1.5: The sequence of signals produced by neuron activity. A presynaptic neuron releases
excitatory neurotransmitters which initiates a synaptic potential that spreads passively to the
trigger zone of the neuron’s axon, where, if passing threshold, it initiates an action potential that
propagates actively to the terminal of the axon. The action potential releases a neurotransmitter
into the synaptic cleft. Let us remark that action potentials are stronger but faster than synaptic
potentials. Adapted from [Kandel et al., 2012].
potentials that can be recorded in the neighborhood of their cellular sources, com-
monly called local field potentials (LFPs).
Any excitable membrane — whether it is a dendrite, soma, axon or axon ter-
minal — and any type of transmembrane current contributes to the extracellular
field. The field is the superposition of all ionic processes. All currents in the
brain superimpose at any given point in space to yield LFP value at that location.
However, in the context of M/EEG, synaptic activity is often the most important
source of extracellular current flow. The idea that synaptic currents contribute to
the LFP stems from the recognition that extracellular currents from many individ-
ual compartments must overlap in time to induce a measurable signal, and such
overlap is most easily achieved for relatively slow events, such as synaptic currents
[Buzsáki et al., 2012] (see Fig. 1.5). Let us notice that even though fast action
potentials generate the strongest currents across the neuronal membrane and can
be detected as ‘unit’ or ‘spike’ activity in extracellular medium, until recently
they were thought not to contribute substantially to the traditionally considered
LFP band (<100 Hz) or to the scalp-recorded EEG, because the strongest fields
they generate are of short duration (<2 ms) and nearby neurons rarely fire syn-
chronously in such short time windows under physiological conditions. However,
synchronous action potentials from many neurons can contribute substantially to
9
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Figure 1.6: Basic mechanism underlying the generation of intra- and extracellular currents
after synaptic activity. The description is based on the assumption that the dendrite is locally
depolarized by activation of an excitatory synapse. 1) At rest, the membrane potentials of a
neuron is about −60 mV. 2) Activation of an excitatory synapse causes the flow of positive ions
into the cell. 3) The result is a local change of membrane potential (depolarization). 4) The
potential difference between the near synaptic area and the rest of the cell causes intracellular
and extracellular currents. Adapted from [Niedermeyer and Da Silva, 2004].
Figure 1.7: Current flow patterns around an idealized neuron owing to synaptic activation. A)
Current flow caused by the activation of an excitatory synapse at the level of a dendrite, results
in the depolarization of the membrane and flow of a net positive current towards inside the cell.
This current causes an active sink at the synapse site outside the cell. At the soma level there
exists a distributed passive source resulting in an extracellular potential of positive polarity. B)
Current flow caused by the activation of an inhibitory synapse, results in hyperpolarization of
the membrane and flow of a net positive current outwards from the cell. This results in a active
source at the level of synapse and passive sink at soma level. Adapted from [Niedermeyer and
Da Silva, 2004].
high- frequency components of the LFP [Buzsáki et al., 2012].
In this section, we will discuss the LFP produced by post-synaptic currents
10
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as the most important contributor to EEG measurements. As mentioned in a
section 1.4, the release of neurotransmitters by presynaptic neuron triggers an ionic
current in or out the neuron. It results in local depolarization or hyperpolarization
of the postsynaptic membrane. This creates a potential gradient and currents along
membrane inside and outside the cell. Fig. 1.6 gives a schematic representation of
this process.
Figure 1.8: Electrical field conforming to that of a dipole created by the synaptic excitation of
a single cortical pyramidal neuron. It is assumed that the neuron has been excited by a set of
excitatory synapses located on the apical dendrites. Because of the depolarization of the dendritic
membrane, this segment of the neuron becomes extracellulary electronegative with respect to the
soma and basal dendrites, which become electropositive. This causes current to flow through
the extracellular medium as indicated by the black dashed lines with arrows. The potential
distribution within the volume conductor corresponding to this current flow is portrayed by the
isopotential surfaces represented as colored solid lines. Each isopotential surface represents the
geometric locus of all points that are at the same potential. Adapted from [Gloor, 1985].
In the case of excitatory synaptic activity, the positive ionic current is directed
to the intracellular medium. It creates an active sink at the extracellular synaptic
level. It results in the presence of a passive source along the cell and at a distance
from the synaptic level (Fig. 1.7a). In the case of an inhibitory postsynaptic
potentials, the positive ionic current is directed towards the extracellular medium.
It results in an active source at the synaptic level and a passive sink along the
cell soma and at a distance from the synaptic level (Fig. 1.7b) [Niedermeyer and
Da Silva, 2004].
The potential difference causes a current to flow through the volume conductor
between the source and the sink. Some of this current takes the shortest route,
but current also flows through more distant parts of the volume conductor. Even
though current density rapidly drops off with increasing distance from its source,
some current, at least theoretically, flows even through the most distant part of
11
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the volume conductor [Gloor, 1985].
Based on this sink-source origin of LFP, the electrical field around a single
neuron is often modeled as a dipole [Niedermeyer and Da Silva, 2004, Gloor,
1985, Lindén et al., 2010]. Fig. 1.8 shows the electric field generated by such an
idealized "dipole neuron".
EEG electrodes measure these potentials on the scalp surface. Let us remark
that the origin or polarity of cortical synaptic events cannot be determined from
surface EEG recordings alone. Excitatory postsynaptic potentials (EPSPs) in
superficial layers and inhibitory postsynaptic potentials (IPSPs) in deeper layers
both appear as upward (negative) potentials, whereas EPSPs in deeper layers and
IPSPs in superficial layers have downward (positive) potentials (Fig.1.9 ).
Figure 1.9: Surface electroencephalogram (EEG) recordings do not unambiguously indicate
the polarity of synaptic events. The polarity of the surface EEG depends on the location of
the synaptic activity within the cortex. An excitatory signal in cortical layer V causes a upward
voltage deflection at the surface EEG electrode because the electrode is nearer the current source.
In contrast, an excitatory signal in cortical layer II causes an downward deflection because the
electrode is nearer the sink. Taken from [Kandel et al., 2012].
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1.6. Origin of MEG signals
In the previous section we described the extracellular potentials caused by synaptic
activity and alterations in membrane potentials of neuron. These potentials are
captured by surface EEG electrodes. But as presented in Fig. 1.6, there is also
an intracellular current which flows from the synaptic area to the non-stimulated
part of the neuron. The intracellular current is often called primary current,
while the extracellular - secondary, return or volume current. Both primary
and secondary currents contribute to magnetic fields outside the head [Hämäläinen
et al., 1993, Baillet et al., 2001]. Fig. 1.10 shows the magnetic field generated by
the primary current of an excited neuron.
Figure 1.10: Schematic representation of a magnetic field generated by the primary current,
resulting of EPSP.
The primary current is more dense than secondary current, as they integrate
to the same magnitude, with the extracellular current being much more dispersed
[Gloor, 1985]. However, in certain finite conductor geometries the volume current
causes an equal but opposite field to that generated by the primary current. The
net external field is then zero. For example, the radial sources of a spherically
symmetric conductor are externally silent [Hämäläinen et al., 1993], which makes
MEG sensitive mostly to the tangential sources.
1.7. From a single neuron to cortical activity
Calculations such as those in [Hämäläinen et al., 1993] suggest each synapse along
a dendrite may contribute to as little as a 20 fA·m current source, too small to
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be measured with MEG/EEG. Empirical observations instead suggest that we are
seeing contribution from sources on the order of 10 nA·m. In general terms, the
electric and magnetic fields of a population of neurons equals the sum of the fields
of the individual neurons. Hence, what we measure empirically is the cumulative
summation of activity of millions of synapses in a relatively small region. Nominal
calculations of neuronal density and cortical thickness suggest that the cortex has
a macrocellular current density on the order of 100 nA/mm2 . If we assume the
cortex is about 4mm thick, then a small patch 5 mm × 5 mm would yield a net
current of 10 nA-m, consistent with empirical observations and invasive studies
[Hämäläinen et al., 1993, Baillet et al., 2001].
To produce a signal strong enough to be measured on the scalp or outside
the head, the responsible neurons should be regularly arranged and activated in a
more or less synchronous way [Niedermeyer and Da Silva, 2004]. If neurons have
different orientations, the corresponding generated fields are likely to cancel each
other out. If the neuron activity is not synchronized, the peaks of amplitude are
not overlapping and thus the amplitude of the cumulative signal might not be high
enough to be captured at a long distance.
Macrocolumns of tens of thousands of synchronously activated large pyrami-
dal cortical neurons are thus believed to be the main MEG and EEG generators
because of the coherent distribution of their large dendritic trunks locally oriented
in parallel, and pointing perpendicularly to the cortical surface (Fig.1.11) [Baillet
et al., 2001].
Figure 1.11: Schematic representation of population of neurons (black) with the main axis
oriented perpendicular to the cortical surface. A dipole (yellow) is a reasonable electrical model
for such a population. Note that the current flow may be of opposite direction, depending on
the type of postsynaptic current (excitatory/inhibitory) and the locations of synapses. Adapted
from [Hari et al., 2017].
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1.8. EEG vs. MEG
Even though EEG and MEG are two modalities that measure the signals origi-
nated from the same physiological process - postsynaptic potentials, they are based
on two different but complementary physical phenomena - electric and magnetic
fields. As a result, they can provide complementary information about underlying
neuronal activity (Fig.1.12).
Figure 1.12: Schematic representation of the electrical potentials and magnetic field produced
by the same dipole (yellow arrow) and measured on the scalp surface. Adapted form [Hari et al.,
2017].
EEG is most sensitive to radial currents in radial parts of the cortex just under
the electrode, but it can also sense tangential currents and strong deep currents.
However, EEG has a limited spatial resolution, which is mainly due to the low
conductivity of the skull, compared to that of brain and scalp, which makes the
skull act like a spatial low-pass spatial filter of the signal [Hari et al., 2017]. It
means that it may be difficult to distinguish multiple active sources from recorded
signals.
The high sensitivity of MEG to tangential currents means that it mainly mea-
sures activity occurring on the walls of cortical fissures. This is an advantage, as
about two-thirds of the cerebral cortex is located within fissures that are difficult
places to reach even with intracranical recordings [Hari et al., 2017]. MEG is also
less sensitive to conductivities of different head-tissue layers, which means less
assumptions about forward model are required compared to EEG. However, as
mentioned above, radial sources are invisible to MEG in a spherical head model.
Even though the head is not a perfect sphere, MEG has a low sensitivity to radial
– and consequently to deep – sources (any direction in the center of a sphere is
radial).
All these factors mean that MEG and EEG have their own characteristics that
make each of them an appropriate tool for some purposes but not for others [Hari
et al., 2017]. The complementary nature of EEG and EEG signals also means that
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using both modalities sometimes provides information not obtainable with either
modality alone [Yoshinaga et al., 2002, Dubarry et al., 2014, Baillet et al., 1999].
1.9. Conclusions
This chapter introduced the basic knowledge of the neurophysiological origins of
the signals measured by EEG and MEG. This knowledge is crucial for understand-
ing M/EEG forward and inverse problems, which we will discuss in the rest of this
document. To summarize this chapter, we highlight several "take-home" messages:
• M/EEG signals are mostly generated by postsynaptic activity of macro-
columns of tens of thousands of pyramidal neurons in the cortex.
• To generate a signal strong enough to be measured outside the brain, these
neurons should be spatially aligned and temporally synchronized.
• The polarity of the signal depends on two factors, the type of the activated
synapse (excitatory or inhibitory) and the position of the synapse along the
postsynaptic cell body.
• The electromagnetic activity of local populations of synchronized and aligned
neurons is often modeled as a dipole.
• EEG and MEG are complementary modalities.
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Forward modeling of EEG and MEG signals
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2. FORWARD MODELING OF EEG AND MEG SIGNALS
2.1. Overview
In the previous chapter, we discussed the neurophysiological origins of the EEG
and MEG signals. We introduced the electric and magnetic fields generated by
neuronal activity but discussed them in a descriptive manner. In this chapter, we
will introduce more explicit mathematical modeling of these processes. Starting
with Maxwell’s equations, we will introduce its quasi-static approximation which
yields the Poisson equation with Neumann boundary condition. We will then
review analytical and numerical methods for solving this equation.
2.2. Quasi-static approximation of Maxwell’s equations






∇ ·B = 0 (2.3)




The useful frequency spectrum for electrophysiological signals in MEG and
EEG is typically below 1 kHz, and most studies deal with frequencies between 0.1
and 100 Hz. Consequently, the physics of MEG and EEG can be described by the
quasi-static approximation of Maxwell’s equations [Baillet et al., 2001]. It means
that terms ∂B
∂t
and ε0 ∂E∂t can be ignored as source terms [Hämäläinen et al., 1993].
Thus ∇ × E = 0 which means that E is an irrotational vector field. This also
means that the field is conservative, which allows us to express the electric field as
deriving from a scalar potential [Feynman, 2010].
E = −∇V.
It is useful to divide the current density J produced by neuronal activity into
two components, the volume extracellular secondary current Jv = σE and the
intracellular primary current Jp:
J = Jp + σE = Jp − σ∇V. (2.5)
Taking the divergence of both sides of Eq. (2.5), we get:
∇ · J +∇ · (σ∇V ) = ∇ · Jp.
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The current density is divergence free in the quasistatic approximation, i.e.
∇·J = 0. Indeed, from Eq. (2.4), since the divergence of a curl vanishes and ε0 ∂E∂t
is ignored, we can write:




0 = µ0∇ · J + 0
∇ · J = 0.
This shows that the electric potential and the primary current are related by
a so-called Poisson equation:
∇ · (σ∇V ) = ∇ · Jp. (2.6)


























whereB0 is the contribution to the magnetic field coming from the primary current
and Bsec is the contribution of volume (secondary) currents.
2.3. Source modeling
The most common source model to represent electrical activity in the brain is a
"current dipole". It represents an oriented source of current located at a single
position r0, with dipolar moment q, and it is denoted by:
Jp(r) = qδ(r − r0), (2.8)
where δ(·) is a Dirac delta distribution.
2.4. Head modeling
As we can see from Eq. (2.6) and Eq. (2.7), the conductor model (or also head
model) is required to define these equations, i.e. the conductivity distribution
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σ(r) must be specified. In this section we will discuss different approaches with
increasing model complexities.
2.4.1. Infinite homogeneous medium
The main property of the homogeneous medium is that the conductivity is con-
stant, and so:
∇ · (σ∇V ) = σ∆V.





q · ∇δ(r− p) (2.9)






where GL(r) = −
1
4π‖r‖ is the Green function of the Laplacian.
Thus, the solution of Eq. (2.9) is:
V (r) = − 1
4πσ
∫




q · r − p‖r − p‖3 .
In an infinite, homogeneous domain, it can be shown that only the primary
current contributes to the magnetic field [Hämäläinen et al., 1993], therefore, for
a dipolar source:
B(r) = B0(r) =
µ0
4π
q × r − p‖r − p‖3 .
2.4.2. Piecewise homogeneous conductor
An infinite, homogeneous domain is not a reasonable model for actual M/EEG
signals measured on the scalp or outside the head. First of all, air does not
conduct electricity and so the conductivity outside the head should equal to zero.
Moreover, the head consists of different tissues and is not homogeneous at all in
terms of conductivity.
Let us first start again with the Poisson equation (2.6), constrained but the
boundary condition, which is the hypothesis that no current flows outside of the
head. This is mostly true except at the neck which is far from most of the M/EEG
measurements, so we can assume that it has a negligible effect. Let Ω ⊂ R3 denote
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the head domain, ∂Ω its boundary (scalp surface) with outward pointing normal





= σ∇V · n = 0 on ∂Ω .
(2.10)
The second line of the equation (boundary condition) reflects the hypothesis that
no current flows out of the head.
Several nonhomogeneous head models are used in practice. A first refinement is
the case where the head is assumed to comprise a set of nested concentric spheres,
each of constant conductivity. In this case, analytic solutions exist for both MEG
and EEG [Mosher et al., 1999]. Analytic solutions for other head shapes have
been presented, such as prolate and oblate spheroids [Cuffin and Cohen, 1977] or
eccentric spheres [Cuffin, 1991]. Numerical solutions for narrow or wide ellipsoids
are presented in [Cuffin, 1990].
In the case of a concentric spherical head model, the radial component of the
magnetic field depends only on the primary current and is independent of the
conductivity profile. Moreover, even though the tangential field components are
affected by the volume currents, they also can be computed without knowing the
conductivity profile [Hämäläinen et al., 1993].
Another important point to note is that a radial source in a spherical model will
produce no magnetic field outside the head [Hämäläinen et al., 1993, Grynszpan
and Geselowitz, 1973].
A head model is semi-realistic when the regions of the piecewise homogeneous
conductor are arbitrarily shaped (Fig. 2.1). In this case, the solutions of M/EEG
forward problem must be computed numerically. We will discuss these numerical
methods in the Section 2.5.
2.4.3. Realistic head model
For even more realistic models, the piecewise homogeneity of conductivity that
has been made in the previous section needs to be relaxed. Indeed, the brain is
known to have strong anisotropies in the conductivities at least in two domains:
the skull and the white matter (Fig. 2.2).
The human skull consists of a soft bone layer (spongiosa) enclosed by two hard
bone layers (compacta). As the spongiosa has a much higher conductivity than
the compacta [Akhtari et al., 2002], the skull can be described by an effective
anisotropic conductivity with a ratio of up to 1:10 radially to tangentially to the
skull surface [Rush and Driscoll, 1968, Wolters et al., 2006].
It is also known that brain white matter – part of the brain that is mainly
made up of myelinated axons – has an anisotropic conductivity with a ratio of
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Figure 2.1: Example of a piecewise homogeneous conductor model of the head. Three layers
are used: Scalp, skull and brain and cerebrospinal fluid (CSF).
about 1:10 (normal:parallel to fibers) [Nicholson, 1965, Wolters et al., 2006] and
several methods have been developed to use diffusion tensor imaging for modelling
this white matter conductivity anisotropy [Güllmar et al., 2010, Lee et al., 2009].
In this case the conductivity is modeled not as a scalar but as a three-dimensional
tensor, associated to each point of space.
Figure 2.2: Conductivity tensor ellipsoids in the barycenters of the tetrahedra elements: Nor-
malized and colored for skull and white matter anisotropy. The highest trace values can be found
in the CSF compartment (red) and the lowest in the skull compartment (dark blue). Taken from
[Wolters et al., 2006].
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2.5. Numerical methods to solve M/EEG forward problem
As mentioned in the previous sections, for semi-realistic and realistic head models
the solution of the M/EEG forward problem does not exist in a closed form, and
thus numerical methods are required to solve it. In this section, we will focus on
the finite element method (FEM ) [Wolters et al., 2004, Vallaghé and Papadopoulo,
2010] and the boundary element method (BEM) [Sarvas, 1987, Kybic et al., 2005].
2.5.1. Finite element method (FEM)
Let us first define some functional spaces that will be needed hereafter:
H1(Ω) = {w ∈ L2(Ω),∇w ∈ L2(Ω)3},
H2(Ω) = {w ∈ L2(Ω),∇w ∈ H1(Ω)3}.
1. Variational formulation.
It can be proven that the following optimization problem is equivalent to












This is so-called variational formulation of the initial problem (2.10).
2. Discretization.
The 3D domain Ω is tessellated with bounded cells Ci, i = 1...NC . This
also introduces a set of vertices Vi, i = 1...NV . The space of continuous
functions over Ω is approximated by a finite-dimensional vector space which
is a spanned by a set of basis functions wi, i = 1...NV :
H1h(Ωh) = span({wi(r), i = 1...NV })
Notice that that σ is assumed to be constant within each cell.
3. Galerkin projection.
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We can approximate E(φ) from Eq. (2.11) by its discretized version Eh(v),






















Now the variable is no longer a continuous function but a finite vector v =
(v1, ..., vNV ) ∈ RNV . Let us also notice that in our case g ≡ 0, so the last
term in E(v) vanishes.
















i, where: v = argmin
v
Eh(v) (2.14)
The criterion Eh(v) can be written as 12v
THv + dv and thus the optimal v
of Eq. (2.14) is the solution of the following linear system:
Hv = d. (2.15)
Note that the so-called head matrix H is symmetric. Usually, the basis func-
tions will have a very local support, so that H will be very sparse. It also has a
one dimensional kernel and thus is not invertible.
Eq. (2.15) is a fairly simple matrix problem, which could in theory be solved
using a pseudo-inverse. However, H is usually a very big matrix. In this case, it
is better to solve the problem using an iterative method (a lot of efficient methods
have been developed to do it).
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Choice of basis functions
In practice, the basis of P 1 functions over a tetrahedral mesh is used. In dimension
d, a tetrahedron Tj is defined by d+ 1 vertices Vik , k = 1, ..., d+ 1. The restriction





, if r ∈ Tj,
0 , otherwise.
In other words, space H1h(Ωh) is the space of functions which are affine per
tetrahedron. Moreover, the values of φ correspond to function values at vertices.
2.5.2. Symmetric boundary element method
The boundary element method (BEM) is based on integral equations involving un-
knowns at interfaces between domains Ωi of homogeneous conductivity (Fig. 2.3),
where FEM consider the entire volume. We also assume conductivity to be
isotropic in each head subdomain.
Figure 2.3: Without loss of generality the head is modeled as a set of regions Ω1, ...,ΩN with
constant isotropic conductivities σ1, ..., σN . Adapted from Kybic et al. [2005].
We use the fundamental Representation Theorem of potential theory, which
shows that a harmonic function u is determined everywhere in R3 by its jump and
the jump of its derivative across a boundaries ∪∂Ωi. For more details see Kybic
et al. [2005].
We define the four integral operators:
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where r ∈ R3, n′ denotes the outward normal vector at r′ ∈ ∪∂Ωi and G(r) =
− 1
4π ‖r‖ is a Green function of the Laplacian.
In addition of potentials on the surfaces VSi which are unknown in our model,
the symmetric BEM considers the normal current pSi = σi(∂nV )Si as additional
unknowns.
So we have two sets of unknowns VSi and pSi which are continuous functions on
the interfaces between domains and we can discretize them using a finite number
of basis functions. We want the approximation errors of the two quantities (VS and
pS) to be asymptotically equivalent. For this reason, we choose to approximate V






i (r), while its normal derivative p






i (r). P0 basis function ψi
equals to 1 on mesh triangle Ti and 0 elsewhere.
After the discretization is done we can compute the unknown projection coef-
ficients by solving the system (2.16).

(σ1 + σ2)N11 −2D∗11 −σ2N12 D∗12
−2D11 (σ−11 + σ−12 )S11 D12 −σ−12 S12
−σ2N21 D∗21 (σ2 + σ3)N22 −2D∗22 −σ3N23 D∗23
D21 −σ−12 S21 −2D22 (σ−12 + σ−13 )S22 D23 −σ−13 S23
−σ3N32 D∗32 (σ3 + σ4)N33 −2D∗33 . . .
D32 −σ−13 S32 −2D33 (σ−13 + σ−14 )S33 . . .
...






















(Nkl)ij = 〈Nklφ(l)j , φ(k)i 〉
(Dkl)ij = (D
∗
lk)ji = 〈Dklφ(l)j , ψ(k)i 〉
(Skl)ij = 〈Sklψ(l)j , ψ(k)i 〉
(bk)i = 〈∂nvΩk − ∂nvΩk+1 , φ
(k)
i 〉





i , (yk)i = y
(k)
i .
Here vΩi represents the homogeneous medium potential vΩi(r) = fΩi ∗ G(r),
where fΩi = f · 1Ωi = ∇ · Jp · 1Ωi .
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2.5.3. Generalization
Let us notice that for both the FEM and the symmetric BEM, the initial continuous
problem (Eq. 2.10) is discretized to a linear system of type:
Hv = d. (2.17)
Let NV be the number of unknowns in the head model. Vector v ∈ RNV repre-
sents unknowns of the model, which are values of the potential on the mesh nodes
for FEM and some standard BEM, and potentials and their normal derivatives
on the meshes for symmetric BEM. The NV × NV matrix H , called "head ma-
trix", can be computed once the head geometry, its conductivity values and finite
element basis functions are fixed. Vector d depends on the source configuration.
Notice that H = Hσ depends on conductivity. An important property of matrix
Hσ is that, under the assumption that the head is composed of several subdo-






where γi(σ) are scalar functions, NH represents the number of conductivity-
independent components H i. For FEM, γi(σ) = σi (from Eq. (2.13)). For
symmetric BEM, multipliers γi(σ) have more complex structure, for example
{−σi, σ−1i , σi + σj, σ−1i + σ−1j , · · · } (from Eq. (2.16)). As an example, for a
three-layer nested head model with brain, skull and scalp conductivities, NH = 3
for FEM and NH = 7 for BEM.
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2.6. Source space modeling
The source space can be seen as a finite set of NS dipoles with known positions. If
the dipole orientation is known, a dipole is characterized by one amplitude. If not,
the dipole orientation can be decomposed into a linear combination of three 3d
unit basis vectors, and a dipole is characterized by three amplitudes. Without loss
of generality, we can assume that the dipole orientation is known. Let xi represent
















xidi = Dx ,
where the i-th column of the NV × NS matrix D corresponds to the i-th unit
source and x = (x1, · · · , xNS) is the vector of source amplitudes. Let us notice
that in the case of FEM, matrix D does not depend on conductivities. For BEM,





where matrices Di are independent of σ and λi(σ) are scalars. In the case of
symmetric BEM λi(σ) are {1, σ−1i , · · · } (from Eq. (2.16)).
The linear system to solve then becomes:
Hσv = Dσx. (2.20)
2.7. M/EEG lead field matrix
Usually, computing the M/EEG forward problem means computing the lead field
matrix. In the context of EEG, the lead field is the linear operator which maps
source activation to potentials at sensor locations:
veeg = Leegx.
Computing veeg requires applying to v (solution of the system (2.20)) a matrix
Seeg which selects or interpolates potentials only at electrode positions: veeg =
Seegv. Let NE be the number of EEG electrodes.
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Figure 2.4: The i-th column of the lead field matrix L shows how the i-th source is seen by all
electrodes. The j-th raw of the lead field shows how each source is seen by the j-th electrode.




Let us remark that since the electric potential is only defined up to a constant,
the head matrix Hσ is not full rank and has a one-dimensional kernel. So the
inverse notation H−1σ actually implies a deflation [Chan, 1984] which is usually
applied to this type of situation.




Each column of the lead field matrix represents the contribution of the corre-
sponding unit norm source on the EEG electrodes (Fig. 2.4).
In the context of MEG, the lead field is a linear operator that maps source
activation to magnetic measurements. A magnetometer measures the flux of the
magnetic field through a small loop. For a magnetometer i, let Mi be the surface
enclosed by the loop, and di the unitary vector normal to Mi. Thus the signal




Using magnetic field decomposition (Eq. (2.7)), the MEG lead field can be
represented as:
Lmeg = L0 + SmegH
−1
σ Dσ
where first component and second components correspond to the primary and
secondary currents respectively. Smeg is a linear operator which maps electric
potentials to magnetic flux at coils. Let us remark that Smeg is more complex
than just a selection matrix Seeg. L0 can be computed analytically while Smeg is
assembled based on the basis functions used for Galerkin projection. See [Wolters
et al., 2004] for details.
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2.8. Conclusions
This chapter introduced basic knowledge the about forward modeling of the
M/EEG signals. To summarize this chapter, we highlight some important points:
• For realistic head models, numerical methods are used to solve the M/EEG
forward problem.
• FEM is based on the discretization of the head volume, while the BEM only
uses interfaces between different head domains.
• Both FEM and BEM require solving a linear system of type Eq. 2.17.
• In this work, computing the M/EEG forward problem will mean computing
the lead field matrix (Eq. 2.21).
• Solving the M/EEG forward problem requires assembling matrices S,Hσ
and Dσ, and computing SH−1σ .
• Matrices Hσ and Dσ can be expressed as a linear combination of conduc-
tivity independent matrices (Eq. 2.18 and Eq. 2.19).
Bibliography
M. Akhtari, H. C. Bryant, A. N. Mamelak, E. R. Flynn, L. Heller, J. J. Shih,
M. Mandelkem, A. Matlachov, D. M. Ranken, E. D. Best, M. A. Dimauro,
R. R. Lee, and W. W. Sutherling. Conductivities of three-layer line human
skull. Brain Topography, 14(3):151–167, 2002. ISSN 08960267. doi: 10.1023/A:
1014590923185.
Sylvain Baillet, John C. Mosher, and Richard M. Leahy. Electromagnetic brain
mapping. IEEE Signal Processing Magazine, 2001. ISSN 10535888. doi: 10.
1109/79.962275.
Tony F. Chan. Deflated decomposition of solutions of nearly singular systems.
SIAM Journal on Numerical Analysis, 21(4):738–754, 1984. ISSN 00361429.
URL http://www.jstor.org/stable/2157006.
B. Neil Cuffin. Effects of Head Shape on EEG’s and MEG’s. IEEE Transactions
on Biomedical Engineering, 37(1):44–52, 1990. ISSN 15582531. doi: 10.1109/
10.43614.
32
2. FORWARD MODELING OF EEG AND MEG SIGNALS
B. Neil Cuffin. Eccentric Spheres Models of the Head. IEEE Transactions on
Biomedical Engineering, 38(9):871–878, 1991. ISSN 15582531. doi: 10.1109/10.
83607.
B. Neil Cuffin and David Cohen. Magnetic Fields of a Dipole in Special Volume
Conductor Shapes. IEEE Transactions on Biomedical Engineering, BME-24(4):
372–381, 1977. ISSN 15582531. doi: 10.1109/TBME.1977.326145.
Richard Feynman. The Feynman lectures on physics, volume 2. Basic Books, New
York, 2010. ISBN 0-465-02416-5.
Flavio Grynszpan and David B. Geselowitz. Model Studies of the Magneto-
cardiogram. Biophysical Journal, 13(9):911–925, 1973. ISSN 00063495. doi:
10.1016/S0006-3495(73)86034-5.
Daniel Güllmar, Jens Haueisen, and Jürgen R Reichenbach. Influence of
anisotropic electrical conductivity in white matter tissue on the EEG/MEG for-
ward and inverse solution. A high-resolution whole head simulation study. Neu-
roImage, 51(1):145–163, 2010. ISSN 1053-8119. doi: https://doi.org/10.1016/
j.neuroimage.2010.02.014. URL http://www.sciencedirect.com/science/
article/pii/S1053811910001825.
Matti Hämäläinen, Riitta Hari, Risto J. Ilmoniemi, Jukka Knuutila, and Olli V.
Lounasmaa. Magnetoencephalography theory, instrumentation, and applica-
tions to noninvasive studies of the working human brain. Reviews of Modern
Physics, 1993. ISSN 00346861. doi: 10.1103/RevModPhys.65.413.
Jan Kybic, Maureen Clerc, Toufic Abboud, Olivier Faugeras, Renaud Keriven,
and Théo Papadopoulo. A common formalism for the Integral formulations of
the forward EEG problem. IEEE Transactions on Medical Imaging, 24(1):12–
28, jan 2005. ISSN 0278-0062. doi: 10.1109/TMI.2004.837363. URL http:
//ieeexplore.ieee.org/document/1375158/.
Won Hee Lee, Zhongming Liu, Bryon A. Mueller, Kelvin Lim, and Bin He.
Influence of white matter anisotropic conductivity on EEG source localiza-
tion: Comparison to fMRI in human primary visual cortex. Clinical Neu-
rophysiology, 120(12):2071–2081, dec 2009. ISSN 13882457. doi: 10.1016/j.
clinph.2009.09.007. URL https://linkinghub.elsevier.com/retrieve/pii/
S1388245709005355.
John C. Mosher, Richard M. Leahy, and Paul S. Lewis. EEG and MEG: Forward
solutions for inverse methods. IEEE Transactions on Biomedical Engineering,
46(3):245–259, 1999. ISSN 00189294. doi: 10.1109/10.748978.
33
2. FORWARD MODELING OF EEG AND MEG SIGNALS
Paul W. Nicholson. Specific impedance of cerebral white matter. Experimental
Neurology, 13(4):386–401, 1965. ISSN 10902430. doi: 10.1016/0014-4886(65)
90126-3.
S Rush and D A Driscoll. Current distribution in the brain from surface electrodes.
Anesthesia and analgesia, 47(6):717–23, 1968. ISSN 0003-2999. URL http:
//www.ncbi.nlm.nih.gov/pubmed/4972743.
J. Sarvas. Basic mathematical and electromagnetic concepts of the biomagnetic
inverse problem. Physics in Medicine and Biology, 1987. ISSN 00319155. doi:
10.1088/0031-9155/32/1/004.
Sylvain Vallaghé and Théodore Papadopoulo. A Trilinear Immersed Finite Element
Method for Solving the Electroencephalography Forward Problem. SIAM Jour-
nal on Scientific Computing, 32(4):2379–2394, jan 2010. ISSN 1064-8275. doi:
10.1137/09075038X. URL http://epubs.siam.org/doi/10.1137/09075038X.
C. H. Wolters, L. Grasedyck, andW. Hackbusch. Efficient computation of lead field
bases and influence matrix for the FEM-based EEG and MEG inverse problem.
Inverse Problems, 2004. ISSN 02665611. doi: 10.1088/0266-5611/20/4/007.
C. H. Wolters, A. Anwander, X. Tricoche, D. Weinstein, M. A. Koch, and R. S.
MacLeod. Influence of tissue conductivity anisotropy on EEG/MEG field and
return current computation in a realistic head model: A simulation and visual-
ization study using high-resolution finite element modeling. NeuroImage, 30(3):





3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Mathematical formulation of well posed problems . . . 36
3.3 Ill-posedness of M/EEG inverse problem . . . . . . . . 38
3.4 Dipole fitting approach . . . . . . . . . . . . . . . . . . . 39
3.5 The variational approach to regularization methods . . 40
3.6 Bayesian approach to M/EEG inverse problem . . . . . 45
3.7 Scanning methods . . . . . . . . . . . . . . . . . . . . . . 48
3.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 51
35
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3.1. Overview
The M/EEG inverse problem consists in reconstruction and localization of the
cortical sources activity, given a set of measurements and forward (lead field)
operator. In this chapter, we will give an overview of several classes of state-of-
art M/EEG source localization methods. Starting with the general formulation of
well- and ill-posed problems, we will introduce basic principles of dipole fit and
scanning methods, as well as variational and Bayesian approaches to solve the
M/EEG inverse problem.
We assume that source orientations are known and fixed, unless otherwise





Lixi + b = Lx+ b, (3.1)
where y ∈ RNE is a measurements vector, b ∈ RNE is additive noise, x ∈ RNS is
source amplitudes vector and L is a NE ×NS lead field matrix.
In the case of NT time samples, we will use the following notation:
Y = LX +B, (3.2)
where Y and B are NE ×NT matrices, and X is NS ×NT matrix.
3.2. Mathematical formulation of well posed problems
The mathematical term "well-posed problem" stems from a definition given by
Jacques Hadamard. It states that the problem is well-posed if:
• a solution exists,
• the solution is unique,
• the solution’s behavior changes continuously with the initial conditions.
More precisely, small changes in measurements lead to small changes in so-
lution.
The M/EEG inverse problem is to find x from Eq. (3.1) (or from Eq. (3.2))
given y and L. Let us analyse the well-posedness of this problem, first in a noise-
free case, i.e. b ≡ 0. We will also assume that L is a full-rank matrix.
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1. Existence of solution.
We can guarantee the existence of a solution if matrix L is square of rank NE
or has more columns than rows. It means that if there are more equations
than variables, in general, there is no solution to the system. We can give a
geometrical interpretation of this case. Each line of the system represents a
hyper-plane in a space, which dimension is the number of variables (columns
of L). If the number of hyper-planes is higher then the dimension of the
space, they do not have, in general, a common intersection point, i.e. the
solution of the system does not exist (Fig. 3.1a).
2. Uniqueness of solution.
The solution is unique if and only if L is a square and a full-rank matrix. If it
has more columns than rows, there is an infinite number of solutions. More
precisely, all elements from the null space of L can be added to a solution of
the system to form a new one. A geometrical interpretation is that there are
less hyper-planes than the dimension of the space and so their intersection
is not a single point but a affine subspace (Fig. 3.1b).
3. Stability.
Even if L is square and invertible, the inversion can be unstable, i.e. small
changes in measurements lead to large changes in source estimation. More
precisely, let assume small changes in measurements δy and corresponding




‖y‖ , where ‖L‖2 denotes the 2-norm of operator L and is equal to
the maximum singular value of L: ‖L‖2 = σmax(L). From δy = Lδx, we
have ‖δx‖ ≤ ‖L−1‖2‖δy‖. With ‖L−1‖2 =
1
σmin(L)










The value k(L) =
σmax(L)
σmin(L)
is called the condition number of matrix L.
Matrices with high condition number are called ill-conditioned, meaning that
the inversion of such a matrix is unstable. See Fig. 3.1c for a geometrical
interpretation of an ill-conditioned system.
Note: with the presence of noise, i.e. b 6≡ 0, the problem automatically becomes
ill-posed as it has more unknowns than equations whatever the size of L.
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(a) (b) (c)
Figure 3.1: (a) L is a 3 × 2 matrix. 3 hyper-planes, in general, do not intersect at a point
in a two dimensional space, so the inverse problem does not have a solution. (b) L is a 2 × 3
matrix. The intersection of two hyper-planes in three-dimensional space is a one-dimensional
affine subspace (dashed line on the graph), not a single point. Thus the inverse problem has an
infinite number of solutions. (c) L is a 2× 2 invertible matrix, whose rows are so correlated that
slightly moving the hyper-planes results in large change of the intersection point. The matrix L
is ill-conditioned.
3.3. Ill-posedness of M/EEG inverse problem
The M/EEG inverse problem is ill-posed because of several reasons. First of all it
is a fact that a lead field matrix L, usually, has more columns (number of potential
sources, which can exceed several thousand ) than rows (number of sensors, rarely
exceeding a few hundred). Moreover the lead field matrix is ill-conditioned and
there is also the presence of noise in the measurements.
To demonstrate how ill-posed the M/EEG inverse problem is, we computed the
MEG lead field for a sample subject from MNE-Python using their BEM solver
with brain, scull and scalp surfaces computed from the subject’s MRI. 102 magne-
tometers and more than 20000 cortical sources result in a very under-determined
system which has an infinite number of solutions whatever the measurements
are. But even if we randomly select 102 columns of the lead field, the resulting
square matrix has a large condition number and its inversion is extremely unsta-
ble. Fig. 3.2a shows the singular values of such a matrix in a logarithmic scale.
The singular values decrease exponentially fast which results in a large condition
number. Fig. 3.2b shows the effect of inverting such a matrix - a small changes in
sensor data result in a large differences in source reconstruction.
So in order to compute meaningful solutions, the M/EEG inverse problem needs
to be approximated by a well-posed problem, which is usually done by introducing
additional constraints to the problem.
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(a) (b)
Figure 3.2: (a) Singular values of a randomly selected 102×102 submatrix of the lead field. (b)
Red graph represent the simulated source amplitude. Sensor data were generated by applying
102× 102 lead field matrix. Small noise was added to the sensor data (the norm of the noise was
set to 10−5 of the signal norm). The blue graph represents the source amplitudes estimated by
applying the inverse of the lead field matrix. As we can see, small changes in sensor data result
in large differences in the source reconstruction.
3.4. Dipole fitting approach
Dipole fitting approaches assume that the measurement representing local cortical
activity can be can be explained by a single dipole source. The objective is to
find the location, orientation and amplitude of this dipole. Let us denote by r the
dipole location, q its orientation and x its amplitude. The dipole fitting approach




where L(r, q) is a lead field generated by the dipole with position r and orientation
q with unit amplitude. Noticing that L(r, q) is linear with respect to q, the







where Li represent leadfields associated to the unit basis, and xi are their corre-
sponding amplitudes. For a fixed position, it is a least-square problem, which can
be solved using the pseudo-inverse of [L1,L2,L3].
This approach might be generalized to fit the data with several active dipoles.
In this case, all possible dipole combinations are tested to fit the data. The problem
of this approach is its exponential complexity and thus only a small number of
dipoles can be assumed.
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3.5. The variational approach to regularization methods
The variational approach to regularization methods became very popular in the
last decade. It allows for an intuitive approach to modeling, gives a framework
for its basic analysis, and can be solved using a variety of computational methods,
in particular in the case of convex regularization functionals. The key idea to
construct a variational regularization method for Eq. (3.1) consists in finding two
functionals: a data fidelity term F (x) measuring the distance between y and Lx,
and a regularization functional R(x) favouring appropriate minimizers penalizing
potential solutions with undesired structures [Benning and Burger, 2018]. The




We will see in the next section that the choice of F (x) depends on the noise
properties. In the context of M/EEG, Euclidean norm is a reasonable choice for
this metric. It is due to the fact that the Gaussion noise model is used for M/EEG
measurments (see Section 3.6 for more details). A regularization parameter λ is
often considered in the model to control the influence of the two terms in the
minimizer. We obtain the following regularization problem:
x̂λ = argmin
x
‖y −Lx‖22 + λR(x), (3.3)
where:
• ‖y−Lx‖22 is a data fidelity term. This assumes that the noise b is Gaussian
white. If, however, the noise is correlated, whitening of the data and of the
lead field should be performed before solving the inverse problem [Engemann
and Gramfort, 2015].
• R(x) is a penalization or regularization term which encodes some a priori
constraints on x,
• λ is a regularization hyperparameter, which controls the relative impact of
each term into the optimization. The higher λ, the more the solution is
regularized.
There exists a wide range of methods which propose different choices of reg-
ularization term R(x) to encode different a priori hypotheses about the source
amplitudes x.
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3.5.1. l2-norm regularization
The most common approach is based on the regularization of the Euclidean norm,
i.e. R(x) = ‖x‖22. Called Tikhonov regularization, it is also known as ridge
regression [Hastie et al., 2009] in statistics and minimum norm estimates (MNE)




‖y −Lx‖22 + λ‖x‖22. (3.4)
This problem has a closed form unique solution:
x̂λ = My = (L
TL+ λI)−1LTy = LT (LLT + λI)−1y,
where I is an identity matrix. Let us notice that it is better to use the formula
which involves the inversion of matrix (LLT + λI) because its size is the squared
number of sensors, compared to the size of matrix (LLT +λI) which is the squared
number of sources.
Let L = USV T be the singular value decomposition (SVD) of L. Then







y = LTUS−1λ U
Ty,











where Vi denotes the i-th column of matrix V , and [UTy]i is the i-th element of
vector UTy. Thus, we can see that the solution of Eq. (3.4) can be efficiently
computed as a weighted sum of the singular vectors Vi.
There is a wide range of generalizations of MNE with the form:
x̂λ = argmin
x
‖y −Lx‖22 + λ‖Wx‖22, (3.5)
where a linear transform Wx is regularized instead of the source amplitudes. W
may stand for different purposes. In Lin et al. [2006], it is a depth weighting ma-
trix, which reduces the bias of MNE towards superficial sources. In the case of Low
Resolution brain Electromagnetic Tomography (LORETA), W is a discrete spa-
cial Laplaciean operator that achieves smoothness between neighboring sources.
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If the source covariance matrix C is known or estimated, methods such as dy-
namic statistical parametric mapping (dSPM) [Dale et al., 2000] and standardized
LORETA (sLORETA) [Pascual-Marqui, 2002] use W = C−
1
2 .
In all these generalizations, the source estimate is a linear transform of the
measurements. We can thus see how source estimates are related to the real
sources in the noise-free case.
x̂ = My = MLx = Rx,
where R is so-called resolution matrix., which can be used to quantify the relation-
ship between true and estimated sources. The diagonal elements of R indicate the
sensitivity of each estimated source to itself, and off-diagonal elements quantify
the degree to which estimated sources are affected by the signal from all other
sources in the brain. In general, the M/EEG resolution matrix has non-zero off-
diagonal elements, since it cannot have a rank greater than the number of sensors.
These off-diagonal elements introduce the leakage or cross-talk in the EEG/MEG
inverse solutions [Farahibozorg et al., 2018, Grave de Peralta Menendez et al.,
1997]. Because of this, such methods are not well adapted for localization of fo-
cal sources, because the spatial leakage results in a large amount of false positive
sources (Fig. 3.3). One way to get rid of them is to use an a posteriori thresholding
[Maksymenko et al., 2017]. But there are methods for M/EEG inverse problem
which are non-linear and better adapted for sparse or focal source configurations
as they produce no leakage effect. Most of them are based on the l1-norm regular-
ization.
3.5.2. l1-norm regularization
In this subsection, we will introduce an approach based on the l1-norm regulariza-
tion, i.e. R(x) = ‖x‖1 =
∑
i |xi|. It is known as Lasso regression [Tibshirani, 1996,
Hastie et al., 2009] in statistics and minimum current estimates (MCE) [Uutela
et al., 1999] in the M/EEG community. The optimization problem becomes:
x̂λ = argmin
x
‖y −Lx‖22 + λ‖x‖1. (3.6)
The main motivation of using l1-norm regularization is its relation with sparsity.
If we are interested in the most sparse solution of the system, it would be




‖y −Lx‖22 + λ‖x‖0. (3.7)
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Figure 3.3: Simulated single dipole (green ball) and associated source estimates computed with
sLORETA (color map). Source estimates are normalized so that maximum absolute value is 1,
and threshold equal to 0.3 is used to get rid of small source values.
However the penalty function ‖x‖0 is non-convex, and one can show that for
a general matrix L, even finding a solution that approximates the true minimum
of Eq. (3.7) is NP-hard [Muthukrishnan, 2005].
The l1-norm is a convex approximation of the l0 pseudo norm [Davenport et al.,
2012]. Problem (3.6) is convex and thus is computationally feasible. Even though
l1 regularization promotes sparsity, problems (3.6) and (3.7) are equivalent only
under certain conditions on matrix L, so-called the restricted isometry property
(RIP) [Candes and Tao, 2005, J. Candès et al., 2006]. M/EEG lead field matrices
are too ill-conditioned to verify this property. Thus solving Eq. (3.6) gives a sparse
solution, but there is no guaranty that this solution is optimal in terms of Eq. (3.7).
The problem (3.6) is convex, but does not in general have a closed form solution.
Several methods exist to find or approximate the solution of this problem. Least
Angle Regression for Lasso (LARS) [Efron et al., 2004] is an algorithm which
computes the entire solution path x̂(λ) for all possible lambdas. It is possible
because one can show that the solution of Eq. (3.6) is a piece-wise linear path with
respect to λ and LARS is able to “follow” and explicitly compute the entire path.
It was shown that, in the worst case scenario, the number of linear segments
(and thus the number of LARS iterations) is exponential in the number of variables
[Mairal and Yu, 2012]. In practice, however, this method has near least squares
complexity.
Another group of methods is based on approximating the solution of the prob-
lem (3.6). The most common approaches are proximal gradient descent (ISTA
43
3. M/EEG INVERSE PROBLEM
[Daubechies et al., 2004] and FISTA [Beck and Teboulle, 2009]) and coordinate
descent [Friedman et al., 2007]. The advantage of these methods is that, unlike
LARS, they can be used for different Lasso generalizations and a large number of
variables.
As in the case of MNE, the natural way to generalize l1 regularization is to use
it in the form:
x̂λ = argmin
x
‖y −Lx‖22 + λ‖Wx‖1, (3.8)
where the linear operator W may stand for different purposes. The idea is to
explore sparseness in a transformed domain. If W is the discrete gradient on the
cortical surface mesh, total variation regularization is used [Caselles et al., 2010,
Ding, 2009, Clerc and Keriven, 2005, Adde et al., 2003], which promotes a piece-
wise constant cortical activity. In [Liao et al., 2012], W represents the spatial
wavelet basis of cortical surface. In [Candès et al., 2008], W is a diagonal matrix
whose diagonal elements represent weights of each source.
3.5.3. Further generalizations of regularization
l1-norm and l2-norm regularization are the simplest, basic and most well studied
approaches which can also serve as building blocks for other methods. In this
subsection, we will provide references to such methods for further reading.
In [Lim et al., 2017], authors apply group-lasso [Yuan and Lin, 2006] to the
M/EEG inverse problem. Given a cortical parcellation, the penalty term promotes
inter-region sparsity via the l1 norm and intra-region smoothness via the l2 norm.
A similar idea of combined l1 and l2 norms is used in [Gramfort et al., 2012]. So-
called mixed-norm estimates methods (MxNE) can promote spatially focal sources
with smooth temporal estimates. Authors expand the mixed norm idea for also
taking into account time-frequency decomposition of the signal in [Gramfort et al.,
2013].
For better taking into account the time component of M/EEG data, several
methods include a multivariate autoregressive (MAR) model into the regulariza-
tion problem [Fukushima et al., 2015, Belaoucha and Papadopoulo, 2017].
In [Becker et al., 2017], authors combine l1 and total variation regularization
to promote a small number of cortical regions each of which has constant activity.
There are quite a few methods which try to overcome the limitations of Lasso
for sparse signal recovery (i.e. the fact that Lasso, in general, does not provide
the sparsest solution). Thus, reweighted l1 minimization was proposed in [Candès
et al., 2008, Strohmeier et al., 2016], which in many situations outperforms stan-
dard l1 minimization. It has also been proved that non-convex penalties like lq
-norm with q < 1 penalty are able to recover sparsity in a more efficient way than
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Lasso, and methods were proposed to find local minima of such non-convex prob-
lems [Gasso et al., 2009, Bekhti et al., 2018]. Another approach uses a non-convex
penalty presented in [Selesnick and Bayram, 2014]. The main idea of this approach
is to make the regularization term as non-convex as possible, while keeping the
whole minimization problem convex, and thus guaranteeing a unique global mini-
mum. Unfortunately, the degree of non-convexity in the penalty term depends on
the condition number of the lead field matrix, and thus, in the context of M/EEG,
this approach does not differ much from the standard l1 penalty.
3.6. Bayesian approach to M/EEG inverse problem
In this section, we will interpret the model (3.1) in terms of random variables.
Thus, sources activity x and noise b are considered as realizations of random
vectors X and B respectively. The measurement vector y, as a function of random
vectors, is also a realization of some random vector Y . The Bayesian approach to
the M/EEG inverse problem consists in providing a priori hypotheses on X and
B and applying an a posteriori probability (MAP) estimate to find x̂.
Let p(·) denote a probability density function, and p(·|·) denote a conditional
probability density. Given a Bayesian model and an observation y, we define a










Let us notice that p(y) which does not depend on x can thus be excluded from
the optimization problem. p(y|x) is the likelihood function and p(x) encodes the
a priori hypotheses on source configuration x. It is often useful to consider the





log p(y|x) + log p(x)
)
. (3.9)
3.6.1. Bayesian interpretation of l1 and l2 norm regularization
We start by describing the noise priors, which are the same for both l1 and l2-norm
regularisations. We consider the noise to follow a centered Gaussian distribution.
Let Σb denote the noise covariance matrix. Thus B ∼ N (0,Σb), and in the simple
case when Σb = σ2bI, where I is identity matrix, Bi ∼ N (0, σ2b ), where Bi is the
i-th element of B.
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We can now derive the distribution of Y , for a fixed x: Y |X=x ∼ N (Lx,Σb).













Hypothesis about the a priori distribution of X differs between l1 and l2 ap-
proaches.
In MNE (l2) sources are assumed to follow a centered Gaussian distribution










Let us notice that Eq. (3.5) and Eq. (3.10) are equivalent when Σb = I (which






In the case of MCE (l1), assuming that each source independently follows a































Again, we may see that Eq. (3.11) is a particular case of the more general
Eq. (3.6) with whitened data and lead field matrix.
3.6.2. Further generalizations of Bayesian approach
One of the possible generalizations of the Bayesian approach is to include a spatio-
temporal constraint. In this case, the usual probabilistic model is extended by
adding a level which describes the temporal evolution of neuronal current sources,
for example using time-domain General Linear Models (GLMs) [Trujillo-Barreto
et al., 2008].
In [Trujillo-Barreto et al., 2004], the Bayesian formulation offers a comparison
framework for a wide range of available inverse methods. This allows to address
the problem of model uncertainty that arises when dealing with different solutions
for a single data set.
In [Friston et al., 2008], authors developed the multiple sparse priors (MSP)
approach, in which they segment the brain into different pre-defined regions and
promote all the dipoles in each region to be active or inactive jointly. In contrast,
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in [Wipf et al., 2010], authors developed the Champagne algorithm to promote ac-
tivity to be concentrated on a sparse set of dipoles. In [Lucka et al., 2012], authors
studied a hierarchical Bayesian model (HBM) offering significant improvements
over established methods such as MNE and sLoreta.
A new hierarchical Bayesian model is proposed in [Costa et al., 2017a], with a
multivariate Bernoulli Laplacian structured sparsity prior for brain activity. This
distribution approximates a mixed l2,0 pseudo norm on regularization term in a
Bayesian framework.
In [Costa et al., 2017b] authors include the skull conductivity to the model as
an unknown and propose a Bayesian algorithm to estimate the skull conductivity
jointly with the brain activity directly from the M/EEG measurements.
Another class of methods based on the Bayesian technique are the Maximum
Entropy on the Mean (MEM) [Clarke and Janday, 1989, Amblard et al., 2004]
approach and its derivatives: wavelet based MEM (wMEM) dedicated to perform
source localization of oscillatory patterns in the time-frequency domain [Lina et al.,
2014]; ridge MEM (rMEM) dedicated to localize cortical sources exhibiting syn-
chrony [Zerouali et al., 2013]; Standard MEM with stable clustering source local-
ization (cMEM) [Chowdhury et al., 2013]; Connectivity Informed MEM (CIMEM)
[Deslauriers-Gauthier et al., 2019], which estimates the directed dynamical func-
tional connectivity whose delays are supported by the diffusion MRI derived struc-
tural connectivity.
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3.7. Scanning methods
The methods presented in this section are called scanning methods because they
assume that the activated dipole(s) are located at predefined positions. For ex-
ample, the considered locations may belong to a regular sampling of the cortex
region. The dipole orientations are either assumed to be known or can be left
unconstrained. Scanning methods attempt to decide among the possible dipole lo-
cations where it is the most appropriate to place the sources so as to best describe
the measurements.
3.7.1. Beamforming
Let Li denote i-th column of lead field matrix L, so that y =
∑
iLixi + b. For
simplicity we assume the dipole orientations to be known. The method, however,
can easily be generalized for unknown orientations. Every source amplitude xi is
assumed to be a random variable with variance σi. The sources are assumed be
uncorrelated with each other and with noise [Van Veen and Buckley, 1988, van








where Cb is the noise covariance.
For the i-th source, the objective is to construct an operator (a spatial filter)
Wi ∈ RNE , such that x̂i = W Ti y. To get an ideal spatial filter, i.e. such that
x̂i = W
T
i Lx = xi, it should satisfy:
W Ti Lj =
{
0, if i 6= j,
1, if i = j.
(3.12)
In the absence of noise, this would lead to a perfect reconstruction of the
source activity. But in the context of the EEG/MEG signals, when M > N , such
an ideal filter is not realizable. The idea of linearly constrained minimum variance
(LCMV) filtering (aka beamforming) is to find Wi which minimizes the variance
of the estimate (W Ti CyWi) while satisfying the constraint W Ti Li = 1. In other




s. t. W Ti Li = 1.
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The solution of this optimization problem can be obtained using Lagrange










And the source estimate is computed as:
x̂ = W Ty,
where Wi is an i-th column of matrix W .
Knowing the Eq. (3.13) of the spatial filter Wi for the i-th source, we can also









This value, however, is biased by the noise, which introduces a spatially non-
uniform component to the source variance estimate [van Drongelen et al., 1996]. It
is due to the fact that the actual noise contribution for a particular source location










This value represents the ratio of the total activity to the normalized noise
activity. Large values indicate regions of strong neural activity.
Note: as this method requires knowledge of the noise and the measurements
covariance matrices, in practice, they are estimated from the data [Engemann
et al., 2015]. Thus, it is necessary to have data with a sufficient number of time
samples.
3.7.2. Multiple signal classification (MUSIC)
MUSIC corresponds to a family of algorithms which are based on the separation of
the data space span(Y ) into two mutually orthogonal subspaces, the signal space
and the noise space. MUSIC is closely related to beamformers. One difference is
that, unlike beamformers, MUSIC does not provide the time-courses during the
localization process, they need to be estimated separately. Unlike beamformers,
the MUSIC procedure does not require the inversion of the data covariance matrix.
MUSIC also better tolerates time-correlated sources. Sources do not need to be
uncorrelated, but they must not however be perfectly synchronised [Mosher et al.,
1992, Mäkelä et al., 2018].
As for beamforming, it is necessary to have data with a sufficient number
of time samples, for applying MUSIC algorithm. We assume the forward model
49
3. M/EEG INVERSE PROBLEM
with time dimension Eq. (3.2). Let us denote by p the number of unsynchronised
cortical sources. In practice, the signal subspace is estimated from the eigenvalue
decomposition of the matrix C = Y Y T = UDUT by selecting the p̃ eigenvectors
of C, associated to the p̃ biggest eigenvalues. p̃ is an estimation of p, usually
chosen to be larger than p. Assuming, that eigenvalues in the matrix D are sorted
in decreasing order, let Us = U(:, 1 : p̃). This matrix can be interpreted as a space
of topographies, which can explain the signal.
Let Ps = UsUTs be the orthogonal projection onto span(Us). MUSIC is based
on the following property of this signal space projection Ps: for any topography l





If the signal subspace is correctly estimated from data, µ(l) ≈ 1 if l is one of
the true source topographies, and µ(l) < 1 otherwise. So, the source locations,
corresponding to the p̃ largest local maxima of µ, can in principle be found by com-
puting µ(l) for each candidate-source location in the scanning grid, i.e. columns
of the lead field L.
The selection of sources is however not a trivial problem. It can happen that
the p̃ dipoles extracted may all explain the same part of the signal. To avoid this
kind of situations, a recursive version of MUSIC called RAP-MUSIC (Recursively
APplied MUSIC) has been proposed [Mosher and Leahy, 1998]. In this method,
only a single maximum is extracted, and then the signal contribution of this source
is subtracted from the measurements. The RAP-MUSIC method is then re-applied
to this new measurement set.
More formally, after source topographies l1, . . . , lk−1 have been found, we form
the out-projector Qk = I − BkB†k, where Bk = [l1, . . . , lk−1] contains the to-
pographies of previously found sources. The transformed signal space basis and
its singular value decomposition are QkUs = UkDkV Tk . We recompute the pro-
jection operator as Pk = UkUTk and reapply MUSIC using Pk instead of Ps and





Truncated RAP-MUSIC (TRAP-MUSIC) method was recently proposed in
[Mäkelä et al., 2018]. It corrects a hidden deficiency of the conventional RAP-
MUSIC algorithm, which prevents estimation of the "real" number of brain-signal
sources accurately. The main idea of this method is to reduce the dimension of
the signal subspace at each RAP-MUSIC iteration.
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Other MUSIC based methods have recently been developed to serve in specific
applications, e.g., for locating extended sources (ExSo-MUSIC [Birot et al., 2011]),
or for locating synchronous activity, either by exploiting source clustering (POP-
MUSIC [Hesheng Liu and Schimpf, 2006]), or the imaginary part of the cross-
spectrum (Wedge-MUSIC [Ewald et al., 2014], SC-MUSIC [Shahbazi et al., 2015]).
3.8. Conclusions
In this chapter, we gave an overview of several classes of the state-of-art M/EEG
source localization methods. Here are some important points to highlight:
• The M/EEG inverse problem is ill-posed and usually has an infinite number
of solutions.
• M/EEG lead field matrices are very ill-conditioned.
• Additional constraints are needed to get a "reasonable" solution of the prob-
lem. Each M/EEG source localization methods is thus based on specific a
priori hypotheses.
• The majority of these methods are built to reconstruct a single solution to
a M/EEG inverse problem. We will discuss in the Chapter 5 and Chapter 6
that it is not always a desired property.
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4.1. Overview
As seen in the Chapter 2 and Chapter 3, a conductor model of the head and
resulting lead field matrix play a central role in accurate source localization. This
model is built from a specification of conductivity distribution of the modeled tissue
compartments (scalp, skull, cerebrospinal fluid, brain gray and white matter, etc.),
which in turn is linked to tissue geometry. Because it is impractical to directly
measure head tissue conductivities in vivo for a specific subject, default values
are often used. One problem is that the brain-to-skull conductivity ratio reported
in the literature varies from 4 to 80 [Rush and Driscoll, 1968, Gonçalves et al.,
2003, Hoekema et al., 2003]. As skull conductivity greatly influences the solution
of the forward problem [Vallaghé and Clerc, 2008], localizing brain sources using
uncertain conductivity values leads to important errors [Akalin Acar and Makeig,
2013, Wang and Ren, 2013, Van Uitert et al., 2004, Pohlmeier et al., 1997]. Taking
account of the composite structure of the human skull could improve the accuracy
of EEG source analysis [Dannhauer et al., 2011]: in such a case, conductivity
of each skull tissue should be estimated independently. A possible solution is to
estimate tissue conductivities and cortical activity simultaneously [Costa et al.,
2017, Akalin Acar et al., 2016, Lew et al., 2009, Vallaghé et al., 2007]. Doing this
requires to solve the EEG forward problem for possibly many different conductivity
configurations. In Chapter 2, we defined a lead field as a linear operator relating
brain electrical activity to potentials on EEG electrodes. Computing a lead field
requires a matrix inversion which is computationally intensive for realistic head
geometry represented with meshes with a large number of vertices. Thus, the
required time for computing a large number of solutions for different conductivities
quickly becomes impractical.
One way to deal with this problem is to approximate lead fields using a rela-
tively small set of precomputed solutions. The reduced basis method approximates
the solution of parametrized PDEs [Hesthaven et al., 2016] by reducing the number
of degrees of freedom for Galerkin projection based on a set of already computed
exact solutions.
The method presented in [Costa et al., 2017] is limited to one unknown con-
ductivity: elements of the lead field matrix are approximated using polynomial
interpolation based on a set of precomputed values. With this approach, the com-
plexity of the approximation would increase fast with the number of unknown
conductivities.
In this chapter, we propose a fast lead field approximation method which is
robust to head model complexity and to the number of unknown conductivities.
Our method is inspired by the reduced basis method, but adapted to the particular
structure of the EEG forward problem and the nature of its conductivity parameter
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space. In section 4.2, we discuss the motivation for a fast lead field approximation
method and present our method to do it. We evaluate the performance of our
algorithm on simulated and real EEG data in section 4.3.
4.2. Fast lead field approximation method
Let us first remind the notations and equations that we have introduced in Chap-
ter 2 and which will be used in this chapter.
The EEG Lead field matrix is:
L = SH−1σ Dσ. (4.1)










As already mentioned in introduction, in this work we are interested in computing
the EEG forward problem for possibly many different conductivity configurations
(with potential application to tissue conductivity estimation). The numerical com-
plexity of lead field computation is essentially due to two operations:
• computation of matrices H i, i = 1 . . . NH and Di, i = 1 . . . ND,
• inversion of the head matrix Hσ.
Matrices H i and Di do not depend on conductivity, therefore they need only
to be computed once. The inverse of Hσ, however, depends on σ (see Eq. (4.2))
and, in general, has to be recomputed for each conductivity configuration of inter-
est. For realistic head models implying a large number of unknowns, the size of
matrix Hσ is relatively large. As a result, in the case of a large set of conductiv-
ity configurations, the time required for inversion of head matrices and therefore
computing lead fields becomes impractical. In this context, it can be worthwhile
to compute not the exact lead fields for all needed conductivity configurations,
but an approximation thereof.
In this chapter, we propose a lead field approximation method based on the
following ideas. First of all, we assume that the manifold of parametrized solutions
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Figure 4.1: Schematic representation of a greedy support points selection. The domain of
interest, here a two dimensional conductivity region, is sampled with a mesh grid. Red points
correspond to current support points. The color represents upper bound error, computed at grid
points (with sub-grid interpolation only for visual purposes). The grid point which maximises this
error (black cross) is selected as the next support point. Let us notice that even if support points
are selected from a finite sampling of the domain of interest, the lead field can be approximated
for any conductivity configuration in the domain.
of EEG forward problem can be approximated by low-dimensional linear subspace.
We choose a domain of interest in conductivity space, spanning a range of values
for the head tissue conductivities. We then select support points within this
domain, for which exact forward solutions will be computed. Based on these exact
solutions a lead field approximation can be computed for any other conductivity
configuration.
Support points are selected via a greedy algorithm. Similarly to the greedy
basis generation used in reduced basis methods for parametrized partial differential
equations [Hesthaven et al., 2016], our approach is an iterative procedure where
each iteration adds one new support point. Each new support point is the one
which maximizes an upper bound approximation error (to be defined), over a
sampling of the domain of interest. Fig. 4.1 shows a schematic representation of
this idea.
Remark: We make the assumption that the lead field as a function of con-
ductivity is sufficiently regular so that the continuous conductivity domain can be
explored using a sufficiently dense sampling.
In subsection 4.2.2, we formally define the approximation problem and the no-
tion of upper bound for the approximation error. In subsection 4.2.3, we propose
a particular choice for this error which is appropriate for the lead field approxi-
mation problem. Finally, in subsection 4.2.4, we describe the greedy algorithm for
adding support points.
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4.2.2. Approximation problem formulation
To approximate the true lead field matrix L(σ), we introduce coefficients α ∈ Rn
where n is the number of support points. The lead field approximation is a matrix
denoted by Ln(α,σ). We will see later that parameters α represent coefficients
of a linear approximation. We consider the following relative approximation error,









To control this error without knowing L(σ), we introduce the definition of an
upper bound for E(L,Ln). The idea is to bound E with an error function En,
which can be easily computed, converges to zero when the number of support
points n increases, and thus ensures the convergence of E to zero.
Definition 1. For n ∈ N, function En(α,σ) is an upper bound approximation
of E(L(σ),Ln(α,σ)) if:
∃C > 0 such that ∀α ∈ Rn, E(L(σ),Ln(α,σ)) ≤ C · En(α,σ).
Let us remark that C > 0 is a constant which does not depend on α but may
depend on σ.
As E is non-negative, it can be directly derived from definition 1 that if En −→
n→∞
0 then E(L,Ln) −→
n→∞
0 .
Definition 2. The sequence of matrices {Ln(α∗n(σ),σ), n ∈ N} is a valid ap-
proximation of L(σ) with optimal approximation parameters {α∗n(σ), n ∈
N} if both following conditions hold:




4.2.3. Choice of upper bound approximation
As mentioned previously, the objective of the approximation is to circumvent the
inversion of matrix Hσ. One possible way to parametrize the approximation ma-
trix Ln(α,σ) is to approximate the inverse H−1σ as a linear combination of pre-
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Using the linear decomposition of Dσ in Eq. (4.3), we represent the lead field















whereLij = SH−1σi Dj are matrices which do not depend on the conductivity σ and
thus can be precomputed, and βij(σ,α) = αiλj(σ) are conductivity-dependent
scalars.
As λj are known (see Section 2.6 in Chapter 2), the question is how to compute
optimal coefficients α. We will base our approach on the property of an inverse
matrix: H−1σ ·Hσ = I, where I is the identity matrix. In the context of the EEG
forward problem, it is more relevant to consider matrix SH−1σ , which has smaller
dimensions than H−1σ and which contains only the relevant part of H−1σ . Using















Proposition 1 shows that this choice of α leads to an upper bound approxima-
tion in the sense of Definition 1.











is an upper bound approximation of error E(L,Ln) (see Eq. (4.4)) and α∗n(σ) is
an optimal approximation parameter.
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Proof.


























∥∥H−1σ Dσ∥∥F =∥∥H−1σ Dσ∥∥F En(α,σ) .








En(α,σ) = C · En(α,σ) .
Let vec(M) represent the vectorization of matrixM . Using the fact that ‖M‖F =























which is a linear projection problem of vec(S) onto the space spanned by the set
Sn = {vec(SH−1σi Hσ)}ni=1. It means that if Sn is made of linearly independent
vectors for nmax = dim(vec(S)), then Enmax(α∗nmax(σ),σ) = 0. This directly
implies that En(α∗n(σ),σ) −→
n→∞
0 so both conditions of Definition 2 are verified if
Sn is a linearly independent set.
Linear dependence of basis matrices {SH−1σi Hσ}ni=1, would mean that lead
fields corresponding to some support points could be exactly represented as a linear
combination of lead fields at other support points. So the linear independence
condition of Proposition 1 can be handled by properly selecting support points.
This will be discussed in detail in the next section.
We now express problem (4.7) as a simple least squares problem. Using
the linear decomposition of Hσ as a sum of conductivity-independent matrices
(Eq. (4.2)), we get:
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We can then vectorize matrices SH−1σi Hj and assemble them as columns of a
new matrix K. Let K(i−1)NH+j = vec(SH−1σi Hj) denote the ((i − 1)NH + j)-th
column of K. The matrix K will thus have n ·NH columns and NE ·NV rows.
Let us also denote Γσ = I ⊗ γ(σ), where γ(σ) = (γ1(σ), · · · , γNH (σ)) and I
is an identity matrix of size n (number of support points):
Γσ =

γ1(σ) 0 . . . 0
...
... . . .
...
γNH (σ) 0 . . . 0
0 γ1(σ) . . . 0
...
... . . .
...
0 γNH (σ) . . . 0
...
... . . .
...
0 0 . . . γ1(σ)
...
... . . .
...
0 0 . . . γNH (σ)

Using the introduced notations, we can show that KΓσ represents a linear
projection basis and that the solution α∗n(σ) of problem (4.7) is given by the







T vec(S) . (4.8)
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This is the projection problem of vecS onto the space spanned by the columns
of KΓσ. Its solution is given by Eq. (4.8).
Some important remarks must be noted:
1. The size of matrix ΓTσKTKΓσ is n × n. The complexity of problem (4.8)
therefore does not depend on the size of the head model but only on the
number of support points.
2. Matrices KTK and KT vec(S) are independent of σ. Moreover, adding a
new support point amounts to adding new elements to these matrices - they
do not have to be fully recomputed.
To summarize, given a set of n support points, for each σ we use Eq. (4.8) to
compute the optimal approximation parameter α∗n(σ) and then use Eq. (4.6) to
compute lead field approximation Ln(α∗n(σ),σ).
4.2.4. Selection of support points
The method introduced in subsection 4.2.3 supposes that a set of support points
is given allowing to precompute matrices KTK, KT vec(S) and Lij. This section
answers the question of how to select them.
The idea is to start with a small number of support points and to add new
points iteratively. At each iteration, we select a conductivity which maximizes the
upper bound error on a discretization of the conductivity domain of interest. The
procedure is summarized in Algorithm 1.
• In this work, the discretization of the domain of interest was uniform, but this
choice is arbitrary: the sampling can be chosen according to the application.
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Algorithm 1 Support points selection
Input: Sampling Σ = {σi}Mi=1 of the domain of interest ; set Supp of initial support
points.
1: n← |Supp|.
2: Compute matrices KTK and KT vec(S).
3: repeat
4: for each σ in Σ do
5: Compute α∗n(σ) with Eq. (4.8).
6: Compute En(α∗n(σ),σ).
7: Supp = Supp ∪ argmaxσ∈Σ{En(α∗n(σ),σ)}
8: Update matrices KTK and KT vec(S).
9: n← n+ 1
10: until convergence
Output : Matrices KTK and KT vec(S).
• In this work we initialized the basis with the corners of the domain of in-
terest (e.g. 4 support points for the 2D domain). This choice is arbitrary,
and Algorithm 1 can be initialized with for instance a single support point.
Remark: it is important to check that the initialized basis is a full rank
matrix.
• There are several ways to define a convergence criterion. Even though the
real approximation error is unknown, it seems reasonable to control the max-
imum value of the upper bound error, noted E∗n (stop when E∗n < ε), or its
decreasing rate (stop when |E∗n − E∗n−1| < ε).
Algorithm 1 has interesting properties which make it more efficient than a
random selection of support points.
First, the valid upper bound error is controlled, in a strong sense:
∀σ En+1(α∗n+1(σ),σ) ≤ En(α∗n(σ),σ) .
This is true because the projection space at step n is a subspace of the one
at step n + 1. Also recall that En(α∗n(σ),σ) −→
n→∞
0, because we are dealing with
finite spaces.
Second, Algorithm 1 ensures that Eq. (4.8) has a unique solution, i. e. that
the matrix KΓσ has full rank. Let us analyze the two possible situations:
1. If ∀n ≤ M maxσ∈Σ En(α∗n(σ),σ) 6= 0, each iteration adds a support point
which has a strictly positive approximation error. This means that the matrix
68
4. FAST APPROXIMATION OF EEG FORWARD PROBLEM
SH−1σ∗ associated to this point is linearly independent from the previous
basis matrices {SH−1σi }ni=1. Thus the updated projection basis KΓσ stays
full rank.
2. Conversely for n such that maxσ∈ΣEn(α∗n(σ),σ) = 0, then all lead fields
from the discretized conductivity space can be exactly represented as a
linear combination of the precomputed lead fields from support points. In
practice, this naturally means that no additional support point is needed,
unless new conductivity samples are introduced.
All these observations show that Algorithm 1 guarantees that the necessary
condition for Proposition 1 is satisfied.
Remark : The fact that projection matrix KΓσ is full rank, and hence that
matrix ΓTσKTKΓσ is invertible, ensures the continuity of α∗n(σ) with respect
to conductivity. The upper bound approximation En(α∗n(σ),σ) is therefore also
continuous in σ and hence it is bounded on any compact conductivity domain,
where the exact solution exists.
Once support points have been selected, for any new conductivity σ, the new
lead field matrix is approximated with Algorithm 2.
Algorithm 2 Lead field approximation
Input: σ; matricesKTK,KT vec(S) and {Lij}, corresponding to support points
set Supp.
1: Compute α∗n(σ) with Eq. (4.8)
Output: Ln(α∗n(σ),σ) with Eq. (4.6).
4.3. Numerical results
4.3.1. Data description
To demonstrate numerically the proposed method, we use the data from [Tadel
et al., 2016], which includes anatomical data and EEG data recorded with Yoko-
gawa/KIT, and processed with Brainstorm [Tadel et al., 2011]. We use a realistic
head model with three layers: brain, skull and scalp. Each surface is represented
as a triangular mesh with 1082 vertices. The source space contains 15002 dipoles
with fixed orientations (normal to the cortical surface).
We use the symmetric BEM implementation from OpenMEEG [Kybic et al.,
2005, Gramfort et al., 2010]. The head matrix H has size 7566× 7566. Matrix D
has size 7566× 15002.
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(a) (b)
Figure 4.2: (a) Logarithm of maximal (over conductivity samples) upper bound and approxi-
mation errors for two and three unknown conductivities (conductivity space of dimension 2 and
3) as a function of number of support points; (b) Approximation error for 22 support points.
We use a model with 41 EEG electrodes, so the size of the selection matrix S
is 41× 7566 and the lead field is a 41× 15002 matrix.
Conductivity of the scalp is taken equal to 1, while the brain and skull con-
ductivities (σ1 and σ2 respectively) are variable and form the parameter space
(a subspace of R2). We are interested in a subset of this space represented by
a rectangle which spans values (σ1, σ2) ∈ [0.5, 2] × [10−4, 10−1]. This rectangle is
uniformly sampled with 25× 25 = 625 points.
4.3.2. Approximation error convergence
We follow Algorithm 1, initializing the support point set with the four corners of
the parameter space, and new support points are added one by one. We also make
sure that initial support points are linearly independent.
For each of the 625 sample points, the exact lead field is computed in order
to evaluate the approximation error (see Eq. (4.4)). This is done only for
validation purpose and is not necessary for the algorithm. We then compare the
approximation error Eq. (4.4) in Fig. 4.2a with its upper bound error, computed
with Eq. (4.7). Fig. 4.2a shows that both approximation and upper bound errors
("Approximation 2D" and "Upper bound 2D") decrease exponentially fast with
the number of support points. Moreover, they decrease at the same speed. This is
an important property because in practice the approximation error is not available,
and Fig. 4.2a shows that the decrease of the upper bound error can be used as a
convergence criterion for Algorithm 1.
As shown in Fig. 4.2b, with 22 support points, the approximation error from
Eq. (4.4) over the sampled conductivity space is bounded by 2 · 10−5.
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We also illustrate our method for a three-dimensional conductivity region, con-
sidering the scalp conductivity as an extra parameter. "Upper bound 3D" in
Fig. 4.2a shows the decrease of the upper bound error with the number of support
points. We can notice that the decrease is still exponential, even if its slope is less
steep.
In the case of FEM, the head matrix H is homogeneous with respect to conduc-
tivities. It means that up to a constant, manifoldsH−1σ , σ ∈ R2 andH−1σ , σ ∈ R3
are the same. For symmetric BEM, however, H is not homogeneous (even though
the lead field is) and so considering scalp conductivity as unknown does increase
the dimension of the manifold H−1σ .
We also evaluated the upper bound error on some conductivity points which
did not correspond to any of the samples used in Algorithm 1, and it was not
significantly bigger than the ones on sample points. This shows the good continuity
properties of our method, as mentioned previously.
4.3.3. Approximation time
The time required for computing 625 exact lead field matrices is 4 hours, which
amounts to 23 seconds per matrix (2 physical cores @2.60GHz, 16Gb RAM).
Precomputing all required matrices on 20 support points for Algorithm 2 is
achieved in 14 minutes.
Once these matrices are computed it only takes 58 seconds to approximate
the 625 lead fields, which amounts to 0.09 seconds per matrix.
As mentioned in the previous section, approximation time does not depend
on the complexity of the head model as it only requires to solve a least-squares
problem (4.8) on the number of support points. For more complex head models,
precomputation time would increase, but the approximation time would remain
equal to 0.09 sec for 20 support points (but it may require more support points).
4.3.4. Conductivity estimation with simulated sources
We now examine convergence properties in a realistic application of conductivity
estimation.
Using the same head model as above, we simulate a dataset y which corresponds
to a single dipole source for a reference conductivity (ground truth). Then, we use
a simple dipole fitting approach to solve the inverse problem. For each of 625
conductivity samples in the domain, we approximate the lead field matrix and
choose the source as the column of this matrix which best fits fits measurement in
terms of Euclidean norm. Let Mj represent the j-th column of a matrix M . For
each conductivity σ the data fitting error is defined as follows:
R(σ) = min
j,a
‖y − a ·L(σ)j‖2 ,
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where L(σ)j denotes j-th source’s lead field, and a - its optimal amplitude. R(σ)
represents the best fitting error of a single dipole corresponding to the measurement
y and conductivity σ.
Computing R(σi) for each of the 625 conductivity samples, we obtain a data
fitting error map on the conductivity domain. The estimated conductivity is
the one which minimizes this data fitting error.
Using the exact lead fields, we obtain a data fitting error map (Fig. 4.3a)
whose minimum lies at the simulated conductivity point (1.25 for brain and 0.05
for skull). Fig. 4.3b shows a data fitting error for brain conductivity equal to 1.25.
(a) (b)
Figure 4.3: Data fitting error map using exact lead fields: (a) full domain of interest. The
minimum of error map corresponds to simulated conductivity configuration (1.25 for brain and
0.05 for skull); (b) Fitting error with brain conductivity equal to 1.25 (one column of map a).
We then compute a similar map using approximated lead fields. To show that
approximated lead fields are of sufficient quality for conductivity estimation, we
compute lead field approximation for a different number of support points. It is
visible from Fig. 4.4 that the "shape" of the data fitting error map converges very
fast to the exact one. 10 support points are sufficient to correctly estimate the
simulated conductivity.
Figure 4.4: Data fitting error map using approximated vs. exact lead fields for simulated data.
Number on the top of the maps indicates the number of support points. 10 points are sufficient
to obtain an error map similar to the exact one.
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4.3.5. Conductivity estimation with real data
We use the same head model and conductivity domain of interest as in the previous
section. Real EEG data was taken from a median nerve stimulation experiment.
The right median nerve was percutaneously stimulated using monophasic square-
wave impulses with a duration of 0.3 ms at 2.8 Hz. As in [Tadel et al., 2016],
we filtered and averaged the data, and removed heartbeats and eye movement
artifacts using Brainstorm [Tadel et al., 2011].
We are interested in the N20-P20 somatosensory averaged evoked potentials
originating from Brodmann’s area 3b situated in the posterior bank of the Rolandic
fissure [Niedermeyer and Da Silva, 2004, p. 1076]. We can see a remarkable ac-
tivity peaking at approximately 20 ms which has a dipolar topography on the left
hemisphere (Fig. 4.5).
(a) (b)
Figure 4.5: Signal of interest: (a) Averaged time series per EEG channel; (b) Topography at
19.5 ms.
We analyzed 5 time samples ({y(t)}5t=1) of a time window from 0.0185s to
0.0205s, which correspond to the local pick of the signal with dipole-like topogra-







‖y(t)− a ·L(σ)j‖2 .
The data fitting error, computed using the exact lead fields, is shown in Fig. 4.6.
It is normalized to its minimum value, i.e. ∀i : R(σi) = R(σi)mink R(σk) . Many factors
contribute to the fitting error: additive noise, wrong conductivity model, simplified
head and source models, inverse problem assumption, etc.
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(a) (b)
Figure 4.6: Data fitting error map using exact lead fields with real data: (a) full domain of
interest. The red line represents the optimal skull conductivity for each brain conductivity; (b)
Data fitting error with brain conductivity equal to 1.
Because of the different sources of noise, the impact of brain conductivity
becomes less important and we cannot significantly find its optimal value. But, for
each fixed brain conductivity, we can obtain the skull conductivity which minimizes
the error: this skull conductivity value lies between 0.01 S/m and 0.02 S/m. Let
us notice that this range is clearly reduced with respect to the range reported in
literature. We can also notice that conductivity contributes up to 10% relatively
to the other sources of error, which shows the importance of the correct estimation
of this parameter.
Figure 4.7: Data fitting error map using approximated vs. exact lead fields for real data.
Number on the top of the maps indicates the number of support points. 11 points are sufficient
to obtain an error map similar to the exact one.
As can be seen in Fig. 4.7, it is enough to use 11 support points to obtain an
error map similar to the one obtained using exact lead fields.
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4.4. Discussion
Similarly to reduced basis methods used for parametrized PDEs [Hesthaven et al.,
2016], our method is based on the assumption that the manifold of parametrized
solutions of EEG forward problem can be approximated by low-dimensional linear
subspace. As a result, we use similar tools as the reduced basis method, such
as support points, upper bound error and greedy basis selection. Our approach,
however, is adapted for the particular structure of the EEG forward problem. For
instance, we approximate not a single solution of Eq. (2.10), but a family of such
solutions, assembled in a so-called lead field matrix: instead of dealing with a
reduced basis for Galerkin projections, we deal with the projection of the inverse
head matrix onto a precomputed basis.
A different approach of lead field matrix approximation is presented in [Costa
et al., 2017], where a polynomial matrix of degree n is used to approximate the
exact lead fields. This method has significant differences compared to ours. Firstly,
the choice of support points, their number and distribution, is completely arbitrary,
while our algorithm includes a basis selection, which is made in an optimal way.
Secondly, the polynomial method does not allow to control the approximation
error without computing exact solutions. The approach in [Costa et al., 2017] has
several advantages, however. To approximate a lead field matrix, it does not need
to know its decomposition (i.e. matrices S, Hσ and Dσ) nor their dependence
on conductivity. Approximated lead fields can be expressed in a closed form as
polynomial functions of conductivity, which is easier to work with analytically (e.g.
take a gradient) which can also be important for some applications.
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4.5. Conclusions
In this work, we introduced a method for fast approximation of the EEG forward
solution for different conductivities. Computing the exact lead field for many con-
ductivity configurations is time consuming. Our approach only requires to compute
a small number of exact solutions. Under some reasonable assumptions, all other
lead fields can be approximated in a fast way with a controlled approximation er-
ror. This accelerated computing time allows to explore conductivity space, which
is crucial for applications such as head tissue conductivity estimation.
Our method provides both the lead field approximation based on a set of given
support points as well as the way to choose this set. The proposed algorithm
guarantees the monotonic convergence of the approximation error. Moreover, while
the complexity of computing the exact solutions for each support point depends
on the number of vertices in a head model, once basis matrices are computed, the
complexity of our approximation method is independent of the number of vertices.
Besides the theoretical properties of our method, we studied its empirical per-
formance. Realistic simulations showed an exponential decrease of approximation
error with respect to the number of support points. We also demonstrated the use-
fulness of the method in a realistic context of conductivity estimation from EEG
data, both simulated and real. As expected, a relatively small number of precom-
puted basis matrices provide results which are similar but remarkably faster when
compared to using exact matrices.
The main motivation of this work is to propose a tool to boost lead field com-
putation, a necessary step for simultaneous estimation of brain sources’ activities
and head tissues conductivity. We presented a simple approach for solving this in-
verse problem, based on single dipole data fitting, to show that our method can be
efficiently used for this kind of problem. It would certainly be relevant to consider
conductivity estimation with more complex source models (e.g. multiple dipoles),
more unknown conductivities (e.g. composite skull structure [Dannhauer et al.,
2011]), or different conductivity space sampling approaches. We believe that our
method will significantly improve the practical aspects of any such study.
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5.1. Overview
In the previous chapter, we saw that most of the M/EEG inverse problem methods
are based on convex optimization and, consequently, identify a single solution.
Usually, the uniqueness of the solution is considered advantageous and is a desirable
property. However, because of the ill-posedness of the problem, it is very likely that
other spatially distinct source configurations could explain the data equivalently
well as the identified solution. The methods which are forced to find a unique
solution, without giving alternative ones, can be disadvantageous, because they
may find a false solution. Despite this fact, the problem of finding not one, but
several alternative source configurations which can explain the data is not well
studied. Some algorithms do estimate not only cortical activity from M/EEG
signals, but also analyze the uncertainty of these estimations [Fuchs et al., 2004,
Bekhti et al., 2018].
We assume M/EEG forward operator to be computed from a realistic head
model. The source space is modeled as a finite set of current dipoles distributed
on the cortical surface. We associate one dipolar source to each vertex of the
cortical mesh. We assume the orientation of the dipoles to be orthogonal to the
cortical surface. The M/EEG forward model is
Y = LX +B, (5.1)
where Y is the NE ×NT matrix representing the signal measured by NE sensors
at NT time samples, L is the NE ×NS lead field matrix whose columns represent
lead fields of NS sources, X is an NS ×NT matrix of sources amplitude, and B is
an NE ×NT additive noise matrix. For the rest of the chapter, we consider white
Gaussian noise. If, in practice, it is not the case, whitening should be applied
[Engemann and Gramfort, 2015]. The inverse problem aims at finding X knowing
Y and L.
In this chapter, we consider brain activity to be localized within a set of cortical
regions. We assume each region to be connected, i.e. that each pair of vertices can
be connected by a path within the region. We also assume that each dipole in the
active region has the same amplitude.
We propose a new approach for M/EEG source reconstruction, which is able
to find several candidate solutions and that we call CLUstering Based MUSIC
or CLUB-MUSIC. These candidates are different in term of their sizes and/or
positions on the cortex, but fit the data with similar accuracy. In sections 5.2
– 5.5, we introduce a method based on the agglomerative hierarchical clustering
[Murtagh and Contreras, 2012] whose objective is not to reconstruct a single active
cortical region but to find several candidates, which similarly fit the M/EEG data.
In Section 5.6, we propose a method to estimate the number of active sources.
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We summarize our approach in Section 5.7. We will provide numerical results on
simulated and real data in the next chapter.
5.2. General description of the clustering algorithm
Agglomerative hierarchical clustering consists in producing hierarchical represen-
tations in which the clusters at each level of the hierarchy are created by merging
clusters at the lower level, based on the pairwise dissimilarities between clusters
[Hastie et al., 2009].
We define a cluster ci as a set of vertices of a cortical mesh and denote its size
by |ci|. L(ci) denotes the lead field vector (also called topography) of a cluster,
which, because of the constant source hypothesis, is a sum of the lead field vectors
of its dipole sources (corresponding columns of the matrix L). For any pair of
clusters ci and cj, we define a dissimilarity measure that we will call clustering
error :
E(i, j) = F (i, j,Y ) +R(i, j) (5.2)
The first term F (i, j,Y ) represents the data-related error that would be obtained
if the clusters are merged (see Section 5.4). R(i, j) represents a regularization term
which will be discussed in Section 5.5.
We represent the neighborhood information between clusters as a function
N(i, j) = N(j, i) = 1, if clusters ci and cj are neighbors and 0 otherwise. Two ver-
tices are neighbors if they share an edge on the cortical mesh. Given M/EEG data
Y , a cortical mesh and a lead field matrix L, the clustering algorithm proceeds
with the following steps:
Step 1. Initialize clusters considering each vertex of the cortical mesh (and
associated dipole source) as a cluster. Initialize neighborhood N(i, j) based on the
cortical mesh. Initialize A as the set of current cluster indices.
Step 2. Examine all inter-neighbor clustering errors (see Eq. (5.2)) and
merge the two clusters which minimize it:
i∗, j∗ = argmin
i,j∈A; N(i,j)=1
E(i, j); ck = ci∗ ∪ cj∗
where k is the index of the new cluster.
Step 3. Compute the lead field of the new cluster: L(ck) = L(ci∗) +L(cj∗)
Step 4. Replace the two merged clusters by the new cluster and update
neighborhood information: A = A \ {i∗, j∗} ∪ {k}
∀i ∈ A : N(i, k) =
{
1, if N(i, i∗) = 1 or N(i, j∗) = 1
0, otherwise
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Step 5. Return to Step 2 and repeat until the whole cortex is one cluster.
Merging two clusters can be seen as growing one region in the direction that
locally minimizes the regularized data fitting error. Taking into account the neigh-
borhood information guarantees connected regions. The way the lead field for new
clusters is computed constrains these regions to have constant activity, i.e. for all
dipoles of an active region to have the same amplitude.
To represent the result of an hierarchical agglomerative clustering, a binary
tree, so-called dendrogram can be plotted. It provides a highly interpretable
complete description of the clustering in a graphical format [Hastie et al., 2009].
5.3. Dendrogram analysis
In this section, we introduce the general framework for working with dendrograms,
obtained after performing clustering algorithm described in the previous section.
We do not yet propose the exact formulas for the error and the regularization
terms F and R from Eq. (5.2). They will be discussed in the following sections.
We represent the dendrogram, using the size of the clusters as a y-axis, which
is monotonically increasing. Fig. 5.1 shows some different types of possible den-
drograms.
(a) (b) (c)
Figure 5.1: Different types of the dendrogram that can be obtained after clustering of the
cortex. (a) This dendrogram is characterised by systematically merging clusters of about the
same size. (b) This dendrogram is characterised by increasing the size of a single cluster by
merging it with a small number of vertices at a time. (c) This dendrogram is a combination of
previous two types – it consists of a set of "smoothly growing" clusters which, at some point,
start to merge with each other.
The dendrogram, represented in Fig. 5.1a, is characterised by systematically
merging clusters of about the same size. In contrast, the dendrogram in Fig. 5.1b
can be interpreted as a single "smoothly growing" cluster. The dendrogram, shown
in Fig. 5.1c is a combination of both these types – it consists of a set of "smoothly
growing" clusters which, at some point, start to merge with each other. This type
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of dendrogram is of particular interest, because it provides us with a useful and
intuitive feature – a growing region object.
Before giving the definition of this object, let us first remind some important
terminology involved when working with dendrograms. First of all, a node in
the dendrogram corresponds to each cluster, obtained after applying a clustering
algorithm. If cluster ck is obtained by merging clusters ci and cj, the i-th and
j-th nodes in the dendrogram, those are called children or descendants of the
parent k-th node. The initial clusters (cortical mesh vertices, in our case) are
called leaves.
A sub-tree of a dendrogram is a tree consisting of a node in this dendrogram
and all of its descendants.
A growing region is a sub-tree of a dendrogram, such that:
1. For each of its nodes, the size of at least one of its 2 children is smaller than
some value s.
2. This sub-tree is not nested into another sub-tree, which also verifies the first
property.
To extract growing regions from a dendrogram, we should find nodes where sub-
trees stop growing "smoothly". We will call these nodes cutting points. Based
on the definition of a growing region, starting from the bottom of the dendrogram,
we check nodes: if ck = ci ∪ cj and |ci| ≥ |cj|, then ci is a cutting point if |cj| > s,
where s is an arbitrarily chosen merging "speed" threshold. For example, with
s = 2, the dendrogram in Fig. 5.1c can be decomposed into four growing regions
(marked in different colors). See Fig. 5.2 for more details.
In the context of the M/EEG-based cortical clustering for source reconstruc-
tion, we are interested to obtain a dendrogram, which can be decomposed into the
a of growing regions. We will see in following sections that, with the proper choice
of the clustering error (Eq. (5.2)), this will be the case.
Here are some important properties of such dendrograms and its growing re-
gions:
• A data-related error F is associated to each node of the dendrogram.
• A lead field vector (topography) is associated to each node of the dendro-
gram.
• Each node of the dendrogram represents a connected cortical region.
• Nodes of a growing region represent nested cortical regions (Fig. 5.2).
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Figure 5.2: Colored sub-trees of the dendrogram correspond to four growing regions. Nodes of
a growing region correspond to nested cortical regions (shades of red on the cortex). Nodes of
different growing regions correspond to spatially separated cortical regions (blue vs. red on the
cortex).
• Nodes from the different growing regions represent spatially non-overlapping
cortical regions (Fig. 5.2).
There is an error value associated to each cortical region, which shows how
the topography generated by this region explains the measurements. It allows us
to find the node within each growing region which has the minimum associated
error. After finding such a "best node" for each of growing regions, we may then
determine which growing regions best explain the data.
Let us remark that for each leaf of a growing region, there is a unique path
which relates it with the root (cutting point) of the growing region. It is due to
the fact that each node has a single parent. Consequently, for a given node, the
number of paths going through it equals to the number of leafs, corresponding to
the node. Based on these observations, we give the following definition:
A growing path of a growing region is the longest path relating a leaf and the
root of the growing region and containing its best node (the node with the minimum
data-related error). The length of a path is the number of the nodes it contains.
Extracting a growing path from a growing region allows us to analyse how
the error F evolves as a function of a cortical regions size (Fig. 5.3). Taking the
longest possible path passing through the best node, allows us to have the smallest
possible step size.
Analysing the growing path of a growing region allows us not only to determine
the regions’ optimal size, but also to estimate possible size bounds, or how sensitive
the error is with respect to the regions size.
To conclude, we are interested in obtaining dendrograms of the type presented
in Fig. 5.1c, which can be decomposed into a set of growing regions. Based on the
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Figure 5.3: Example of a growing region (red dendrogram) and its growing path (black line).
There are a size and an error associated to each node of the growing path. It allows to represent
the error as a function of the regions size.
"best nodes’" error, we can select the best candidate growing regions for source
reconstruction : growing regions with the lowest best error. By extracting the
growing path for each candidate, we may also estimate the size bounds for each
candidate growing region.
Naturally, the type of dendrogram that we obtain after clustering strongly
depends on the choice of the clustering error (Eq. (5.2)). In Sections 5.4 and
5.5, we will propose the accuracy and regularization terms F and R which are
relevant to constraints discussed in Section 5.1, and which provide dendrograms
decomposable into growing regions.
5.4. Data fitting term
We propose to use a data fitting term based on the MUSIC criterion. As de-
scribed in Chapter 3, the MUSIC approach is based on computing the projection
of a candidate topography l onto the signal subsapce Ps, and then selecting the














Based on this property, we propose the following, MUSIC-based data fitting
component for our clustering algorithm:
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where L(ci) +L(cj) is the topography obtained by merging clusters ci and cj, and
Ps is a signal subspace of measurements Y . In this and the following chapter, we
will call this value F (i, j,Y ) a MUSIC-like projection error or just a projection
error.
5.5. Regularization term
Without regularization (R(i, j) = 0), we face an overfitting problem. After sim-
ulating a single active cortical region (Fig. 5.4) and applying our clustering algo-
rithm, the obtained dendrogram of the right hemisphere is of the type presented
in Fig. 5.1b – a single region is growing by merging a small amount of vertices
at each step. As a result, the whole dendrogram is a single growing region. If
we extract its growing path, we can analyze how the projection error is evolving
with the size of the region (Fig. 5.4a). We might notice that the error decreases
at the beginning and then stays at the same level (between the lower and upper
size bounds points on the plot) until at the end where it rapidly increases. This
is mostly due to merging dipoles whose lead fields cancel each other out, and by
merging "silent" sources - dipoles with a small lead field norms.
(a) (b) (c)
Figure 5.4: Example of applying a clustering algorithm without regularization. One cortical
region was simulated (in green). After applying clustering algorithm we obtain a single growing
region which covers the whole hemisphere. (a) The projection error of the region as a function
of size. After some point (lower size bound) the error remains constant, while the region keeps
growing. (b) The cortical region (in red) corresponding to the upper size bound of the growing
region, lateral view. (c) The upper size bound region, medial view.
To solve this problem, a first approach that comes to mind is to penalize the
size of regions (to prevent them from having too big size). This can be done
by introducing a regularization term from Eq. (5.4) in the clustering error from
Eq. (5.2):
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R(i, j) = λ · (|ci|+ |cj|)2, (5.4)
where λ > 0 is a regularization hyperparameter which controls the importance of
the penalty term, and |ci| denotes the size of the cluster ci. The choice of the
exponent 2 in the size regularization term is arbitrary and will be discussed later.
After applying the clustering algorithm with the size regularization term from




Figure 5.5: Example of applying a clustering algorithm with size regularization. One cortical
region was simulated (in green). (a) Obtained dendrogram, which can be decomposed into
growing regions (in color). (b) The data-related error of a region as a function of size. (c) The
region (in red) with the optimal size (minimizing data-related error).
Based on the best node’s error of each growing region, we may select the
best candidates for source reconstruction – growing regions with the minimum
projection error. In our case, the second best candidate happened to be the nearest
to the simulated region in terms of the cortical location. Fig. 5.5b shows the
projection error as a function of the region size. First, the error decreases, then
reaches the plateau where it varies very little and at the end it starts to increase.
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Fig. 5.5c shows the cortical region, corresponding to the best node of the candidate
growing region. We may notice that it has an odd, unrealistic shape.
To constrain the shape of the reconstructed region, another regularization term
can be proposed, which penalizes regions with "irregular" borders.
First, for two clusters ci and cj, we define a value B(i, j) as the number of
vertices in ci which have at least one neighbor in cj. Thus, the value B(i, j)+B(j, i)
can be interpreted as a mutual length of the border between clusters ci and cj.
We can define the following objectives for the regularization:
1. Regions should have smooth borders. It can be achieved by maximizing the
inter-cluster border length B(i, j)+B(j, i) (or minimizing
1
B(i, j) +B(j, i)
).
Let us consider an example – based on the maximization of the border length.
point 1 in Fig. 5.6a is more favorable than point 2 to be merged with the
cluster of black points, because it has a longer "merging border".
2. Regions should grow smoothly, i.e. by merging it a small number of vertices
at a time. It can be achieved by minimizing the size of the smallest of two
merging clusters (minimizing the term min(|ci|, |cj|)). It will help to obtain
a dendrogram, which could be decomposed into a set of growing regions.
3. The shape regularization should be less important than projection error for
small regions, becoming more important while a region is growing. It can be
achieved by adding term λ(|ci| + |cj|)2 to the minimization problem. This
term is small for small regions, letting them grow freely at the beginning, and
becomes more important as the regions grow larger. The hyperparameter λ
defines how fast regularization becomes important.
We thus propose the following regularization term for minimization, which is
the product of these three terms:
R(i, j) = λ · (|ci|+ |cj|)2 ·min(|ci|, |cj|) ·
1
B(i, j) +B(j, i)
(5.5)
Note: The power 2 for the size component (|ci| + |cj|)2 has been chosen em-
pirically. The regularization would also work with an exponent equal to 1 or 3,
but we found that 2 gives the best compromise between the projection error and
shape regularization.
The regularization parameter λ controls the distribution of the growing region
sizes - higher value results in smaller regions (Fig.5.6b). Thus, for the rest of this
chapter, we will use the clustering error based on the projection error (Eq. (5.3))
and the regularization term (Eq. (5.5)):
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(a) (b)
Figure 5.6: (a) Points 1 and 2 are two candidates for merging with the cluster of black points
ci. For Point 1 B(i, 1) + B(1, i) = 3 + 1 = 4 and for Point 2 it is only 2. Thus merging point 1
gives a smaller regularization value than merging point 2. (b) The distribution of the maximum












B(i, j) +B(j, i)
. (5.6)
5.6. Source selection
We so far provided an algorithm to decompose the cortex into a set of growing
regions, each characterized by its growing path, a MUSIC-like projection error and
topography associated to each node. Now we define the source selection problem
whose objectives are:
1. Determine the number of real distinct cortical sources.
2. Associate each growing region to one of these sources, i.e. provide candidates
for each source).
In Chapter 3, we discussed source selection with the RAP-MUSIC method.
It is able to select source topographies but it does not use the idea of several
candidates for a source. Instead of reworking the RAP-MUSIC algorithm, we
propose another approach to source selection, based on finding local minima of
the projection error. The local minima are defined not in the cortex space, but in
the topographies space.
We start by selecting the topographies corresponding to the best nodes of
each growing region extracted from the dendrogram. We then normalize these
topographies by dividing them by their norms and assemble them into a matrix
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L̂. We can interpret columns of L̂ as samples of an NE−dimensional unit sphere.
Based on this representation, we can define the distance between two unit vectors
x and y as d(x,y) = arccos(|〈x,y〉|). Notice the use of the absolute value of the
dot product, because, the sign of the lead field vector does not matter. This value
represents the angle between two vectors, and thus may be converted to degrees.
Assume also that a function f is defined on columns of L̂, i.e. that a value
f(L̂i) ∈ R is associated to the i-th column of L̂. Based on the angular distance
on the space of normalized lead fields, we define a local minimum as:
Definition 3. L̂i is a α-local minimum of f if:
∀j such that d(L̂i, L̂j) ≤ α, f(L̂i) ≤ f(L̂j).
Taking f(L̂i) = ‖(I − Ps)L̂i)‖, where Ps is the projector onto the signal
subspace (which, in fact, is the projection error used for clustering), we formulate
the problem of selection of the source regions as finding α-local minima of f for a
fixed α, which we call a neighborhood angle.
The angular distance is a natural way of measuring how similar two topogra-
phies are. We want to extract different topographical components that explain
the signal and then for each of them region sources that can explain those to-
pographies. Let us notice that two spatially distinct cortical regions may have
similar topographies and thus will be considered as neighbors in terms of angular
distance. And, conversely, two regions can be near each other on the cortex but
have distinct topographies. In this case, these regions are not considered as neigh-
bors. A topography which is selected as a local minimum will be called a source
topography.
We may represent the information about selected source topographies for dif-
ferent neighborhood angle values as shown in Fig. 5.7. For each angle, we plot
the projection error value, associated to the selected topographies (black points on
the graph). It gives us information about the number of selected topographies as
well as about their accuracy in terms of the projection onto the signal subspace.
Naturally, the number of local minima increases when the angle becomes smaller.
This representation can be a powerful and intuitive tool for source topographies
selection. In fact, well chosen angle and error thresholds define the number of pos-
sible topographies. We can see in Fig. 5.7 that for angles smaller than 20 degrees
(blue line represents an angle threshold), we start to get a lot of local minima. We
may also notice that for angles between 20 and 40 degrees, first three sources have
significantly lower error than the remaining two sources. This gives an idea about
the possible error threshold (red line represents an error threshold). So, from this
figure, we can infer that, most likely, there are three active sources.
Once the local minima topographies are selected for a fixed angle, we may
associate each growing region to one of the selected source topographies. Thus,
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Figure 5.7: Projection errors corresponding to the local minima with respect to the neighbour-
hood angle. Blue line is the angle threshold, red line is the error threshold. Three sources seem
to be a reasonable choice for selection.
for each selected topography, we may form a list of associated candidate growing
regions, based on the nearest angular neighbor search. This allows to separately
analyse each source topography in terms of its best candidate source region.
5.7. Summary of the CLUB-MUSIC algorithm
Here are the principal steps of the CLUB-MUSIC algorithm. Examples of its
implementation can be found in the next chapter.
1. Perform SVD of the data and select its first singular values as a basis of the
signal subspace.
2. Apply algorithm presented in Section 5.2 to construct a dendrogram.
3. Cut the obtained dendrogram into a set of growing regions, as described in
Section 5.3.
4. Perform the source topographies selection as described in Section 5.6. For
each selected topography, we obtain a set of candidate growing regions.
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5. The best candidates for each source topography can be analysed in terms of
their projection error, size and location on the cortex (see examples in the
next chapter).
5.8. Conclusions
In this chapter, we introduced a new method of M/EEG source reconstruction.
Here are some important points, concerning our method:
• It is based on the assumption that the M/EEG data is generated by the
unsynchronized activity of cortical regions.
• The key feature of our method is so-called growing region object.
• Our method provides not a single, but several spatially distinct candidates
for a solution, which explain the data with similar accuracy.
• With our approach, it is possible to estimate not only the position of the
candidate region, but also its spatial extension.
In the nest chapter we will test our method with simulated and real M/EEG
data.
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Chapter 6
Results of CLUB-MUSIC on simulated and real
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In this chapter we test our approach on simulated and real data. In Section 6.2
we start with simulating a single active region to demonstrate in detail the type of
analysis that can be provided with the principal feature of our method – growing
region object. Then, in Sections 6.3 and 6.4, we simulate multiple active cortical
regions, to test how our method deals with source selection for different levels of
SNR. In Section 6.5, we perform source reconstruction with our method on a real
auditory evoked MEG data set.
6.2. Simulated MEG data: single active region
We use the "Sample" subject from MNE-Python software data set [Gramfort et al.,
2013] to simulate the data. The source space is represented as the vertices of a
cortical mesh with an order of 10000 vertices per hemisphere (totalling 20470 ver-
tices). Dipole orientations are fixed to be orthogonal to the cortical surface. The
lead field matrix is computed with a three-layered head model (brain, skull, scalp)
using the standard BEM method, implemented in MNE-Python. We simulate a
connected cortical source region with uniform amplitude. We simulate a MEG sig-
nal (102 magnetometer channels) and add a multivariate spatially uncorrelated and
temporally IIR-filtered Gaussian noise, provided by MNE-Python tools (Fig. 6.1a).
(a) (b)
Figure 6.1: (a) Simulated MEG signal with additive noise (b) Squares of the singular values of
the normalized signal.
Based on the singular value decomposition (SVD) of the simulated signal
(Fig. 6.1b), we choose its first three singular vectors to form a 3-dimensional pro-
jection signal subspace. We then apply the clustering algorithm, presented in the
previous chapter, to obtain a dendrogram.
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Note: The value of the regularization parameter λ is set empirically to 4 · 10−6
and we use the same value in all the experiments on simulations or real data. The
proper way of setting its value is an open question. As for the parameter s for
cutting the dendrogram, we used s = 10, but the precise value of this parameter
is not important, as long as it is relatively small. We use the same value for pa-
rameter s in all the experiments. Clustering and growing regions extraction took
5 min. The computation time, however, can be potentially reduced. First, two
hemispheres are processed independently, and thus the computation can be paral-
lelized. Moreover, the Python code we used can also be optimized to significantly
reduce the computation time.
After cutting the dendrogram as described in the previous chapter, we obtain
a set of sub-trees, that we call growing region objects. Fig. 6.2 shows the obtained
dendrogram with growing regions marked in different colors. Each node of such a
sub-tree represents a connected cortical region of certain size with associated lead
field vector (topography) and projection error.
Figure 6.2: Dendrogram, obtained by reconstruction a single simulated region with CLUB-
MUSIC. It can be decomposed into growing regions (in colors).
For each growing region, we find the node which has the lowest projection
error. We assemble associated topographies into a matrix L̂ to perform a source
selection, as described in Section 5.6 of the previous chapter. We use a range of 10
neighborhood angles from 10 to 90 degrees. For each such a neighborhood angle, we
extract the topographies, corresponding to the local minima of the projection error,
so-called source topographies. Fig. 6.3a shows the errors associated to local
minima with respect to the neighborhood angle. We may notice that the smaller
the angle, the more are local minima. Well chosen angle and error thresholds define
the number of possible source topographies. We can see in Fig. 6.3a that for angles
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smaller than 60 degrees (the blue line representing an angle threshold), there are
many local minima with significantly higher error than the global minimum (the
red line representing an error threshold). From this figure, it is clear that there is
most likely a single active source, which indeed corresponds to the simulation. Let
us notice that, for the case of multiple active sources, this representation remains
useful, even though the selection of thresholds becomes less obvious (see next
sections).
(a) (b)
Figure 6.3: (a) Projection errors corresponding to the local minima with respect to the neigh-
borhood angle. Blue line is the angle threshold, red line is the error threshold. A single source
topography is selected, which corresponds to the simulation (b) Best node projection errors cor-
responding to the candidate growing regions. Two candidates have significantly lower error than
other candidates.
Fig. 6.3b shows the best projection error associated to each growing region. We
may notice that two regions have significantly lower error than others. We select
them as main candidate regions for the source reconstruction. For each candidate
growing region, we can now observe how the projection error depends on the size of
the region. For this, we select a growing path for each candidate and plot how the
error evolves along this path (Fig. 6.4a). For both selected candidates, we see that
the error significantly decreases at the beginning, then it stays relatively stable
and finally starts to increase when regions become larger and the regularization
term (Eq. (3.3)) starts dominating.
By choosing an appropriate threshold (Fig. 6.5a), we can estimate the lower
and upper bounds of region extensions. The lower bound is the point, when the
curve crosses the threshold for the first time. The upper bound is the point, when
the curve crosses the threshold for the last time. The choice of the threshold is
arbitrary. We use a value equal to minimum error + 0.05 for each candidate in




Figure 6.4: (a) Projection error as a function of the region size for two selected candidates.
Blue line corresponds to the projection error obtained with the dipole, found by MUSIC. Red
line represents the true level of noise. Dots on the curves correspond to the lower and upper size
bounds for two candidates. (b) Top: cortical representation of the simulated region (in blue)
and the upper bound of two candidates (shades of red). Yellow marker represents the location
of the dipole found by MUSIC. Bottom: topographies of the simulated source and those found
by MUSIC and our method.
(a) (b) (c)
Figure 6.5: (a) Arbitrary chosen threshold (red line) determines regions lower and upper
size bounds (red dots). The threshold value we used is minimum error + 0.05. (b) Cortical
representation of the lower (in yellow) and upper (in red) region bounds. (c) Normalized and
thresholded sLORETA solution at the peak of the signal.
Fig. 6.4b shows cortical regions, representing the upper bounds of two candi-
dates (marked in shades of red). The blue region is the simulated one. As we can
see, our algorithm is able to closely reconstruct the simulated region (candidate
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2), as well as provide another candidate (candidate 1). Let us notice that the
candidate with the lowest projection error (candidate 1) is not the region that we
simulated. It confirms our remark that the M/EEG is so ill-posed that several
spatially separated cortical regions can explain the data with similar accuracy.
This is also evident from topographies (Fig. 6.4b) produced by the best nodes of
each candidate – they are similar to each other as well as to the simulated one.
Fig. 6.4b also shows the dipole location found by standard MUSIC algorithm,
performed on the same data with the same signal subspace. We used the free dipole
orientation for this method, to get the best data fitting error. The reconstructed
dipole is located quite far from the simulated region and has a projection error
significantly higher than the one obtained with our method (Fig. 6.4a). Using
constrained dipole orientation does not improve the localization.
Fig. 6.5b shows the lower (in yellow) and the upper bound (in red) regions of
candidate 2, with the error threshold presented in Fig. 6.5a. Fig. 6.5c shows the
reconstruction with the sLORETA method. As we can notice, sLORETA is not
able to provide a good spatial information in the case of the focal cortical activity
that we simulated.
6.3. Simulated data: multiple active regions with high SNR
After testing our approach with a single simulated region, we now consider multiple
active regions. As for the single region case, we use the "Sample" subject from
the MNE-Python. We simulate the activity of three separate cortical regions:
primary visual cortex of the right and the left hemispheres and primary motor
cortex of the right hemisphere. We first simulate cortical regions inside the left
and right lateral-occipital and the right precentral parcels of the Desikan-Killiany
atlas [Desikan et al., 2006] (Fig. 6.6a). Each simulated region produces the same




Figure 6.6: (a) Simulated cortical regions. V left and V right are regions of visual cortex and
M right is a region of motor cortex. (b) Simulated waveforms of each region.
We then apply a forward operator to simulate evoked MEG data. A low-
amplitude spatially uncorrelated IIR-filtered Gaussian noise is added to the mea-
surements. Fig. 6.7a shows the simulated signal. The data SNR is 16.5 dB.
Figure 6.7: (a) Simulated signal at the sensors level. (b) SVD of the MEG signal. 4 first
singular vectors are chosen as a basis of the signal subspace. (c) Projecion errors associated
to local minima with respect to the neighborhood angles. 3 source topographies seem to be a
reasonable choice for the selection. Two of the minima have almost the same error, so they are
hard to visually distinguish as the two points on the graph overlap.
6.3.1. Source localization with CLUB-MUSIC
Based on the the singular value decomposition of the data (Fig. 6.7b), we choose
4-dimensional signal subspace for projection. After applying the CLUB-MUSIC
algorithm and decomposing the dendrogram into the growing regions, we may
see in Fig. 6.7c the projection errors associated to the local minima with respect
to the neighborhood angle. With reasonable angle and error thresholds, we can
conclude that there are 3 potential source topographies, which corresponds well




Figure 6.8: The data fitting error associated to the best nodes of candidate growing regions for
each of three selected source topographies. (a) We select first to growing regions as candidates
for the Source 1, because they have significantly lower projection error. (b) First two candidate
growing regions are selected for the Source 2. (c) First three candidate growing regions are
selected for the Source 3.
Source topography 1. Looking at the projection error associated to each can-
didate growing region for source 1 (Fig. 6.8a), we can notice that the first 2 can-
didates have remarkably lower error compared to the other candidates. Fig. 6.9a
shows how the error depends on the size for these 2 candidates. The upper bound
candidate regions are plotted on the cortex in Fig. 6.9b. We may see that the first
candidate corresponds well to the simulated region on the left visual cortex. The
second candidate is a region, near to the simulated one, but located mostly on the
Lingual gyrus. The difference in projection error is however very small, and the
topographies of two candidates are quite similar up to the sign (Fig. 6.9c).
Note: what matters is the "form" of a topography, not its sign. For example,
two candidate topographies in Fig. 6.9c have different sign (because of the opposite
region surface orientations) but have similar "form".
Source topography 2. Like for the first source, looking at the projection error
associated to each candidate growing region for source 2 (Fig. 6.8b), we can notice
that the first 2 candidates have remarkably lower error. Fig. 6.10a shows how
the error depends on the size for these 2 candidates. The upper bound candidate
regions are plotted on the cortex in Fig. 6.10b. In this case, the candidate 1 which
is numerically the best one, does not correspond to the simulated region on the
right visual cortex. The candidate 2 however corresponds well to the simulated
region. Fig. 6.10c shows how similar the candidate topographies are.
Source topography 3. Three best candidate growing regions for source 3 have
similar projection error (Fig. 6.8c). Fig. 6.11a shows how the error depends on
the size for these 3 candidates. We may notice that the error of candidate 3 is
unstable and the region stays small until it merges with other regions. Candidates
1 and 2, however, seem stable and have similar projection error during the whole
growing path. But what is remarkable, is their location on the cortex (Fig. 6.11b).
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Candidate 1 correspond well to the simulated region on the right motor cortex.
Candidate 2, however, is located far from it. Look at Fig. 6.11c, we may see
that first two candidates have quite different topographies. The second candidate
appears to be impacted by the topographies generated by the second and third
sources. Its location on the cortex follows the same principle – it is located in
between the two corresponding simulated regions.
Figure 6.9: Source 1. (a) Candidate projection error as a function of a region size. (b)
Candidate upper bound regions on the cortex (shades of red) and simulated region (dark border).
(c) Topographies associated to the best nodes of candidate growing regions.
Figure 6.10: Source 2. (a) Candidate projection error as a function of a region size. (b)
Candidate upper bound regions on the cortex (shades of red) and simulated region (dark border).
(c) Topographies associated to the best nodes of candidate growing regions.
6.3.2. Comparison to RAP-MUSIC
We also reconstruct the sources with RAP-MUSIC for comparison with our ap-
proach. We use exactly the same data and, to be consistent, we use the same
dimension of the signal subspace (4 first singular vectors). The dipole orientation
is set free, to get the best possible data fitting error. After applying RAP-MUSIC
method with MNE-Python, we select the first 3 found sources for analysis.
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Figure 6.11: Source 3. (a) Candidate projection error as a function of a region size. (b)
Candidate upper bound regions on the cortex (shades of red) and simulated region (dark border).
(c) Topographies associated to the best nodes of candidate growing regions.
Figure 6.12: Cortical representation of the RAP-MUSIC solution (yellow markers) on top of
the regions, found by our method (red, green and blue regions). Different colors correspond
to different sources. Shades correspond to different candidates. Lighter shade means lower
projection error.
Fig. 6.12 shows the locations of the dipoles reconstructed by RAP-MUSIC on
the cortex, compared to the regions, found by our method. The RAP-MUSIC
dipoles are located on the border or even outside the simulated regions.
To compare the results of the RAP-MUSIC with our method in terms of the
data fitting error, we need to restrict all 2 + 2 + 3 = 7 candidates found by CLUB-
MUSIC into a triplet of sources. We take all possible triplets of candidates for
each source (total of 2× 2× 3 = 12 triplets). For each such i-th triplet, we form a
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For each triplet, we compute a data fitting error Ei =
‖Y − Ŷi‖
‖Y ‖ and select the
triplet which minimizes it. Fig. 6.13a shows the histogram of the data fitting errors
corresponding to the triplets compared to the error obtained with RAP-MUSIC.
We may notice that the error does not vary a lot for different triplets, which
confirms our thesis that all candidates for each source can explain the data with
similar accuracy. Moreover, each triplet explain data better than the RAP-MUSIC
solution.
Fig. 6.13b and Fig. 6.13c show the source signals reconstructed with the best
triplet found by our method and RAP-MUSIC respectively. We may see that our
method provides waveforms similar to the simulated ones, while RAP-MUSIC does
not – peacks of waveforms do not have the same latency as simulated.
Fig. 6.14 shows the sensor signals reconstructed with our method and RAP-
MUSIC. In addition to quantitative results, visual analysis also shows signal that
we obtained with the best triplet from our method is closer to the original one.
(a) (b) (c)
Figure 6.13: (a) Distribution of triplets’ data fitting error (blue histogram) and the error
obtained with RAP-MUSIC (red indicator). (b) Source signals found with our method. (c)
Source signal found with RAP-MUSIC.





Figure 6.15: (a) Simulated MEG data, multiple cortical regions, low SNR. (b) Local minima
projection error by neighborhood angle. Two source topographies are selected for further analysis.
Figure 6.16: Cortical representation of the simulated regions (dark borders) and reconstructions
with our method (regions in color) and with RAP-MUSIC (yellow markers) for low SNR data.
Color shades correspond to different candidates. Lighter shade means lower projection error.
6.4. Simulated data: multiple active regions with low SNR
In this section, we apply our method to the same data but with much a lower
SNR, which now equal to 0.15 dB. Let us notice that we used exactly the same
noise as in the case of high SNR, but with a lower amplitude. Fig. 6.15a shows
the simulated signal at the sensor level. A 6-dimensional signal subspace is chosen
for projection, based on the SVD of the signal.
After applying our method and cutting the dendrogram into a set of growing
regions, we represent local minima errors with respect to the neighborhood angles
(Fig. 6.15b). Only two sources are selected in this case. In fact, because of the
low SNR, left and right visual areas were considered as a single source (in terms
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of their topographies) (Fig. 6.16).
RAP-MUSIC is able to reconstruct 3 sources, but as with the case of high SNR,
reconstructed dipoles are located on the border or outside the simulated regions.
6.5. Results on real MEG data
For testing our algorithm with real data, we use the MEG auditory dataset from
Brainstorm software which is documented and freely available for download under
the GNU general public license [Tadel et al., 2011]. We would like to acknowledge
the authors Elizabeth Bock, Peter Donhauser, Francois Tadel and Sylvain Baillet
for this dataset. We process the data with the MNE-Python software. You may
find the exact pre-processing pipeline on the corresponding MNE tutorial page.
The only difference is that in this work we use 0.01 − 30 Hz frequency band for
filtering, instead of 0−100 Hz as indicated in the tutorial. Here is a brief summery
of the experiment, data and pre-processing. Subject was stimulated binaurally
with intra-aural earphones (air tubes+transducers). The data, corresponding to
200 regular beeps (440Hz) is considered here. MEG is acquired at 2400Hz, with a
CTF 275 system with the subject in sitting position. The data was recorded at the
Montreal Neurological Institute in December 2013. The data from 270 MEG axial
gradiometers were considered here. The 1.5T MRI of the subject was processed
with FreeSurfer 5.3. A set of bad segments was identified and used to reject epochs
that overlap with them. The saccades were removed by using SSP [Uusitalo and
Ilmoniemi, 1997]. The raw signal was filtered with 0.01 − 30 Hz frequency band.
Epochs were defined as a [-100ms, 500ms] window around a stimulus. Only the
first 40 epochs from each run are averaged to obtain evoked data. Data and lead
field whitening was performed. Noise covariance is estimated with empty room
recordings, available in the dataset.
Fig. 6.17a shows the evoked signal obtained after pre-processing and averaging
40 epochs containing auditory event-related field (ERF). We can identify three
main components of the wave:
• The P50 component. It has been argued that the P50 reflects pre-attentive
arousal due to the appearance of a new event in the auditory scene [Remijn
et al., 2014].
• The N100 component. This component is generated by multiple sources
including the superior temporal plane, the superior temporal gyrus, and
perhaps even frontal motor cortex [Niedermeyer and Da Silva, 2004, Woods,
1995].
• The N200 component. Located on the supratemporal cortex, this component
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Figure 6.17: (a) Average signal representing the response to a simple auditory stimulation,
with main wave components (P50, N100, P200). Window of the signal of interest from 30ms
to 200ms is marked with yellow. (b) SVD of the signal of interest. 10 first singular vectors are
chosen as a basis of the signal space. (c) Errors associated to the selected source topographies
with respect to the used neighborhood angle. 3 topographies appear to be a reasonable choice
for the selection.
is generated by a source slightly distinct from the N100 [Papanicolaou et al.,
1990].
For our study, we consider the interval between 30ms and 200ms as a signal of
interest (yellow area in Fig. 6.17a).
6.5.1. Source localization with CLUB-MUSIC
Based on the singular value decomposition of the signal of interest (Fig. 6.17b),
a subspace of dimension 10 is chosen to represent the signal space. The CLUB-
MUSIC algorithm is applied to extract growing regions. Clustering and growing
regions extraction took 5 min. Similarly to the the case of simulated data, we
analyze the number of local minima in topography space and associated errors as a
function of a neighborhood angle (Fig. 6.17c). The choice of 3 source topographies
appears to be reasonable. Let us analyze each of selected source topographies.
Source topography 1. Looking at the projection error associated to each of the
candidate growing regions for source 1 (Fig. 6.18a), we can see that the first 4
candidates have remarkably lower error. Fig. 6.18b shows how the error depends
on the region sizes for first 4 candidate growing regions. The upper bounds of
the candidate regions are plotted on the cortex in Fig. 6.18c. Selected candidates
are located on the left hemisphere on the auditory cortex as well as on adjacent
supramarginal gyrus and even postcentral gyrus. This means that the data can be
explained with each of these regions separately as well as with their simultaneous
activity. Fig. 6.18d shows the topographies of these candidates, which are quite
similar.
Source topography 2. As with source 1, looking at the error associated to each
of the candidate growing regions for the source 2 (Fig. 6.19a), we can select 4
candidates with remarkably lower errors. Fig. 6.19b shows how the error depends
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on the region sizes. The upper bounds of the candidate regions are plotted on
the cortex on Fig. 6.19c. Selected candidates are located on the right hemisphere
mostly on the frontal cortex. The best (in terms of data fitting) candidate is
located on the Brodmann area 44 (pars opercularis). This area is known to be
related to the language and music processing [Brown et al., 2006]. Other regions
are mostly located on the inferior part of the precentral gyrus. Fig. 6.19d shows
the topographies of these candidates which are also quite similar. The data can be
explained with each of these regions separately as well as with their simultaneous
activity without significant difference in data fitting error.
Source topography 3. For this source, we identify 5 candidate growing regions
to analyse. In contrast to the previous two sources, the selection of this number of
candidates is less obvious because the error increases more smoothly with respect
to candidates (Fig. 6.20a). Fig. 6.20b shows how the error depends on the region
sizes. We can see in Fig. 6.20c that selected candidates are mostly located on
the superior temporal gyrus and supramarginal gyrus, which corresponds to the
auditory cortex. Fig. 6.20d shows the corresponding topographies. Even though
there is certain variability in it, all of them explain the total data with similar
accuracy and it is impossible to conclude (within the framework of our method)
which of them are the true sources.
6.5.2. Comparison to RAP-MUSIC
We also estimate the sources with RAP-MUSIC method for comparison with our
approach. To be consistent, we use exactly the same data, the dimension of the
signal space (10 first singular vectors) and the noise covariance. The dipole orien-
tation is free. We use the save noise covariance as for our method. After apply-
ing RAP-MUSIC method with MNE-Python, we select the first 3 reconstructed
sources.
Fig. 6.21 shows the locations of found RAP-MUSIC sources on the cortex,
compared to the candidate regions found by our method. We see that our method
provides more spatial information about possible source localization. To compare
the results of RAP-MUSIC with our method in terms of the data fitting error,
we need to restrict all 4 + 4 + 5 = 13 candidates into 3 sources. We take all
possible triplets of candidates for each source (total of 4 × 4 × 5 = 80 triplets),
for each such i-th triplet we form a lead field matrix Li with three columns, and
compute the source and the sensor signal reconstruction as we did for simulated
data. For each triplet we compute the data fitting error Ei =
‖Y − Ŷi‖
‖Y ‖ and select
the triplet which minimizes it. Fig. 6.22a shows the histogram of the data fitting
error corresponding to the different triplets compared to the error obtained with
RAP-MUSIC. We may notice that the error varies very little for different triplets,
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which confirms our hypothesis that all candidates for each source can explain the
data with similar accuracy. Moreover, each triplet explains the data better than
the RAP-MUSIC solution (in terms of the goodness of fit).
Fig. 6.22b and Fig. 6.22c show the source signals reconstructed with our method
using the best triplet and RAP-MUSIC respectively. What is remarkable here is
that time courses, reconstructed with our method are less correlated than the
signal reconstructed with RAP-MUSIC.
Fig. 6.23 shows the sensor signals reconstructed with our method and RAP-
MUSIC. Visual analysis also shows that the signal that we obtained with our
method is closer to the original one.
To conclude, CLUB-MUSIC reconstructed cortical regions, which are known to
be involved in auditory processing. Waveforms, reconstructed with CLUB-MUSIC
are less correlated than those of RAP-MUSIC and it is possible to relate their peaks
to P50, N100 and P200 components, presented in MEG measurements.
6.6. Conclusions
In this chapter, we tested our source reconstruction method on simulated and real
MEG data. It confirmed our observation that because of the ill-posedness of the
M/EEG inverse problem, several distinct cortical regions may explain the same
data with similar accuracy. Thus, even in the simple case of a single simulated
region, our method found out several good candidates for reconstruction. In the
case of multiple sources and low SNR, the uncertainty becomes even higher. How-
ever, our method has also shown a good performance in these situations, as it is
grounded on the principle that it is better to obtain false positive regions, than a
single false negative. It also outperformed the state-of-art RAP-MUSIC method
in terms of the data fitting error.
Several aspects of our method need further analysis and discussion. The most
important of them are the choice of the regularization parameter and thresholds
for source selection.
Being based on the MUSIC method, our method also shares some of its lim-
itations. For instance it is not designed to work with spatially separated sources
which are perfectly synchronized.
We think that despite its limitations, the innovative features that our method
provides will make it useful to the M/EEG community.
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Figure 6.18: Source 1. (a) Best projection error by candidate. First 4 candidates have signifi-
cantly lower error and are chosen for further analysis. (b) Error as a function of a region size for
selected candidates. (c) Upper bound of candidates location on the cortex. Lighter is the shade
of red, lower is the error of corresponding region. (d) Topographies associated to the best nodes
of candidate growing regions.
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Figure 6.19: Source 2. (a) Best projection error by candidate. First 4 candidates have signifi-
cantly lower error and are chosen for further analysis. (b) Error as a function of a region size for
selected candidates. (c) Upper bound of candidates location on the cortex. Lighter is the shade
of red, lower is the error of corresponding region. (d) Topographies associated to the best nodes
of candidate growing regions.
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Figure 6.20: Source 3. (a) Best projection error by candidate. First 4 candidates have signifi-
cantly lower error and are chosen for further analysis. (b) Error as a function of a region size for
selected candidates. (c) Upper bound of candidates location on the cortex. Lighter is the shade
of red, lower is the error of corresponding region. (d) Topographies associated to the best nodes
of candidate growing regions.
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Figure 6.21: Cortical representation of the RAP-MUSIC solution (yellow spheres) on top of
the regions, found by our method (red, green and blue regions). Different colors correspond to
different sources.
(a) (b) (c)
Figure 6.22: (a) Distribution of triplets’ data fitting error (blue histogram) and the error
obtained with RAP-MUSIC (red indicator). (b) Source signals found with our method. (c)
Source signal found with RAP-MUSIC.
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In this work we have made two main contributions.
A fast algorithm for approximation of the EEG forward problem solu-
tion.
We provided a method which is able to approximate a solution of the EEG for-
ward problem, i.e. approximate the lead field matrix, for different head tissue
conductivity configurations. It requires to compute only a small number of exact
solutions for so-called support points. Our algorithm also provides an optimal way
to select these support points. We analysed some theoretical properties of our
method, such as its computational complexity, error convergence rate, and also
tested its empirical performance in few ways.
We showed that the approximation error decreases very quickly with the num-
ber of support points, and that a small number of support points is enough to
achieve a good approximation.
We also demonstrated the usefulness of the method in a realistic context of
conductivity estimation from EEG data, both simulated and real, using a simple
dipole fitting method. As expected, a relatively small number of precomputed
matrices provide results which are similar but remarkably faster when compared
to using exact matrices.
A clustering-based extension of state-of-art MUSIC algorithm to solve
M/EEG inverse problem.
We provided an algorithm for solving M/EEG inverse problem based on the as-
sumption that the M/EEG signal is generated by a set of spatially distinct and
extended cortical regions. A region is assumed to have a spatially uniform ampli-
tude. The regions also supposed to be temporally unsynchronised, even though
they might be correlated.
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Unlike the majority of other inverse methods, which seek a unique solution of
the problem, our algorithm is able to provide several spatially distinct candidates
for a solutions, which fit the data with similar accuracy. It also provides estimating
of the spatial extent of these candidates. In fact, our approach is based on the idea
that it is more desirable to obtain a few false positives solutions together with the
true positive, than to obtain a single false positive solution.
We tested our method on simulated and real MEG data and showed that several
spatially distinct source configurations can, indeed, explain the data with similar
accuracy. Our method is able to provide several candidates for the solution.
Some works are not listed in details in this manuscript. In the work with
Samuel Deslauriers-Gauthier we considered the MEG source model constrained by
white matter streamlines, obtained using diffusion magnetic resonance. In the work
of Isa Costantini et al. I provided an expertise about sparse regularization using
Least-Angle Regression for LASSO (LARS) method. It was used to deconvolve the
blood oxygenated level dependent (BOLD) signal to recover underlying neurons
activations and their dynamics. The mentioned works can be found in Appendix
"Contributions outside the scope of this thesis".
Perspectives
Both contributions of this work have the global objective of improving the accuracy
of the M/EEG source localization. With the help of our lead field approximation
algorithm, it becomes computationally efficient to estimate head tissue conductiv-
ities from the EEG data, which is an important task, because the solution of the
EEG forward problem is sensitive to some tissue conductivity values. Using more
accurate conductivity values, in return, improves the performance of the source
reconstruction.
Further theoretical analysis of the proposed method can be done in future work.
In particular, the theoretical error convergence rate and the error bounds outside
the sampling mesh should be studied more. As for the application perspectives,
one should consider the integration of conductivity estimation with the state-of-art
inverse methods – (T)RAP-MUSIC, Beamforming, MNE, etc.
Our CLUB-MUSIC method aims not only to find the active cortical sources
which explain the M/EEG data, but also to provide several candidates for each
of them. In this respect, our approach differs widely from the majority of the
state-of-art methods of M/EEG source localization. In our work, we show that
uniqueness of the solution is not always a desirable property of a M/EEG source
localizer.
For example, considering several candidates for the source location can be
crucial in epilepsy, where source reconstruction is used in pre-surgical planning. For
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a clinician, it might be possible to determine which of the candidates, found by our
method, is most likely to be the true epileptic source. Apart from M/EEG, there
usually are other data which guide a clinician, such as structural MRI, physiological
symptoms, etc. A single solution provided by a M/EEG inverse method might lead
to a false localization, which is unacceptable in this context of epilepsy.
Several aspects of our method, however, need further research. The most im-
portant of them are the choice of the regularization parameter and thresholds for
source selection. At the same time, there is a room for further generalizations of
our method. Thus, one might think about constraining regions to grow inside the
parcels of a cortical atlas, or to include structural connectivity (estimated from
dMRI) to the model.
Lastly, the natural idea for a future work is to combine both methods presented
in this thesis into the same framework. More precisely, it would be reasonable to
estimate the tissue conductivities and the active cortical regions at the same time
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White matter fiber bundles as a source model in the MEG inverse problem
Kostiantyn Maksymenko, Théodore Papadopoulo, and Samuel Deslauriers-Gauthier
Université Côte d’Azur, Inria, France
Introduction: The magnetoencephalography (MEG) inverse problem, i.e. recovering brain activity from MEG
measurements, is ill posed and additional hypotheses are needed to constrain the solution space. A common approach
is to constrain the problem by taking into account the subject’s anatomy. In this work, we introduce an approach
which considers white matter streamlines, obtained using diffusion magnetic resonance (MR) imaging, as a source
model for the MEG forward problem. To simplify the model and reduce the computational complexity we regrouped
similarly shaped streamlines into bundles. The MEG data associated with a single bundle activity was simulated. The
objective was to fit simulated data for each bundle and to analyze the data fitting error.
Methods: Based on diffusion and anatomical MR images, we computed streamlines using anatomically constrained
tractography [1]. Because of the anatomical constraint, the streamline end-points were located on the interface between
white and gray matter and therefore provided anatomical support for the MEG source space. In order to reduce the
number of sources to deal with in the MEG inverse problem, we applied a clustering algorithm to regroup streamlines
into bundles [2]. This resulted in 1266 bundles (instead of 1.2 million streamlines) which represented connections
between different cortical regions. We then computed MEG forward operator (so-called lead field matrix) using
OpenMEEG. We used the streamlines’ end-points as sources. The head and electrodes models were computed based
on the MRI and real MEG sensor positions of the subject.
Two important assumptions were made to simplify the model. First, all sources associated with a bundle have the
same activity. This allowed us to sum the lead fields (the columns of the lead field matrix) of the sources associated
with one end of a bundle. Second, we assumed a delay between activities of the first and the second end of a bundle.
This delay was estimated as the average length of a bundle divided by 6 m/s [3]. To simulate the measurements, we
used an autoregressive model:
y(t) = l1 · x(t) + l2 · x(t− δ) (1)
where y(t) is the measured MEG signal, l1 and l2 are lead fields of the two bundle ends, δ is the estimated delay, and
x(t) is the bundle activity. For a selected bundle, we simulated the source activity pattern x(t) then the measurements
y(t) using (1). We then fitted the data y(t) for each bundle independently, solving a least square inverse problem.
Results: We applied our technique to the subject 100307 from the Human Connectome Project (HCP) dataset.
Figure 1A illustrates the simulated MEG signal. Solving the inverse problem for each bundle independently we obtained
a data fitting error. We then transformed the error as êi(t) = maxj(ej(t)) − ei(t), ∀i ∈ N where N is the number
of bundles. This value represents the accuracy of each bundle. Figure 1B illustrates the accuracy of the bundles at
different moments in time. The more intense the red color, the better the data fit. As expected, the simulated bundle
had the best accuracy.
Discussion and Conclusion: We proposed a new approach to constrain MEG inverse problem based on the
white matter fiber bundles of a subject. We computed the accuracy of each bundle independently of others which
seems to be a good criterion in the case of single bundle activity. This approach has a natural limitation if several
bundles are active simultaneously. But even in this case our approach can provide some information about the process
and can be used as a preprocessing before applying more complex inverse problem methods [4].
Has natural limitations, but can be used as a preproccesing step for more complex models
- input ”info” instead of ”raw” - noise and artifacts are generated separately - fwd object as a default input, but
keep a possibility to compute forward problem inside
Figure 1: Simulated MEG signal based on one bundle activity. A) Time series represent a signal of each channel. B)
We also show accuracy of each bundle at the beginning, the peak, and the end of the signal.
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Abstract— In this work we propose a novel approach to 
deconvolve the blood oxygenated level dependent (BOLD) signal 
to recover underlying neurons activations and their dynamics. 
I. INTRODUCTION 
Deconvolution methods are used to denoise the blood oxygen 
level-dependent (BOLD) response, the signal that forms the 
basis of functional MRI (fMRI) [1]. In this work we propose 
a temporal regularized deconvolution of BOLD fMRI signal 
with the least absolute shrinkage and selection operator 
(LASSO) model, solved using the Least-Angle Regression 
(LARS) algorithm. 
II. METHODS 
We implemented the deconvolution exploiting the sparsity of 
the innovation signal s(t) [2], and we built a LASSO model: 
 
where n is the signal length, H represents the hemodynamic 
response function [3] and λ is the regularization parameter.  
 is the exponential accumulation function given by: 
 
such that the activity-inducing signal u(t) =  ∗ s(t), 
normalized by the factor S. We chose α = 0.75 experimentally 
within the range [0, 3]. We minimized the objective function 
using LARS [4], that outputs all λs of interest and their 
associated solutions. We used the L-curve to estimate the λ* 
corresponding to the optimal solution . Then, as in [2], we 
scaled a 3D activation map computed with FSL in the range 
[0, 3], with a 2-mm isotropic resolution (Fig.1b). We 
multiplied it by two block-type signals of 200s, u(t): A) with 4 
onsets, and B) with one long onset. We corrupted the signals 
with model and block-type noise, we convolved them with H 
and we added Gaussian noise thus simulating the fMRI time 
series y(t). We solved the inverse problem and we recovered 
(t) =  ∗ (t) as described above. Finally, to evaluate the 
results, we computed the root of the mean square errors 
(MSE) and standard deviation (STD) between u(t) and u*(t) 
averaged among the voxels belonging to the grey matter 
masked activation. We compared our results with those 
obtained with the temporal regularization implemented in the 
Total Activation (TA) toolbox [1]. We tested the above 
procedure on the preprocessed task-fMRI image of one 
subject taken from the Human Connectome Project (HCP) 
database [5]. The reconstructed (t) were averaged in a ROI 
of 6 × 6 × 6 mm3 centered in the Brodmann Area 4p (MNI 
coordinates: 62, -14, 30). 
                                                            
III. RESULTS 
Table I shows that the MSEs±STDs change for different peak-
SNRs (pSNRs) and that they are lower than the ones obtained 
using the TA toolbox. Fig.1.a and c show examples of the 
reconstructed activity inducing signal using our approach 
( ) and the approach in [1] ( ).  
TABLE I. SUMMARY OF ROOTED MSES AND STDS 
Activation A B 
pSNR [dB] 5.17 4 3.98 7.64 5.94 5.12 
OUR 
α = 0.75 
RMSE 0.11 0.22 0.18 0.05 0.19 0.14 
STD 0.13 0.16 0.14 0.05 0.11 0.08 
TA 
RMSE 0.24 0.29 0.3 0.19 0.24 0.25 
STD 0.31 0.32 0.33 0.23 0.24 0.26 
IV. DISCUSSION & CONCLUSION 
Our findings show that the joint use of LARS and the L-curve 
for solving our optimization problem allowed us to choose the 
optimal λ* and related solution among all those outputted by 
the algorithm. Thus, we decreased the computation time and 
avoided a need of defining λs a priori, allowing to improve 
brain dynamics recovery in future clinical application. 
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fMRI Deconvolution via Temporal Regularization using a LASSO 
model and the LARS algorithm 
Fig. 1: (a) Reconstructed signal u* obtained with our approach (red) and 
the TA (blue) superimposed on the activation (black) and fMRI signal 
(green). The plots are related to different activations and pSNRs: 
activation A, pSNR = 5.17 dB (left); activation B, pSNR = 5.12 dB 
(right). (b) Activation map. (c) Results of HCP data. Same legend of 
panel (a); the grey areas represent the duration of the tongue movements. 
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