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Etant don&s un groupe de Lie connexe unimodulaire G, et des champs de vec- 
teurs invariants a gauche sur G, X,, ,._, .I’, qui engendrent algebriquement l’algebre 
de Lie de G, on considere l’operateur -4p, = xt,= r X,a,X, oh a: G --t lWk@ iWk est une 
fonction V” a valeurs dans l’ensemble des matrices rtelles symetriques veritiant, 
pour un ~~10, 11: G( 1512~C:,=,a,(x)5,5,~a-’ ][I’, VxeG, V<ER?. Quand G 
est a croissance du volume polynbmiale on obtient, relativement a la distance du 
controle associte aux Xi, des estimations gaussiennes superieures et inferieures pour 
le noyau du semi-groupe de la chaleur e’lp,. Ces estimations ne dependent de a qu’a 
travers a. On obtient aussi des inegalites de Harnack et la regularitt holdtrienne des 
solutions. Finalement d’autres situations sous-elliptiques sont aussi consider&es. 
6 1991 Academic Press, Inc. 
Given a connected unimodular Lie group G having polynomial volume growth, 
and left invariant vector fields X,, . . . . X, which generate the Lie algebra of G, 
consider the operator Y0 = C:,= t X,a,X,, where a: G + IWk 0 iw’ is a smooth sym- 
metric matrix valued function which satisfies a ]<I2 < C:,= t a,(x) [!t, < u-l 1<12, 
x E G, 5 E Rk, for some CI E 10, 11. What we show is that the corresponding heat-flow 
semigroup e@a admits a kernel which satisfies (two-sided) Gaussian estimates in 
terms of the control distance determined by the X,‘s. Moreover, the estimates can 
be made to depend on a only through a. We also prove Harnack inequalities and 
holder regularity of solutions. We end with a discussion of some other sub-elliptic 
situations. % 1991 Academic Press, Inc. 
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INTRODUCTION 
Dans une serie de travaux celebres E. De Giorgi [4], J. Nash [ 191, 
J. Moser [ 16, 171, D. Aronson [ 11 ont montre que l’optrateur 
ou a(x) = (Q~(x)) est une matrice symetrique vtrifiant, pour un c( E 10, I], 
MZdUdC Z, se comporte comme le laplacien usuel x1= ,(d/~Yx~)~, m&me si 
les coefficients de a sont peu reguliers (mesurables!). Recemment, E. Fabes 
et D. Stroock [S] ont donne une nouvelle approche de l’ensemble de ces 
travaux reposant sur les idtes de Nash. Rappelons brievement les trois 
principaux types de proprieds partagees par les optrateurs 9 ci-dessus. 
(1) Les solutions de (a/at - 9)~ = 0 (ou Yu = 0) possedent une 
certaine regularitt holdtrienne, [ 191. 
(2) Les solutions positives de ces equations verifient des inegalites de 
Harnack, [16, 171. 
(3) Le noyau de la chaleur associe a dp (i.e., la solution fondamen- 
tale de a/at - 3 dans (w+ x W) vtritie des estimations gaussiennes 
suptrieures et inferieures, [ 11. 
Le but de ce travail est d’obtenir la generalisation naturelle de l’ensemble 
de ces rtsultats lorsqu’on remplace (w” par un groupe de Lie connexe 
unimodulaire G, et le laplacien C’= ,(8/~3x,)* par le sous-laplacien (ou 
laplacien de Kohn) d = Cf= I Xf ou X= {X,, . . . . xk) est un systeme de 
champs de vecteurs invariants a gauche sur G, vtrifiant la condition de 
Hiirmander, autrement dit engendrant algebriquement l’algebre de Lie de 
G. L’analyse de l’operateur A a CtC faite par N. Varopoulos dans [27,28]. 
En particulier les analogues de (2) et (3) pour A et lorsque G est a 
croissance polynbmiale (ce qui est une restriction quasi-ntcessaire, au 
moins pour (2)) sont contenus dans [27, 28, 221; (1) n’a pas d’interet dans 
ce cas car A est hypoelliptique (!). Les operateurs que nous allons Ctudier 
sont done de la forme: 
ou pour tout x E G, a(x) = (Us) est une matrice symetrique reelle de 
dimension k vi&ant, pour un c1 E 10, 11, al< a < cc-‘I. La suite de cet 
article montre que l’ensemble des proprietes (1) (2) et (3) sont encore 
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partagtes par les operateurs Ya dans ce contexte. Pour cela, nous nous 
appuierons sur les resultats fondamentaux de [27] et sur la mtthode tracee 
dans [S] qui peut &tre brievement d&rite ainsi: 
Ier pas: obtenir des estimations gaussiennes suptrieures du noyau de 
la chaleur associte a -rP,. 
2eme pas: en deduire des estimations inferieures du m&me type. 
3eme pas: utiliser les deux premiers pas pour obtenir les proprietes des 
solutions de (a/at - Y’,) u = 0. 
Grace aux methodes developpees dans [26, 31 et reprises dans [2] le 
premier pas est une consequence assez automatique des resultats de [26]. 
Le deuxieme pas est le point crucial de ce travail: on utilise une famille 
d’inegalitts de Poincare pour adapter la methode de Nash presentee dans 
[S]. Le troisieme pas est alors une application sans nouvelles difficult& des 
resultats precedents comme dans [S, 25, 221. 
Finalement, il est interessant de signaler que la mtthode employee nest 
pas rtellement sptcilique aux groupes de Lie et nous montrons au dernier 
paragraphe qu’on peut obtenir des rtsultats dans d’autres situations sous- 
elliptiques. 
Le plan de l’article est le suivant: 
-au paragraphe I nous enonqons les principaux rtsultats correspon- 
dants aux proprietts decrites ci-dessus; 
-1e paragraphe 2 contient les grandes lignes de la preuve des estima- 
tions gaussiennes suptrieures; 
-1e paragraphe 3 est devolu aux inegalitts gaussiennes inferieures; 
-1e paragraphe 4 est consacre a l’obtention d’estimtes gaussiennes 
pour les noyaux de Dirichlet et de Neumann relatifs A une boule B(R) 
uniformement par rapport a R; 
-1e paragraphe 5 traite des applications des rtsultats precedents 
concernant les inegalites de Harnack et la regularite holdtrienne; 
-au paragraphe 6 nous indiquons quelques gentralisations et 
montrons que la methode s’applique a d’autres situations sous-elliptiques; 
-en appendice nous dtmontrons une famille d’inegalitts de Poincare 
utilisee de faGon essentielle au paragraphe 3. 
I. NOTATIONS ET PRINCIPAUX RBSULTATS 
Dans toute la suite G designe un groupe de Lie unimodulaire muni de 
sa mesure de Haar et d’un choix X = {Xi, . . . . X,} de champs de vecteurs 
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invariants a gauche sur G qui verilient la condition de Hormander (c’est-a- 
dire, ici, qu’on peut trouver une base de l’algbbre de Lie de G formte de 
vecteurs choisis parmi A’, , . . . . X, et leurs crochets de tout ordre). 
La distance du contrble associee au systeme X est la distance obtenue en 
minimisant la longueur I(y) des chemins absolument continus y: [0, l] ---f G 
joignant deux points x et y et tels que: (d/dt) r(t) = Et= i hi(t) X,(y(t)), p.p. 
sur [0, 11. La longueur I(y) de y est I(y)= (si Cf=, /6,(t)/’ dt)“2. Si x et y 
sont dans G, nous notons p(x, JJ) la distance de x a y et p(x) = p(x, e) ou 
e est l’element neutre de G, de sorte que, par invariance a gauche: 
p(x, y)=p(x-‘y) =p(y-lx). Le volume de la boule B(x, t) de centre x et 
de rayon t est note F’(t) (puisque par invariance a gauche il ne depend pas 
de x). 
Rappelons les faits suivants: 
il existe do N* tel que: v(t) N td pour te [0, 11, (1.1) 
(voir [18, 271. L’entier d est don& par d=C,y, idim[ Vi/Vi- i] oti 
vo= (O}, v, = vect {Xi, . . . . X,>, Vi = vect x’ et x’ est l’ensemble des 
crochets de Xi, . . . . A’, de longueur inferieure ou tgale a i). D’aprb un 
thtorbme de Guivarc’h [8] on a d’autre part: ou bien 
ilexisteDEN telque v(t)-t”, pour tE[l, +co[; (7.2) 
ou bien 
V(t) N er pour tE[l, -co[. (1.3) 
Dans le cas ou (1.2) est vtrilie on dit que G est a croissance polynomiale 
(D ne depend que de G et pas de X, voir [ 83). Sinon on dit que G est a 
croissance exponentielle (on a note f(t) N g(t), t E A, pour signifier qu’il 
existe c 3 1 telle que: c-‘f(C’t) < g(t) < cf(ct), t E A). 
Notons A = Cf=, Xf, Vf = (X,f, . . . . X,f), Vf .Vg = Cf=, XifXig, 
Ivf I = CC;= 1 lxif 1211” et 9(f,f)=(-Af; f)=il IVfl 11: la forme de 
Dirichlet associte a A (&ant donnee la clard de la situation nous ne 
distinguons pas l’operateur differentiel A de la fermeture obtenue en 
completant G+?;(G) pour la norme 1) f [I2 + SB”‘(J; f )). H, = erd, t 3 0 est le 
semi-groupe markovien symttrique associe a 9 (on montre facilement 
d’une facon ou dune autre que H,l = 1). D’apres I’hypoellipticite de A et 
l’invariance a gauche, H, admet un noyau 
(t,x)~h,(x)=h,(x-‘)E%F’(]O, +a[ xG) 
tel que 
H,f(x)=/ hW’x)f(.~)d~, f E C(G). 
G 
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Les deux resultats suivants que nous empruntons a [27] (voir aussi [21]) 
contiennent l’essentiel de l’information concernant A et (II,, t > 0) et sont 
l’une des clefs de toute la suite. 
Si G est a croissance polynomiale, nous avons: 
3c telle que: h,(x) B cV(J)-‘, t > 0, XE G; (1.4) 
tandis que si G est a croissance exponentielle: 
~‘n > d, 3c, telle que: h,(x) d c, t-“‘2, t > 0, x E G. (I.51 
Soit a: x H a(x) une application de G dans l’ensemble des matrices 
reelles symetriques positives d’ordre k. Associons a a l’operateur differen- 
tiel: 
ga= i X,a,X,=V.aV 
r,j=l 
et la forme de Dirichlet: 
oti pour une fonction u: G + iRk, nous notons pour chaque XE G, 
I4X)I.(x, = (Clj= 1 Us q(x) uj(x))“‘. N ous faisons l’hypothbe qualita- 
tive que les coefficients de a sont reguliers, mais aucune des estimations 
faites dans la suite ne dependra de faGon quantitative de la rbgularite de a. 
Avec cette hypothese, nous pouvons saris diffrculte considtrer le semi- 
groupe sous-markovien symttrique 
Nous supposerons que Py admet un noyau 
(6 x2 Y) I-+ P% Y) 
tel que 
P;f(x) = j P;(x, y)fb) dy, XEG, t>O,fE%‘;(G). 
Remarquons que si a 2 crZ pour un c1> 0, alors Ya est hypoelliptique et le 
noyau est une fonction %?a de (t, x, y) E [w + * x G x G. 
Pour CI E 10, 11, notons E(a) l’ensemble des matrices a qui verifient: 
al< a < a - ‘I. Les principaux rtsultats obtenus dans la suite sont: 
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THBOR~ME 1. Etant don&s c( E 10, l] et G h croissance polynbmiale, il 
existe une constante y 2 1 telle que pour toute a E E(a), (x, y) E G x G, t > 0, 
on ait: 
CYV&)l PI exp(-w2(x, y)lt) < p;(x, y) G yV(&)-’ exp( -p*(x, y)/yt). 
THBOR~ME 2. Soient G ci croissance polynBmiale, CI E IO, 11, 0 <E < 
r/ < 1, 0 < y < 1, il existe une constante c telle que pour tout a E E(M), s E iw, 
XE G, R > 0 et toute solution positive UE V1,2(]s- R2, s[ x B(x, R)) de 
(a/at - $po)u = 0 dans ]s - R2, s[ x B(x, R) on ait: 
46 Y) Q cd.6 XL (t, y) E [s - qR2, s - &R2] x B(x, YR). 
THBOR~ME 3. Etant don&s c( E 10, 11, 0 < y < 1, G ri croissance polyn8- 
miale, il existe c > 0, DE 10, 11 tels que pour tout aE E(a), SE [w, XE G, 
R > 0 et toute sohtion u E %?1,2( [s - R*, s] x B(x, R)) de (a/at - L$)u = 0 
dans ]s - R2, s [ x B(x, R) on ait: 
IU(f, Y’) - 46 YN G c 
i 
It’- t/l’2 ” P(YY Y’) 
R > 
B l(u,, o. 
pour (t, y) et (t’, y’) dans [s- yR2, s] x B(x, YR). 
Appliquant ce rksultat au noyau, on obtient: 
COROLLAIRE 1. Soient G h croissance polynBmiale, c1 E 10, 11. II existe 
c > 0, a E 10, 11 tels que pour tout a E E(a), R > 0: 
Ip;(x’, y’)-p;(x, y)] <cV(R)-’ It’- t’ 
i 
1’2 ” PW, x) ” P(Y’, Y) B R 
> 
pour tout (t’, x’, y’) et (t, x, y) dans ]R2, + co[ x G x G, avec p(x’, x) v 
P(Y’> Y) G R. 
On dkduit par ailleurs des thtokmes 2 et 3: 
COROLLAIRE 2. Etant donnts, c( > 0, a E E(U), G a croissance polyn& 
miale: 
(i) toute solution positive de You = 0 dans G est constante; 
(ii) toute solution born&e de (d/at - yb)u = 0 dans [w x G est constante. 
II. ESTIMATIONS SUPBRIEURES POUR pp 
L’obtention des estimations supkieures de pr relevant de techniques B 
prtsent bien rod&es, nous serons brefs. La partie du thtorbme 1 $ laquelle 
nous nous inttressons dans ce paragraphe est contenue dans la: 
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PROPOSITION 1. Soient CI E 10, 1 ] et a B cll. 
(i) si G est h croissance polyn8miale: 
P% y)64~) Vfi)-l exp(-&, y)/4(1 +@t) 
6>0, t>O, (x, y)cGxG; 
(ii) si G est ri croissance exponentielle, on a pour tout n > d: 
~$5 ~)dc(a,n)(6t)~“‘~exp(-p~(x, y)/4(1+6)t) 
6>0, t>O, (x, ~)EGxG. 
Ici now avons introduit la distance pu associee a a et X de la facon 
suivante: po(x, y) est encore la longueur minimale dun chemin absolument 
continue y: [0, l] + G tel que (d/dt) y(t) = C:=, hi(t) X,(?(t)) p.p. [0, 11, 
mais cette fois la longueur f,(y) de y est delinie par: l,(y) = 
(j’b .a -lb dtp2, oh h= (b,, . ..) bk) et u . v est le produit scalaire dans [Wk. 
11 est clair que si a E E(a), il existe C(U) > 0 telle que: 
c-T@“) ,4x, Y) G Pub, Y) d c(a) P(X, Y), (x, y) E G x G. 
D’apres une idte de E. D. Davies [3] (voir aussi la presentation donnte 
dans [2]; la m&me idee est utilisee dans [27, 51) les resultats (i) et (ii) 
de la proposition 1 sont des corollaires des estimations centrales (ou 
uniformes, si on prefere) correspondantes: 
Pa Y) d c(co Q/w, t>o (11.1) 
dans le cas (i) et 
P;(x, y) d c(c(, n) t-“‘2, t>O,n>d (11.2) 
dans le cas (ii) et de l’intgalite elementaire: 
qlfO(etifLfZq- ‘, e- tiff, + q2r2w II f II :“, B 4AfY, f”) (11.3) 
ou qE [l, +a[, GE%:(G) et r’(G)= IIV$.aV$lI,, qui permet l’etude 
du semi-groupe perturb&: e-*Pye$. 
D’autre part, il est facile d’utiliser la theorie abstraitc developpee initiale- 
ment dans [26] pour passer de (1.4), (1.5) a (II.l), (11.2) respectivement en 
utilisant la reformulation suivante de notre hypothesc “u > al”: 
Par exemple, sachant (1.5) on deduit les intgalites de Sobolev: 
(11.5) 
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(voir le theoreme 1, p. 241 de [26] qui dit que (1.5) est equivalent a (11.5)). 
Utilisant (11.4) on obtient: 
llfII~,,(,~,)~~~~-‘G”,(f,f)~ Ve +G(G) (11.6) 
qui par le meme theoreme de [26] que precedemment nous donne (11.2). 
On deduit (11.1) de (1.4) de la m&me facon. 11 est plus agreable dans ce cas 
d’utiliser la version developpee dans [2] qui utilise des intgalites de Nash 
plutot que celles de Sobolev (Theoremes (2.1), p. 251 et (2.9), p. 255 de 
VI 1. 
Remarque. Les estimations (11.1) ou (11.2) pour I 3 1 peuvent &tre 
obtenues beaucoup plus generalement. Supposons que G verifie V(t) k ct”, 
pour t 3 1 et un n fixe et que P,(x, v) est le noyau d’un semi-groupe sous- 
markovien symttrique sur IL*(G) qui verilie 
Plk Y)2&>0, VXEG, V.YEE(X, l), (11.7) 
alors on a: 
pt(x, y) d ct -“‘2, t2 1. (11.8) 
Pour le voir introduisons la fonction caracteristique x de la boule de 
rayon l/2 normaliste de sorte que IIxjl i = 1. D’apres [27, 211, on a en 
posant x@) = x * . . . * x (produit de convolution): 
Ilx(“)ll 3. < ck -n’2, kEN*. (11.9) 
D’autre part notre hypothese (11.7) implique: 
s If(x)-f(y)12X(2)(X-1y)dXdy GxG 
d C(E) I If(x)-f(.Y)l’Pl(-T Y)dX& (11.10) GxG 
L’inegalite (11.10) est une inegalite entre formes de Dirichlet et on deduit, 
la encore, (11.8) de (11.9) et (11.10) en utilisant le theoreme (4.1), p. 274 de 
[2] (il s’agit d’adaptation des techniques de [26], voir aussi [21]). 
III. ESTIMATIONS INF~RIEURES 
Ce paragraphe est dtvolu a la preuve de: 
CY VJ;)l- ’ exp( -w*k y)lt) G ~34 Y) (111.1) 
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dans le cas oh G est a croissance polynomiale et a E E(a), ce que nous 
supposerons dans toute la suite. Remarquons tout d’abord que sous ces 
hypotheses les estimations suptrieures de la proposition 1 impliquent 
s p;(x, y) dy < c exp( - r2/ct) F(x,r) 
ou c ne depend que de G et a. De (111.2) nous tirons deux conclusions: 
i P;(x? Y) d.Y = 1 (111.3) 
autrement dit (P;, t b 0) est markovien, puis 
b&h1 - l G supM(x, x)1, t > 0. (111.4) x 
Nous donnerons une preuve que (111.2) implique (111.3) au debut du para- 
graphe IV (par un argument de non explosion classique). L’intgalite (111.4) 
est une consequence facile de (111.2) et (111.3), malheureusement elle ne 
semble pas suffire en general pour obtenir (111.1). En revanche (111.1) est 
un corollaire du 
LEMME 1. Etant donnt CIE 10, 1) il existe y3 1 et 0~ 10, l] tels que 
pour tout a E E(a): 
CYw31 -l6 PXG YL V(x, y) E G x G, t > 0, p2(x, y) < Bt. 
Avant d’en venir au lemme 1, montrons que (III.1 ) en resulte. Si (x, y) E 
G x G, t >O sont tels que p2(x, y) <et le rtsultat du lemme 1 et (111.1) 
coincident. Supposons done p2(x, y) > 8t. Pour chaque n E N*, nous 
pouvons trouver une suite de points x0 = x, xr, . . . . x, = y telle que 
p(xi, xi+r)f2R/n ou nous avons pose R =p(x, y). Alors pour 
yi~B(xi, R/n) = B;, p(yi, yi+ ,) <4R/n. Si nous choisissons n tel que 
16R2/n2 < et/n, en particulier si n E [ 16R2/8t, (16R”/&) + 1 [ nous avons: 
p2(y,, yi+ ,) d 16R2/n2 6 et/n et done grace au lemme 1: 
et 
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ou y peut changer de place en place et ou la dernibre idgalite est une 
consequence de n 2: R2/t et des proprietes polynbmiales de V. 
Venons-en a la preuve du lemme 1. Par invariance des hypotheses par 
translation nous supposerons que x = e et nous cherchons done a estimer 
inferieurement p;(e, y) lorsque p’(u) < 8t (oti 8 est un certain nombre a 
fixer). La technique ci-dessous trouve sa source dans [19] et a deja ete 
reprise dans [S]. La principale diffkulte de son adaptation est d’obtenir 
une famille d’inegalites de Poincare adequate. Nous utiliserons les inegalites 
de Poincare ci-dessous qui sont demontrees en appendice. 
(PI 
oti @,Jx) = (1 - p(x)/R)’ si x E B(R) et QR(x) = 0 si non et 
SR = jflx) @z&) dx j @R(X) dx. 
Nous commencons par enoncer le lemme clef: 
LEMME 2. II existe 1” > 0 et c > 0 tels que pour tout R > 0 et tout z tels 
que p(z) d R, on ait 
J” @>iR(X) lOg[ V(R) P~z(Z, x)] dx 2 A-C J” @AR(X) dx. 
Montrons comment le lemme 2 implique le lemme 1: posons pour un 
instant w((x, y) = V(,/;) pp(x, y). Nous avons 
V(R) p&de, z) = VW’ j w&e, Y) w,dz, .Y) d! 
3 V(R) -’ j w,de, Y) w& .Y) @LAY) dv 
d’ou I’on deduit en posant p(R) = J @,Jy) dy: 
log(UR) ph(e, z)) 2 log(dW VW’) 
et done grace au lemme 2 et en remarquant que p(AR) ‘v V(R) 
1ogC V(R) p&(e, z)l> --c 
od c est une constante ne dependant que de G et ~1, ce qui prouve le 
lemme 1 avec 8 = l/2. 
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Pour prouver le lemme 2 nous posons: 
4% Y) = V(R) P:&, Y) 
pour z fixe tel que p(z) d R et s E 10, 11, ainsi que: 
0th Y) = log +, Y) 
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C(s) = p-‘(J-R) j @IR(Y) uh Y) 4~. 
Avec ces notations la conclusion du lemme 2 s’ecrit 
G(l)> -c. (111.5) 
Pour prouver (IIIS), notons Yu,(x) = 1 - p(x)/R, de sorte que QR = Y$,. 
La fonction Y, n’est pas differentiable mais c’est une fonction continue a 
support compact et telle que: 
I Y,(Y) - y&N d R-‘Ax, Y), V(x, y)eGxG. (111.6) 
Grace a ces proprittes il est aise par un argument de rtgularisation et un 
passage a la limite de rendre correcte l’inttgration par parties utiliste 
formellement dans le calcul suivant: 
p(lR)G'(s)=R* j. @&y)'.;(;;; 'by 
., 
CR* [ s -2 Fy,iR(Y) ’ a v”(s3 Y)) yU,R(Y) dY 
+ @1R(Y) IWh Y)l: dY s 1 
>R2 
[ J 
-4 lvYR(Y)l:dr+~~~rR(Y~IVU(9.Y)l~~Y 
2 -cl V(AR) +c2 5 @,R(Y) Iu(s, ~)-G(s)l* dy, 
od, pour obtenir la dernitre intgalite on a utilise l’hypothbse a~ 
l’inegalite de Poincare (P) et (111.6). 
Choisissons I tel que 
:(a), 
J u(s, Y) dy 2 V(W2, SE CW’9 11. (111.7) 
ld~)<*W) 
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Un tel choix est rendu possible uniformement par rapport a R > 0 grace a 
(111.2) et (111.3). 
Des calculs ci-dessus on deduit: 
G’(s) 2 -cl + w(~W’ j @R(y) I@ Y)- %)I2 4~. 
De la, on obtient en notant, pour K> 0, 
rK= {~~B(~R/2),u(s,y)~e-"}: 
G'(s)> -cl +c2(IG(s)J -K)2 /i(AR)-' ITJ. (111.8) 
D’autre part nous pouvons estimer If,1 grace a: 
ou M est un majorant de u(s, y) sur B(AR/2) qui peut etre choisi ne depen- 
dant que de CI grace aux estimations superieures du paragraphe II. De 
(111.8) et (111.9) on deduit (en utilisant p(,lR) ‘v V(R)) qu’il existe c; et c; 
telles que 
G’(s) 2 -c; +&G(s)‘, SE [l/2, 11. 
Maintenant si G(1) d -c; - 2(c;/c;)“” alors G’(s) > (3/4) c;G(s)~ pour 
SE [l/2, 11, ce qui implique G(1) > -8/(3c$) et fournit linalement l’inega- 
lit& (111.5) avec 
c = sup{c; + 2(c;/c;)“‘, 8/(3c;)}. 
Ayant prouvt (111.5) nous avons obtenu le lemme 2 done le lemme 1 et 
(III.1 ) ce qui termine la preuve du theoreme 1. 
IV. LOCALISATION DES ESTIMATIONS GAUSSIENNES 
Le but de ce paragraphe est d’obtenir des inegalites similaires a celles du 
thtoreme 1 pour le noyau d’une diffusion quelconque control&e par I’opera- 
teur Y0 a l’interieur de la boule B = B(t, R), 5 E G, R > 0, et en premier 
lieu pour le noyau de la diffusion correspondant a Ya et a la condition 
de Dirichlet au bord de B. Nous utilisons pour cela une methode 
probabiliste, comme dans [14, 251, qui fait de ces rtsultats des corollaires 
du theoreme 1. 
La matrice a ttant lixee dans E(a), notons P, = Pp, I 2 0. Considerons (si 
G n’est pas compact) le compactifit usuel G = G u (cc } de G et fi = 
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%‘( [0, + 00 [; G), muni de la topologie de la convergence uniforme sur tout 
compact et de la tribu borelienne associee. D’apres [13] nous pouvons 
associer a P, une famille de probabilites sur d{ P,; x E G) veriliant: 
i 
P,(x, =x) = 1, XEG 
Px(xs + f E u = CPtQ rl (x,)7 P, . p.p., x E G 
(IV.1) 
(pour w  E fi, x,(o) = x(t, o) est la position de o a l’instant t et on note E” 
l’esperance par rapport a P,). Comme nous l’avons indique au debut du 
paragraphe II, notre premier travail est de prouver que P, est markovien, 
ou, ce qui revient au m&me de montrer que P, ne charge que 52 = 
%T( [0, + 00 [; G), c’est pourquoi nous avons introduit G et 8. Posons 
[ = inf{ t, x, = 00 }. Nous voulons montrer que P,([ = + CD) = 1, x E G. 
Ce resultat est une consequence facile du: 
LEMME 3. II existe une constante c > 0 telle que pour tout t > 0, r > 0 et 
tout XEG, P,(~up~<~<~~(x~,x)~r)~ce-‘~““. . . 
Pour prouver le lemme 3 notons: 
de sorte que: 
Ecrivons: 
T = inf{ t: ~(x,, x) 3 r} 
P,( sup p(x,, x) 3 r) = P,(z 6 t). 
O<.S<f 
Px(xt 4 W, r/2)) b Px(xt $ B(x, r/2), z G t) 
= P,(z < t) - P,(xl E B(x, r/2), t < t) 
=p,(~d t)-EE”(P,~(xt~,EB(x, r/2)) Q irGr)) 
3P,(r d t)--WPJx,-,+ B(x,, $2) Q frs,)) 
ce qui, avec (111.2), nous donne: 
et done la conclusion du lemme 3. 
Fixons a E E(a), 5 E G, R > 0 et notons qJx, y) = q;5,R(x, y) la solution 
fondamentale de (d/at - Za)u = 0 avec condition de Dirichlet au bord de 
B = B(<, R). Autrement dit si on pose U(S, x) = qJx, y), s E [w +, x E B, alms 
(a/at - Ta)u = 0, u = 0 sur [0, + co [ x aB et ~(0, x) est la masse de Dirac 
au point y. La proposition suivante est la clef du passage du theoreme 1 
aux theorbmes 2 et 3. 
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fiOPC%ITION 2. Soient G ci croissance polynbmiale, CI E 10, 11, 6 E 10, 1 [. 
11 existe y > 0 tel que pour tout a E E(x), tout < E G, tout R > 0 on ait: 
(i) q~5.R(x,y)~yy(t/;)~1exp(-p2(x,y)/yt),xEB(5,R),yEB(5,R), 
t > 0; 
(ii) [~v(,.h)l -I exp( -$(x, y)lt) < q;35xR(x, y), x E B(t, W, y E 
B(& 6R), t 6 R2. 
La proposition 2 est une consequence du theoreme 1 et du fait que 
posant 
z=inf(t>O,p(x,, [)2-R) 
ou 5, R sont fixes comme precedemment, nous avons grace a la propriete 
de Markov forte: 
qF5,R(x, .)= P:(x, .)-E”[P;~.(x,, -) Q jr<ril (IV.2) 
(voir 1251 par exemple pour plus de details). De cette egalite nous 
deduisons dune part: 
9tk Y) d PAX> Y) 
ce qui donne la conclusion (i) de la proposition 2, mais aussi: 
4r(xy ~12 CYV&)lp’exp(-w2(x, y)/t) 
- sup yV(&)-‘exp(-(I -c??)~ R’/ys) 
O<S<l 
pour x E B(& 6R), Y E B(t, 6R), 6 E [O, 11. I1 existe done r E 10, 1 - 6 [ tel 
we 
9k v) 2 Cy V&)1 ’ ew( - w2b, y)lt) (IV.3) 
pour x E B(& dR), ye B(<, dR), t < r2, p(x, y) <r. En utilisant un argument 
similaire a celui utilise pour passer du lemme 1 a (III. 1) au paragraphe III, 
on obtient facilement la conclusion (ii) de la proposition 2 a partir de 
(IV.3) (des details sont dorm& dans [25, 5, 221 dans des situations 
analogues). 
La proposition 2 se generalise facilement comme suit: considerons une 
diffusion quelconque associee A un optrateur 9’ tel que B’cp = zOcp si 
50 E %‘:(B(& R)) et notons P’( t, x, .) la probabilite de transition associee. I1 
est clair que P’(t, x, dy) = p:(x, y) dy sur 10, + co [ x B({, R) x B(<, R). 
Nous avons en fait: 
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PROPOSITION 3. Soient G Li croissance polyn6miale, c( E 10, 11, 6 E 10, 1 [. 
I1 existe y > 0 tel que pour tout a E E(N) tout 5 E G, tout R > 0 et 2’ comme 
ci-dessus on ait: 
CY VJT)I PI ev( -w2b, y)lt) 
G PXX, Y) d Y Vfi) ~~’ exp( - p2(x, y)lv) 
pour t E 10, R*], x E B(& 6R), y E B({, 6R). 
La preuve de la proposition 2 suit la technique de localisation utilisee 
dans [ 141 et utilise le resultat du lemme 3 de faGon essentielle comme 
indique dans [25], les details sont laissts au lecteur. 
V. INBGALITBS DE HARNACK. RBGULARITB H~LD~RIENNE 
Nous indiquons ci-dessous comment la proposition 2 a pour corollaire 
les theoremes 2 et 3. Cette dtmarche repose sur des idles introduites par 
Krylov (voir [23] et est utilisee dans [S, 221) comme nous l’avons deja 
indique. Tout cela repose sur l’observation classique que pour toute 
solution positive u de (J/at - 6p)u = 0 dans ] to, tl [ x B( r, R) et en notant 
toujours qt(x, y) le noyau associt au probleme de Dirichlet dans B(I& R), 
on a: 
u(t, x) 2- 5 u(s, Y) qr-sk Y) 4 W.1) Wt. R) 
pour x~B(x, R), SE It,, tl[, tc It,, tl[, t >s. Notons Q(s, 5, R) = 
]s - R2, s[ x B(5, R) et U’*“(Q) l’ensemble des fonctions continues sur Q 
qui admettent une dtrivte par rapport a t et deux derivees par rapport a 
x dans Q (par deux dtrivees par rapport a x, on entend que X,u et X,X,u 
existent pour ie { 1, . . . . k}, j E { 1, . . . . k} ). %7$‘(Q) est l’ensemble des fonc- 
tions positives de 9?‘,‘(Q). De l’estimation inferieure de qJx, y) fournie par 
la proposition 2 et de (V.l) nous dtduisons: 
LEMME 4. So&t CIE 10, 11, YE 10, l[. II existe E >O tel que pour 
tout SE Iw, 5 E G, UE E(M), R > 0 et UE %Tk2(Q(s, r, R)) solution de 
(J/at - Za)u = 0 duns Q(s, 5, R), on ait: 
44 Y) BEV(yR)-’ j u(s - R*, z) dz, (4 Y) E !% 5, YR). 
Wt.yR) 
Etant donnes s E R, t E G, R > 0 et une fonction u sur Q(s, 5, R) notons 
Osc(u, s, l, R) = max { u( t’, x’) - u( t, x); (t’, x’) et (t, x) E Q(s, 5, R) ) 
II4 oc = max{ Mt, x)1, (4 x) E &s, 5, R)}. 
580/98/i-8 
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Du lemme 4 et de (V.l) nous deduisons comme dans [ 51 (par exemple) le 
LEMME 5. Etant don&s CI E 10, 11, 6 E ] 0, I[, il existe 9 E 10, I[ tel 
que pour tout SE R, 5: E G, a E E(a), UE %T1”(Q(s, 5, R)) solution de 
(a/at - L$)u = 0 duns Q(s, 5, R) on ait 
Osc(u, s, &6R) < 8 Osc(u, s, 5, R). 
Les theoremes 2 et 3 sont des consequences de (IV.l) et du lemme 5 
grace a des calculs issus de [19, 171 et nous renvoyons le lecteur a [S, 25, 
221, oti les details sont don& une fois encore dans des situations 
analogues. 
Pour terminer ce paragraphe voici quelques directions dans lesquelles les 
resultats ci-dessus peuvent etre gtneralises en restant dans le cadre des 
groupes de Lie a croissance polynomiale. Tout d’abord il n’y a pas de 
difliculte a considerer le cas oh les matrices a dependent aussi du temps. 
C’est ce qui est fait pour G = Iw” dans [S] et nous y renvoyons le lecteur 
interesse: moyennant quelques changements de notations l’ensemble des 
resultats subsiste. Notons aussi que la symetrie de a n’est pas essentielle. 
En ce qui concerne l’ttude du cas od les coefficients de a sont seulement 
supposes mesurables nous renvoyons le lecteur a [25] oti des details sont 
donnes (encore dans le cas G = KY). Remarquons simplement que la theorie 
des formes de Dirichlet permet de toute facon de considerer le semi-groupe 
P; associt a &Jf, f) = 1 Vf. a VA m&me dans ce cas. Les resultats prece- 
dents, qui ne dependent pas de facon quantitative de la regularite de a, 
peuvent $tre utilises pour montrer que Py admet encore un noyau qui 
possede une rtgularitt holderienne et v&tie le theoreme 1. 
De facon moins automatique il est possible de considerer, comme dans 
[25], des perturbations des operateurs Yb par des termes du premier ordre 
et plus prtcisement d’etudier les optrateurs de la forme: 
od a est comme precedemment, b et & sont des fonctions de G dans [Wk et 
c une fonction de G dans Iw. Toutes ces fonctions sont supposees qa mais 
on utilise quantitativement les seules hypotheses aE E(a) et llcll o. + 
llb.abll, + (l6.a6ll oD </I. (Evidemment 2 n’est plus auto-adjoint mais son 
adjoint formel est obtenu en changeant b en 6). 
VI. AUTRES SITUATIONS SOUS-ELLIPTIQUES 
Soit M une variett %?m, connexe, munie d’une mesure rn positive Q?‘, 
et soit X= (Xi, . . . . Xk} un systeme de champs de vecteurs sur A4 (pas 
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necessairement W O”, disons lipschitziens). Associons a X la distance du 
contr6le p = pX comme prtcedemment et faisons l’hypothese que: 
i 
PAX, Y) < +m, vx, Y) E A4 x M 
(x, Y) + PAX, y) est continue et {Y, P&,, y) 6 I> 
est compact pour tout x0 E A4 et tout Y > 0. 
(VI.1) 
Considerons la forme de Dirichlet 
que l’on forme en complttant V?(M) pour la norme 9y*(f, f) + Ilfi12, et 
introduisons le semi-groupe sous-markovien symetrique associe: 
Oii 
H;Y = erAx, t>0 
A,= -; X,+X;, sur V;(M) 
i= 1 
(X,* est l’adjoint formel de Xi sur L2(M, m)). Supposons que Hf’ admet un 
noyau hf(x, y), (t, x, y) E R+ * x G x G tel que: 
(dans les applications A, sera hypoelliptique et le noyau %” ). 
Fixons deux entiers d #O et D et considtrons les intgalites de Nash 
suivantes: 
UC): Ilf II:+“‘“~@x(f,f)+ llf II:1 Ilf II:‘“, fE%'(G). 
(N,“): Ilf il:+"'"~c%(f,f) IIf II;““, pour les f E V,“(G) telles que 
%(.Lf)~ IlfC. 
Introduisons par ailleurs la fonction V de R + dans R + definie par V(t) = td 
si t E [IO, 11, V(t) = tD si t E [ 1, + 00 [ et considerons l’estimation diagonale 
superieure: (on note h, = hf et p = pX) 
sup {h,(x, Y)} < cV(Jw XEM, t>o, (e.d.s.) 
?‘EM 
et I’estimation gaussienne suptrieure: 
UT Y) < cVJt)-l ev(-p*(x, Y)/c~), 
pour t>O, (x, JJ)EMXM. 
(e.g.s.) 
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Au paragraphe II, nous avons utilise le fait que sous l’hypothese (VI.l) on 
a les equivalences: 
“(TV:) et (N,“)“e (e.d.s.)o (e.g.s.). 
C’est un resultat explicitement contenu dans [2]. 
Une hypothese naturelle sous laquelle on peut esperer que (Nz) et (N,” ) 
soient vtritites (et done aussi (e.g.s.)) est que: 
mes(B(x, t)) > cv(t), vxEM,Vt>o. 
Cette conjecture est vtrilite quand M est une variete compacte et X un 
systeme de champs de Hormander (voir [24]) mais aussi lorsque M = G 
est un groupe de Lie unimodulaire et X un systeme de champs invariants 
a gauche, comme le montrent les resultats de [27 J (voir aussi [22]). 
Nous voulons a present discuter la possibilite d’obtenir des estimations 
inferieures du noyau h,. Pour cela il est nature1 d’introduire la condition 
mes(B(x, t)) N v(t), VXEM, vt>o. (VI.2) 
D’autre part les paragraphes precedents et l’appendice indiquent l’impor- 
tance de l’intgalite de Poincare: 
s If-fJ*dm<CR* s IVf I2 dm, W.-c, RI B(x, R) 
f E%F’(B),xEM, R>O (p*) 
dans l’obtention d’estimations inferieures du noyau. Nous introduisons ces 
estimations inferieures sous la forme dune intgalitt locale: 
MG VI b CCV(J31 -I, YEB(X, fi,,XEM, t>o, (e.1.i.) 
et de l’estimation gaussienne: 
h,(x, Y) 3 CCVJ;)l --I exp( --cp*(x, .v)lr), (e.g.i.) 
pour (x, Y)EMxM, t>O. 
Avec toutes ces notations, nous pouvons Cnoncer: 
PROPOSITION 4. Soit A4, X satisfaisant (VI.1) et (VI.2). Les propriktb 
suivantes sont dquivalentes: 
(i) “(Ni) et (IV,“) et (P*)“; 
(ii) “(e.d.s.) et (e.1.i.)“; 
(iii) “(e.g.s.) et (e.g.i.)“. 
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Indiquons les grandes lignes de la preuve: tout d’abord on veritie facile- 
ment que (ii) o (iii). Montrons (i) * (iii): on sait que (N:) et (N,“) impli- 
quent (e.g.s.), de la en reprenant mot a mot l’appendice et le paragraphe III 
et en utilisant (P*) on deduit (e.1.i.). Pour montrer que (iii) 3 (i), remar- 
quons que (e.g.s.) impliquent (NO,) et (A’,“) et que la conjonction de (e.g.s.) 
et (e.g.i.) permet d’obtenir (P*) (voir [14]). 
Ayant fait l’etude de l’optrateur modele A,, on peut passer aux opera- 
teurs 
i,j= 1 
ou a est une fonction sur M a valeur dans l’ensemble des matrices positives 
symetriques d’ordre k, comme preddemment. Nous notons encore py le 
noyau du semi-groupe (et%, t > 0). 
PROPOSITION 5. Soient M, X satisfaisant (VI.l) et (VI.2) et tels que h: 
utrifie (e.g.s.) et (e.g.i.) et soit C(E 10, 11. Alors pour tout aEE(a) Ze noyau 
py v&$e aussi (e.g.s.) et (e.g.i.). D’autre part les analogues des thtorPmes 2 
et 3 et de leurs corollaires sont vkrifi& 
Autrement dit l’ensemble des resultats obtenus aux paragraphes prtce- 
dents se generalise sous l’hypothbe que le noyau de l’optrateur modele 
vtrifie les inegalites gaussiennes. 
Application 1. Considerons M= R” muni de la mesure de Lebesgue et 
/1,=C;,=,(8/&ci) p,(a/ax,) ou ,u= (Pi) est une fonction de R” dans 
l’ensemble des matrices de dimension n reelles symetriques positives a 
coeffkients %Tm born&. A un tel operateur on peut encore associer une 
distance du controle qui peut Ctre obtenue comme prectdemment a partir 
des champs X, = o(a/ax,) ou x H G(X) est une fonction lipschitzienne a 
valeur dans l’ensemble des matrices symetriques positives et telle que 
CJ~ = p. Fixons p et notons A = ,4, et p la distance associee comme ci-dessus 
et faisons l’hypothese qu’il existe c > 0 et E > 0 tels que: 
c--l lb-YlI”GP(X, Y)GC IL-A, 
pour (x, y) E R” x R” tel que IIx - yll < 1, (VI.3) 
051 /Ix- yll est la distance euclidienne usuelle sur R” (d’apres [6], cette 
hypothese est tquivalente a la sous-ellipticite de A = A,). Supposons 
d’autre part que: 
mes(B(x, t)) N td, si tE [0, 11, xE[W” (VI.4) 
pour un certain de N. Sous les deux hypotheses (VI.3) et (VI.4) l’operateur 
A = A,, peut &tre utilise comme operateur modele et la proposition 5 fournit 
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l’etude des operateurs A, pour les fonctions a valeurs matricielles v telles 
que ap<v<a--‘p pour un ~~10, 11. 
En effet pour pouvoir appliquer la proposition 5, il suflit de verifier 
que le noyau h, associe a l’optrateur modele A verifie les estimations 
gaussiennes. Remarquons que (VI.3) implique 
P(4 Y) = IIX - Yll, si I/x- yll 2 1 (VI.5) 
et done en particulier: mes(B(x, t)) N t” si t B 1. Notons en consequence 
V(t)= td si t E [0, 11, V(t)= t” si t E [l, + cc [. Utilisant a la fois les resul- 
tats de [7] (pour la theorie locale) et ceux de [12] (pour le comportement 
global), on verifie que h, satisfait (e.g.s.) et (e.g.i.) relativement a la fonction 
V ci-dessus et a la distance p. Remarquons que les rbultats de [7] permet- 
tent d’appliquer les idtes ci-dessus dans le cas d’une varitte compacte. 
Application 2. Soit 0, un ouvert de R” et Q un ouvert relativement 
compact dans 0,. Soient X,, . . . . X, des champs de vecteurs %Ym sur Q, veri- 
fiant l’hypothbse de Hormander sous la forme: il existe un 1 E N tel que les 
crochets des Xi de longueur inferieure ou egale a I engendrent lineairement 
5X” en chaque point de 9,. L’ttude de l’operateur A, = -Cf=, X*Xi sous 
ces hypotheses est due a A. Sanchez-Calle [24] (voir aussi [ 10, 11, 151). 
Les techniques presenttes ici permettent d’obtenir pour les optrateurs de la 
forme dtp, = -C:j= 1 X*agX, les informations suivantes: 
PROPOSITION 6. Soient ~~10, I], O<y< 1, il existe c>O, /?E]O, 11, 
R, > 0 tels que pour tout a E E(a), s E [w, x E Q, 0 < R d R, et toute solution 
u~%“‘~([r-RR2,s]x&x,R)) de (a/L3t--Ya)u=0 dans Is-R2,s[x 
B(x, R) on ait: 
Iu(t’, y’)-u(t, y)l<C 
[ 
If---l “2 v P(Y, Y’) p R 1 II /ICC 
pour (t, y) et (t’, y’) dam [s - d2R2, s] x B(x, yR). 
PROPOSITION 7. Etant donnks CI E 10, 11, 0 < E < q < 1, 0 < y < 1 il existe 
des constantes c > 0, R, > 0 telles que pour tout aE E(a), tout SE 1w, tout 
XEQ, tout O<RQR,, et toute solution positive u E %?“2(]s - R2, s[ x 
B(x, R)) de (d/at -Lg)u=O dans Is- R2, s[ x B(x, R) on ait: 
u(t, Y) G MS, x), (t, y) E [s - qR2, s - &R2] x B(x, yR). 
Remarque. Si on note pi le noyau de transition dune diffusion gouver- 
rite par 5$ dans Q, on peut dtduire de la proposition 7 que pour x assez 
loin du bord de Q on a: 
pj(x, x) d c(mes B(x, &))-‘, o<t<t, 
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od c ne depend une fois de plus que de CC En fait, on peut, dans ce cas 
encore, obtenir des estimations gaussiennes superieures et inferieures. On 
utilise pour cela la proposition 7. 
La preuve des propositions 6 et 7 consiste essentiellement a utiliser de 
facon simple l’une des idees introduites dans [20]. Plus precistment, sous 
nos hypotheses, il existe un entier v et des champs ?T, 8,) . . . . f,+ sur 
Q x [WV tels que, notant rc la projection de Q x Iw” sur Q, on ait: 
d7c(Fi) = xi, ie { 1, . ..) k}; 
et tels que, d’autre part, les champs w,, . . . . fk soient libres jusqu’a l’ordre 
1 (i.e., il n’y a pas d’autres relations entre leurs crochets que celles induites 
par l’antisymetrie et la formule de Jacobi). On prouve alors les proposi- 
tions 6 et 7 en developpant les deux remarques suivantes: 
(1) Les propositions 6 et 7 sont vtrifiees pour les operateurs pU = 
-Ctj= i w,FaiiTi. En effet, on peut dans ce cas utiliser les rtsultats de 
l’application 1 car par construction le volume des boules du contrble 
associees a W= (ZI, . . . . Tk} est uniformement equivalent a td, t E [0, to[, 
pour un certain entier d, autrement dit l’hypothese (VI.2) est veriliee. 
(2) Les propositions 6 et 7 pour l’operateur ga ont pour corollaire 
immediat les resultats analogues pour l’operateur Y0 = -C:, = 1 X*aYX,. 
En effet si u est une solution de (d/at - 6p,)u = 0, alors ii(t, X) = u( t, rc(x))) 
est clairement une solution de (d/at - gO)u = 0. 
APPENDICE: INBGALITBS DE POINCAR~ 
Notons A&‘(@) l’ensemble des fonctions cp: IW+ -+ [0, l] decroissante et 
telle que: 
(i) R= R,=inf(r: cp(r)=O} < +m. 
(ii) Vr, O<r<R, cp(r+(1/2)[(R-r) A (r/2)])9cccp(r). 
La condition (ii) peut &tre interpretie en disant que les valeurs de cp en des 
points a distance comparable de R sont cornparables. Nous avons alors: 
TH~OR&ME. Soit G un groupe L? croissance polyn6miale et c( > 0. I1 existe 
une constante c > 0 telle que pour toute fonction cp E A!(a), on ait: 
j” If(~)-fa4~ @‘(x) dW$,j- IV(x)l’@(x)dx, f E%;(G) 
oti a(x)= cp(p(x)) et f@=Jf(x)@(x) dx/s @(x)dx. 
118 SALOFF-COSTE ET STROOCK 
Le gradient V et la distance p sont relatifs a un systeme X de champs 
invariants a gauche comme au paragraphe 1. Donnons deux exemples 
d’applications du theoreme: 
(1) (am = 1 si t E [0, R[, q(R) = 0, (a = l!). L’inegalitt obtenue est 
bien stir, en posant fR = V’(R)-’ JBcRj f(x) dx: 
I,(,, If(x)-fd2dxQCR2 j lVf12(x)dx. P.1) 
B(R) 
(2) vR(t) = (1 - t/W22 t E [0, R]. On v&tie facilement que 
qR E A( l/4) pour tout R > 0 et on obtient la famille d’inegalites (P) utilisee 
au paragraphe III. 
Remarque. Pour R 4 1, (P.l) est demontree dans [9] et il est assez aise 
de verifier que les arguments de [9] conduisent a (P.l) pour tout R > 0 si 
on utilise comme point de depart 
s,,,, If(x) +-RI’ dxG CR2 jB,,,, lWx)12 dx (P’.l) 
qui est (essentiellement) demontree dans [28]. (Cette remarque est due a 
P. Maheux, communication personnelle). 
Pour prouver le theoreme nous avons a revenir en detail sur la preuve 
de [9]. Fixons G et cp comme dans le thtoreme et notons R = R,, 
E= B(e, R). Suivant [9] de p&s, notons F une famille de Whitney pour 
E = B(e, R). Autrement dit 9 est une famille de boules B c E disjointes 
deux a deux telle que: 
(a) E= UBsF B’ 
(b) BEF implique lo2 p(B)dp(B, 8E)< lo3 p(B) 
(c) #{BE@-,rpB*}<M 
oti on a pose B’= B(x, 2r), B* = B(x, lOr), p(B) = r lorsque B= B(x, r) et 
oti p(B, 8E) est la distance de B a 8E. M est une constante geometrique ne 
dtpendant que de G et de la distance p et # ( } denote le cardinal de { }. 
Pour BE 9, lixons yB un chemin du controle de l’origine du centre de 
la boule B, tel que I(?,) <R et posons 
F(B)= {AsF/A’ny.#@, BEG} 
A(F)= {BE~/AE~-(B), AEP-} 
Avec ces notations le lemme suivant est extrait de [9]. 
LEMME. (i) Si A EF(B), p(A) > 10e2 p(B) 
(ii) p(A)’ IAl -’ CBta(p-i) #T(B) IBI d CR’. 
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De (i) on dtduit que si A EY’(B) la distance de A au bord de E est 
controlte par la distance de B au bord de E, ce qui implique, si cp E A’(U) 
sup @(x)@-~(~),xEB”, ye u A”, BEF <c(a). 
i 
(*I 
A SF(B) I 
Nous pouvons a present donner la preuve du theoreme: si BE 9, (P.l) et 
l’hypothese cp E A’(M) entrainent: 
s,,, lf(x)-fs~12~(~)dx6c,~(B)* s, IVfl’(x)@(x)dx (1) 
Oh 
fw = s,,, f(x) @(xl dx/ s,,, @(xl dx. 
Fixons une fois pour toute B, E F tel que eE Bb et posons fO = 
jB; f(x) Q(x) ds/jB;; G(x) ds. Soit BE 8, numerotons les elements de F(B), 
A,, . . . . A,, de sorte que A, = B, Al= B,, A: n A;,, # @ et I= #P(B). 
Nous avons 
~~(j~,,,nx)-/B,,,‘~(x)dr+‘~ If,;-f,~+,i’j~,,~(X)dx)- 
i= 1 
Remarquons que Al n A:‘, r # /zr implique que Ai et A;, I ont des rayons 
comparables et que Al’ n A :‘, 1 a un volume comparable a celui de Ai (et 
Ai+ 1!). En consequence: 
Q(x) dxlfA;-f~;+,I~ 
4s,,, If-f~;.l~ @+ jA;+, if-&;;,I* @) 
et en utilisant de plus (*) 
jB,, Wx) dx:‘?‘ CD(X) dx < c(a) IBI IAil -‘. A ” n A ” I 1+1 
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De ce qui prCdde nous dtduisons en utilisant (1): 
jB,, Is-fo12~~c(~) #F"(B) 14 1 PW MrljA,, IVfl'@. 
A E.F(B) 
Une application du lemme et les conditions (a) et (c) de Whitney condui- 
sent A: 
jElf-folz@~cR2 jJ’fl’@ 
ce qui termine la preuve du thkorkme. 
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