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Asymptotic formulas for class number sums of indefinite
binary quadratic forms in arithmetic progressions
Yasufumi Hashimoto ∗
Abstract
It is known that there is a one-to-one correspondence between equivalence classes of
primitive indefinite binary quadratic forms and primitive hyperbolic conjugacy classes
of the modular group. Due to such a correspondence, Sarnak obtained the asymptotic
formula for the class number sum in order of the fundamental unit by using the prime
geodesic theorem for the modular group. In the present paper, we propose asymptotic
formulas of the class number sums over discriminants in arithmetic progressions. Since
there are relations between the arithmetic properties of the discriminants and the
conjugacy classes in the finite groups given by the modular group and its congruence
subgroups, we can get the desired asymptotic formulas by arranging the Tchebotarev-
type prime geodesic theorem. While such asymptotic formulas were already given by
Raulf, the approaches are quite different, the expressions of the leading terms of our
asymptotic formulas are simpler and the estimates of the reminder terms are sharper.
1 Introduction
For an integer D, let h(D) be the class number of D in the narrow sense. In Sects. 302–304
of [G], Gauss stated the mean value formula for h(D) without proof. His formula for D < 0
was proven by Lipschitz [Li] and Mertens [Me] and was improved by Vinogradov [Vi]. For
D > 0, Siegel [Si] proved that∑
0<D<x
h(D) log ǫ(D) ∼ π
2
18ζ(3)
x3/2 as x→∞, (1.1)
where ǫ(D) is the fundamental unit of D in the narrow sense and ζ(3) :=
∑
n≥1 n
−3, and
Shintani [Sh] improved it. Such an asymptotic formulas has been further improved and
extended in several ways by the theory of prehomogeneous vector spaces (see [Sh], [Da],
[GH] etc).
On the other hand, Sarnak [Sa1] obtained the following asymptotic formula.∑
D>0,ǫ(D)<x
h(D) log ǫ(D) ∼ 1
2
x2 as x→∞. (1.2)
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This yields that ∑
D>0,ǫ(D)<x
h(D) ∼ li(x2) as x→∞, (1.3)
where li(x) :=
∫ x
2
(log t)−1dt. The asymptotic formulas (1.2) and (1.3) follows from the prime
geodesic theorem (see, e.g. [Se] and [He]) for SL2(Z);
#{[γ]: the primitive hyperbolic conjugacy classes of SL2(Z),
the larger eigenvalue of γ is less than x} ∼ li(x2) as x→∞
and the one-to-one correspondence between the equivalence classes of the primitive indefinite
binary quadratic forms and the primitive conjugacy classes of SL2(Z). Such asymptotic
formulas have been extended to the binary quadratic forms over imaginary quadratic fields
[Sa2] and the ternary quadratic forms [DH] by the theory of trace formulas.
In the present paper, we study the growth of Sarnak-type class number sums over D ≡
a mod n for given a and n. The approach is as follows; (i) describe the relation between the
arithmetic property of the discriminants and the conjugacy classes in PSL2(Z/nZ), (ii) write
down the Tchebotarev-type prime geodesic theorems ([Sa1] and [Su]) as asymptotic formulas
for partial class number sums and (iii) arrange such asymptotic formulas. The main result,
Theorem 4.8, gives the detail expressions of the coefficients of the leading terms and (not
necessarily best-possible but) non-trivial estimates of the reminder terms.
For such asymptotic formulas, Raulf [Ra] already studied. The approach was quite
different, by reducing the problem to the estimation of the sums of special values of the
Dirichlet’s L functions with the class number formula. While she also gave expressions of
the coefficients of the leading terms, they were too complicated to be evaluated and the
estimates of the reminder terms are rough. Compared to her results, our leading terms are
simpler and the estimates of the reminder terms are sharper. In fact, the approximations
of the coefficients are smoothly computable as described in Example of Section 4.2. The
further advantage is that our approach will be arranged and extended easily. For example in
Theorem 4.11, discussing only the arithmetic properties of the discriminants, we obtain the
asymptotic formulas of the class number sums over fundamental discriminants in arithmetic
progressions. Moreover, after overcoming some problems for the prime geodesic theorems on
hyperbolic three manifolds, the results in this paper will be extended to the class number
sums of the binary quadratic forms over imaginary quadratic fields.
2 Prime geodesic theorem
Let H := {x+ y√−1 ∈ C | x, y ∈ R, y > 0} be the upper half plane with hyperbolic metric
and Γ a discrete subgroup of SL2(R) with vol(Γ\H) < ∞. Denote by Prim(Γ) the set of
primitive hyperbolic conjugacy classes of Γ and N(γ) the square of the larger eigenvalue of
γ ∈ Prim(Γ). For a finite dimensional unitary representation χ, it is known that
πΓ,χ(x) :=
∑
γ∈Prim(Γ)
N(γ)<x
trχ(γ) =
∑
0≤λj,χ≤1/4
li (xsj,χ) +RΓ,χ(x), (2.1)
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where λj,χ is the j-th eigenvalue of the Laplacian acting on the sections of the flat vector bun-
dle on Γ\H associated to the representation χ, sj,χ := 1/2+
√
1/4− λj,χ and RΓ,χ(x) is the
essential reminder term for the asymptotic behavior of πΓ,χ(x). Note that (2.1) is called by
the prime geodesic theorem for (Γ, χ) and RΓ,χ(x) is presently bounded by RΓ,χ(x) = O(x
3/4)
(see, e.g. [Se] and [He]). For the implied constant of its estimate of RΓ,χ(x), Jorgenson and
Kramer [JK] proved the following lemma.
Lemma 2.1. ([JK] and also Lemma 9.6.2 in [Bu]) Let Γ be a discrete subgroup of SL2(R)
with vol(Γ\H) < ∞ and χ a finite dimensional unitary representation of Γ. Then, there
exists a constant AΓ > 0 depending on Γ such that
|RΓ,χ(x)| ≤ dimχAΓx3/4 (2.2)
for sufficiently large x > 0.
Let Γ′ be a normal subgroup of Γ with [Γ : Γ′] <∞. Denote by G := Γ/Γ′ and ι : Γ→ G
the natural projection. According to [Sa1] and [Su], we have the following asymptotic formula
for a conjugacy class [g] in G.
πΓ(x; Γ
′, [g]) :=#{γ ∈ Prim(Γ) | ι(γ) ⊂ [g], N(γ) < x} ∼ #[g]
#G
li(x). (2.3)
This can be interpreted as an analogue of the Tchebotarev density theorem for algebraic
number fields (see, e.g. [Ar], [Ta] and [Tc]). Put
RΓ(x; Γ
′, [g]) := πΓ(x; Γ
′, [g])− #[g]
#G
li(x).
We now estimate RΓ(x; Γ
′, [g]) as follows.
Lemma 2.2. Let Γ be a discrete subgroup of SL2(R) with vol(Γ\H) < ∞ and Γ′ a normal
subgroup of Γ with [Γ : Γ′] < ∞. Then there exists a constant BΓ > 0 depending on Γ such
that
|RΓ(x; Γ′, [g])| ≤ #[g]BΓxcΓ,Γ′
for sufficiently large x > 0, where
cΓ,Γ′ := max
{
3/4, sj,χ | χ ∈ Gˆ, 0 < λj,χ ≤ 1/4
}
.
Proof. For an element g ∈ G, it holds that
∑
χ∈Gˆ
trχ(g−1)πΓ,χ(x) =
#G
#[g]
πΓ(x; Γ
′, [g]), (2.4)
(see [Su]). By virtue of (2.1), we have
πΓ(x; Γ
′, [g]) =
#[g]
#G
∑
χ∈Gˆ
trχ(g−1)

 ∑
0≤λj,χ≤1/4
li (xsj,χ) +RΓ,χ(x)

 .
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Put
R(1)(x) :=
#[g]
#G
∑
χ∈Gˆ
trχ(g−1)
∑
0<λj,χ≤1/4
li (xsj,χ) ,
R(2)(x, T ) :=
#[g]
#G
∑
χ∈Gˆ
trχ(g−1)RΓ,χ(x).
Due to Lemma 2.1, we get
∣∣R(2)(x, T )∣∣ ≤#[g]
#G
AΓx
3/4
∑
χ∈Gˆ
∣∣trχ(g−1)∣∣ dimχ ≤ #[g]AΓx3/4.
Since # {0 < λj,χ ≤ 1/4} ≤ B′Γ dimχ for some constant B′Γ > 0 depending on Γ ([Bur], [Zo]
and [JK]), we also have
∣∣R(1)(x)∣∣ ≤#[g]
#G
∑
χ∈Gˆ
∣∣trχ(g−1)∣∣ ∑
0<λj,χ≤1/4
li
(
xmax(sj,χ)
) ≤ #[g]B′Γli (xmax(sj,χ)) .
Thus we obtain the estimate in the lemma.
In Section 4, we will use Lemma 2.2 in the case that Γ = SL2(Z) and Γ
′ is a principal
congruence subgroup to get the main results. For such Γ and Γ′, it is known that λj,χ = 0
or λj,χ ≥ 975/4096 (see [Se], [LRS], [KS] and [Ki]). Then we can take cSL2(Z),Γˆ(n) = 3/4.
Remark that it has been proved that RΓ(x) ≪ x7/10 when Γ is a congruence subgroup
of SL2(Z) (see [LS], [LRS] and also [Ko]). While it is better than RΓ(x)≪ x3/4, we require
the estimate with implied constants as described in Lemma 2.1 and 2.2. Of course, getting
the estimate RΓ(x)≪ x7/10 with implied constants is not necessarily impossible, and it will
give better results if possible. However, discussing it is exhaustive and will make this paper
too heavy. Thus we will apply Lemma 2.2 in this paper.
3 Modular group and binary quadratic forms
3.1 Relations between the modular group and quadratic forms
Let
Q(x, y) = [a, b, c] := ax2 + bxy + cy2
be a binary quadratic form over Z with a, b, c ∈ Z and gcd(a, b, c) = 1. We call that
quadratic forms Q and Q′ are equivalent and write Q ∼ Q′ if there exists g ∈ SL2(Z)
such that Q(x, y) = Q′
(
(x, y).g
)
. Denote by h(D) the number of equivalence classes of the
quadratic forms of given D = b2 − 4ac. Let D = D(Q) := b2 − 4ac be the discriminant of
[a, b, c]. It is known that, if D > 0, then there are infinitely many positive solutions (t, u)
of the Pell equation t2 − Du2 = 4. Put (tj, uj) = (tj(D), uj(D)) the j-th positive solution
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of t2 − Du2 = 4 and ǫj(D) := (tj(D) + uj(D))/2. Note that ǫ(D) = ǫ1(D) is called by the
fundamental unit of D in the narrow sense, and it holds that ǫj(D) = ǫ(D)
j.
For a quadratic form Q = [a, b, c] and a solution (t, u) of t2 −Du2 = 4, we put
γ
(
Q, (t, u)
)
:=


t+ bu
2
−cu
au
t− bu
2

 ∈ SL2(Z). (3.1)
Conversely, for γ = (γi,j)1≤i,j≤2 ∈ SL2(Z), we put
tγ := γ11 + γ22, uγ := gcd (γ21, γ11 − γ22,−γ12),
aγ := γ21/uγ, bγ := (γ11 − γ22)/uγ, cγ := −γ12/uγ, (3.2)
Qγ := [aγ , bγ , cγ], Dγ :=
t2γ − 4
u2γ
= b2γ − 4aγcγ .
It is known that (3.1) and (3.2) gives a one-to-one correspondence between equivalence classes
of primitive binary quadratic forms D > 0 and the elements of Prim(SL2(Z)). We now note
the following elementary facts without proof (see, e.g. [G]).
Fact 3.1. Suppose that γ, γ1, γ2 ∈ SL2(Z) are not in any finite group in SL2(Z). Then we
have
1. γ(Qγ, (tγ, uγ)) = γ.
2. D(Q) = Dγ(Q,(t,u)) for any t, u ≥ 1 with t2 −Du2 = 4, and Dγ = D(Qγ).
3. (tγ(Q,(t,u)), uγ(Q,(t,u))) = (t, u), and (tγ , uγ) coincides one of (tj(D), uj(D)).
4. If Qγ1 = Qγ2 then Qγ1γ2 = Qγ1 = Qγ2, and (tγ1γ2 , uγ1γ2) =
(
1
2
(tγ1tγ2 +Duγ1uγ2
)
, 1
2
(tγ1uγ2+
tγ2uγ1)
)
.
5. Qg−1γg(x, y) = Qγ
(
(x, y).g
)
for any g ∈ SL2(Z).
Since N(γ) for γ ∈ Prim(SL2(Z)) coincides ǫ1(D)2 of corresponding quadratic form, the
prime geodesic theorem for SL2(Z) yields the following asymptotic formula.
πSL2(Z)(x
2) =
∑
D∈D
ǫ(D)<x
h(D) = li(x2) +RSL2(Z)(x
2),
where D := {D > 0 | D ≡ 0, 1 mod 4, not square}.
3.2 On PSL2(Z/nZ)
First we prepare some notations.
For integers n,m ≥ 1, m ||n means that m | n and gcd(m,n/m) = 1, and nm denotes
the maximal divisor of n relatively prime to m. For an integer n ≥ 1, let
Zn :=Z/nZ, Z
(2)
n := Z
∗
n/ (Z
∗
n)
2 ,
Γˆ(n) :=Ker
(
SL2(Z)
proj.→ PSL2(Zn)
)
={γ ∈ SL2(Z) | γ ≡ αI mod n, α2 ≡ 1 mod n}.
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The subgroup Γˆ(n) of SL2(Z) is called by the principle congruence subgroup of level n. If
the factorization of n is n =
∏
p p
r then
Γˆ(n) =
⋂
p|n
Γˆ(pr),
v(n) := [SL2(Z) : Γˆ(n)] = #PSL2(Zn) =
∏
p|n
p3r−2(p2 − 1)
#Z
(2)
pr
.
Note that (see, e.g. [G])
#Z
(2)
pr =


1, (pr = 2),
2, (pr = 4 or 2 ∤ p),
4, (p = 2, r ≥ 3).
We now prepare the following lemma.
Lemma 3.1. Let n ≥ 1 be an integer and γ ∈ SL2(Z). Then γ ∈ Γˆ(n) if and only if n | uγ.
The proof for prime n was already done in [Sa1], and its generalization to composite n
is similar.
Let p be a prime and k, r ≥ 1 integers. Due to (3.1) and Lemma 3.1, we can express the
element γ ∈ Γˆ(pk)− Γˆ(pk+1) in PSL2(Zpr+k) by
γ ≡


T +Bpk
2
Apk
−Cpk T − Bp
k
2

 mod pr+k, (3.3)
where A ≡ aγ(uγ/pk), B ≡ bγ(uγ/pk), C ≡ cγ(uγ/pk) mod pr and T ≡ tγ mod pr+k. Note
that pk ||uγ and T satisfies
T 2 ≡ 4 + (B2 − 4AC)p2k mod
{
2r+k+2 (p = 2),
pr+k (p ≥ 3). (3.4)
Let un := (uγ)n and D(n) = (Dγ)(n) := u
2
nDγ. We see that D(p) = B
2 − 4AC.
We now prove the following proposition as a preparation for the main theorem.
Proposition 3.2. Let r, k be integers, p a prime number and δ ∈ Zpr . Put
T (δ; pr, k) := #
{
T ∈ Zpr+k
∣∣∣ T 2 ≡ 4 + δp2k mod
{
2r+k+2 (p = 2)
pr+k (p ≥ 3)
}
,
A(δ; pr) := #{(A,B,C) ∈ Z3pr ∣∣ p ∤ gcd(A,B,C), B2 − 4AC ≡ δ mod pr} ,
Γˆ(δ; pr, k) :=
{
γ ∈ PSL2(Zpr+k)
∣∣∣ D(p) ≡ δ mod pr} .
Then it holds that
#Γˆ(δ; pr, k) = T (δ; pr, k)A(δ; pr)/#Z(2)pr .
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Furthermore, T (δ; pr, k) and A(δ; pr) are given as follows.
T (δ; 2r, k) =


4, (32 | 22kδ),
2l+1, (k = 0, δ ≡ −4 + 22lα2 mod 2r+2, 0 ≤ l ≤ r/2),
2[r/2], (k = 0, δ ≡ −4 mod 2r+2,
or k = 0, δ ≡ −4 + 2r+1 mod 2r+2, r is odd),
0, (otherwise),
T (δ; pr, k) =


2, (p | δp2k),
2pl, (k = 0, δ ≡ −4 + α2p2l mod pr, 0 ≤ l < r/2),
p[r/2], (k = 0, δ ≡ −4 mod pr),
0, (otherwise),
,
A(δ; 2r+2) =


3× 22r−2, (δ ≡ 1 mod 8) ,
22r−2, (δ ≡ 5 mod 8) ,
3× 22r−3, (4 | δ),
0, (otherwise),
A(δ; pr) =


p2r−1(p+ 1), ((δ/p) = 1) ,
p2r−1(p− 1), ((δ/p) = −1) ,
p2r−2(p2 − 1), (p | δ),
where p is an odd prime and α ∈ Z∗2r+2 or Z∗pr .
Proof. We first note that T (δ; pr, k) does not depend on (A,B,C) but δ. Then we have
#Γˆ(δ; pr, k) = T (δ; pr, k)A(δ; pr)/#Z(2)pr .
Next, compute T (δ; pr, k). The equation is
T 2 ≡ 4 + δp2k mod
{
2r+k+2 (p = 2)
pr+k (p ≥ 3) .
It is easy to see that this has solutions if and only if 4 + δp2k ≡ p2lα2 or ≡ 0 for some l ≥ 0
and α ∈ Z∗pr . The solutions of T 2 ≡ α2p2l mod pr are written in the form T ≡ ±αpl + βpr−l
for β ∈ Zpl when p ≥ 3, and are T ≡ ωαpl + β2r−l−1 for ω ∈ Z(2)pr and β ∈ Zpl+1 when p = 2.
On the other hand, the solutions of T 2 ≡ 0 mod pr are in the form T ≡ βpl with 2l ≥ r.
Thus we can get T (δ; pr, k) as described in the proposition.
Finally, we compute A(δ; pr).
The case of δ ≡ 5 mod 8, p = 2. In this case, B must be odd and the number of such B is
2r−1. Since (δ − B2)/4 is odd, C is given by C ≡ A−1 δ−B2
4
for given A ∈ Z∗2r and B. Thus
we have A(δ; 2r+2) = 2r−1 × 2r−1 = 22r−2.
The case of 4 | δ, p = 2. When 4 | δ, B must be even. If (δ − B2)/4 6≡ 0 mod 2, then C is
determined by C ≡ A−1 δ−B2
4
for given A ∈ Z∗2r and B. Then the number of such (A,B,C)
is 2r−2 × 2r−1 = 22r−3. If (δ − B2)/4 ≡ 0 mod 2, then 2 | AC. Since 2 ∤ gcd(A,B,C), one of
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A,C is odd. This means that the number of such (A,B,C) is 2r−2× 2× 2r−1 = 22r−2. Thus
we have A(δ; 2r+2) = 22r−3 + 22r−2 = 3× 22r−3.
The case of δ ≡ 1 mod 8, p = 2. In this case, B must be odd and AC even. Putting
B = 1 + 2B1 and δ = 1 + 8δ1 into the equation B
2 − 4AC ≡ δ mod 2r+2, we have
B21 +B1 ≡ δ1 +
AC
2
mod 2r−1.
If the right hand side of the above is even, then there are two B1 ∈ Z2r−1, and if it is odd
then there are no such B1. It is easy to see that the number of (A,C) with 2 | AC and
2 | AC
2
− δ1 is 3× 22r−3. Thus we have A(δ; 2r+2) = 3× 22r−3 × 2 = 3× 22r−2.
The case of (δ/p) = −1, p ≥ 3. When (δ/p) = −1, we have δ − B2 = 4AC 6≡ 0 mod p for
any B ∈ Zpr . Then C is uniquely determined by C ≡ (4A)−1(δ−B2) for given B ∈ Zpr and
A ∈ Z∗pr . Thus we have A(δ; pr) = pr × pr−1(p− 1) = p2r−1(p− 1).
The case of p | δ, p ≥ 3. When p ∤ B, C is uniquely determined by C ≡ (4A)−1(δ −
B2) mod pr for given A ∈ Z∗pr . Then the number of such (A,B,C) is pr−1(p−1)×pr−1(p−1) =
p2r−2(p−1)2. When p | B, we have p | AC. Since p ∤ gcd(A,B,C), one of A, C is not divided
by p. Then the number of such (A,B,C) is pr−1× 2× pr−1(p− 1) = 2p2r−2(p− 1). Thus we
have A(δ; pr) = p2r−2(p− 1)2 + 2p2r−2(p− 1) = p2r−2(p2 − 1).
The case of (δ/p) = 1, p ≥ 3. When (δ/p) = 1, there are B ∈ Zpr such that p | δ − B2.
Since the number of B ∈ Zpr with B2 ≡ δ mod pl (1 ≤ l ≤ r) is 2pr−l, the number of B ∈ Zpr
with pl || δ −B2 is pr−1(p− 2) for l = 0, 2pr−l−1(p− 1) for 1 ≤ l ≤ r − 1 and 2 for l = r.
When p ∤ δ − B2, C is uniquely determined by C ≡ (4A)−1(δ − B2) for given A ∈ Z∗pr .
Then the number of such (A,C) is pr−1(p − 1). When δ − B2 ≡ αpl for 1 ≤ l ≤ r − 1 and
α ∈ Z∗pr−l, A,C are given by A ≡ a1pl1 and C ≡ c1pl−l1 for 0 ≤ l1 ≤ l, a1 ∈ Z∗pr−l and
c1 ∈ Z∗pr+l1−l. Since a1c1 ≡ α mod pr−l, we see that the number of such (a1, c1) is pr−1(p− 1)
for given l and l1. When p
r | δ − B2, A and C are given by A ≡ a1pl1 and C ≡ c1pr−l1 for
0 ≤ l1 ≤ r, a1 ∈ Z∗pr−l1 and c1 ∈ Zpl1 . Then the number of such (A,C) is∑
0≤l1≤r−1
pr−l1−1(p− 1)× pl1 + pr = (r + 1)pr − rpr−1.
Thus we get
A(δ; pr) =pr−1(p− 2)pr−1(p− 1) +
∑
1≤l≤r−1
2pr−l−1(p− 1)(l + 1)pr−1(p− 1)
+ 2
(
(r + 1)pr − rpr−1)
=p2r−1(p+ 1).
4 Main results
Let C be a “condition” for D ∈ D and D(C) the set of D ∈ D satisfying the condition C.
For example, D(D ≡ 1 mod 4) is the set of D ∈ D with D ≡ 0, 1 mod 4. For a condition C,
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denote by
π(x; C) :=
∑
D∈D(C)
ǫ(D)<x
h(D).
If π(x, C)/li(x2) converges as x→∞, put
η(C) := lim
x→∞
π(x, C)
li(x2)
,
R(x; C) :=π(x, C)− η(C)li(x2).
The aim in this section is to study π(x; C) when C is given by the arithmetic progressions.
4.1 Lemmas
Lemma 4.1. Let n1, n2 ≥ 1 be integers and δ ∈ Zn1. Then η(Dn1 ≡ δ mod n1, n2 | u) exists
and
|R(x;D(n1) ≡ δ mod n1, n2 | u)|
≤ η(D(n1) ≡ δ mod n1, n2 | u)v(n1n2)BSL2(Z)x3/2.
Proof. Due to Fact 3.1, we see that the element
γ ≡


t+Bn2
2
An2
−Cn2 t− Bn2
2

 mod n1n2
with δ ≡ B2 − 4AC mod n1 and n1 ∤ gcd(A,B,C) corresponds to the quadratic form with
D(n1) ≡ δ mod n1 and n2 | u. Then, according to Lemma 2.2, we have
π(x;D(n1) ≡ δ mod n1, n2 | u)
=
∑
[g]∈Conj(SL2(Z))
(Dg)(n1)≡δ mod n1,n2|ug
#[g]πSL2(Z)
(
x; Γˆ(n1n2), [g]
)
.
Thus we get
η(D(n1) ≡ δ mod n1, n2 | u) =
∑
[g]
#[g]
v(n1n2)
,
|R(x;D(n1) ≡ δ mod n1, n2 | u)| =
∣∣∣∣∣∣
∑
[g]
RSL2(Z)
(
x2; Γˆ(n1n2), [g]
)∣∣∣∣∣∣ ≤
∑
[g]
#[g]BSL2(Z)x
3/2,
and the lemma follows immediately.
When n1, n2 are powers of the same prime p, we can easily find the following lemma.
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Lemma 4.2. Let p be a prime number, k ≥ 0, r ≥ 1 integers and δ ∈ Zpr . Then we have
η
(
D(p) ≡ δ mod pr, pk ||u) = #Γˆ(δ, pr, k)
v(pr+k)
,
where #Γˆ(δ, pr, k) is explicitly calculated in Proposition 3.2.
For composite n1, we give the following lemmas.
Lemma 4.3. Let n1, n2 ≥ 1 be integers relatively prime to each other and fix [g] a conjugacy
class in PSL2(Zn1n2). Then we have
#[g] =#[g]n1#[g]n2,
where [g]n1, [g]n2 are the sets of g1 ∈ PSL2(Zn1) with g1 ≡ g mod n1 and g2 ∈ PSL2(Zn2)
with g2 ≡ g mod n2 for some g ∈ [g] respectively.
Proof. See the discussions in the proof of Proposition 4.5 in [HW].
Lemma 4.4. Let n1, n2 ≥ 1 be integers and n1 = pr11 · · · prll the factorization of n1. Denote
by m1 the maximal divisor of n2 relatively prime to n1, namely n2 = p
k1
1 · · · pkll m1 for some
k1, · · · , kl ≥ 0 and relatively prime m1, n1 ≥ 1. Then we have
η (D(n1) ≡ δ mod n1, n2 | u)
= η(m1 | u)
l∏
i=1
η
(
D(pi) ≡ (n1)2piδ mod pri, pkii | u
)
.
Proof. We first note that the condition “D(n1) ≡ δ mod n1, n2 | u” is equivalent that
“D(pi) ≡ (n1)2piδ mod pri, pkii | u for any 1 ≤ i ≤ l and m1 | u”. As discussed in the
proofs of Lemma 4.1 and 3.1, it holds that
η (D(n1) ≡ δ mod n1, n2 | u) =
∑
[g]∈Conj(PSL2(Zn1n2 ))
(Dg)(n1)≡δ mod n1,n2|ug
#[g]
v(n1n2)
,
η
(
D(pi) ≡ (n1)2piδ mod pri, pkii | u
)
=
∑
[g]∈Conj(PSL2(Zn1n2 ))
(Dg)(pi)≡(n1)2piδ mod p
ri
i
p
ki
i |ug
#[g]
v(pri+kii )
,
η(m1 | u) = 1
v(m1)
.
Then the desired result can follow easily from Lemma 4.3.
We now prove the following proposition. This is important to prove the main theorems.
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Proposition 4.5. Let p be a prime number, r ≥ 1 an integer and δ ∈ Zpr . Then η(D(p) ≡
δ mod pr) exists with
η(D(p) ≡ δ mod pr) =
∞∑
k=0
η(D(p) ≡ δ mod pr, pk ||u) =
∞∑
k=0
#Γˆ(δ, pr, k)
v(pr+k)
,
and the reminder term is estimated by
|R(x;D(p) ≡ δ mod pr)| ≤
⌊logp x⌋∑
k=0
#Γˆ(δ, pr, k)BSL2(Z)x
3/2.
Proof. Since u2 is a divisor of t2 − 4, we have u < t < ǫ(D) + 1. Then we see that
π(x;D(p) ≡ δ mod pr) =
∑
k≥0,pk<x
π(x;D(p) ≡ δ mod pr, pk ||u).
Divide the right hand side of the above as follows.∑
k
(
η(∗)li(x2) +R(∗)) =: L1(x)li(x2) + L2(x).
Since η(D(p) ≡ δ mod pr, pk ||u) ≤ η(pk | u) = v(pk)−1 ≤ Cp−3k, we have
L1(x) = lim
x→∞
L1(x) +O(x
−3).
The estimation of R(x;D(p) ≡ δ mod pr, pk ||u) directly follows from Lemma 4.1. Thus we
can get the desired result.
Combining Proposition 3.2 and 4.5, we can get the explicit values of η(D(p) ≡ δ mod pr)
as follows.
Corollary 4.6. Let p be a prime, r ≥ 1 an integer and δ ∈ Zpr . Then η(D(p) ≡ δ mod pr)
is described as follows.
The case of p = 2.
η(D(2) ≡ δ mod 2r+2) = 1
7× 2r+4
×


1, (δ ≡ 1 mod 8),
75, (δ ≡ 5 mod 8),
4 + 7× 2l+4, (δ ≡ −4 + α222l mod 2r+2, 2 ≤ l < r/2),
4 + 7× 2[r/2]+3, (δ ≡ −4 mod 2r+2, or 2 ∤ r, δ ≡ −4 + 2r+1 mod 2r+2),
4, (4 || δ, otherwise),
25, (8 || δ or 16 || δ),
28, (32 | δ),
0, (otherwise).
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The case of p ≥ 3.
η(D(p) ≡ δ mod pr) = 1
pr−1(p2 − 1)(p3 − 1)
×


(
2 + p[r/2](p3 − 1))(p + (δ
p
))
, (p ∤ δ, δ ≡ −4 mod pr) ,
2
(
1 + pl(p3 − 1))(p+ (δ
p
))
,
(
p ∤ δ, δ ≡ −4 + α2p2l mod pr,
0 ≤ l < r/2),
2
(
p +
(
δ
p
))
, (p ∤ δ, otherwise) ,
2p2(p2 − 1), (p | δ).
We further prepare the following lemma. This will be used to estimate the reminder
terms in the main theorems.
Lemma 4.7. Let x, T > 0 be large numbers with T ≪ x. Then we have
π(x;m | u for m > T ) =O(x2T−2+ǫ),
π(x;m2 | D for m > T ) =O(x2T−1+ǫ)
for any ǫ > 0, where the implied constants depend on ǫ.
Proof. It is known (see, e.g. [Mo]) that there exists a constant C > 0 such that
h(D) ≤ C
√
D logD
log ǫ(D)
.
Then, according to Fact 3.1, we get
π(x;m | u for m > T ) < C
∑
m>T
∑
u≥m
m|u
∑
3≤t≤x
u2|t2−4
√
t2 − 4
u2
log
t2 − 4
u2
log t
< C
∑
m>T
∑
u≥m
m|u
u−1
∑
3≤t≤x
u2|t2−4
t.
Since u2 | t2 − 4 is equivalent that t ≡ ±2 mod p2k for any pk ||u, we have
π(x;m | u for m > T ) < C
∑
m>T
∑
u≥m
m|u
2ω(u)
u3
x2,
where ω(u) is the number of distinct prime factors of u. Thus the estimate∑
u<Y
2ω(u) = O(Y ǫ), (4.1)
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due to [HarWr], gives
π(x;m | u for m > T ) <C
∑
m>T
∑
u
2ω(u)
m3u3
x2 < C
∑
m>T
2ω(m)
m3−ǫ
x2 = O(x2T−2+ǫ).
This completes the first estimation in the lemma.
Similarly, we see that
π(x;m2 | D for m > V ) <
∑
m>V
∑
u<x/m
1
u
∑
t<x
t2−4|m2u2
t <
∑
m>V
∑
u<x/m
2ω(mu)
u3m2
x2.
Then we can get the second estimate due to (4.1).
4.2 Main theorem
The main result in this paper is as follows.
Theorem 4.8. Let n ≥ 1 be an integer with the factorization n = ∏p|n pr and δ ∈ Zn. For
α ∈ Z∗n, denote by
W (α;n) := ξ(n)
∑
m≥1,m≡α mod n
β(m),
where
ξ(n) :=
∏
p∤n
(
1− v(p)−1) = ∏
p∤n,p 6=2
(
1− 2
p(p2 − 1)
)
×


5
6
, (2 ∤ 2),
1, (n | 2),
β(m) :=
∏
p|m
v(pl)−1 − v(pl+1)−1
1− v(p)−1 =
∏
p|m,p 6=2
2p−3l
p3 − 1
p3 − p− 2 ×


1, (e = 0),
3
20
, (e = 1),
3
80
, (e = 2),
7
5× 23e−2 , (e ≥ 3),
for m = 2e
∏
p|m,p 6=2 p
l. Then η(D ≡ δ mod n) exists and satisfies that
η(D ≡ δ mod n) =
∑
α∈Z∗n
W (α;n)
∏
p|n
η(D(p) ≡ δα2 mod pr).
The reminder term is estimated by
R(x;D ≡ δ mod n) = O (x5/3+ǫ)
for any ǫ > 0, where the implied constant depends on n and ǫ.
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Remark 4.9. It is easy to see that ∑
α∈Z∗n
W (α;n) = 1.
Then it holds that
η (D ≡ δ mod n) =
∏
p|n
η (D(p) ≡ δ mod pr) . (4.2)
if the value ∏
p|n
η(D(p) ≡ δα2 mod pr)
does not depend on α ∈ Z∗n. For example, we have
η(n | D) =
∏
p|n
η (pr | D(p)) . (4.3)
Remark 4.10. Let {χ} be the set of Dirichlet’s characters modulo n and ϕ(n) := #Z∗n.
Then W (α;n) is written by
W (α;n) :=
1
ϕ(n)
∑
χ mod n
χ(α−1)ξ(n)
∑
m≥1,gcd(n,m)=1
χ(m)β(m).
Since χ(n1n2) = χ(n1)χ(n2) and β(n1n2) = β(n1)β(n2) for relatively prime n1, n2, we get∑
m≥1,gcd(n,m)=1
χ(m)β(m) =
∏
p∤n
∑
l≥0
χ(pl)β(pl).
Calculating the above carefully, we can obtain the following expression of W (α;n) like the
Euler product.
W (α;n) =
1
ϕ(n)
∑
χ mod n
χ(α−1)
∏
p≥3,p∤n
(
1 +
2p2(χ(p)− 1)
(p2 − 1)(p3 − χ(p))
)
×


1, (2 | n),(
1 +
(χ(2)− 1)(32 + 4χ(2) + χ(2)2)
24(8− χ(2))
)
, (2 ∤ n).
(4.4)
Proof. Let T > 0 be a number with T ≪ x. Then, according to Lemma 4.7, we have
π(x;D ≡ δ mod n) = π(x;D ≡ δ mod n, u < T ) +O(x2T−2+ǫ). (4.5)
Since D(n) = u2nD for given n, the first term in the right hand side is described as follows.
π(x;D ≡ δ mod n, u < T ) =
∑
m<T
π(x;D ≡ δ mod n, u = m)
=
∑
α∈Z∗n
∑
mn≡α mod n
m<T
π
(
x;D(n) ≡ δα2 mod n, u = m) .
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Here, the condition “u = m” is equivalent to “m | u and mm1 ∤ u for any m1 > 1”. Then
we have
π(x;D ≡ δ mod n, u < T )
=
∑
α∈Z∗n
∑
mn≡α mod n
m<T
∑
m1<T/m
µ(m1)π(x;D(n) ≡ δα2 mod n,mm1 | u)
=
∑
α∈Z∗n
∑
mn≡α mod n
m<T
∑
m1<T/m
µ(m1)
(
η(D(n) ≡ δα2 mod n,mm1 | u)li(x2)
+R(x;Dm ≡ δα2 mod n,mm1 | u)
)
=:S1(T )li(x
2) + S2(T, x),
where µ(m) is the Mo¨bius function. Due to Lemma 4.1, 4.2 and 4.4, we get
|S2(U, x)|
≤C
∑
α∈Z∗n
∑
mn≡α mod n
m<T
∑
m1<T/m
η(Dm ≡ δα2 mod n,mm1 | u)v(nmm1)x3/2
≤C
∑
α∈Z∗n
∑
mn≡α mod n
m<T
∑
m1<T/m
n3x3/2 ≤ C ′n3x3/2T log T (4.6)
for some C > 0. On the other hand, since η (D(n) ≡ δα2 mod n,mm1 | u) ≤ η(mm1 | u) =
v(mm1)
−1 ≤ C(mm1)−3, we have
S1(T ) = lim
T→∞
S1(T ) +O(T
−2). (4.7)
Thus, combining (4.5), (4.6) and (4.7), we get
η(D ≡ δ mod n)
=
∑
α∈Z∗n
∑
mn≡α mod n
m<T
∑
m1<T/m
µ(m1)η(D(n) ≡ δα2 mod n,mm1 | u),
R(x;D ≡ δ mod n) = O(x3/2T log T ) +O(T−2+ǫx2).
Taking T = x1/6, we can estimate the reminder term as in the theorem.
We now study η(D ≡ δ mod n). Denote by n = pr11 · · · prll the factorization of n. First
calculate the sum over m1.∑
m1
µ(m1)η(D(n) ≡ δα2 mod n,mm1 | u)
=
∑
m1:gcd(m1,n)=1
µ(m1)
∑
0≤k′
1
,··· ,k′
l
≤1
(−1)k′1+···+k′lη
(
D(n) ≡ δα2 mod n, pk′11 · · · pk
′
l
l mm1 | u
)
=
∑
m1:gcd(m1,n)=1
µ(m1)η
(
D(n) ≡ δα2 mod n,mm1 | u, pimm1 ∤ u(∀i)
)
.
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Next, take the sum over m. Due to Lemma 4.4, we have∑
m:mn≡α mod n
∑
m1:gcd(m1,n)=1
µ(m1)η
(
D(n) ≡ δα2 mod n,mm1 | u, pimm1 ∤ u(∀i)
)
=
∑
m:gcd(m,n)=1
m≡α mod n
∑
k1,··· ,kl≥0
∑
m1:gcd(m1,n)=1
µ(m1)
× η (D(n) ≡ δα2 mod n,mm1 | u, pkii ||u(∀i))
=
∑
m:gcd(m,n)=1
m≡α mod n
∑
m1:gcd(m1,n)=1
µ(m1)η(mm1 | u)
l∏
i=1
(∑
ki≥0
η
(
D(pi) ≡ n2piδα2 mod prii , pkii ||u
))
=
l∏
i=1
η
(
D(pi) ≡ n2piδα2 mod prii
) ∑
m:gcd(m,n)=1
m≡α mod n
∑
m1:gcd(m1,n)=1
µ(m1)η(mm1 | u).
Let m = qi11 · · · qitt be the factorization of m. Since η(ab | u) = η(a | u)η(b | u) for relatively
prime a, b, we have ∑
m1:gcd(m1,n)=1
µ(m1)η(mm1 | u)
=
∑
m1:gcd(m1,nm)=1
∑
0≤j1,··· ,jt≤1
µ(qj11 · · · qjtt m1)η(qi1+j11 · · · qit+jtt m1 | u)
=
∑
m1:gcd(m1,nm)=1
µ(m1)η(m1 | u)
t∏
k=1
(
η(qikk | u)− η(qik+1k | u)
)
=
∏
p∤nm
(1− η(p | u))
t∏
k=1
(
η(qikk | u)− η(qik+1k | u)
)
.
Since η(n | u) = v(n)−1, the above coincides ξ(n)β(m) and then the expression of η(D ≡
δ mod n) in the theorem follows immediately.
Example. As an example, we study the case of n = 5. According to Theorem 4.8, we have
η(D ≡ 0) =η(D(5) ≡ 0),
η(D ≡ 1) =η(D(5) ≡ 1)W1 + η(D(5) ≡ 4)W2,
η(D ≡ 2) =η(D(5) ≡ 2)W1 + η(D(5) ≡ 3)W2,
η(D ≡ 3) =η(D(5) ≡ 3)W1 + η(D(5) ≡ 2)W2,
η(D ≡ 4) =η(D(5) ≡ 4)W1 + η(D(5) ≡ 1)W2,
where W1 := W (1; 5) +W (4; 5) and W (2) := W (2; 5) +W (3; 5). Due to Corollary 4.6, we
see that
η(D(5) ≡ 0) = 25
62
, η(D(5) ≡ 1) = 63
248
, η(D(5) ≡ 2) = 125
372
,
η(D(5) ≡ 3) = 1
372
, η(D(5) ≡ 4) = 1
248
.
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We can compute that W1 = 0.80233 · · · and W2 = 0.19766 · · · . Thus we get the following
approximations.
η(D ≡ 0) =0.40322 · · · ,
η(D ≡ 1) =0.20461 · · · , η(D ≡ 2) = 0.27013 · · · ,
η(D ≡ 3) =0.06857 · · · , η(D ≡ 4) = 0.05344 · · · .
4.3 For fundamental discriminants
Let d be D when the square free factor of D is 1 modulo 4 and D/4 otherwise. Denote by
Nsf the set of positive square free integers. Raulf [Ra] proved that
η(d ∈ Nsf) = 75
112
∏
p≥3
(
1− 2p
p3 − 1
)
= 0.42699 · · · ,
R(x; d ∈ Nsf) =O(x2−ǫ)
for some ǫ > 0. We now extend it as follows.
Theorem 4.11. Let n ≥ 1 be an integer factored by n = 2e∏p|n pr and δ ∈ Zn. Then
η(d ∈ Nsf , d ≡ δ mod n) exists and satisfies that
η(d ∈ Nsf , d ≡ δ mod n)
=
∏
p∤2n
(
1− 2p
p3 − 1
) ∑
α∈Z∗
n′
W (α;n′)
×
[
η(D(2) ≡ 1 mod 4, D(2) ≡ δα2 mod 2e)
∏
p|n
η(D(p) ≡ δα2 mod pr, p2 ∤ D)
+ η(D(2) ≡ 8, 12 mod 16, D(2) ≡ 4δα2 mod 2e+2)
∏
p|n
η(D(p) ≡ 4δα2 mod pr, p2 ∤ D)
]
,
where n′ := lcm(16, 4n,
∏
p|n p
2). The reminder term is estimated by
R(d ∈ Nsf , d ≡ δ mod n) = O(x25/13+ǫ).
Proof. Due to Lemma 4.7, we have
π(x; d ∈ Nsf , d ≡ δ mod n)
= π(x; d ∈ Nsf , d ≡ δ mod n, u < T ) +O(T−2+ǫx2). (4.8)
By the definition of d, we see that
π(x; d ∈ Nsf , d ≡ δ mod n, u < T )
=
∑
1≤m≤x
odd
µ(m)
(
π(x;D ≡ δ mod n,D ≡ 1 mod 4, m2 | D, u < T )
+ π(x;D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D, u < T )
)
.
18 Y. Hashimoto
Divide the sum above by
∑
m<x
=
∑
m<U
+
∑
m≥U
=: M1(x, T, U) +M2(x, T, U),
where U > 0 is a large number with U ≪ x. According to Lemma 4.7, we have
M2(x, T, U) = O(U
−1+ǫx2). (4.9)
We further divide M1(x, T, U) by
M1(x, T, U) =
∑
π(x; C) =
∑
η(C)li(x2) +
∑
R(x; C)
=: M11(T, U)li(x
2) +M12(x;T, U).
According to Corollary 4.6 and Theorem 4.8, we see that
η(D ≡ δ mod n,D ≡ 1 mod 4, m2 | D, u < U) ≤ η(m2 | D) ≤ Cm−2 (4.10)
for some C > 0 and η(D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D, u < U) is similarly. Then
we have
M11(T, U) = lim
T,U→∞
M11(T, U, x) +O(U
−1). (4.11)
On the other hand, by taking discussions similar to S2(T, x) in the proof of Theorem 4.8, we
can estimate
|M2(T, U, x)| ≤C
∑
m<U
n3m4x3/2T log T = O
(
U5T 1+ǫx3/2
)
. (4.12)
Combining (4.8), (4.9), (4.11) and (4.12), we get
η(d ∈ Nsf , d ≡ δ mod n)
=
∑
m≥1
odd
µ(m)
(
η(D ≡ δ mod n,D ≡ 1 mod 4, m2 | D)
+ η(D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D)
)
,
R(x; d ∈ Nsf , d ≡ δ mod n) = O(U−1+ǫx2) +O(T−2+ǫx2) +O(U5T 1+ǫx3/2).
Thus the estimate of the reminder term in the theorem follows immediately from the above
with T = x1/26 and U = x1/13.
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We now arrange the expressions of η(d ∈ Nsf , d ≡ δ mod n). Change the sum over m by
η(d ∈ Nsf , d ≡ δ mod n)
=
∑
m:gcd(m,2n)=1
∑
0≤j1,··· ,jl≤1
µ(m)(−1)j1+···+jl
×
(
η(D ≡ δ mod n,D ≡ 1 mod 4, m2 | D, p2jii | D(∀i))
+ η(D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D, p2jii | D(∀i))
)
=
∑
m:gcd(m,2n)=1
µ(m)
(
η(D ≡ δ mod n,D ≡ 1 mod 4, m2 | D, p2i ∤ D(∀i))
+ η(D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D, p2i ∤ D(∀i))
)
.
According to Theorem 4.8, we have
η(D ≡ δ mod n,D ≡ 1 mod 4, m2 | D, p2i ∤ D(∀i))
=
∑
α∈Z∗
n′m2
W (α;n′m2)η(m2 | D)η(D(2) ≡ 1 mod 4, D(2) ≡ δα2 mod 2e)
×
l∏
i=1
η(D(pi) ≡ δα2 mod prii , p2i ∤ D).
Similarly, we have
η
(
D ≡ 4δ mod 4n,D ≡ 8, 12 mod 16, m2 | D, p2i ∤ D(∀i)
)
=
∑
α∈Z∗
n′m2
W (α;n′m2)η(m2 | D)η(D(2) ≡ 8, 12 mod 16, D(2) ≡ 4δα2 mod 2e+2)
×
l∏
i=1
η(D(pi) ≡ 4δα2 mod prii , p2i ∤ D).
Thus the following formula holds.
η(d ∈ Nsf , d ≡ δ mod n) =
∑
m≥1,gcd(m,2n)=1
µ(m)η(m2 | D)
∑
α∈Z∗
n′m2
W (α;n′m2)σ(α;n′),
where
σ(α;n′)
:=η(D(2) ≡ 1 mod 4, D(2) ≡ δα2 mod 2e)
∏
p|n
η(D(p) ≡ δα2 mod pr, p2 ∤ D)
+ η(D(2) ≡ 8, 12 mod 16, D(2) ≡ 4δα2 mod 2e+2)
∏
p|n
η(D(p) ≡ 4δα2 mod pr, p2 ∤ D).
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By the definition of W (∗; ∗), we get
η(d ∈ Nsf , d ≡ δ mod n) =
∑
m≥1,gcd(m,2n)=1
µ(m)η(m2 | D)
∑
α∈Z∗
n′
W (α;n′)σ(α;n′).
According to Remark 4.9, we have
η(m2 | D) =
∏
p|m
η(pi | D(p)) =
∏
p|m
2p3−i
p3 − 1
for 2 ∤ m and m =
∏
p|m p
i. Thus the desired result follows immediately.
Example. Study the case of n = 5. According to Theorem 4.11, we have
η(d ∈ Nsf , d ≡ 0 mod 5) =Ωη(5 ||D(5))
{
η(D(2) ≡ 1 mod 4)
+ η(D(2) ≡ 8, 12 mod 16)},
η(d ∈ Nsf , d ≡ 1 mod 5) =Ω [V1η(D(5) ≡ 1 mod 5) + V2η(D(5) ≡ 4 mod 5)] ,
η(d ∈ Nsf , d ≡ 2 mod 5) =Ω [V1η(D(5) ≡ 2 mod 5) + V2η(D(5) ≡ 3 mod 5)] ,
η(d ∈ Nsf , d ≡ 3 mod 5) =Ω [V1η(D(5) ≡ 3 mod 5) + V2η(D(5) ≡ 2 mod 5)] ,
η(d ∈ Nsf , d ≡ 4 mod 5) =Ω [V1η(D(5) ≡ 4 mod 5) + V2η(D(5) ≡ 1 mod 5)] ,
where
Ω :=
∏
p 6=2,5
(
1− 2p
p3 − 1
)
= 0.69357 · · · ,
V1 :=W1η(D(2) ≡ 1 mod 4) +W2η(D(2) ≡ 8, 12 mod 16),
V2 :=W1η(D(2) ≡ 8, 12 mod 16) +W2η(D(2) ≡ 1 mod 4).
Since W1,W2 and η(D(5) ≡ δ mod 5) are given in the example for Theorem 4.8 and
η(D(2) ≡ 1 mod 4) = 19
56
, η(D(2) ≡ 8, 12 mod 16) = 37
112
,
η(5 ||D(5)) = η(5 | D(5))− η(25 | D(5)) = 10
31
,
we get the following approximations.
η(d ∈ Nsf , d ≡ 0) =0.1498 · · · ,
η(d ∈ Nsf , d ≡ 1) =0.0603 · · · , η(d ∈ Nsf , d ≡ 2) = 0.0792 · · · ,
η(d ∈ Nsf , d ≡ 3) =0.0780 · · · , η(d ∈ Nsf , d ≡ 4) = 0.0594 · · · .
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