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《論　文》
容量制約のないネットワーク設計問題の
Lagrange緩和法とソースコード
片　山　直　登
1 　はじめに
ネットワークデザイン問題は，適切なネットワークの形状と多品種のフローを求める
問題であり，通信ネットワーク設計，交通ネットワーク設計や輸送・配送ネットワーク
設計などに様々な応用分野が存在する基本的な問題である．
ネットワークを設計する際に考慮すべき基本的な費用は，アークを選択するときに発
生する費用であるデザイン費用とモノがアーク上を移動するときに発生するフロー費
用である．本研究では，アーク容量の制限を考慮しない条件のもとで，これら二種類
の費用の合計を最小にするような多品種のネットワーク設計問題を対象とする．アー
ク容量の制限を考慮しないため，この問題は容量制約のないネットワーク設計問題
（Uncapacitated Network Design Problem: UND）とよばれる．UNDに対しては数多く
の研究が行われており，研究のサーベイとしてはMagnanti–Wong（1984）［6］，Wong
（1984）［8］，Balakrishnan–Magnanti–Mirchandani（1997）［1］，片山直登（2002）［2］お
よび片山直登（2008）［3］などがある．
本研究では，UNDの定式化，Lagrange緩和法およびLagrangeヒューリスティックを
示し，これらの解法のためのＣ言語によるソースコードを示す．
2 　問題の定式化
UNDは，ノード集合，デザイン費用とフロー費用をもつ向きをもたないアーク集合，
品種の需要をもつ品種集合が与えられているとき，フロー費用とデザイン費用の合計を
最小にするアーク集合とフローを求める問題である．
はじめに，前提条件を示す．
2・ノード集合が与えられている．
・アーク集合が与えられている．
・アークは向きをもたない．
・アークの処理量には，容量である上限を考慮しない．
・アークには，非負のデザイン費用が与えられている．
・アークには，単位当たりの非負のフロー費用が与えられている．
・複数の品種からなる品種集合が与えられている．
・各品種の需要は 1 である．
・各品種の需要は，始点から終点までのパス上を移動する．
・ネットワークは連結する．
次に，記号の定義を示す．
N：ノード集合
A：アーク集合
K：品種集合
Nn：ノード n に接続するアークの他方の端点の集合
K
o
n：ノード n を始点とする品種の集合
O
k
：品種 k の始点
D
k
：品種 k の終点
K
o
Ok：品種 k の始点O
k
を始点とする品種の集合
c
k
ij：アーク（i, j）上を i → j 向きに移動する品種 k の単位当たりの非負のフロー費用
fij：アーク（i, j）の非負のデザイン費用
x
k
ij： 品種 k のフローがアーク（i, j） 上を i → j 向きに移動する量を表すアークフ
ロー変数；非負の連続変数
yij：アーク（i, j）を選択するとき 1 ，そうでないとき 0 であるデザイン変数；0－1変数
Y：ネットワークが連結するようなデザイン変数の集合
vkn：品種 k ，ノード n に関するフロー保存式に対する双対変数；連続変数
skn：品種 k ，ノード n に関するフロー保存式に対する劣勾配；整数変数
次に，UNDの定式化を示す．次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数の第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
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次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数の第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
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⑴式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．⑵式はフ
ロー保存式であり，ノードに流入するフローと流出するフローの差が，品種 k の始点
であれば－ 1 ，終点であれば 1 ，その他のノードであれば 0 であること表す．この式は，
各品種について，必ず始点から終点まで需要が移動することを保証する．⑶式は，非逆
流不等式である．左辺は品種 k の i → j 向きのフローと k と始点が同じである品種 h の
j → i 向きのフローの和であり，これがアーク（i, j）が選択されるときに最大で 1 ，選
択されないときに 0 となることを表す．⑷式は，yij= 1 からなるアークで構成される
ネットワークが連結することを表す．⑸式はフロー変数の非負条件，⑹式はデザイン変
数の0－1条件である．
3 　Lagrange緩和法
UNDに対して，Lagrange乗数 v を用いて，フロー保存式⑵をLagrange緩和した問題
LGを作成する．LGは次のように表される．
（LG）
次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化 る．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフロー 差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動 ることを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数の第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
3
めに，連結条件⑽を取り除いた問題LG′を考える．適当な v を与えると目的関数
の第一項
次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ji ji)
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, kji ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これが (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 る．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xij (ckji − vki + vkj )xji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, kji ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
3
して扱えるため，LG′はアーク（i, j）毎の独立
した次のような問題LGij に分割できる．
（LGij）(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n ∈ N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値の最適値は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
4(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n ∈ N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値の最適値は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
始点を n とする品種集合Konを用いると，k∈Kはn∈N，k∈K
o
nと表現でき，h∈K
o
Okは
h∈Konと表現できるので，LGijは次のような問題LG′ijに書き直すことができる．
（LG ij）
(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n ∈ N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値の最適値は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
ijにおいて，yijは 0 または 1 のどちらかである．そこで，yij= 1 とyij= 0 の場合に
分けて考える．
yij = 1 である場合，fij yijは定数項となるので，LG′ijは次のようなノード n毎の独立し
た問題LGni
1
jに分割できる．
（ ni
1
j）
(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n ∈ N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
( ′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
ij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値の最適値は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
 のフローを許す非逆流制約式となる． i → j 方向のフローが存在
するとき，xkijの上限は 1 であり，かつ最小化問題であるため，目的関数値の最適値は
(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
fijyi (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k (13)
xkij ≥ 0, xkji ≥ 0 ∀ ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるの ，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
fijyi (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀ ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0また 1のどちらかである．そこで，yij = 1と 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀ ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i 向のフローが存在する
とき，目的関数値の最適 は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
in(0, ckij − vki + vk),
∑
k∈Kon
min(0, ckij − vki + vk)
}
n ∈ N, (i, j) A
(23)
4
j i 在するとき，目的
関数値の最適値は
(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Kon を用いると，k ∈ K は n ∈ N，k ∈ Kon と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+ fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるので，LG′ij は次のようなノード n毎の
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限は 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij の最適値 ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
． 小化問題であるため，これら
の小さい方が選ばれる．このため，LGni
1
jの最適値
(LGij)
最小化
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
fijyij (12)
条件 xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K (13)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K (14)
yij ∈ {0, 1} (15)
始点を nとする品種集合 Ko を用いると，k ∈ K は n ∈ N，k ∈ Ko と表現でき，
h ∈ KoOk は h ∈ K
o
nと表現できるので，LGij は次のような問題 LG′ij に書き直すこ
とができる．
(LG′ij)
最小化
∑
n∈N
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
fijyij (16)
条件 xkij + xhji ≤ yij ∀h ∈ Kon, k ∈ Kon, n ∈ N (17)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon, n ∈ N (18)
yij ∈ {0, 1} (19)
LG′ij において，yij は 0または 1のどちらかである．そこで，yij = 1と yij = 0の
場合に分けて考える．
yij = 1である場合，fijyij は定数項となるの ，LG′ij は次のようなノード n毎
独立した問題 LGn1ij に分割できる．
(LGn1ij )
最小化
∑
k∈Kon
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
(20)
条件 xkij + xhji ≤ 1 ∀k ∈ Kon, h ∈ Kon (21)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ Kon (22)
(21)式は，高々一方向のフローを許す非逆流制約式となる．i→ j方向のフローが
存在するとき，xkij の上限 1であり，かつ最小化問題であるため，目的関数値の
最適値は
∑
k∈Kon min(0, c
k
ij − vkj + vki )となる．一方，j → i方向のフローが存在する
とき，目的関数値の最適値は
∑
k∈Kon min(0, c
k
ji − vki + vkj )となる．最小化問題であ
るため，これらの小さい方が選ばれる．このため，LGn1ij ϕ˜n1ij は，
ϕ˜n1ij = min
{∑
k∈Kon
min(0, ckij − vki + vkj ),
∑
k∈Kon
min(0, ckij − vki + vkj )
}
n ∈ N, (i, j) ∈ A
(23)
4
i
1
jは，
ij
ij j i ij ji i j ji ij ij
ij ji ij
o
k ,
ij , ji
ij ,
o o
o
k
o
ij
′
ij
′
ij
o
ij j i ij ji i j ji ij ij
ij ji ij
o, o,
ij , ji o,
ij ,
′
ij ij ij ij
ij ij ij
′
ij
ij
ij
o
ij j i ij ji i j ji
ij ji
o, o
ij , ji o
i
ij
o i , ij j i i
o i , ji i j
ij ij
ij i
o
i , ij i j ,
o
i , ij i j , i,
となり，最適解 x～ は次のようになる．となり，最適解 x˜は次のよう
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
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5
一方，yij= 0 である場合，LGijの最適値は 0 である．したがって，LGijはフロー変数
x を用いない次のような問題LGYijに帰着できる．
（LGYij）
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
( ij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
とから，連結条件⑽も考慮すると，LGはフロー変数 x を用いない次のよう
な問題LGYに帰着できる．
（LGY）
˜
x˜kij
1 if k∈ on in(0, c
k
ij vkj vki ) k∈ on in(0, c
k
ji vki vkj )
a d ckij vki vkj 0
0 other ise ∀k , (i, j)
(24)
x˜kji
1 if k∈ on in(0, c
k
ji vki vkj ) k∈ on in(0, c
k
ij vkj vki )
a d ckji vkj vki 0
0 other ise ∀k , (i, j)
(25)
yij 0 ij 0 ij
Yij
( i )
[
n∈
in
k∈ on
in(0, ckij vkj vki ),
k∈ on
in(0, ckji vki vkj ) fij
]
yij
(26)
yij {0, 1} (27)
(10)
Y
( Y )
k∈
(vk k vk k)
(i,j)∈A
[
n∈
in
k∈ on
in(0, ckij vkj vki ),
k∈ on
in(0, ckji vki vkj )
fij
]
yij (28)
Y (29)
yij {0, 1} ∀(i, j) (30)
(28)
ij
n∈
in
k∈ on
in(0, ckij vkj vki ),
k∈ on
in(0, ckji vki vkj ) fij ∀(i, j)
(31)
Y
Y
[ 1] ij 0 (i, j) yˆij : 1
5
アークの重みW を式の
次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数の第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
3
の係数とし，次のようにおく．
x
ij =



Ko mi , ij − j + i ≤ Ko mi , ji − i + j
n ij − i + j <
w ∈ K, , ∈ A
ji =



Ko mi , ji − i + j < Ko mi , ij − j + i
n ji − j + i <
w ∈ K, , ∈ A
ij = LGij LGij
x LG ij
ij
N
mi
{
Ko
mi , ij − j + i ,
Ko
mi , ji − i + j
}
+ ij ij
ij ∈ ,
LG x
LG
L
K
D − O
+
(i,j) N
mi
{
Ko
mi , ij − j + i ,
Ko
mi , ji − i + j
}
+ ij ij
y ∈
ij ∈ , , ∈ A
y
ij =
N
mi
{
Ko
mi , ij − j + i ,
Ko
mi , ji − i + j
}
+ ij , ∈ A
LG
LG
[ ] ij < , ∈ A ij :=
LGYは，アークの重みW の合計が最小となる連結を求める問題となる．ただし，重
みが負となる場合があることに注意する．この問題の解は，最小木問題の解と重みが負
であるアークを併せたものとなる．
LGYの解法
［ステップ 1］Wij< 0 であるアーク（i, j）∈Aについて
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
ij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aにつ yˆij := 1とし，それ以外を
5
ij := 1 とし，それ以外を
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
ij := 
0 とする．
［ステップ 2］
次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xk + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点が同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるときに最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xk + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数の第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
3
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて iˆj := 1とし，それ以外を
5
により連結される成分 ノードに縮約する．連結成分に含まれる
ノード集合Mの縮約ノードmとGの縮約ノード g 間のアークの重み
を
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間 アークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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［ステップ 3］アークの重みをW′とした縮約したネットワーク上で，最小木を求める．
［ステップ 4］最小木に含まれるアーク（i, j） について，
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
m n(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題 解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
ij := 1 とする．
6ステップ 3 において，最小木はKruskal法［3］などを用いて求めることができる．
LGYの最適解
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において 最 r s al [3] 用いて求めることができる．
LGY yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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いると，LGの最適解
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求める
LGY の最適解 yˆを用いると，LG xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
のようになる．
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
y，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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LGYの目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求める
ことができる．
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1と る．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
k∈K
vkDk
(
1−
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k K
∑
∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
，
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分 含まれ
るノード集合M の縮約ノードmと G 縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1と る．
ステップ 3において，最小木はKrus al法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値， なわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkD
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化す と LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K, ∈ N (35)
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が求められたときに，LGにおいてLagrange乗数 v を変数と見なした最大化問
題をLDとすると，LDは次のように表される．
（LD）
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ること できる．
yˆ，xˆが LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LD すると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題であ ．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
なる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
対して 法 [5] 適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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LDは陽的な制約条件をもたない問題であ ．しかし， v が変化するとLGの最適解で
ある
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjiˆkji)
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
が離散的に変化し，LDにおける の係数も離散的に変化することになる．この
ため，LDは微分不可能な項を含む最適化問題となる．そこで，LDに対して劣勾配法［5］ 
を適用する．
v に関する劣勾配 s を v の係数，すなわち，
yˆij := 0とする．
[ステップ 2] yˆ により連結され 成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A k∈K
(cij ˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
k∈K
vkDk
(
1
i Dk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
なる．このため，LDは微分不可能 項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
v s v 係数，すなわち，
skn =



−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj i Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
とする．
この劣勾配を用いて次のように乗数を更新する．
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij f yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDと と，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
k∈K
vkDk
(
1−
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解であ xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5] 適用する．
vに関する劣勾配 sを v 係数，すなわち，
skn =



−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6ここで，θlは l 回目の繰り返しにおけるステップサイズである．適当なUNDの最良の
上界値をUB， l 回目の繰り返しにおけるUNDの下界値をLBl，パラメータをρ（ 0 <ρ
< 2 ）としたときに，θlは次式で与えられる．
ここで，θlは l回目の繰り返しにおけるステップサイズである．適当な UNDの最
良の上界値を UB，l回目の繰り返しにおける UNDの下界値を LBl，パラメータ
を ρ(0 < ρ < 2)としたときに，θlは次式で与えられる．
θl =
ρ(UB − LBl)∑
k∈K
∑
n∈N (vkn)2
(36)
UNDに対する Lagrange緩和法の流れをまとめておく．
Lagrange緩和法
[ステップ 1] 適当な vの初期値を与える．繰返し回数の上限を lmax，収束判定基
準を ϵとする．劣勾配法のパラメータを ρ，ρの変更率を λ，変更周期を lρと
する．最良の上界値をUB，最良の下界値をLBとする．UB :=∞，LB := 0，
ρ := 1，l := 1とする．
[ステップ 2] LGを解き，l回目の下界値 LBlおよび最適解 yˆ，xˆを求める．LBl >
LBであれば LB := LBlとする．
[ステップ 3] yˆを用いて適当な Lagrangeヒューリスティックを行い，l回目の上界
値 UBlを求める．UBl < UBであれば UB := UBlとする．
[ステップ 4] l = lmaxまたは (UB − LB)/LB < ϵであれば終了する．
[ステップ 5] l mod lρ = 0であれば，ρ := ρ× λとする．
[ステップ 6] yˆ，xˆより劣勾配 sを求め，劣勾配法により vを更新する．l := l + 1
として，ステップ 2へ戻る．
4 Lagrangeヒューリスティック
Lagrange緩和解を用いた三種類の Lagrangeヒューリスティックを示す．Lagrange
緩和法では，劣勾配法の繰返し毎に緩和解が得られる．Lagrangeヒューリスティッ
クは，Lagrange緩和解を改良して近似解および上界値を求める解法である．劣勾
配法の繰返し毎に近似解を求めることができ，これらの内の最良解を最終的な近
似解として採用する．
4.1 初期解
Lagrange緩和問題ではフロー保存式を緩和しているため，フロー変数がフロー
保存式を満たしているとは限らない．しかし，デザイン変数解は実行可能解とな
る．Lagrange緩和問題のデザイン変数解を yˆとする．UNDにおいて yを yˆに固定
した問題AFY (yˆ)は次のようになる．
7
容量制約のないネットワーク設計問題の Lagrange 緩和法とソースコード
7
UNDに対するLagrange緩和法の流れをまとめておく．
Lagrange緩和法
［ステップ 1］ 適当な v の初期値を与える．繰返し回数の上限をlmax，収束判定基
準をϵとする．劣勾配法のパラメータをρ，ρの変更率をλ，変
更周期をlρとする．最良の上界値をUB，最良の下界値をLBとする．
UB:=∞，LB:= 0 ，ρ:= 1 ，l := 1 とする．
［ステップ 2］LGを解き， l 回目の下界値LBlおよび最適解
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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，
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分 含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j) ついて，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値， なわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkD
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化す と LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K, ∈ N (35)
6
を求める．
LBl>LB であればLB:=LBlとする．
［ステップ 3］
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネ トワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
て適当なLagrangeヒューリスティックを行い， l 回目の上
界値UBlを求める．UBl<UBであればUB:=UBlとする．
［ステップ 4］ l =lmaxまたは（UB－LB）/LB<ϵであれば終了する．
［ステップ 5］ l mod lρ= 0 であれば，ρ:=ρ×λとする．
［ステップ 6］
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j) ついて，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
，
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分 含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができ ．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkD
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化す と LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K, ∈ N (35)
6
より劣勾配 s を求め，劣勾配法に り v を更新する．l := l + 1
として，ステップ 2 へ戻る．
4 　Lagrange ヒューリスティック
Lagrange緩和解を用いた三種類のLagrangeヒューリスティックを示す．Lagrange緩
和法では，劣勾配法の繰返し毎に緩和解が得ら Lagrangeヒューリスティックは，
Lagrange緩和解を改良して近似解および上界値を求める解法である．劣勾配法の繰返
し毎に近似解を求めることができ，これらの内の最良解を最終的な近似解と て採用す
る．
4 ． 1 ．初期解
Lagrange緩和問題ではフロー保存式を緩和しているため，フロー変数がフロー保存
式を満たしているとは限らない．しかし，デザイン変数解は実行可能解となる．
Lagrange 緩和問題のデザイン変数解を
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とし 縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
と UNDにおいて
次に，UNDの定式化を示す．
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fijyij (1)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(2)
xkij + xhji ≤ yij ∀h ∈ KoOk , k ∈ K, (i, j) ∈ A (3)
y ∈ Y (4)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (5)
yij ∈ {0, 1} ∀(i, j) ∈ A (6)
(1)式は目的関数であり，フロー費用とデザイン費用の総和を最小化する．(2)式
はフロー保存式であり，ノードに流入するフローと流出するフローの差が，品種
kの始点であれば −1，終点であれば 1，その他のノードであれば 0であること表
す．この式は，各品種について，必ず始点から終点まで需要が移動することを保
証する．(3)式は，非逆流不等式である．左辺は品種 kの i → j 向きのフローと k
と始点 同じである品種 hの j → i向きのフローの和であり，これがアーク (i, j)
が選択されるとき 最大で 1，選択されないときに 0となることを表す．(4)式は，
yij = 1からなるアークで構成されるネットワークが連結することを表す．(5)式は
フロー変数の非負条件，(6)式はデザイン変数の 0-1条件である．
3 Lagrange緩和法
UNDに対して，Lagrange乗数 vを用いて，フロー保存式 (2)を Lagrange緩和し
た問題 LGを作成する．LGは次のように表される．
(LG)
最小化
∑
k∈K
(vkDk − v
k
Ok) +
∑
(i,j)∈A
∑
k∈K
{
(ckij − vkj + vki )xkij + (ckji − vki + vkj )xkji
}
+
∑
(i,j)∈A
fijyij (7)
条件 xkij + xhji ≤ yij ∀k ∈ KoOk , k ∈ K, (i, j) ∈ A (8)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (9)
y ∈ Y (10)
yij ∈ {0, 1} ∀(i, j) ∈ A (11)
はじめに，連結条件 (10)を取り除いた問題LG′を考える．適当な vを与えると目
的関数 第一項
∑
k∈K(vkDk − v
k
Ok)は定数項として扱えるため，LG
′はアーク (i, j)
毎の独立した次のような問題 LGij に分割できる．
3
を
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
Y の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおけ vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
に固定した問
題AFY（
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′と た縮約したネットワーク上で，最小木 求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができ ．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化す と LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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） は次のようになる．
AFY（
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アーク 重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のよう なる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀ ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ること できる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題であ ．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
なる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5] 適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj O
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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）(AFY (yˆ))
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fij yˆij (37)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(38)
xkij + xkji ≤ yˆij ∀k ∈ K, (i, j) ∈ A (39)
xkji ≤ yˆij ∀k ∈ K, (i, j) ∈ A (40)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (41)
目的関数の末項は定数項であるので，AFY (yˆ) は品種 k 毎の独立した問題
AFY k(yˆ) に分解することができる．AFY k(yˆ) は，yˆij = 1 であるアークにより
構成されたネットワーク上において，アーク (i, j)の長さを ckij，アーク (j, i)の長さ
を ckjiとした品種 kの始点・終点間の最短路問題となるため，Dijkstra法 [3]などを
用いて解くことができる．これらの問題を解けば，UNDのフロー変数の実行可
能解 xˆを求めることができ
yˆは UNDの実行可能解であり，yˆを用いて実行可能なフロー変数が求まれば，
これらは UND の実行可能解となる．さらに，デザイン変数解を初期解とした
ヒューリスティック解法を適用すれば，より良い解を求めることができる．
4.2 限定したMinouxタイプのフォワード法
フォワード法は，初期解より，目的関数値が減少するようなアークを逐次加え
ていく貪欲法 [3]である．しかし，問題の規模が大きくなると大きな計算時間を必
要とする．このため，付加の対象となるアークを限定したMinouxタイプのリスト
を用いたフォワード法を提案する．
LGY は最小化問題であるため，LGY における yij の係数 Wij ≤ 0 であれば，
yij = 1が最適解となる．また，Wij が小さい方が最適木に含まれる可能性が高く
なる．そこで，Wij を昇順に並べ換え，Wij の小さい順に κ本を選択し，これらの
アークのデザイン変数を付加するアークの候補とする．κを大きくすれば，最適
解において 1となるアークを近似解に含めることができる可能性が高くなる．こ
のように，付加するアークを限定することにより，計算量を抑えることができる．
各アークに対して，Lagrange緩和解による初期解においてアークを付加したと
きの目的関数値の減少量を計算し，目的関数値の減少量とアークを目的関数値の
減少量の降順にリストに格納しておく．なお，目的関数値の減少量はMurchland
法 [7]を用いると，効率的に求めることができる.
目的関数値の減少量の大きい順にアークの付加を検討する．アークを付加する
対象となったときに，現在のネットワークにおいて，目的関数値の減少量を再計
算する．この減少量が正でリスト内で最大であるときのみアークを付加する．こ
8
8(AFY (yˆ))
最小化
∑
(i,j)∈A
∑
k∈K
(ckijxkij + ckjixkji) +
∑
(i,j)∈A
fij yˆij (37)
条件
∑
i∈Nn
xkin −
∑
j∈Nn
xknj =


−1 if n = Ok
1 if n = Dk ∀n ∈ N, k ∈ K
0 otherwise
(38)
xkij + xkji ≤ yˆij ∀k ∈ K, (i, j) ∈ A (39)
xkji ≤ yˆij ∀k ∈ K, (i, j) ∈ A (40)
xkij ≥ 0, xkji ≥ 0 ∀k ∈ K, (i, j) ∈ A (41)
目的関数の末項は定数項であるので，AFY (yˆ) は品種 k 毎の独立した問題
AFY k(yˆ) に分解することができる．AFY k(yˆ) は，yˆij = 1 であるアークにより
構成されたネットワーク上において，アーク (i, j)の長さを ckij，アーク (j, i)の長さ
を ckjiとした品種 kの始点・終点間の最短路問題となるため，Dijkstra法 [3]などを
用いて解くことができる．これらの問題を解けば，UNDのフロー変数の実行可
能解 xˆを求めることができる．
yˆは UNDの実行可能解であり，yˆを用いて実行可能なフロー変数が求まれば，
これらは UND の実行可能解となる．さらに，デザイン変数解を初期解とした
ヒューリスティック解法を適用すれば，より良い解を求めることができる．
4.2 限定したMinouxタイプのフォワード法
フォワード法は，初期解より，目的関数値が減少するようなアークを逐次加え
ていく貪欲法 [3]である．しかし，問題の規模が大きくなると大きな計算時間を必
要とする．このため，付加の対象となるアークを限定したMinouxタイプのリスト
を用いたフォワード法を提案する．
LGY は最小化問題であるため，LGY における yij の係数 Wij ≤ 0 であれば，
yij = 1が最適解となる．また，Wij が小さい方が最適木に含まれる可能性が高く
なる．そこで，Wij を昇順に並べ換え，Wij の小さい順に κ本を選択し，これらの
アークのデザイン変数を付加するアークの候補とする．κを大きくすれば，最適
解において 1となるアークを近似解に含めることができる可能性が高くなる．こ
のように，付加するアークを限定することにより，計算量を抑えることができる．
各アークに対して，Lagrange緩和解による初期解においてアークを付加したと
きの目的関数値の減少量を計算し，目的関数値の減少量とアークを目的関数値の
減少量の降順にリストに格納しておく．なお，目的関数値の減少量はMurchland
法 [7]を用いると，効率的に求めることができる.
目的関数値の減少量の大きい順にアークの付加を検討する．アークを付加する
対象となったときに，現在のネットワークにおいて，目的関数値の減少量を再計
算する．この減少量が正でリスト内で最大であるときのみアークを付加する．こ
8
目的関数の末項は定数項であるので，AFY（
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求め れたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
にな ．このため，LDは微分不可能な項を含む 化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
）は品種 k 毎の独立した問題AFYk（
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解であ xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
に る．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
）
に分解することができる．AFYk（
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求めら たときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
）は，
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
ij = 1 であるアークにより構成されたネット
ワーク上において，アーク（i, j）の長さをc
k
ij，アーク（j, i）の長さをc
k
jiとした品種 k  
の始点・終点間の最短路問題となるため，Dijkstra法［3］などを用いて解くことができる．
これらの問題を解けば，UNDのフロー変数の実行可能解
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化する LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
を求めることができる．
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノード と Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しか vが変化す LGの最
適解である xˆが離散的 変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
6
はUNDの実行可能解であり，
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノ ドmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において 最小木はKruskal法 [3]などを用いて求めることができる．
LGY の最適解 yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY 目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ることができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとす と，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
k K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
i +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
i +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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て実行可能なフロー変数が求まれば，これ
らはUNDの実行可能解となる．さらに，デザイン変数解を初期解としたヒューリス
ティック解法を適用すれば，より良い解を求めることができる．
4 ． 2 　限定したMinouxタイプのフォワード法
フォワード法は，初期解より，目的関数値が減少するようなアークを逐次加えてい
く貪欲法［3］である．しかし，問題の規模が大きくなると大きな計算時間を必要とする．
このため，付加の対象となるアークを限定したMinouxタイプのリストを用いたフォ
ワード法を提案する．
LGYは最小化問題であるため，LGYにおけるyijの係数Wij≤ 0 であれば，yij= 1 が最
適解となる．また，Wijが小さい方が最適木に含まれる可能性が高くなる．そこで，Wij 
を昇順に並べ換え，Wijの小さい順にκ本を選択し，これらのアークのデザイン変数を
付加するアークの候補とする．κを大きくすれば，最適解において 1 となるアークを近
似解に含めることができる可能性が高くなる．このように，付加するアークを限定する
ことにより，計算量を抑えることができる．
各アークに対して，Lagrange緩和解による初期解においてアークを付加したときの
目的関数値の減少量を計算し，目的関数値の減少量とアークを目的関数値の減少量の降
順にリストに格納しておく．なお，目的関数値の減少量はMurchland法［7］を用いると，
効率的に求めることができる.
目的関数値の減少量の大きい順にアークの付加を検討する．アークを付加する対象と
なったときに，現在のネットワークにおいて，目的関数値の減少量を再計算する．この
減少量が正でリスト内で最大であるときのみアークを付加する．この減少量が正でリス
ト内で最大でない きには，リストの適切な位置に目的関数値の減少量とアークを格納
容量制約のないネットワーク設計問題の Lagrange 緩和法とソースコード
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する．
Minouxタイプのフォワード法
［ステップ 1］Lagrange緩和解より，初期解を求める．付加対象基準κにより，付
加対象のアーク候補を選定する．
［ステップ 2］すべての付加対象アーク（i, j） について，このアークを付加した場
合の目的関数値の減少量Δijを計算する．
［ステップ 3］Δij> 0 であるすべてのアーク（i, j）について，Δijの降順に該当す
るアークとΔijをリストに格納する．
［ステップ 4］リスト内にΔij> 0 であるアーク（i, j）がなければ，終了する．そう
でなければ，リストからΔijが最大であるアークを取り出す．この
アークを（p, q）とする．
［ステップ 5］アーク（p, q） に対して，現在のネットワークにおけるΔpqを再計算
する．
　　　　　　・Δpq> 0 で，リスト内で最大であれば，ステップ 6 へ．
　　　　　　・ Δpq> 0 であれば，Δpqの値にしたがって，アーク（p, q）とΔpqをリ
スト内の適切な位置に挿入し，ステップ 4 へ戻る．
　　　　　　・Δpq≤ 0 であれば，ステップ 4 へ戻る．
［ステップ 6］アーク（p, q）をネットワークに付加し，ステップ 4 へ戻る．
4 ． 3 　限定したMinoux法の改良法
Minoux法の改良法［3］は，目的関数値が減少するようなアークを削除していく方法で
ある．ここでは，初期解に含むアークを限定した方法を用いる．
LGYにおけるyijの係数Wijを昇順に並べ換え，係数の小さい順にκ本を選択し，これ
らのアークのデザイン変数を 1 とする．加えて，
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロ
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
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ij= 1 であるアークのデザイン変数を
1 としたものを初期解とする．κを大きくすれば，最適解において 1 となるアークを初
期解に含めることができる可能性が高くなる．
続いて，Minoux法の改良法を用いて，初期解を改善する．Minoux法の改良法は高速
な解法であり，初期解に含まれるアーク数は高々κ+｜N－1｜本と限定されるため，短時
間で改善した解を求めることができる．
ネットワークに含まれるアークに対して，アークを取り除いたときの目的関数値の減
少量を計算し，目的関数値の減少量とアークを目的関数値の減少量の降順にリストに格
納しておく．なお，目的関数値の減少量はMurchland法を用いると，効率的に求めるこ
とができる．
目的関数値の減少量の大きい順にアークの削除を検討する．アークが削除の対象と
10
なったときに，現在のネットワークにおいて，目的関数値の減少量を再計算する．この
減少量が正でリスト内で最大であるときのみアークを取り除く．この減少量が正でリス
ト内で最大でないときには，リストの適切な位置に目的関数値の減少量とアークを格納
する．
Minoux法の改良法
［ステップ 1］Lagrange緩和解より，初期解を求める．対象基準κを満たすアーク
からなるネットワークを作成する．
［ステップ 2］ ネットワークに含まれているすべてのアーク（i, j） について，この
アークを取り除いた場合の目的関数値の減少量Δijを計算する．
［ステップ 3］ Δij > 0 であるすべてのアーク（i, j）について，Δijの降順に該当す
るアークとΔijをリストに格納する．
［ステップ 4］ リスト内にΔij> 0 であるアーク（i, j）がなければ，終了する．そう
でなければ，リストからΔijが最大であるアークを取り出す．この
アークを（p, q）とする．
［ステップ 5］ アーク（p, q）に対して，現在のネットワークにおけるΔpqを再計算
する．
　　　　　　・Δpq> 0 で，リスト内で最大であれば，ステップ 6 へ．
　　　　　　・ Δpq> 0 であれば，Δpqの値にしたがって，アーク（p, q）とΔpqを
リスト内の適切な位置に挿入し，ステップ 4 へ戻る．
　　　　　　・Δpq≤ 0 であれば，ステップ 4 へ戻る．
［ステップ 6］アーク（p, q）をネットワークから取り除き，ステップ 4 へ戻る．
4 ． 4 　ω近傍局所探索法
前述の二つの近似解法によって，現在までの最良の上界値とψ%以内の差の上界値が
求まった場合，アーク交換にもとずく局所探索法により，これらを初期解として解を改
善する．
ここで用いる局所探索法は，現在の解に含まれていないアークを付加し，現在の解に
含まれているアークを削除したときの目的関数値の変化量を計算し，目的関数値が最も
減少するようなアークの付加と削除を同時に行うアーク交換を行い，この操作を目的関
数値が減少する間，繰り返す方法である．
アーク交換の組合せ数は非常に多いため，付加を検討するアークは，削除するアーク
の端点の近傍にあるω個のノードを端点とするアークに限定する．このように限定して
も，アーク交換の組合せ数は多い．そこで，アーク交換をアーク削除とアーク付加に分
離し，アーク削除時の目的関数の変化量を計算し，続いてアーク付加時の目的関数の変
容量制約のないネットワーク設計問題の Lagrange 緩和法とソースコード
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化量を計算し，その和をアーク交換時の目的関数の変化量とする．これにより，計算量
を軽減することができる．アーク付加時および削除時の目的関数の変化量は，それぞれ
Murchland法を用いることができる．ただし，アーク削除時に連結性が失われる場合は，
二つの部分グラフ間のカット上のアークを付加の対象として，アーク交換時の目的関数
の変化量を計算する．
ω近傍局所探索法
［ステップ 1］現在の解を用いたネットワークを作成する．
［ステップ 2］各アークの端点の近傍にあるω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
［ステップ 3］ネットワークに含まれているすべてのアーク（i, j）について，この
アークを取り除いた場合の目的関数値の変化量δ
d
ijを計算する．アー
クを取り除いたときに，ネットワークが非連結になればステップ 5
へ．
［ステップ 4］ アーク（i, j）に関するすべての付加対象のアーク（q, r）に対して，
このアークを加えた場合の目的関数値の変化量δ
a
qrを計算する．
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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qr とする．ステップ 6 へ．
［ステップ 5］アーク（i, j）を取り除き，非連結となるネットワーク上のカットに
含まれるアーク（q, r）を付加したときの目的関数値の変化量を計算
し，
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算 ∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagr ngeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagr ngeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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する．
［ステップ 6］
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし， 削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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が最小となるアーク対（i*, j *），（q*, r *）を求める．
［ステップ 7］
変化量とする．これにより，計算量 軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各 の端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ 4] (i, j)に関するすべ (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
11
0 れば，終了する．
［ステップ 8］ネットワークからアーク（i*, j *） を取り除き，アーク（q*, r *）を加
える．ステップ 3 へ戻る．
4 ． 5 　Lagrangeヒューリスティック
前節までに示したLagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
［ステップ 1］ の選択基準をκ，ωとし，局所探索法実施基準をψとする．
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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:= 0 る．
［ステップ 2］ r LGを解き，最適解
yˆij := 0とする．
[ステップ 2] yˆ により連結される成分をノードに縮約する．連結成分に含まれ
るノード集合M の縮約ノードmと Gの縮約ノード g間のアークの重みを
W ′mg := mini∈M,j∈GWij とする．
[ステップ 3] アークの重みをW ′とした縮約したネットワーク上で，最小木を求
める．
[ステップ 4] 最小木に含まれるアーク (i, j)について，yˆij := 1とする．
ステップ 3において，最小木はKruskal法 [3]などを用いて求めることができる．
LGY の yˆを用いると，LGの最適解 xˆは次のようになる．
xˆkij =


x˜kij if yˆij = 1
0 otherwise
, xˆkji =


x˜kji if yˆij = 1
0 otherwise
∀k ∈ K, (i, j) ∈ A (32)
yˆをLGY の目的関数に代入すれば，LGの最適値，すなわちUNDの下界値を求め
ことができる．
yˆ，xˆが求められたときに，LGにおいて Lagrange乗数 vを変数と見なした最大
化問題を LDとすると，LDは次のように表される．
(LD)
最大化
∑
(i,j)∈A
∑
k∈K
(ckij xˆkij + ckjixˆkji) +
∑
(i,j)∈A
fij yˆij
+
∑
k∈K
vkOk
(
−1−
∑
i∈NOk
xˆkiOk +
∑
j∈NOk
xˆkOkj
)
+
∑
k∈K
vkDk
(
1−
∑
i∈NDk
xˆkiDk +
∑
j∈NDk
xˆkDkj
)
+
∑
k∈K
∑
n∈N\{Ok,Dk}
vkn
(
−
∑
i∈Nn
xˆkin +
∑
j∈Nn
xˆknj
)
(33)
LDは陽的な制約条件をもたない問題である．しかし，vが変化すると LGの最
適解である xˆが離散的に変化し，LDにおける vの係数も離散的に変化すること
になる．このため，LDは微分不可能な項を含む最適化問題となる．そこで，LD
に対して劣勾配法 [5]を適用する．
vに関する劣勾配 sを vの係数，すなわち，
skn =


−1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Ok
1−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj if n = Dk
−
∑
i∈Nn xˆ
k
in +
∑
j∈Nn xˆ
k
nj otherwise
∀k ∈ K,n ∈ N (34)
とする．
この劣勾配を用いて次のように乗数を更新する．
vkn := vkn + θlskn ∀k ∈ K,n ∈ N (35)
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求め ．アーク（i, j）に
おいて，
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
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ij= 1
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vi ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上 ことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vi ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vi ),
∑
k∈Kon
min(0, ckji − vki + vkj
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負とな 場合があることに注意する．この問題の解は 最小木問題の解と
重みが負であるアークを併せたものとな
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
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変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
: 0
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて yˆij 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本の (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成 ネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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ij= 1 とする．
［ステップ 3］ ける
変化量とする．これにより，計算量 軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべて アーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ 7] ∆q
∗r∗
i∗j∗ ≥ 0であ ．
[ 8] ットワー (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ ] LGY にお yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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ijの係数Wijを昇順に並べ換える．Wijの小さい順にκ
本のアーク（i, j）を選択し，
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckj − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次 ような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY 帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
mi (0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題 解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aにつ yˆij : 1 し，それ以外を
5
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各ア の端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに， ークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
の を加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yij 係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
11
ij 1
12
［ステップ 4］
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
ij= 1 であるアーク（i, j） で構成されるネットワークを初期解とする．
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
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条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 ∈ Y 29
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アークの重みW の合計が最小となる連結を求める問題となる．ただし，
とな 場合があることに注意す この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
ij= 0 かつ
となり，最適解 x˜は次のようになる．
x˜kij =


1 if
∑
k∈Kon min(0, c
k
ij − vkj + vki ) ≤
∑
k∈Kon min(0, c
k
ji − vki + vkj )
and ckij − vki + vkj < 0
0 otherwise ∀ ∈ K, (i, j) ∈ A
(24)
x˜kji =


1 if
∑
k∈Kon min(0, c
k
ji − vki + vkj ) <
∑
k∈Kon min(0, c
k
ij − vkj + vki )
and ckji − vkj + vki < 0
0 otherwise ∀k ∈ K, (i, j) ∈ A
(25)
一方，yij = 0である場合，LGijの最適値は 0である．したがって，LGijはフロー
変数 xを用いない次のような問題 LGYij に帰着できる．
(LGYij)
最小化
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij
(26)
条件 yij ∈ {0, 1} (27)
以上のことから，連結条件 (10)も考慮すると，LGはフロー変数 xを用いない次
のような問題 LGY に帰着できる．
(LGY )
最小化
∑
k∈K
(vkDk − v
k
Ok)
+
∑
(i,j)∈A
[∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij
]
yij (28)
条件 y ∈ Y (29)
yij ∈ {0, 1} ∀(i, j) ∈ A (30)
アークの重みW を (28)式の yの係数とし，次のようにおく．
Wij =
∑
n∈N
min
{∑
k∈Kon
min(0, ckij − vkj + vki ),
∑
k∈Kon
min(0, ckji − vki + vkj )
}
+ fij ∀(i, j) ∈ A
(31)
LGY は，アーク 重みW の合計が最小となる連結を求める となる．ただし，
重みが負となる場合があることに注意する．この問題の解は，最小木問題の解と
重みが負であるアークを併せたものとなる．
LGY の解法
[ステップ 1] Wij < 0であるアーク (i, j) ∈ Aについて yˆij := 1とし，それ以外を
5
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的関数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻る．
4.5 Lagrangeヒューリスティック
前節までに示した Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
11
ij = 1 であ アークに対して限定したMinouxタイプの
フォワード法を適用し，近似解を求める．
［ステップ 5］
変化量とする．これにより，計算量を軽減することができるアーク付加時および
削除時の目的関数の変化量は，それぞれMurchland法を用いることができる．た
だし，アーク削除時に連結性が失われる場合は，二つの部分グラフ間のカット上
のアークを付加の対象として，アーク交換時の目的関数の変化量を計算する．
ω近傍局所探索法
[ステップ 1] 現在の解を用いたネットワークを作成する．
[ステップ 2] 各アークの端点の近傍にある ω個のノードを端点とするアークをそ
のアークに関する付加対象アークとする．
[ステップ 3] ネットワークに含まれているすべてのアーク (i, j)について，この
アークを取り除いた場合の目的 数値の変化量 δdij を計算する．アークを取
り除いたときに，ネットワークが非連結になればステップ 5へ．
[ステップ 4] アーク (i, j)に関するすべての付加対象のアーク (q, r)に対して，こ
のアークを加えた場合の目的関数値の変化量 δaqrを計算する．∆
qr
ij := δdij+δaij
とする．ステップ 6へ．
[ステップ 5] アーク (i, j)を取り除き，非連結となるネットワーク上のカットに含
まれるアーク (q, r)を付加したときの目的関数値の変化量を計算し，∆qrij と
する．
[ステップ 6] ∆qrij が最小となるアーク対 (i∗, j∗)，(q∗, r∗)を求める．
[ステップ 7] ∆q
∗r∗
i∗j∗ ≥ 0であれば，終了する．
[ステップ 8] ネットワークからアーク (i∗, j∗)を取り除き，アーク (q∗, r∗)を加える．
ステップ 3へ戻
4.5 Lagrangeヒューリスティック
前節までに示 た Lagrangeヒューリスティックをまとめると，次のようになる．
Lagrangeヒューリスティック
[ステップ 1] アークの選択基準を κ，ω とし，局所探索法実施基準を ψ とする．
y¯ := 0とする．
[ステップ 2] Lagrange緩和問題 LGを解き，最適解 yˆを求める．アーク (i, j)にお
いて，yˆij = 1であれば y¯ij = 1とする．
[ステップ 3] LGY における yijの係数Wijを昇順に並べ換える．Wijの小さい順に
κ本のアーク (i, j)を選択し，y¯ij = 1とする．
[ステップ 4] yˆij = 1であるアーク (i, j)で構成されるネットワークを初期解とす
る．yˆij = 0かつ y¯ij = 1であるアークに対して限定したMinouxタイプのフォ
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を初期解とした限定したMinoux法の改良法を適用する．
［ステップ 6］ステップ 4 またはステップ 5 で求められた上界値が，現在までの最
良の上界値とψ%以内であれば，これらの近似解を初期解としたω
近傍局所探索法を行う．
［ステップ 7］ステップ 4 ～ 6 で求められた内の最良解を近似解とする．
5 　Ｃ言語によるソースコード
全体のフローチャートを図 1 に示す．同一規模の複数の問題を解くため，初めに規
模ごとの設定を行っている．problemは問題数であり，問題ごとにFor problemとNext 
problemの間を繰り返す．初めに問題ごとの設定を行っている．For iterationとNext 
iterationは劣勾配法の繰り返しである．劣勾配法の繰り返しの中で，被約費用の計算，
最小木問題の求解，劣勾配の算出，限定したフォワード法，限定したMinouxの改良法，
限定した局所探索法を行った後で，終了判定を行っている．続いて，Lagarange 乗数
の更新，中間結果の表示を行っている．全問が終了と判定された場合に集計結果の表示
を行い，計算を終了する．
次に，関数ごとに，関数名，入力，出力，呼び出し関数および概要を記述する．
int main（void） Lagrange 緩和法
　　入力　node,fixed_cost,fixed_lev,od_lev,arc_lev,od_level,arc_level
　　出力　x,upper_bound,lower_bound
　　呼び出し関数　read_data_1,clear_data_1,clear_data_2,read_data_2,vm_init,
　　adjacent_node,calc_ct,min_span_tree,calc_lower_bound,lower_bound_update,
　　calc_subgrad,rest_forward,rest_backward,adjacent_local_main,
　　etc,decide_exit,calc_v,inter_result_1,inter_result_2,result_main
　　Lagrange緩和法により，実行可能解，上界値および下界値を算出する．
void adjacent_local_main（void） ω近傍局所探索法
　　入力　x
　　出力　x,upper_bound
　　呼び出し関数　dijk,calc_object,short_init,short_delete,connect,marge_node,
　　short_add,object_update,connect_node
　　 現在の実行可能解に対してω近傍の局所探索を行い，上界値と実行可能解を算出
容量制約のないネットワーク設計問題の Lagrange 緩和法とソースコード
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start
clear_data_1
For problem
For iteration
clear_data_2
vm_init
adjacent_node
adjacent_local_main
rest_backward
rest_forward
calc_subgrad
min_span_tree
calc_ct
etc
calc_v
decide_exit
Next  problem
exit_flag
True
Next  interation
end
read_data_1
read_data_2 inter_result_1
inter_result_2
result_main
図1. フローチャート
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図 1 　フローチャート
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する．
void adjacent_node（void）近傍にあるノードリストの算出
　　入力　fixed_cost
　　出力　adj_node
　　各ノードについて，固定費用が昇順となるような隣接ノードリストを算出する．
void calc_ct（void） 被約費用の算出
　　入力　flow_cost,vm
　　出力　ct
　　 各アークについて，Lagrange緩和問題におけるデザイン変数の係数である被約
費用の算出する．
void calc_flow（void）アークフローの算出
　　入力　path
　　出力　flow
　　最短パスから，各アークのアークフローを算出する．
int calc_length（iis,iie）最短距離の算出
　　入力　iis,iie,x,flow_cost
　　出力　length
　　フロー費用をアークの長さとして， 2 ノード間の最短距離を算出する．
float calc_lower_bound（void）下界値と緩和解の算出
　　入力　vm,fixed_cost,ct
　　出力　　curr_lower_bound,x
　　Lagarange乗数から下界値と緩和解を算出する．
int calc_min_flow（i,j） 最小フローの算出
　　入力　i,j,path,flow
　　出力　minimun flow
　　パス上の最小フローを算出する．
float calc_object（distance）上界値の算出
　　入力　distance,x,fixed_cost
　　出力　current_object
　　実行可能解と実行可能解におけるノード間距離から上界値を算出する．
void calc subgrad（void）劣勾配の算出
　　入力　flow_cost,vm
　　出力　wn
　　フロー費用とLagarange乗数から，アークと品種に関する劣勾配を算出する．
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void calc_v（void） Lagarange乗数の更新
　　入力　theta,vm,wn
　　出力　vm
　　劣勾配とLagarange乗数により，Lagarange乗数を更新する．
void clear_data_1（void）初期化
　　全体で使用する集計のための変数の初期値を設定する．
void clear_data_2（void）初期化
　　品種数，アーク数を算出し，被約費用を初期化する．
int connect（distance2）連結性の判定
　　入力　distance2
　　出力　graph_connect
　　現在のグラフが連結しているか否かを判定する．
void connect_node（n1,n2,use_node,distance3） 連結性の判定の初期化
　　入力　use_node,distance3
　　出力　n1,n2,n1_num,n2_num
　　連結グラフに含まれるノード集合と，含まれないノード集合に分割する．
void decide_exit（void）終了判定
　　入力　pres,_total_wa,lower_bound,upper_bound,eps
　　出力　flag
　　 高精度の解が求められたき，劣勾配の二乗和が0，上界値=下界値の場合に，終
了と判定する．
void dijk（distance） Dijkstra法
　　入力　x,flow_cost
　　出力　distance,path
　　 フロー費用をアークの長さとして，Dijkstra 法により全ノード間の最短距離と最
短パスを算出する．
void etc（void）各種計算
　　入力　wn,alpha,alpha_param,lower_bound,upper_bound
　　出力　total_wn,alpha,diff,theta,pres
　　各種パラメータの更新，劣勾配の二乗和および精度の計算を行う．
float lower_bound_update（void）下界値の更新
　　入力　lower_bound,current_lower_bound
　　出力　new_lower_bound
　　最良の下界値が得られた場合に下界値を更新する．
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void init_upper_bound（void）初期上界値の算出
　　入力　fixed_cost,flow_cost
　　出力　upper_bound,x
　　呼び出し関数　minoux_mod,dijk,calc_object,object_update,m_forw_mod
　　Minoux法の改良法と限定したフォワード法により，上界値と近似解を算出する．
void inter_result_1（void）中間結果の表示
　　繰り返し中の中間の計算結果を表示する．
void inter_result_2（void）中間結果の表示
　　 1 問ごとの計算結果を表示する．
void m_forw_init_1（x_i,x_j,addobj_k,xin）限定したフォワード法の初期設定
　　入力　x,xin,fixed_cost,flow_cost
　　出力　x_i,x_j,addobj_k
　　呼び出し関数　calc_length,calc_min_flow
　　限定したフォワード法における修正アーク費用を昇順に算出する．
void m_forw_main（x_i,x_j,point,addobj_k）限定したフォワード法
　　入力　x_i,x_j,addobj_k
　　出力　x,current_object
　　呼び出し関数　dijk,calc_object,object_update,short_init.short_add
　　修正アーク費用を用いて，限定したフォワード法を行い，上界値を算出する．
void m_forw_mod（xin）限定したフォワード法
　　入力　x
　　出力　object,upper_bound
　　呼び出し関数　warshall,calc_object,object_update,m_forw_init_1,minoux_init_2,
　　m forw main
　　限定したフォワード法を行う．
void marge_node（adj_node_2,i,j,use_node）グラフの連結
　　入力　adj_node,i,j
　　出力　use_node,adj_node_2
　　ノード集合を連結する．
void min_span_tree（void）Prim法
　　入力　fixed_cost,ct
　　出力　x,total_length
　　呼び出し関数　min_span_tree_init,mst_main,min_span_tree_solution
　　Prim法により最小木を算出する．
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void min_span_tree_init（start_node,end_node,length_ct）Prim法の初期設定
　　入力　fixed_cost,ct
　　出力　length_ct
　　修正アーク費用を求める．
void min_span_tree_solution（start_node,end_node,i_path）Prim法の解の算出
　　入力　start_node,end_node,i_path
　　出力　x
　　最小木の解を算出する．
void minoux_init_1（x_i,x_j,delobj_k）minouxの改良法の初期化
　　入力　flow,flow_cost,x
　　出力　x_i,x_j,delobj_k
　　呼び出し関数　calc_length
　　アーク削除時の目的関数の変化量を降順に算出する．
void minoux_init_2（point）minouxの改良法の初期化
　　入力　link
　　出力　point
　　変化量リストのポインタを初期化する．
void minoux_main（x_i,x_j,point,delobj_k）minouxの改良法
　　入力　point,x_i,x_j,delobj_k
　　出力　current_object
　　呼び出し関数　dijk,calc_object,object_update,short_init,short_delete
　　minouxの改良法により実行可能解と上界値を算出する．
void minoux_mod（void）minouxの改良法
　　入力　point,x_i,x_j,delobj_k
　　出力　current_object
　　 呼び出し関数　warshall,calc_object,object_update,calc_flow,minoux_init_1,minoux_
init_2,minoux_main,dijk
　　minouxの改良法を実行する．
void mst_main（start_node,end_node,i_path,float_length_ct）最小木の解の算出
　　入力　length_ct,start_node,end_node
　　出力　i_path,total_length
　　最小木および最小木の重みの合計を算出する．
float object_update（void）上界値の更新
　　入力　object,upper_bound
　　出力　new_upper_bound
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　　最良の下界値が得られた場合に下界値を更新する．
void read_data_1（void）データの読み込み
　　問題の属性，問題数，固定費用比率，ノード数を読み込む．
void read_data_2（void）データの読み込み
　　フロー費用を読み込む，固定費用などを設定する．
void rest_backward（void）限定したフォワード法
　　入力　x,ct,fixed_cost
　　出力　current_object
　　呼び出し関数　warshall,calc_object,uobject_update,mioux_mod,dijk
　　限定したフォワード法を実行する．
void rest_forward（void）限定したフォワード法の初期設定
　　入力　x,ct,fixed_cost
　　出力　current_object,xin
　　呼び出し関数　m_forw_mod,dijk,calc_object,uobject_update
　　限定したフォワード法の初期設定を行う．
void result_main（void）結果の表示
　　全体の計算結果の集計を表示する．
void short_add（add_i,add_j,distance2）アーク付加時の最短距離の算出
　　入力　add_i,add_j
　　出力　distance2
　　アークを付加したとき全ノード間の最短距離を算出する．
void short_delete（del_i,del_j,distance2）アーク削除時の最短距離の算出
　　入力　del_i,del_jdistance2,flow_cost
　　出力　distance2
　　アークを削除したとき全ノード間の最短距離を算出する．
void short_init（distance,distance2）最短距離の保存
　　入力　distance
　　出力　distance2
　　最短距離を一時保存する．
void vm_init（void）Lagrange乗数の初期化
　　入力　flow_cost
　　出力　vm
　　 フロー費用を用いた最短路問題を解くことによって，Lagrange 乗数の初期値を
設定する．
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void warshall（distance）floyd-warshall 法
　　入力　flow_cost,x
　　出力　distance,path
　　Floyd-Warshall 法により，現在の解における全ノード間の最短距離を算出する．
図 2 に，Ｃ言語によるソースコードを記述する．ページ数の制限から，一行に複数の
文を記述している場合があり，またインデントが 1 文字となっているが，実際のソース
コードでは一行は一文，インデントは 4 文字としている．
ソースコードで使用する主な配列，変数および定数と，定式化，解法における変数お
よびパラメータの関係を示す．
problem_num ：問題数
node ：ノード数｜N｜
arc_num ：アーク数｜A｜
od_num ：品種数｜K｜
flow ：フロー費用 c
fixed ：デザイン費用 f
flow ：フロー解 x
x ：デザイン解 y
vm ：Lagrange 乗数 v
wn ：劣勾配 s
ct ：修正アーク費用 W
ite_limit ：繰り返し回数の上限lmax
eps ：収束判定基準ϵ
alpha ：劣勾配のパラメータρ
alpha_param ：ρの変更率 lλ
param_int ：ρの変更周期lρ
rest_param ：アーク選択基準κ
adj_param ：アーク選択基準ω
local_param ：局所探索法実施基準ψ
図 3 および図 4 に，ノード数が10である問題の 2 つデータファイルを記載する．
param.dat には，デサイン費用とフロー費用の比率，アーク基準の上限，品種基準の上
限が含まれている．und.datには，問題数，ノード数，フロー費用，アーク基準，品種
基準およびノードのxy座標が含まれている．アーク基準の上限が 5 であればアーク基
準が 5 以下であるアークをアーク集合とし，品集基準の上限が 5 であれば品集基準が 5
20
以下であるノード対間を品種集合としている．
6 　おわりに
本研究では，UNDの定式化，Lagrange緩和法およびLagrangeヒューリスティックを
示し，これらの解法のためのＣ言語によるソースコードを示した．ソースコードは，十
分に整理されたものとは言えないかもしれないが，プログラム開発において参考になれ
ば幸いである．なお，計算結果については，片山の研究［4］に詳細が記載されている，
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nt
 d
ec
id
e_
ex
it
(v
oi
d)
; 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
ai
n(
){
 
 r
ea
d_
da
ta
_1
()
; 
cl
ea
r_
da
ta
_1
()
; 
 f
or
(p
ro
bl
em
=1
;p
ro
bl
em
<=
pr
ob
_n
um
;p
ro
bl
em
++
){
 
  
st
ar
t_
ti
me
=c
lo
ck
()
; 
  
cl
ea
r_
da
ta
_2
()
; 
re
ad
_d
at
a_
2(
);
 v
m_
in
it
()
; 
  
ad
ja
ce
nt
_n
od
e(
);
 
  
n_
ad
j_
no
de
=a
dj
_p
ar
am
; 
  
if
(n
od
e<
=n
_a
dj
_n
od
e)
 n
_a
dj
_n
od
e=
no
de
-1
; 
  
fo
r(
it
e=
1;
it
e<
=i
te
_l
im
it
;i
te
++
){
 
  
 o
ld
_u
pp
er
_b
ou
nd
=u
pp
er
_b
ou
nd
; 
  
 c
al
c_
ct
()
; 
mi
n_
sp
an
_t
re
e(
);
 
  
 c
ur
re
nt
_l
ow
er
_b
ou
nd
=c
al
c_
lo
we
r_
bo
un
d(
);
 
  
 l
ow
er
_b
ou
nd
=l
ow
er
_b
ou
nd
_u
pd
at
e(
);
 
  
 c
al
c_
su
bg
ra
d(
);
 r
es
t_
fo
rw
ar
d(
);
 r
es
t_
ba
ck
wa
rd
()
; 
  
 i
f(
cu
rr
en
t_
ob
je
ct
<u
pp
er
_b
ou
nd
*l
oc
al
_p
ar
am
) 
  
  
ad
ja
ce
nt
_l
oc
al
_m
ai
n(
);
 
  
 e
tc
()
; 
ex
it
_f
la
g=
de
ci
de
_e
xi
t(
);
 
  
 i
f(
ex
it
_f
la
g=
=1
) 
br
ea
k;
 
  
 c
al
c_
v(
);
 i
nt
er
_r
es
ul
t_
1(
);
 
  
}/
/f
or
 
  
en
d_
ti
me
=c
lo
ck
()
; 
in
te
r_
re
su
lt
_2
()
; 
 }
//
fo
r 
 e
nd
_t
im
e=
cl
oc
k(
);
 r
es
ul
t_
ma
in
()
; 
 f
cl
os
e(
IN
P1
);
 f
cl
os
e(
IN
P2
) 
 
fc
lo
se
(O
UT
P1
);
 f
cl
os
e(
OU
TP
2)
; 
 r
et
ur
n(
0)
; 
}/
/ 
ma
in
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
ea
d_
da
ta
_1
(v
oi
d)
{ 
 l
on
g 
nd
um
my
; 
 f
op
en
_s
(&
IN
P1
,"
un
d.
da
t"
,"
r"
);
 
 f
op
en
_s
(&
IN
P2
,"
pa
ra
m.
da
t"
,"
r"
);
 
 f
sc
an
f_
s(
IN
P2
,"
%l
d"
,&
nd
um
my
);
 
 f
sc
an
f_
s(
IN
P2
,"
%5
d"
,&
fi
xe
d_
le
v)
; 
 f
sc
an
f_
s(
IN
P2
,"
%d
",
&a
rc
_l
ev
el
);
 
 f
sc
an
f_
s(
IN
P2
,"
%d
",
&o
d_
le
ve
l)
; 
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
pr
ob
_n
um
);
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 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
no
de
);
 
 p
ri
nt
f(
"n
du
mm
y=
%l
d\
n"
,n
du
mm
y)
; 
 f
op
en
_s
(&
OU
TP
2,
"u
nd
la
go
ut
2.
ou
t"
,"
a"
);
 
}/
/ 
re
ad
_d
at
a_
1 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
le
ar
_d
at
a_
1(
vo
id
){
 
 t
ot
al
_l
ow
er
_b
ou
nd
=0
.0
; 
to
ta
l_
up
pe
r_
bo
un
d=
0.
0;
 
 t
ot
al
_i
te
ra
ti
on
=0
; 
 f
op
en
_s
(&
OU
TP
1,
"u
nd
la
go
ut
.o
ut
",
"a
")
; 
}/
/ 
cl
ea
r_
da
ta
_1
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
le
ar
_d
at
a_
2(
vo
id
){
 
 i
nt
 i
,j
; 
 u
pp
er
_b
ou
nd
=b
ig
*2
.0
; 
lo
we
r_
bo
un
d=
-b
ig
*2
.0
; 
 a
lp
ha
=1
.0
; 
co
mm
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
co
mm
=c
om
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 c
t[
i]
[j
]=
0.
0;
 c
t[
j]
[i
]=
0.
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 e
x_
ar
c=
0;
 
}/
/ 
cl
ea
r_
da
ta
_2
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
ea
d_
da
ta
_2
(v
oi
d)
{ 
 i
nt
 i
,j
,d
um
my
1,
du
mm
y2
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
fl
ow
_c
os
t[
i]
[j
])
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
ar
c_
le
v[
i]
[j
])
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
od
_l
ev
[i
][
j]
);
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fs
ca
nf
_s
(I
NP
1,
"%
5d
%5
d"
,&
du
mm
y1
,&
du
mm
y2
);
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fl
ow
_c
os
t[
i]
[i
]=
0;
 
 }
//
fo
r 
 a
rc
_n
um
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
ar
c_
le
v[
i]
[j
]<
=a
rc
_l
ev
el
){
 
  
  
fi
xe
d_
co
st
[i
][
j]
=f
lo
w_
co
st
[i
][
j]
*f
ix
ed
_l
ev
; 
  
  
x[
i]
[j
]=
1;
 
  
 }
el
se
{ 
  
  
fi
xe
d_
co
st
[i
][
j]
=i
nf
; 
fl
ow
_c
os
t[
i]
[j
]=
in
f;
 x
[i
][
j]
=0
; 
  
 }
//
if
 
  
 i
f(
i<
j&
&a
rc
_l
ev
[i
][
j]
<=
ar
c_
le
ve
l)
{ 
  
  
ar
c_
nu
m=
ar
c_
nu
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 o
d_
nu
m=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
od
_n
um
=o
d_
nu
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
re
ad
_d
at
a_
2 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 v
m_
in
it
(v
oi
d)
{ 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 i
,j
,l
,n
ew
l,
m;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 p
at
h[
i]
[j
]=
i;
 d
is
ta
nc
e[
i]
[j
]=
fl
ow
_c
os
t[
i]
[j
];
 
  
 i
f(
i=
=j
){
 
  
  
di
st
an
ce
[i
][
j]
=0
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 f
or
(j
=1
;j
<=
no
de
;j
++
){
 
  
  
ne
wl
=d
is
ta
nc
e[
i]
[l
]+
di
st
an
ce
[l
][
j]
; 
  
  
if
(d
is
ta
nc
e[
i]
[j
]>
ne
wl
){
 
  
  
 d
is
ta
nc
e[
i]
[j
]=
ne
wl
; 
pa
th
[i
][
j]
=p
at
h[
l]
[j
];
 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
}/
/f
or
 
 }
//
fo
r 
 m
=0
; 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
l!
=j
&&
od
_l
ev
[l
][
j]
<=
od
_l
ev
el
){
 
  
  
m=
m+
1;
 
  
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
  
 v
m[
i]
[m
]=
di
st
an
ce
[l
][
i]
; 
  
  
}/
/f
or
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
vm
_i
ni
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
de
ci
de
_e
xi
t(
vo
id
){
 
 i
nt
 f
la
g;
 
 f
la
g=
0;
 
 i
f(
pr
es
>=
ep
s)
  
fl
ag
=1
; 
if
(t
ot
al
_w
n=
=0
) 
fl
ag
=1
; 
if
(l
ow
er
_b
ou
nd
==
up
pe
r_
bo
un
d)
 f
la
g=
1;
 
re
tu
rn
(f
la
g)
; 
}/
/ 
de
ci
de
_e
xi
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
図
2
　
Ｃ
言
語
の
ソ
ー
ス
コ
ー
ド
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 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
no
de
);
 
 p
ri
nt
f(
"n
du
mm
y=
%l
d\
n"
,n
du
mm
y)
; 
 f
op
en
_s
(&
OU
TP
2,
"u
nd
la
go
ut
2.
ou
t"
,"
a"
);
 
}/
/ 
re
ad
_d
at
a_
1 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
le
ar
_d
at
a_
1(
vo
id
){
 
 t
ot
al
_l
ow
er
_b
ou
nd
=0
.0
; 
to
ta
l_
up
pe
r_
bo
un
d=
0.
0;
 
 t
ot
al
_i
te
ra
ti
on
=0
; 
 f
op
en
_s
(&
OU
TP
1,
"u
nd
la
go
ut
.o
ut
",
"a
")
; 
}/
/ 
cl
ea
r_
da
ta
_1
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
le
ar
_d
at
a_
2(
vo
id
){
 
 i
nt
 i
,j
; 
 u
pp
er
_b
ou
nd
=b
ig
*2
.0
; 
lo
we
r_
bo
un
d=
-b
ig
*2
.0
; 
 a
lp
ha
=1
.0
; 
co
mm
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
co
mm
=c
om
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 c
t[
i]
[j
]=
0.
0;
 c
t[
j]
[i
]=
0.
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 e
x_
ar
c=
0;
 
}/
/ 
cl
ea
r_
da
ta
_2
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
ea
d_
da
ta
_2
(v
oi
d)
{ 
 i
nt
 i
,j
,d
um
my
1,
du
mm
y2
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
fl
ow
_c
os
t[
i]
[j
])
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
ar
c_
le
v[
i]
[j
])
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
sc
an
f_
s(
IN
P1
,"
%5
d"
,&
od
_l
ev
[i
][
j]
);
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fs
ca
nf
_s
(I
NP
1,
"%
5d
%5
d"
,&
du
mm
y1
,&
du
mm
y2
);
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fl
ow
_c
os
t[
i]
[i
]=
0;
 
 }
//
fo
r 
 a
rc
_n
um
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
ar
c_
le
v[
i]
[j
]<
=a
rc
_l
ev
el
){
 
  
  
fi
xe
d_
co
st
[i
][
j]
=f
lo
w_
co
st
[i
][
j]
*f
ix
ed
_l
ev
; 
  
  
x[
i]
[j
]=
1;
 
  
 }
el
se
{ 
  
  
fi
xe
d_
co
st
[i
][
j]
=i
nf
; 
fl
ow
_c
os
t[
i]
[j
]=
in
f;
 x
[i
][
j]
=0
; 
  
 }
//
if
 
  
 i
f(
i<
j&
&a
rc
_l
ev
[i
][
j]
<=
ar
c_
le
ve
l)
{ 
  
  
ar
c_
nu
m=
ar
c_
nu
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 o
d_
nu
m=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
od
_n
um
=o
d_
nu
m+
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
re
ad
_d
at
a_
2 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 v
m_
in
it
(v
oi
d)
{ 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 i
,j
,l
,n
ew
l,
m;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 p
at
h[
i]
[j
]=
i;
 d
is
ta
nc
e[
i]
[j
]=
fl
ow
_c
os
t[
i]
[j
];
 
  
 i
f(
i=
=j
){
 
  
  
di
st
an
ce
[i
][
j]
=0
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 f
or
(j
=1
;j
<=
no
de
;j
++
){
 
  
  
ne
wl
=d
is
ta
nc
e[
i]
[l
]+
di
st
an
ce
[l
][
j]
; 
  
  
if
(d
is
ta
nc
e[
i]
[j
]>
ne
wl
){
 
  
  
 d
is
ta
nc
e[
i]
[j
]=
ne
wl
; 
pa
th
[i
][
j]
=p
at
h[
l]
[j
];
 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
}/
/f
or
 
 }
//
fo
r 
 m
=0
; 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
l!
=j
&&
od
_l
ev
[l
][
j]
<=
od
_l
ev
el
){
 
  
  
m=
m+
1;
 
  
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
  
 v
m[
i]
[m
]=
di
st
an
ce
[l
][
i]
; 
  
  
}/
/f
or
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
vm
_i
ni
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
de
ci
de
_e
xi
t(
vo
id
){
 
 i
nt
 f
la
g;
 
 f
la
g=
0;
 
 i
f(
pr
es
>=
ep
s)
  
fl
ag
=1
; 
if
(t
ot
al
_w
n=
=0
) 
fl
ag
=1
; 
if
(l
ow
er
_b
ou
nd
==
up
pe
r_
bo
un
d)
 f
la
g=
1;
 
re
tu
rn
(f
la
g)
; 
}/
/ 
de
ci
de
_e
xi
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
容量制約のないネットワーク設計問題の Lagrange 緩和法とソースコード
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vo
id
 c
al
c_
ct
(v
oi
d)
{ 
 i
nt
 i
,j
,m
,k
,l
; 
 f
lo
at
 s
1,
s2
,c
bi
jm
,c
bj
im
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
m=
0;
 c
t[
i]
[j
]=
0.
0;
 
  
  
fo
r(
l=
1;
l<
=n
od
e;
l+
+)
{ 
  
  
 s
1=
0.
0;
 s
2=
0.
0;
 
  
  
 f
or
(k
=1
;k
<=
no
de
;k
++
){
 
  
  
  
if
(l
!=
k&
&o
d_
le
v[
l]
[k
]<
=o
d_
le
ve
l)
{ 
  
  
  
 m
=m
+1
; 
 
  
  
  
 c
bi
jm
=(
fl
oa
t)
fl
ow
_c
os
t[
i]
[j
]-
(v
m[
j]
[m
]-
vm
[i
][
m]
);
 
  
  
  
 i
f(
cb
ij
m<
0.
0)
{ 
  
  
  
  
s1
=s
1+
cb
ij
m;
 
  
  
  
 }
el
se
{ 
  
  
  
  
cb
ji
m=
(f
lo
at
)f
lo
w_
co
st
[j
][
i]
-(
vm
[i
][
m]
-v
m[
j]
[m
])
; 
  
  
  
  
if
(c
bj
im
<0
.0
){
 
  
  
  
  
 s
2=
s2
+c
bj
im
; 
  
  
  
  
}/
/i
f 
  
  
  
 }
//
if
 
  
  
  
}/
/i
f 
  
  
 }
//
fo
r 
  
  
 i
f(
s1
<=
s2
){
 
  
  
  
ct
[i
][
j]
=c
t[
i]
[j
]+
s1
; 
  
  
 }
el
se
{ 
  
  
  
ct
[i
][
j]
=c
t[
i]
[j
]+
s2
; 
  
  
 }
//
if
 
  
  
}/
/f
or
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
ca
lc
_c
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
al
c_
su
bg
ra
d(
vo
id
){
 
 i
nt
 i
,j
,m
,k
,l
,m
1,
m2
; 
 f
lo
at
 p
1,
p2
,c
bi
jm
,c
bj
im
; 
 m
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
m=
m+
1;
 
  
  
fo
r(
l=
1;
l<
=n
od
e;
l+
+)
{ 
  
  
 w
n[
l]
[m
]=
0;
 
  
  
}/
/f
or
 
  
  
wn
[i
][
m]
=-
1;
 w
n[
j]
[m
]=
1;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
m=
0;
 
  
  
fo
r(
l=
1;
l<
=n
od
e;
l+
+)
{ 
  
  
 p
1=
0.
0;
 p
2=
0.
0;
 m
1=
m;
 m
2=
m;
 
  
  
 f
or
(k
=1
;k
<=
no
de
;k
++
){
 
  
  
  
if
(l
!=
k&
&o
d_
le
v[
l]
[k
]<
=o
d_
le
ve
l)
{ 
  
  
  
 m
=m
+1
; 
  
  
  
 i
f(
x[
i]
[j
]=
=1
){
 
  
  
  
  
cb
ij
m=
(f
lo
at
)f
lo
w_
co
st
[i
][
j]
-(
vm
[j
][
m]
-v
m[
i]
[m
])
; 
  
  
  
  
if
(c
bi
jm
<0
.0
){
 
  
  
  
  
 p
1=
p1
+c
bi
jm
; 
  
  
  
  
}e
ls
e{
 
  
  
  
  
cb
ji
m=
(f
lo
at
)f
lo
w_
co
st
[j
][
i]
-(
vm
[i
][
m]
-v
m[
j]
[m
])
; 
  
  
  
  
 i
f(
cb
ji
m<
0.
0)
{ 
  
  
  
  
  
p2
=p
2+
cb
ji
m;
 
  
  
  
  
 }
//
if
 
  
  
  
  
}/
/i
f 
  
  
  
 }
//
if
 
  
  
  
}/
/i
f 
  
  
 }
//
fo
r 
  
  
 i
f(
x[
i]
[j
]=
=1
){
 
  
  
  
if
(p
1<
=p
2&
&p
1<
0.
0)
{ 
  
  
  
 f
or
(k
=1
;k
<=
no
de
;k
++
){
 
  
  
  
  
if
(l
!=
k&
&o
d_
le
v[
l]
[k
]<
=o
d_
le
ve
l)
{ 
  
  
  
  
 m
1=
m1
+1
; 
  
  
  
  
 c
bi
jm
=(
fl
oa
t)
fl
ow
_c
os
t[
i]
[j
]-
(v
m[
j]
[m
1]
-v
m[
i]
[m
1]
);
 
  
  
  
  
 i
f(
cb
ij
m<
0.
0)
{ 
  
  
  
  
  
wn
[i
][
m1
]=
wn
[i
][
m1
]+
1;
 w
n[
j]
[m
1]
=w
n[
j]
[m
1]
-1
; 
  
  
  
  
 }
//
if
 
  
  
  
  
}/
/i
f 
  
  
  
 }
//
fo
r 
  
  
  
}e
ls
e{
 
  
  
  
 i
f(
p1
>p
2&
&p
2<
0.
0)
{ 
  
  
  
  
fo
r(
k=
1;
k<
=n
od
e;
k+
+)
{ 
  
  
  
  
 i
f(
l!
=k
&&
od
_l
ev
[l
][
k]
<=
od
_l
ev
el
){
 
  
  
  
  
  
m2
=m
2+
1;
 
  
  
  
  
  
cb
ji
m=
(f
lo
at
)f
lo
w_
co
st
[j
][
i]
-(
vm
[i
][
m2
]-
vm
[j
][
m2
])
; 
  
  
  
  
  
if
(c
bj
im
<0
.0
){
 
  
  
  
  
  
 w
n[
i]
[m
2]
=w
n[
i]
[m
2]
-1
; 
wn
[j
][
m2
]=
wn
[j
][
m2
]+
1;
 
  
  
  
  
  
}/
/i
f 
  
  
  
  
 }
//
if
 
  
  
  
  
}/
/f
or
 
  
  
  
 }
//
if
 
  
  
  
}/
/i
f 
  
  
 }
//
if
 
  
  
}/
/f
or
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
ca
lc
_s
ub
gr
ad
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
fl
oa
t 
ca
lc
_l
ow
er
_b
ou
nd
(v
oi
d)
{ 
 i
nt
 m
=0
,i
,j
; 
 f
lo
at
 t
ot
al
_c
t,
cu
rr
_l
ow
er
_b
ou
nd
; 
 t
ot
al
_v
m=
0.
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
m=
m+
1;
 
  
  
to
ta
l_
vm
=t
ot
al
_v
m-
vm
[i
][
m]
; 
to
ta
l_
vm
=t
ot
al
_v
m+
vm
[j
][
m]
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
+c
t[
i]
[j
]<
0.
0)
{ 
  
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
  
 }
//
if
 
  
}/
/f
or
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 }
//
fo
r 
 t
ot
al
_c
t=
0.
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 t
ot
al
_c
t=
to
ta
l_
ct
+c
t[
i]
[j
]*
x[
i]
[j
]+
fi
xe
d_
co
st
[i
][
j]
*x
[i
][
j]
;   
}/
/f
or
 
 }
//
fo
r 
 c
ur
r_
lo
we
r_
bo
un
d=
to
ta
l_
vm
+t
ot
al
_c
t+
.9
9;
 
 r
et
ur
n(
cu
rr
_l
ow
er
_b
ou
nd
);
 
}/
/ 
ca
lc
_l
ow
er
_b
ou
nd
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
fl
oa
t 
lo
we
r_
bo
un
d_
up
da
te
(v
oi
d)
{ 
 f
lo
at
 n
ew
_l
ow
er
_b
ou
nd
; 
 i
f(
lo
we
r_
bo
un
d<
cu
rr
en
t_
lo
we
r_
bo
un
d)
{ 
  
ne
w_
lo
we
r_
bo
un
d=
cu
rr
en
t_
lo
we
r_
bo
un
d;
 
 }
el
se
{ 
  
ne
w_
lo
we
r_
bo
un
d=
lo
we
r_
bo
un
d;
 
 }
//
if
 
 r
et
ur
n(
ne
w_
lo
we
r_
bo
un
d)
; 
}/
/ 
ol
ow
er
_b
ou
nd
_u
pd
at
e 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 e
tc
(v
oi
d)
{ 
 i
nt
 m
; 
 f
lo
at
 d
if
f,
tw
; 
 t
ot
al
_w
n=
0;
 
 f
or
(m
=1
;m
<=
co
mm
;m
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 t
ot
al
_w
n=
to
ta
l_
wn
+w
n[
i]
[m
]*
wn
[i
][
m]
; 
  
}/
/f
or
 
 }
//
fo
r 
if
(i
te
% 
pa
ra
m_
in
t 
==
0)
 a
lp
ha
=a
lp
ha
*a
lp
ha
_p
ar
am
; 
if
(t
ot
al
_w
n=
=0
) 
to
ta
l_
wn
=1
; 
di
ff
=u
pp
er
_b
ou
nd
-c
ur
re
nt
_l
ow
er
_b
ou
nd
; 
tw
=t
ot
al
_w
n;
 
 t
he
ta
=a
lp
ha
*(
up
pe
r_
bo
un
d-
cu
rr
en
t_
lo
we
r_
bo
un
d)
/t
w;
 
 p
re
s=
10
0.
0*
( 
up
pe
r_
bo
un
d 
-l
ow
er
_b
ou
nd
)/
 l
ow
er
_b
ou
nd
; 
}/
/ 
et
c 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
al
c_
v(
vo
id
){
 
 i
nt
 m
,i
; 
 f
or
(m
=1
;m
<=
co
mm
;m
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 v
m[
i]
[m
]=
vm
[i
][
m]
+t
he
ta
*w
n[
i]
[m
];
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
ca
lc
_v
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 i
nt
er
_r
es
ul
t_
1(
vo
id
){
 
 i
f(
it
e%
20
0=
=0
){
 
  
pr
in
tf
("
  
%3
d 
p=
%3
d 
i=
%5
d 
ub
=%
7.
0f
 l
b=
%7
.0
f 
c_
lb
=%
7.
0f
 
 e
rr
=%
6.
2f
\n
",
no
de
,p
ro
bl
em
,i
te
,u
pp
er
_b
ou
nd
,l
ow
er
_b
ou
nd
,c
ur
re
n 
t_
lo
we
r_
bo
un
d,
 1
00
.0
*(
up
pe
r_
bo
un
d-
lo
we
r_
bo
un
d)
/l
ow
er
_b
ou
nd
);
 
 }
//
if
 
}/
/ 
in
te
r_
re
su
lt
_1
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 i
nt
er
_r
es
ul
t_
2(
vo
id
){
 
 p
ri
nt
f(
" 
n=
%5
d 
p=
%5
d 
ub
=%
7.
0f
 l
b=
%7
.0
f 
er
r=
%6
.2
f 
it
e=
%6
de
x_
ar
c=
%5
d\
n"
,n
od
e,
pr
ob
le
m,
up
pe
r_
bo
un
d,
lo
we
r_
bo
un
d,
10
0.
0*
(u
pp
er
_b
o
un
d-
lo
we
r_
bo
un
d)
/l
ow
er
_b
ou
nd
,i
te
,e
x_
ar
c)
; 
 f
pr
in
tf
(O
UT
P2
,"
 n
od
e=
%4
d 
fi
xe
d-
le
v=
%2
d 
ar
c=
%4
d 
od
=%
4d
 u
b=
%1
0.
1f
 l
b=
%1
0.
1f
 e
rr
=%
6.
2f
 t
im
e=
%1
5.
2f
\n
",
 
no
de
,f
ix
ed
_l
ev
,a
rc
_n
um
,o
d_
nu
m,
up
pe
r_
bo
un
d,
lo
we
r_
bo
un
d,
10
0.
0*
 
(u
pp
er
_b
ou
nd
-l
ow
er
_b
ou
nd
)/
lo
we
r_
bo
un
d,
 (
en
d_
ti
me
-s
ta
rt
_t
im
e)
 
/(
fl
oa
t)
CL
OC
KS
_P
ER
_S
EC
);
 
 t
ot
al
_l
ow
er
_b
ou
nd
=t
ot
al
_l
ow
er
_b
ou
nd
+l
ow
er
_b
ou
nd
; 
 t
ot
al
_u
pp
er
_b
ou
nd
=t
ot
al
_u
pp
er
_b
ou
nd
+u
pp
er
_b
ou
nd
; 
 t
ot
al
_i
te
ra
ti
on
=t
ot
al
_i
te
ra
ti
on
+i
te
-1
; 
}/
/ 
in
te
r_
re
su
lt
_2
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
es
ul
t_
ma
in
(v
oi
d)
{ 
 p
ri
nt
f(
" 
n=
%4
d 
to
ta
l_
ub
=%
8.
0f
 t
ot
al
_l
b=
%8
.0
f 
er
r=
%6
.2
f 
it
e=
%6
.1
f\
n"
, 
no
de
,t
ot
al
_u
pp
er
_b
ou
nd
,t
ot
al
_l
ow
er
_b
ou
nd
,1
00
.0
*(
to
ta
l_
up
pe
r_
bo
un
d-
to
ta
l_
lo
we
r_
bo
un
d)
/t
ot
al
_l
ow
er
_b
ou
nd
,t
ot
al
_i
te
ra
 
ti
on
/(
fl
oa
t)
pr
ob
_n
um
);
 
 f
pr
in
tf
(O
UT
P1
,"
 n
od
e=
%4
d 
fi
xe
d-
le
v=
%2
d 
ar
c=
%4
d 
od
=%
4d
 u
b=
%1
0 
.1
f 
lb
=%
10
.1
f 
er
r=
%6
.2
f\
n"
,n
od
e,
fi
xe
d_
le
v,
ar
c_
nu
m,
od
_n
um
,t
ot
al
_u
pp
er
_b
ou
nd
,t
ot
al
_l
ow
er
_b
ou
nd
,1
00
.0
*(
to
ta
l_
up
pe
r_
bo
un
d-
to
ta
l 
_l
ow
er
_b
ou
nd
)/
to
ta
l_
lo
we
r_
bo
un
d)
; 
}/
/ 
re
su
lt
_m
ai
n 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
_s
pa
n_
tr
ee
(v
oi
d)
{ 
 i
nt
 e
nd
_n
od
e[
li
nk
_n
um
],
st
ar
t_
no
de
[l
in
k_
nu
m]
,i
_p
at
h[
n_
nu
m]
; 
 f
lo
at
 l
en
gt
h_
ct
[l
in
k_
nu
m]
; 
 m
in
_s
pa
n_
tr
ee
_i
ni
t(
st
ar
t_
no
de
,e
nd
_n
od
e,
le
ng
th
_c
t)
; 
 m
st
_m
ai
n(
st
ar
t_
no
de
,e
nd
_n
od
e,
i_
pa
th
,l
en
gt
h_
ct
);
 
 m
in
_s
pa
n_
tr
ee
_s
ol
ut
io
n(
st
ar
t_
no
de
,e
nd
_n
od
e,
i_
pa
th
);
 
 }
//
 m
in
_s
pa
n_
tr
ee
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
_s
pa
n_
tr
ee
_i
ni
t(
in
t 
st
ar
t_
no
de
[]
,i
nt
 e
nd
_n
od
e[
],
fl
oa
t 
le
ng
th
_c
t[
])
{ 
 i
nt
 k
=0
,i
,j
; 
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 k
=k
+1
; 
en
d_
no
de
[k
]=
0;
 s
ta
rt
_n
od
e[
k]
=0
; 
le
ng
th
_c
t[
k]
=0
; 
  
}/
/f
or
 
 }
//
fo
r 
 l
in
k=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
>=
in
f)
{ 
  
  
fi
xe
d_
co
st
[i
][
j]
=i
nf
; 
fi
xe
d_
co
st
[j
][
i]
=i
nf
; 
  
 }
el
se
{ 
  
  
if
(i
!=
j)
{ 
  
  
 l
in
k=
li
nk
+1
; 
en
d_
no
de
[l
in
k]
=i
; 
st
ar
t_
no
de
[l
in
k]
=j
; 
  
  
 l
en
gt
h_
ct
[l
in
k]
=f
ix
ed
_c
os
t[
i]
[j
]+
ct
[i
][
j]
; 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
mi
n_
sp
an
_t
re
e_
in
it
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
st
_m
ai
n(
in
t 
st
ar
t_
no
de
[]
,i
nt
 e
nd
_n
od
e[
],
in
t 
i_
pa
th
[]
,f
lo
at
 l
en
gt
h_
ct
[]
){
 
 i
nt
 k
_e
nd
_n
od
e[
n_
nu
m]
,n
od
e_
la
be
l[
n_
nu
m]
; 
 i
nt
 m
_e
nd
_n
od
e[
li
nk
_n
um
],
m_
st
ar
t_
no
de
[l
in
k_
nu
m]
; 
 i
nt
 s
[l
in
k_
nu
m]
,t
[l
in
k_
nu
m]
,s
ca
n_
no
de
[l
in
k_
nu
m]
; 
 f
lo
at
 v
[l
in
k_
nu
m]
; 
 i
nt
 n
,i
,j
,k
,k
k,
l,
sc
an
ne
d_
no
de
,s
_n
od
e;
 
 f
lo
at
 m
in
_v
,t
ot
al
_l
en
gt
h;
 
 t
ot
al
_l
en
gt
h=
0.
0;
 n
=0
; 
mi
n_
v=
0.
0;
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 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
k_
en
d_
no
de
[i
]=
0;
 n
od
e_
la
be
l[
i]
=0
; 
i_
pa
th
[i
]=
0;
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 n
=n
+1
; 
s[
n]
=0
; 
m_
en
d_
no
de
[n
]=
0;
 m
_s
ta
rt
_n
od
e[
n]
=0
; 
  
 t
[n
]=
0;
 v
[n
]=
0.
0;
 s
ca
n_
no
de
[n
]=
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(k
=1
;k
<=
li
nk
;k
++
){
 
  
if
(k
_e
nd
_n
od
e[
en
d_
no
de
[k
]]
<=
0)
{ 
  
 k
_e
nd
_n
od
e[
en
d_
no
de
[k
]]
=k
; 
s[
en
d_
no
de
[k
]]
=k
; 
  
}e
ls
e{
 
  
 k
k=
s[
en
d_
no
de
[k
]]
; 
m_
en
d_
no
de
[k
k]
=k
; 
s[
en
d_
no
de
[k
]]
=k
; 
  
}/
/i
f 
  
if
(n
od
e_
la
be
l[
st
ar
t_
no
de
[k
]]
<=
0)
{ 
  
 n
od
e_
la
be
l[
st
ar
t_
no
de
[k
]]
=k
; 
t[
st
ar
t_
no
de
[k
]]
=k
; 
  
}e
ls
e{
 
  
 k
k=
t[
st
ar
t_
no
de
[k
]]
; 
m_
st
ar
t_
no
de
[k
k]
=k
; 
[s
ta
rt
_n
od
e[
k]
]=
k;
  
}/
/i
f 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
v[
i]
=b
ig
; 
s[
i]
=i
; 
t[
i]
=i
; 
 }
//
fo
r 
 s
_n
od
e=
1;
 i
=s
_n
od
e;
 v
[i
]=
0;
 s
[i
]=
0;
 s
ca
nn
ed
_n
od
e=
1;
 
 w
hi
le
(1
){
 
  
k=
k_
en
d_
no
de
[i
];
 
  
if
(k
!=
0)
{ 
  
 d
o{
 
  
  
if
(s
ca
n_
no
de
[k
]=
=0
){
 
  
  
 s
ca
n_
no
de
[k
]=
1;
 j
=s
ta
rt
_n
od
e[
k]
; 
  
  
 i
f(
v[
j]
>l
en
gt
h_
ct
[k
])
{ 
  
  
  
v[
j]
=l
en
gt
h_
ct
[k
];
 i
_p
at
h[
j]
=k
; 
  
  
 }
//
if
 
  
  
}/
/i
f 
  
  
k=
m_
en
d_
no
de
[k
];
 
  
 }
wh
il
e(
k>
0)
; 
  
}/
/i
f 
  
k=
no
de
_l
ab
el
[i
];
 
  
if
(k
!=
0)
{ 
  
 d
o{
 
  
  
if
(s
ca
n_
no
de
[k
]=
=0
){
 
  
  
 s
ca
n_
no
de
[k
]=
1;
 j
=e
nd
_n
od
e[
k]
; 
  
  
 i
f(
v[
j]
>l
en
gt
h_
ct
[k
])
{ 
  
  
  
v[
j]
=l
en
gt
h_
ct
[k
];
 i
_p
at
h[
j]
=k
; 
  
  
 }
//
if
 
  
  
}/
/i
f 
  
  
k=
m_
st
ar
t_
no
de
[k
];
 
  
 }
wh
il
e(
k>
0)
; 
  
}/
/i
f 
  
if
(s
ca
nn
ed
_n
od
e=
=n
od
e-
1)
br
ea
k;
 
  
mi
n_
v=
bi
g;
 
  
fo
r(
l=
sc
an
ne
d_
no
de
+1
;l
<=
no
de
;l
++
){
 
  
 j
=t
[l
];
 
  
 i
f(
v[
j]
<m
in
_v
){
 
  
  
mi
n_
v=
v[
j]
; 
i=
j;
 
  
 }
//
if
 
  
}/
/f
or
 
  
sc
an
ne
d_
no
de
=s
ca
nn
ed
_n
od
e+
1;
 
  
l=
s[
i]
; 
j=
t[
sc
an
ne
d_
no
de
];
 s
[j
]=
l;
 t
[l
]=
j;
 s
[i
]=
0;
 
}/
/w
hi
le
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
if
(i
!=
s_
no
de
){
 
  
 t
ot
al
_l
en
gt
h=
to
ta
l_
le
ng
th
+l
en
gt
h_
ct
[i
_p
at
h[
i]
];
 
  
}/
/i
f 
 }
//
fo
r 
}/
/ 
ms
t_
ma
in
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
_s
pa
n_
tr
ee
_s
ol
ut
io
n(
in
t 
st
ar
t_
no
de
[]
,i
nt
 
en
d_
no
de
[]
,i
nt
 i
_p
at
h[
])
{ 
 i
nt
 i
,j
,k
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
[i
][
j]
=0
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
if
(i
!=
1)
{ 
  
 k
=i
_p
at
h[
i]
; 
  
 i
f(
en
d_
no
de
[k
]>
0&
&s
ta
rt
_n
od
e[
k]
>0
){
 
  
  
x[
st
ar
t_
no
de
[k
]]
[e
nd
_n
od
e[
k]
]=
1;
 
  
  
x[
en
d_
no
de
[k
]]
[s
ta
rt
_n
od
e[
k]
]=
1;
 
  
 }
//
if
 
  
}/
/i
f 
 }
//
fo
r 
}/
/ 
mi
n_
sp
an
_t
re
e_
so
lu
ti
on
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
fl
oa
t 
ca
lc
_o
bj
ec
t(
in
t 
di
st
an
ce
[]
[n
_n
um
])
{ 
 i
nt
 i
,j
; 
 f
lo
at
 c
ur
re
nt
_o
bj
ec
t;
 c
ur
re
nt
_o
bj
ec
t=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
){
 
  
  
if
(o
d_
le
v[
i]
[j
]<
=o
d_
le
ve
l)
{ 
  
  
 c
ur
re
nt
_o
bj
ec
t=
cu
rr
en
t_
ob
je
ct
+d
is
ta
nc
e[
i]
[j
];
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 c
ur
re
nt
_o
bj
ec
t=
cu
rr
en
t_
ob
je
ct
+f
ix
ed
_c
os
t[
i]
[j
]*
x[
i]
[j
];
 
  
}/
/f
or
 
 }
//
fo
r 
re
tu
rn
(c
ur
re
nt
_o
bj
ec
t)
; 
}/
/ 
ca
lc
_o
bj
ec
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
fl
oa
t 
ob
je
ct
_u
pd
at
e(
vo
id
){
 
 f
lo
at
 n
ew
_u
pp
er
_b
ou
nd
; 
 i
f(
ob
je
ct
<u
pp
er
_b
ou
nd
){
 
  
ne
w_
up
pe
r_
bo
un
d=
ob
je
ct
; 
}e
ls
e{
 
  
ne
w_
up
pe
r_
bo
un
d=
up
pe
r_
bo
un
d;
 
 }
//
if
 
 r
et
ur
n(
ne
w_
up
pe
r_
bo
un
d)
; 
}/
/ 
ob
je
ct
_u
pd
at
e 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 i
ni
t_
up
pe
r_
bo
un
d(
vo
id
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 x
in
[n
_n
um
][
n_
nu
m]
; 
 i
nt
 i
,j
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
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fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
[i
][
j]
=0
; 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
if
(i
!=
j)
{ 
  
  
 x
[i
][
j]
=1
; 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 m
in
ou
x_
mo
d(
);
 
 d
ij
k(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
xi
n[
i]
[j
]=
1;
 x
in
[j
][
i]
=1
; 
  
 }
el
se
{ 
  
  
xi
n[
i]
[j
]=
0;
 x
in
[j
][
i]
=0
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 m
_f
or
w_
mo
d(
xi
n)
; 
di
jk
(d
is
ta
nc
e)
; 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
}/
/ 
in
it
_u
pp
er
_b
ou
nd
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
ou
x_
mo
d(
vo
id
){
 
 i
nt
 d
el
ob
j_
k[
li
nk
_n
um
],
x_
i[
li
nk
_n
um
],
x_
j[
li
nk
_n
um
];
 
 i
nt
 p
oi
nt
[l
in
k_
nu
m]
; 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 w
ar
sh
al
l(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
  
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
 
 i
f(
ob
je
ct
<b
ig
){
 
  
ca
lc
_f
lo
w(
);
 m
in
ou
x_
in
it
_1
(x
_i
,x
_j
,d
el
ob
j_
k)
; 
  
mi
no
ux
_i
ni
t_
2(
po
in
t)
; 
mi
no
ux
_m
ai
n(
x_
i,
x_
j,
po
in
t,
de
lo
bj
_k
);
 
  
di
jk
(d
is
ta
nc
e)
; 
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
 
 }
//
if
 
}/
/ 
mi
no
ux
_m
od
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
ou
x_
in
it
_1
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 d
el
ob
j_
k[
])
{ 
 i
nt
 i
,j
,l
; 
 d
el
ob
j_
k[
0]
=i
nf
; 
 l
in
k=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
x[
i]
[j
]=
=1
){
 
  
  
li
nk
=l
in
k+
1;
 x
[i
][
j]
=0
; 
x[
j]
[i
]=
0;
 
le
ng
th
_i
j=
ca
lc
_l
en
gt
h(
i,
j)
; 
  
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
x_
i[
li
nk
]=
i;
 x
_j
[l
in
k]
=j
; 
  
  
de
lo
bj
_k
[l
in
k]
=f
lo
w[
i]
[j
]*
le
ng
th
_i
j-
(f
lo
w[
i]
[j
]*
fl
ow
_c
os
t 
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
])
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
de
lo
bj
_k
[i
]>
de
lo
bj
_k
[j
])
{ 
  
  
l=
de
lo
bj
_k
[i
];
 d
el
ob
j_
k[
i]
=d
el
ob
j_
k[
j]
; 
de
lo
bj
_k
[j
]=
l;
 
  
  
l=
x_
i[
i]
; 
x_
i[
i]
=x
_i
[j
];
 x
_i
[j
]=
l;
 
  
  
l=
x_
j[
i]
; 
x_
j[
i]
=x
_j
[j
];
 x
_j
[j
]=
l;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
mi
no
ux
_i
ni
t_
1 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
ou
x_
in
it
_2
(i
nt
 p
oi
nt
[]
){
 
 i
nt
 i
; 
 p
oi
nt
[0
]=
1;
 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
po
in
t[
i]
=i
+1
; 
 }
//
fo
r 
 p
oi
nt
[l
in
k]
=0
; 
 c
_p
oi
nt
=2
; 
}/
/ 
mi
no
ux
_i
ni
t_
2 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
in
ou
x_
ma
in
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 p
oi
nt
[]
,i
nt
 d
el
ob
j_
k 
[]
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 d
is
ta
nc
e2
[n
_n
um
][
n_
nu
m]
; 
 i
nt
 d
el
_l
in
k,
ne
xt
_p
oi
nt
,i
,j
; 
 f
lo
at
 d
el
_o
bj
ec
t;
 
 d
ij
k(
di
st
an
ce
);
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 
 s
ho
rt
_i
ni
t(
di
st
an
ce
,d
is
ta
nc
e2
);
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
 d
o{
 
  
de
l_
li
nk
=p
oi
nt
[0
];
 i
 [
de
l_
li
nk
];
 
  
x[
i]
[j
]=
0;
 x
[j
][
i]
=0
; 
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
sh
or
t_
de
le
te
(i
,j
,d
is
ta
nc
e2
);
 
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e2
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
de
l_
ob
je
ct
=o
bj
ec
t-
cu
rr
en
t_
ob
je
ct
; 
  
if
(d
el
_o
bj
ec
t>
=0
){
 
  
 p
oi
nt
[0
]=
po
in
t[
de
l_
li
nk
];
 
  
 p
oi
nt
[d
el
_l
in
k]
=0
; 
  
}e
ls
e{
 
  
 i
f(
de
l_
ob
je
ct
<=
de
lo
bj
_k
[p
oi
nt
[d
el
_l
in
k]
])
{ 
  
  
x[
i]
[j
]=
0;
 x
[j
][
i]
=0
; 
  
  
di
jk
(d
is
ta
nc
e)
; 
  
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
 
  
  
cu
rr
en
t_
ob
je
ct
=o
bj
ec
t;
 
  
  
po
in
t[
0]
=p
oi
nt
[d
el
_l
in
k]
; 
po
in
t[
de
l_
li
nk
]=
0;
 
  
 }
el
se
{ 
  
  
c_
po
in
t=
de
l_
li
nk
; 
ne
xt
_p
oi
nt
=p
oi
nt
[c
_p
oi
nt
];
 
  
  
wh
il
e(
1)
{ 
  
  
 i
f(
de
l_
ob
je
ct
<=
de
lo
bj
_k
[n
ex
t_
po
in
t]
){
 
  
  
  
po
in
t[
0]
=p
oi
nt
[d
el
_l
in
k]
; 
po
in
t[
c_
po
in
t]
=d
el
_l
in
k;
 
  
  
  
po
in
t[
de
l_
li
nk
]=
ne
xt
_p
oi
nt
; 
  
  
  
de
lo
bj
_k
[d
el
_l
in
k]
=d
el
_o
bj
ec
t;
 
  
  
  
br
ea
k;
 
  
  
 }
//
if
 
  
  
 c
_p
oi
nt
=n
ex
t_
po
in
t;
 n
ex
t_
po
in
t=
po
in
t[
c_
po
in
t]
; 
  
  
}/
/w
hi
le
 
  
 }
//
if
 
  
}/
/i
f 
 }
wh
il
e(
de
lo
bj
_k
[c
_p
oi
nt
]<
=0
&&
po
in
t[
0]
!=
0&
&c
ur
re
nt
_o
bj
ec
t 
<b
ig
);
 
}/
/ 
mi
no
ux
_m
ai
n 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 s
ho
rt
_i
ni
t(
in
t 
di
st
an
ce
[]
[n
_n
um
],
in
t 
di
st
an
ce
2[
][
n_
nu
m]
){
 
 i
nt
 i
,j
; 
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 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 d
is
ta
nc
e2
[i
][
j]
=d
is
ta
nc
e[
i]
[j
];
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
sh
or
t_
in
it
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
al
c_
fl
ow
(v
oi
d)
{ 
 i
nt
 i
,j
,k
,l
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
lo
w[
i]
[j
]=
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
&&
od
_l
ev
[i
][
j]
<=
od
_l
ev
el
){
 
  
  
if
(i
!=
j)
{ 
  
  
 l
=j
; 
  
  
 d
o{
 
  
  
  
k=
 ca
lc
\_
le
ng
th
 [
i]
[l
];
 
  
  
  
if
(k
!=
0)
{ 
  
  
  
 f
lo
w[
k]
[l
]=
fl
ow
[k
][
l]
+1
; 
l=
k;
 
  
  
  
 i
f(
i=
=l
){
 
  
  
  
  
br
ea
k;
 
  
  
  
 }
//
if
 
  
  
  
}/
/i
f 
  
  
 }
wh
il
e(
k!
=0
);
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 f
lo
w[
i]
[j
]=
fl
ow
[i
][
j]
+f
lo
w[
j]
[i
];
 f
lo
w[
j]
[i
]=
0;
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
ca
lc
_f
lo
w 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
ca
lc
_l
en
gt
h(
in
t 
ii
s,
in
t 
ii
e)
{ 
 i
nt
 a
rc
_l
en
gt
h[
li
nk
_n
um
],
st
ar
t_
no
de
[l
in
k_
nu
m]
,k
_e
nd
_n
od
e[
li
nk
_n
um
];
 
 i
nt
 v
[l
in
k_
nu
m]
,m
_e
nd
_n
od
e[
li
nk
_n
um
],
t[
li
nk
_n
um
],
ip
[n
_n
um
];
 
 i
nt
 i
,j
,n
,k
,m
in
_v
,l
,s
ca
nn
ed
_n
od
e,
le
ng
th
; 
 n
=0
; 
m_
en
d_
no
de
[0
]=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
){
 
  
  
if
(x
[i
][
j]
==
1|
|x
[j
][
i]
==
1)
{ 
  
  
 n
=n
+1
; 
st
ar
t_
no
de
[n
]=
j;
 a
rc
_l
en
gt
h[
n]
=f
lo
w_
co
st
[i
][
j]
; 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
  
m_
en
d_
no
de
[i
]=
n;
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
ip
[i
]=
0;
 
 }
//
fo
r 
 i
f(
ii
s!
=0
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 v
[i
]=
in
f;
 k
_e
nd
_n
od
e[
i]
=i
; 
t[
i]
=i
; 
  
}/
/f
or
 
  
k_
en
d_
no
de
[1
]=
ii
s;
 t
[i
is
]=
1;
 i
=i
is
; 
  
v[
i]
=0
; 
k_
en
d_
no
de
[i
]=
0;
 s
ca
nn
ed
_n
od
e=
1;
 
  
wh
il
e(
1)
{ 
  
 l
=m
_e
nd
_n
od
e[
i-
1]
+1
; 
  
 i
f(
l<
=m
_e
nd
_n
od
e[
i]
){
 
  
  
fo
r(
k=
l;
k<
=m
_e
nd
_n
od
e[
i]
;k
++
){
 
  
  
 j
=s
ta
rt
_n
od
e[
k]
; 
  
  
 i
f(
k_
en
d_
no
de
[j
]!
=0
){
 
  
  
  
if
(v
[j
]>
v[
i]
+a
rc
_l
en
gt
h[
k]
){
 
  
  
  
 v
[j
]=
v[
i]
+a
rc
_l
en
gt
h[
k]
; 
ip
[j
]=
i;
 
  
  
  
}/
/i
f 
  
  
 }
//
if
 
  
  
}/
/f
or
 
  
 }
//
if
 
  
 i
f(
j>
no
de
){
 
  
  
v[
ii
e]
=i
nf
; 
  
  
br
ea
k;
 
  
 }
//
if
 
  
 i
f(
ip
[j
]=
=i
ie
)b
re
ak
; 
  
 i
f(
sc
an
ne
d_
no
de
==
no
de
-1
) 
br
ea
k;
 
  
 m
in
_v
=i
nf
; 
  
 f
or
(l
=s
ca
nn
ed
_n
od
e+
1;
l<
=n
od
e;
l+
+)
{ 
  
  
j=
t[
l]
; 
  
  
if
(m
in
_v
>v
[j
])
{ 
  
  
 m
in
_v
=v
[j
];
 i
=j
; 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
 i
f(
k_
en
d_
no
de
[i
]=
=0
){
 
  
  
v[
ii
e]
=i
nf
; 
  
  
br
ea
k;
 
  
 }
//
if
 
  
 s
ca
nn
ed
_n
od
e=
sc
an
ne
d_
no
de
+1
; 
  
 l
=k
_e
nd
_n
od
e[
i]
; 
j=
t[
sc
an
ne
d_
no
de
];
 
  
 k
_e
nd
_n
od
e[
j]
=l
; 
t[
l]
=j
; 
k_
en
d_
no
de
[i
]=
0;
 
  
}/
/w
hi
le
 
 }
//
if
 
 l
en
gt
h=
v[
ii
e]
; 
 r
et
ur
n(
le
ng
th
);
 
}/
/ 
ca
lc
_l
en
gt
h 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 d
ij
k(
in
t 
di
st
an
ce
[]
[n
_n
um
])
{ 
 i
nt
 a
rc
_l
en
gt
h[
li
nk
_n
um
],
st
ar
t_
no
de
[l
in
k_
nu
m]
; 
 i
nt
 k
_e
nd
_n
od
e[
n_
nu
m]
,v
[n
_n
um
],
m_
en
d_
no
de
[n
_n
um
];
 
 i
nt
 t
[l
in
k_
nu
m]
,i
_p
at
h[
n_
nu
m]
; 
 i
nt
 n
=0
,k
,i
,j
,i
is
,l
,s
ca
nn
ed
_n
od
e,
mi
n_
v;
 
m_
en
d_
no
de
[0
]=
n;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
i!
=j
){
 
  
  
if
(x
[i
][
j]
==
1|
|x
[j
][
i]
==
1)
{ 
  
  
 n
=n
+1
; 
st
ar
t_
no
de
[n
]=
j;
 a
rc
_l
en
gt
h[
n]
=f
lo
w_
co
st
[i
][
j]
; 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
  
m_
en
d_
no
de
[i
]=
n;
 
 }
//
fo
r 
 f
or
(i
is
=1
;i
is
<=
no
de
;i
is
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
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 i
_p
at
h[
i]
=0
; 
  
}/
/f
or
 
  
if
(i
is
!=
0)
{ 
  
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
  
v[
i]
=i
nf
; 
k_
en
d_
no
de
[i
]=
i;
 t
[i
]=
i;
 
  
 }
//
fo
r 
  
 k
_e
nd
_n
od
e[
1]
=i
is
; 
t[
ii
s]
=1
; 
i=
ii
s;
 
  
 v
[i
]=
0;
 k
_e
nd
_n
od
e[
i]
=0
; 
sc
an
ne
d_
no
de
=1
; 
  
 w
hi
le
(1
){
 
  
  
l=
m_
en
d_
no
de
[i
-1
]+
1;
 
  
  
if
(l
<=
m_
en
d_
no
de
[i
])
{ 
  
  
 f
or
(k
=l
;k
<=
m_
en
d_
no
de
[i
];
k+
+)
{ 
  
  
  
j=
st
ar
t_
no
de
[k
];
 
  
  
  
if
(k
_e
nd
_n
od
e[
j]
!=
0)
{ 
  
  
  
 i
f(
v[
j]
>v
[i
]+
ar
c_
le
ng
th
[k
])
{ 
  
  
  
  
v[
j]
=v
[i
]+
ar
c_
le
ng
th
[k
];
 i
_p
at
h[
j]
=i
; 
  
  
  
 }
//
if
 
  
  
  
}/
/i
f 
  
  
 }
//
fo
r 
  
  
}/
/i
f 
  
  
if
(s
ca
nn
ed
_n
od
e=
=n
od
e-
1)
 b
re
ak
; 
  
  
mi
n_
v=
in
f;
 
  
  
fo
r(
l=
sc
an
ne
d_
no
de
+1
;l
<=
no
de
;l
++
){
 
  
  
 j
=t
[l
];
 
  
  
 i
f(
mi
n_
v>
v[
j]
){
 
  
  
  
mi
n_
v=
v[
j]
; 
i=
j;
 
  
  
 }
//
if
 
  
  
}/
/f
or
 
  
  
sc
an
ne
d_
no
de
=s
ca
nn
ed
_n
od
e+
1;
 
  
  
l=
k_
en
d_
no
de
[i
];
 j
=t
[s
ca
nn
ed
_n
od
e]
; 
  
  
k_
en
d_
no
de
[j
]=
l;
 t
[l
]=
j;
 k
_e
nd
_n
od
e[
i]
=0
; 
  
 }
//
wh
il
e 
  
}/
/i
f 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 d
is
ta
nc
e[
ii
s]
[j
]=
v[
j]
; 
pa
th
[i
is
][
j]
=i
_p
at
h[
j]
; 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
di
jk
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 w
ar
sh
al
l(
in
t 
di
st
an
ce
[]
[n
_n
um
])
{ 
 i
nt
 n
ew
l;
 
 i
nt
 i
,j
,l
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 p
at
h[
i]
[j
]=
i;
 
  
 i
f(
x[
i]
[j
]=
=1
||
x[
j]
[i
]=
=1
){
 
  
  
di
st
an
ce
[i
][
j]
=f
lo
w_
co
st
[i
][
j]
; 
  
 }
el
se
{ 
  
  
di
st
an
ce
[i
][
j]
=i
nf
; 
  
 }
//
if
 
  
 i
f(
i=
=j
){
 
  
  
di
st
an
ce
[i
][
j]
=0
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 f
or
(j
=1
;j
<=
no
de
;j
++
){
 
  
  
ne
wl
=d
is
ta
nc
e[
i]
[l
]+
di
st
an
ce
[l
][
j]
; 
  
  
if
(d
is
ta
nc
e[
i]
[j
]>
ne
wl
){
 
  
  
 d
is
ta
nc
e[
i]
[j
]=
ne
wl
; 
pa
th
[i
][
j]
=p
at
h[
l]
[j
];
 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
wa
rs
ha
ll
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 s
ho
rt
_d
el
et
e(
in
t 
de
l_
i,
in
t 
de
l_
j,
in
t 
di
st
an
ce
2[
][
n_
nu
m]
){
 i
nt
 n
od
e1
[n
_n
um
],
no
de
2[
n_
nu
m]
,p
i_
i[
ic
om
m_
nu
m]
,p
i_
l[
ic
om
m_
nu
m]
;  i
nt
 n
od
e1
_n
um
be
r,
no
de
2_
nu
mb
er
,n
od
e3
_n
um
be
r,
i,
l,
m,
ii
,l
l,
il
; 
 n
od
e1
_n
um
be
r=
0;
 n
od
e2
_n
um
be
r=
0;
 n
od
e3
_n
um
be
r=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
no
de
1[
i]
=0
; 
no
de
2[
i]
=0
; 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
 i
f(
di
st
an
ce
2[
i]
[d
el
_j
]=
=d
is
ta
nc
e2
[i
][
de
l_
i]
+f
lo
w_
co
st
[d
el
_i
][
de
l_
j]
){
 
  
 n
od
e1
_n
um
be
r=
no
de
1_
nu
mb
er
+1
; 
no
de
1[
no
de
1_
nu
mb
er
]=
i;
 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
if
(d
is
ta
nc
e2
[d
el
_i
][
l]
==
fl
ow
_c
os
t[
de
l_
i]
[d
el
_j
]+
di
st
an
ce
2[
 
de
l_
j]
[l
])
{ 
  
 n
od
e2
_n
um
be
r=
no
de
2_
nu
mb
er
+1
; 
no
de
2[
no
de
2_
nu
mb
er
]=
l;
 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(i
i=
1;
ii
<=
no
de
1_
nu
mb
er
;i
i+
+)
{ 
  
fo
r(
ll
=1
;l
l<
=n
od
e2
_n
um
be
r;
ll
++
){
 
  
 i
=n
od
e1
[i
i]
; 
l=
no
de
2[
ll
];
 
 i
f(
di
st
an
ce
2[
i]
[l
]=
=d
is
ta
nc
e2
[i
][
de
l_
i]
+f
lo
w_
co
st
[d
el
_i
][
de
 
l_
j]
+d
is
ta
nc
e2
[d
el
_j
][
l]
){
 
  
  
if
(x
[i
][
l]
==
1)
{ 
  
  
 d
is
ta
nc
e2
[i
][
l]
=f
lo
w_
co
st
[i
][
l]
; 
  
  
 d
is
ta
nc
e2
[l
][
i]
=f
lo
w_
co
st
[i
][
l]
; 
  
  
}e
ls
e{
 
  
  
 d
is
ta
nc
e2
[i
][
l]
=i
nf
; 
di
st
an
ce
2[
l]
[i
]=
in
f;
 
  
  
}/
/i
f 
  
  
no
de
3_
nu
mb
er
=n
od
e3
_n
um
be
r+
1;
 
  
  
pi
_i
[n
od
e3
_n
um
be
r]
=i
; 
pi
_l
[n
od
e3
_n
um
be
r]
=l
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(m
=1
;m
<=
no
de
;m
++
){
 
  
fo
r(
il
=1
;i
l<
=n
od
e3
_n
um
be
r;
il
++
){
 
  
 i
=p
i_
i[
il
];
 l
=p
i_
l[
il
];
 
  
 i
f(
di
st
an
ce
2[
i]
[m
]+
di
st
an
ce
2[
m]
[l
]<
di
st
an
ce
2[
i]
[l
])
{ 
  
  
di
st
an
ce
2[
i]
[l
]=
di
st
an
ce
2[
i]
[m
]+
di
st
an
ce
2[
m]
[l
];
 
  
  
di
st
an
ce
2[
l]
[i
]=
di
st
an
ce
2[
i]
[l
];
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
sh
or
t_
de
le
te
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
es
t_
ba
ck
wa
rd
(v
oi
d)
{ 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 i
,j
,r
no
de
; 
 f
lo
at
 c
t_
fi
xe
d[
li
nk
_n
um
],
p,
ct
_f
ix
ed
_f
la
g;
 
 l
in
k=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
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fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 l
in
k=
li
nk
+1
; 
  
 c
t_
fi
xe
d[
li
nk
]=
ct
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
];
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ct
_f
ix
ed
[i
]>
ct
_f
ix
ed
[j
])
{ 
  
  
p=
ct
_f
ix
ed
[i
];
 c
t_
fi
xe
d[
i]
=c
t_
fi
xe
d[
j]
; 
ct
_f
ix
ed
[j
]=
p;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 r
no
de
=n
od
e*
re
st
_p
ar
am
; 
ct
_f
ix
ed
_f
la
g=
ct
_f
ix
ed
[r
no
de
];
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
[i
][
j]
=0
; 
x[
j]
[i
]=
0;
 
  
 i
f(
ct
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
]<
ct
_f
ix
ed
_f
la
g)
{ 
  
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 w
ar
sh
al
l(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 i
f(
ob
je
ct
<b
ig
){
 
  
mi
no
ux
_m
od
()
; 
di
jk
(d
is
ta
nc
e)
; 
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
 
 }
//
if
 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
}/
/ 
re
st
_b
ac
kw
ar
d 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
es
t_
fo
rw
ar
d(
vo
id
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
xi
n[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 i
,j
,r
no
de
; 
 f
lo
at
 c
t_
fi
xe
d[
li
nk
_n
um
],
p,
ct
_f
ix
ed
_f
la
g;
 
 l
in
k=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 l
in
k=
li
nk
+1
; 
ct
_f
ix
ed
[l
in
k]
=c
t[
i]
[j
]+
fi
xe
d_
co
st
[i
][
j]
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ct
_f
ix
ed
[i
]>
ct
_f
ix
ed
[j
])
{ 
  
  
p=
ct
_f
ix
ed
[i
];
 c
t_
fi
xe
d[
i]
=c
t_
fi
xe
d[
j]
; 
ct
_f
ix
ed
[j
]=
p;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 r
no
de
=n
od
e*
re
st
_p
ar
am
; 
ct
_f
ix
ed
_f
la
g=
ct
_f
ix
ed
[r
no
de
];
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
in
[i
][
j]
=0
; 
xi
n[
j]
[i
]=
0;
 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
if
(c
t[
i]
[j
]+
fi
xe
d_
co
st
[i
][
j]
<=
ct
_f
ix
ed
_f
la
g)
{ 
  
  
 x
in
[i
][
j]
=1
; 
xi
n[
j]
[i
]=
1;
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 m
_f
or
w_
mo
d(
xi
n)
; 
di
jk
(d
is
ta
nc
e)
; 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
}/
/ 
re
st
_f
or
wa
rd
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
mo
d(
in
t 
xi
n[
][
n_
nu
m]
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 a
dd
ob
j_
k[
li
nk
_n
um
],
x_
i[
li
nk
_n
um
],
x_
j[
li
nk
_n
um
];
 
 i
nt
 p
oi
nt
[l
in
k_
nu
m]
; 
 c
_p
oi
nt
=0
; 
 w
ar
sh
al
l(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 i
f(
ob
je
ct
<b
ig
){
 
  
m_
fo
rw
_i
ni
t_
1(
x_
i,
x_
j,
ad
do
bj
_k
,x
in
);
 m
in
ou
x_
in
it
_2
(p
oi
nt
);
 
  
if
(l
in
k>
0)
{ 
  
 m
_f
or
w_
ma
in
(x
_i
,x
_j
,p
oi
nt
,a
dd
ob
j_
k)
; 
  
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
  
}/
/i
f 
 }
//
if
 
}/
/ 
m_
fo
rw
_m
od
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
in
it
_1
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 a
dd
ob
j_
k[
],
in
t 
xi
n[
][
n_
nu
m]
){
 
 i
nt
 i
,j
,l
; 
 c
al
c_
fl
ow
()
; 
 a
dd
ob
j_
k[
0]
=i
nf
; 
li
nk
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
x[
i]
[j
]=
=0
&&
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
if
(x
in
[i
][
j]
==
1)
{ 
  
  
 l
in
k=
li
nk
+1
; 
le
ng
th
_i
j=
ca
lc
_l
en
gt
h(
i,
j)
; 
  
  
 m
in
_f
lo
w=
ca
lc
_m
in
_f
lo
w(
i,
j)
; 
x_
i[
li
nk
]=
i;
 x
_j
[l
in
k]
=j
; 
  
  
 a
dd
ob
j_
k[
li
nk
]=
mi
n_
fl
ow
*f
lo
w_
co
st
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
] 
-m
in
_f
lo
w*
le
ng
th
_i
j;
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ad
do
bj
_k
[i
]>
ad
do
bj
_k
[j
])
{ 
  
  
l=
ad
do
bj
_k
[i
];
 a
dd
ob
j_
k[
i]
=a
dd
ob
j_
k[
j]
; 
ad
do
bj
_k
[j
]=
l;
 
  
  
l=
x_
i[
i]
; 
[i
]=
x_
i[
j]
; 
x_
i[
j]
=l
; 
  
  
l=
x_
j[
i]
; 
x_
j[
i]
=x
_j
[j
];
 x
_j
[j
]=
l;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
m_
fo
rw
_i
ni
t_
1 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
ma
in
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 p
oi
nt
[]
,i
nt
 
ad
do
bj
_k
[]
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
di
st
an
ce
2[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 a
dd
_l
in
k,
ne
xt
_p
oi
nt
,i
,j
; 
 f
lo
at
 a
dd
_o
bj
ec
t;
 
 d
ij
k(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 s
ho
rt
_i
ni
t(
di
st
an
ce
,d
is
ta
nc
e2
);
 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
 d
o{
 
  
ad
d_
li
nk
=p
oi
nt
[0
];
 i
=x
_i
[a
dd
_l
in
k]
; 
j=
x_
j[
ad
d_
li
nk
];
 
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
sh
or
t_
ad
d(
i,
j,
di
st
an
ce
2)
; 
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fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 l
in
k=
li
nk
+1
; 
  
 c
t_
fi
xe
d[
li
nk
]=
ct
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
];
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ct
_f
ix
ed
[i
]>
ct
_f
ix
ed
[j
])
{ 
  
  
p=
ct
_f
ix
ed
[i
];
 c
t_
fi
xe
d[
i]
=c
t_
fi
xe
d[
j]
; 
ct
_f
ix
ed
[j
]=
p;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 r
no
de
=n
od
e*
re
st
_p
ar
am
; 
ct
_f
ix
ed
_f
la
g=
ct
_f
ix
ed
[r
no
de
];
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
[i
][
j]
=0
; 
x[
j]
[i
]=
0;
 
  
 i
f(
ct
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
]<
ct
_f
ix
ed
_f
la
g)
{ 
  
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 w
ar
sh
al
l(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 i
f(
ob
je
ct
<b
ig
){
 
  
mi
no
ux
_m
od
()
; 
di
jk
(d
is
ta
nc
e)
; 
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
 
 }
//
if
 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
}/
/ 
re
st
_b
ac
kw
ar
d 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 r
es
t_
fo
rw
ar
d(
vo
id
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
xi
n[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 i
,j
,r
no
de
; 
 f
lo
at
 c
t_
fi
xe
d[
li
nk
_n
um
],
p,
ct
_f
ix
ed
_f
la
g;
 
 l
in
k=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 l
in
k=
li
nk
+1
; 
ct
_f
ix
ed
[l
in
k]
=c
t[
i]
[j
]+
fi
xe
d_
co
st
[i
][
j]
; 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ct
_f
ix
ed
[i
]>
ct
_f
ix
ed
[j
])
{ 
  
  
p=
ct
_f
ix
ed
[i
];
 c
t_
fi
xe
d[
i]
=c
t_
fi
xe
d[
j]
; 
ct
_f
ix
ed
[j
]=
p;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 r
no
de
=n
od
e*
re
st
_p
ar
am
; 
ct
_f
ix
ed
_f
la
g=
ct
_f
ix
ed
[r
no
de
];
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
in
[i
][
j]
=0
; 
xi
n[
j]
[i
]=
0;
 
  
 i
f(
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
if
(c
t[
i]
[j
]+
fi
xe
d_
co
st
[i
][
j]
<=
ct
_f
ix
ed
_f
la
g)
{ 
  
  
 x
in
[i
][
j]
=1
; 
xi
n[
j]
[i
]=
1;
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 m
_f
or
w_
mo
d(
xi
n)
; 
di
jk
(d
is
ta
nc
e)
; 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
}/
/ 
re
st
_f
or
wa
rd
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
mo
d(
in
t 
xi
n[
][
n_
nu
m]
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 a
dd
ob
j_
k[
li
nk
_n
um
],
x_
i[
li
nk
_n
um
],
x_
j[
li
nk
_n
um
];
 
 i
nt
 p
oi
nt
[l
in
k_
nu
m]
; 
 c
_p
oi
nt
=0
; 
 w
ar
sh
al
l(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 i
f(
ob
je
ct
<b
ig
){
 
  
m_
fo
rw
_i
ni
t_
1(
x_
i,
x_
j,
ad
do
bj
_k
,x
in
);
 m
in
ou
x_
in
it
_2
(p
oi
nt
);
 
  
if
(l
in
k>
0)
{ 
  
 m
_f
or
w_
ma
in
(x
_i
,x
_j
,p
oi
nt
,a
dd
ob
j_
k)
; 
  
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
  
}/
/i
f 
 }
//
if
 
}/
/ 
m_
fo
rw
_m
od
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
in
it
_1
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 a
dd
ob
j_
k[
],
in
t 
xi
n[
][
n_
nu
m]
){
 
 i
nt
 i
,j
,l
; 
 c
al
c_
fl
ow
()
; 
 a
dd
ob
j_
k[
0]
=i
nf
; 
li
nk
=0
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
x[
i]
[j
]=
=0
&&
fi
xe
d_
co
st
[i
][
j]
<i
nf
){
 
  
  
if
(x
in
[i
][
j]
==
1)
{ 
  
  
 l
in
k=
li
nk
+1
; 
le
ng
th
_i
j=
ca
lc
_l
en
gt
h(
i,
j)
; 
  
  
 m
in
_f
lo
w=
ca
lc
_m
in
_f
lo
w(
i,
j)
; 
x_
i[
li
nk
]=
i;
 x
_j
[l
in
k]
=j
; 
  
  
 a
dd
ob
j_
k[
li
nk
]=
mi
n_
fl
ow
*f
lo
w_
co
st
[i
][
j]
+f
ix
ed
_c
os
t[
i]
[j
] 
-m
in
_f
lo
w*
le
ng
th
_i
j;
 
  
  
}/
/i
f 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
li
nk
-1
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=l
in
k;
j+
+)
{ 
  
 i
f(
ad
do
bj
_k
[i
]>
ad
do
bj
_k
[j
])
{ 
  
  
l=
ad
do
bj
_k
[i
];
 a
dd
ob
j_
k[
i]
=a
dd
ob
j_
k[
j]
; 
ad
do
bj
_k
[j
]=
l;
 
  
  
l=
x_
i[
i]
; 
[i
]=
x_
i[
j]
; 
x_
i[
j]
=l
; 
  
  
l=
x_
j[
i]
; 
x_
j[
i]
=x
_j
[j
];
 x
_j
[j
]=
l;
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
m_
fo
rw
_i
ni
t_
1 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
_f
or
w_
ma
in
(i
nt
 x
_i
[]
,i
nt
 x
_j
[]
,i
nt
 p
oi
nt
[]
,i
nt
 
ad
do
bj
_k
[]
){
 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
di
st
an
ce
2[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 a
dd
_l
in
k,
ne
xt
_p
oi
nt
,i
,j
; 
 f
lo
at
 a
dd
_o
bj
ec
t;
 
 d
ij
k(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
 s
ho
rt
_i
ni
t(
di
st
an
ce
,d
is
ta
nc
e2
);
 
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
 d
o{
 
  
ad
d_
li
nk
=p
oi
nt
[0
];
 i
=x
_i
[a
dd
_l
in
k]
; 
j=
x_
j[
ad
d_
li
nk
];
 
  
x[
i]
[j
]=
1;
 x
[j
][
i]
=1
; 
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
sh
or
t_
ad
d(
i,
j,
di
st
an
ce
2)
; 
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ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e2
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
;
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
  
x[
i]
[j
]=
0;
 x
[j
][
i]
=0
; 
 
  
ad
d_
ob
je
ct
=o
bj
ec
t-
cu
rr
en
t_
ob
je
ct
; 
  
if
(a
dd
_o
bj
ec
t>
=0
){
 
  
 p
oi
nt
[0
]=
po
in
t[
ad
d_
li
nk
];
 p
oi
nt
[a
dd
_l
in
k]
=0
; 
  
}e
ls
e{
 
  
 i
f(
ad
d_
ob
je
ct
<=
ad
do
bj
_k
[p
oi
nt
[a
dd
_l
in
k]
])
{ 
  
  
x[
i]
[j
]=
1;
  
x[
j]
[i
]=
1;
 
  
  
di
jk
(d
is
ta
nc
e)
; 
  
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
  
  
cu
rr
en
t_
ob
je
ct
=o
bj
ec
t;
 
  
  
po
in
t[
0]
=p
oi
nt
[a
dd
_l
in
k]
; 
po
in
t[
ad
d_
li
nk
]=
0;
 
  
 }
el
se
{ 
  
  
c_
po
in
t=
ad
d_
li
nk
; 
ne
xt
_p
oi
nt
=p
oi
nt
[c
_p
oi
nt
];
 
  
  
wh
il
e(
1)
{ 
  
  
 i
f(
ad
d_
ob
je
ct
<=
ad
do
bj
_k
[n
ex
t_
po
in
t]
){
 
  
  
  
po
in
t[
0]
=p
oi
nt
[a
dd
_l
in
k]
; 
po
in
t[
c_
po
in
t]
=a
dd
_l
in
k;
 
  
  
  
po
in
t[
ad
d_
li
nk
]=
ne
xt
_p
oi
nt
; 
  
  
  
ad
do
bj
_k
[a
dd
_l
in
k]
=a
dd
_o
bj
ec
t;
 
  
  
  
br
ea
k;
 
  
  
 }
//
if
 
  
  
 c
_p
oi
nt
=n
ex
t_
po
in
t;
 n
ex
t_
po
in
t=
po
in
t[
c_
po
in
t]
; 
  
  
}/
/w
hi
le
 
  
 }
//
if
 
  
}/
/i
f 
 }
wh
il
e(
ad
do
bj
_k
[c
_p
oi
nt
]<
=0
&&
po
in
t[
0]
!=
0)
; 
}/
/ 
m_
fo
rw
_m
ai
n 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
ca
lc
_m
in
_f
lo
w(
in
t 
i,
in
t 
j)
{ 
 i
nt
 k
,l
,m
in
im
un
_f
lo
w;
 
 i
f(
i!
=j
){
 
  
mi
ni
mu
n_
fl
ow
=i
nf
; 
l=
j;
 
  
wh
il
e(
1)
{ 
  
 k
=p
at
h[
i]
[l
];
 
  
 i
f(
k!
=0
){
 
  
  
if
(f
lo
w[
k]
[l
]+
fl
ow
[l
][
k]
<m
in
_f
lo
w)
{ 
  
  
 m
in
im
un
_f
lo
w=
fl
ow
[k
][
l]
+f
lo
w[
l]
[k
];
 
  
  
}/
/i
f 
  
  
l=
k;
 
  
  
if
(i
==
l)
 b
re
ak
; 
  
 }
el
se
{ 
  
  
br
ea
k;
 
  
 }
//
if
 
  
}/
/w
hi
le
 
 }
el
se
{ 
  
mi
ni
mu
n_
fl
ow
=0
; 
 }
//
if
 
 r
et
ur
n(
mi
ni
mu
n_
fl
ow
);
 
}/
/ 
ca
lc
_m
in
_f
lo
w 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 s
ho
rt
_a
dd
(i
nt
 a
dd
_i
,i
nt
 a
dd
_j
,i
nt
 d
is
ta
nc
e2
[]
[n
_n
um
])
{ 
 i
nt
 n
od
e1
[n
_n
um
],
no
de
2[
n_
nu
m]
,n
od
e1
_n
um
be
r,
no
de
2_
nu
mb
er
; 
 i
nt
 i
,l
,i
i,
ll
; 
 n
od
e1
_n
um
be
r=
0;
 n
od
e2
_n
um
be
r=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
no
de
1[
i]
=0
; 
no
de
2[
i]
=0
; 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
if
(d
is
ta
nc
e2
[i
][
ad
d_
j]
>d
is
ta
nc
e2
[i
][
ad
d_
i]
+f
lo
w_
co
st
[a
dd
_i
] 
[a
dd
_j
])
{ 
  
 n
od
e1
_n
um
be
r=
no
de
1_
nu
mb
er
+1
; 
no
de
1[
no
de
1_
nu
mb
er
]=
i;
 
  
 d
is
ta
nc
e2
[i
][
ad
d_
j]
=d
is
ta
nc
e2
[i
][
ad
d_
i]
+f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
; 
  
 d
is
ta
nc
e2
[a
dd
_j
][
i]
=d
is
ta
nc
e2
[i
][
ad
d_
j]
; 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
if
(d
is
ta
nc
e2
[a
dd
_i
][
l]
>f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
+d
is
ta
nc
e2
[a
d 
d_
j]
[l
])
{ 
  
 n
od
e2
_n
um
be
r=
no
de
2_
nu
mb
er
+1
; 
no
de
2[
no
de
2_
nu
mb
er
]=
l;
 
  
 d
is
ta
nc
e2
[a
dd
_i
][
l]
=f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
+d
is
ta
nc
e2
[a
dd
_ 
j]
[l
];
 
  
 d
is
ta
nc
e2
[l
][
ad
d_
i]
=d
is
ta
nc
e2
[a
dd
_i
][
l]
; 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(i
i=
1;
ii
<=
no
de
1_
nu
mb
er
;i
i+
+)
{ 
  
fo
r(
ll
=1
;l
l<
=n
od
e2
_n
um
be
r;
ll
++
){
 
  
 i
=n
od
e1
[i
i]
; 
l=
no
de
2[
ll
];
 
  
 i
f(
di
st
an
ce
2[
i]
[l
]>
di
st
an
ce
2[
i]
[a
dd
_i
]+
di
st
an
ce
2[
ad
d_
i]
[l
])
{ 
  
  
di
st
an
ce
2[
i]
[l
]=
di
st
an
ce
2[
i]
[a
dd
_i
]+
di
st
an
ce
2[
ad
d_
i]
[l
];
 
  
  
di
st
an
ce
2[
l]
[i
]=
di
st
an
ce
2[
i]
[l
];
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
sh
or
t_
ad
d 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 a
dj
ac
en
t_
lo
ca
l_
ma
in
(v
oi
d)
{ 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
di
st
an
ce
2[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 d
is
ta
nc
e3
[n
_n
um
][
n_
nu
m]
; 
 i
nt
 a
dj
_n
od
e_
2[
n_
nu
m]
; 
 i
nt
 n
1[
n_
nu
m]
,n
2[
n_
nu
m]
,u
se
_n
od
e[
n_
nu
m]
; 
 i
nt
 i
,j
,k
,l
,k
1,
l1
,x
_f
la
g[
n_
nu
m]
[n
_n
um
];
 
 f
lo
at
 c
ur
re
nt
_u
pp
er
_b
ou
nd
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
_f
la
g[
i]
[j
]=
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 d
ij
k(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
 d
o{
 
  
cu
rr
en
t_
up
pe
r_
bo
un
d=
cu
rr
en
t_
ob
je
ct
; 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 f
or
(j
=i
+1
;j
<=
no
de
;j
++
){
 
  
  
if
(x
[i
][
j]
==
1)
{ 
  
  
 x
[i
][
j]
=0
; 
x[
j]
[i
]=
0;
 x
_f
la
g[
i]
[j
]=
1;
 x
_f
la
g[
j]
[i
]=
1;
 
  
  
 s
ho
rt
_i
ni
t(
di
st
an
ce
,d
is
ta
nc
e2
);
 
  
  
 s
ho
rt
_d
el
et
e(
i,
j,
di
st
an
ce
2)
; 
  
  
 s
ho
rt
_i
ni
t(
di
st
an
ce
2,
di
st
an
ce
3)
; 
  
  
 g
_c
on
ne
ct
=c
on
ne
ct
(d
is
ta
nc
e2
);
 
  
  
 m
ar
ge
_n
od
e(
ad
j_
no
de
_2
,i
,j
,u
se
_n
od
e)
; 
  
  
 i
f(
g_
co
nn
ec
t=
=1
){
 
  
  
  
fo
r(
k1
=1
;k
1<
=n
_a
dj
_n
od
e;
k1
++
){
 
  
  
  
 k
=a
dj
_n
od
e_
2[
k1
];
 
  
  
  
 f
or
(l
1=
k1
+1
;l
1<
=n
_a
dj
_n
od
e;
l1
++
){
 
  
  
  
  
l=
ad
j_
no
de
_2
[l
1]
; 
  
  
  
  
if
(f
ix
ed
_c
os
t[
k]
[l
]!
=i
nf
&&
x[
k]
[l
]=
=0
){
 
  
  
  
  
 i
f(
x_
fl
ag
[k
][
l]
==
0)
{ 
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ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e2
);
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
;
  
sh
or
t_
in
it
(d
is
ta
nc
e,
di
st
an
ce
2)
; 
  
x[
i]
[j
]=
0;
 x
[j
][
i]
=0
; 
 
  
ad
d_
ob
je
ct
=o
bj
ec
t-
cu
rr
en
t_
ob
je
ct
; 
  
if
(a
dd
_o
bj
ec
t>
=0
){
 
  
 p
oi
nt
[0
]=
po
in
t[
ad
d_
li
nk
];
 p
oi
nt
[a
dd
_l
in
k]
=0
; 
  
}e
ls
e{
 
  
 i
f(
ad
d_
ob
je
ct
<=
ad
do
bj
_k
[p
oi
nt
[a
dd
_l
in
k]
])
{ 
  
  
x[
i]
[j
]=
1;
  
x[
j]
[i
]=
1;
 
  
  
di
jk
(d
is
ta
nc
e)
; 
  
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e)
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
  
  
cu
rr
en
t_
ob
je
ct
=o
bj
ec
t;
 
  
  
po
in
t[
0]
=p
oi
nt
[a
dd
_l
in
k]
; 
po
in
t[
ad
d_
li
nk
]=
0;
 
  
 }
el
se
{ 
  
  
c_
po
in
t=
ad
d_
li
nk
; 
ne
xt
_p
oi
nt
=p
oi
nt
[c
_p
oi
nt
];
 
  
  
wh
il
e(
1)
{ 
  
  
 i
f(
ad
d_
ob
je
ct
<=
ad
do
bj
_k
[n
ex
t_
po
in
t]
){
 
  
  
  
po
in
t[
0]
=p
oi
nt
[a
dd
_l
in
k]
; 
po
in
t[
c_
po
in
t]
=a
dd
_l
in
k;
 
  
  
  
po
in
t[
ad
d_
li
nk
]=
ne
xt
_p
oi
nt
; 
  
  
  
ad
do
bj
_k
[a
dd
_l
in
k]
=a
dd
_o
bj
ec
t;
 
  
  
  
br
ea
k;
 
  
  
 }
//
if
 
  
  
 c
_p
oi
nt
=n
ex
t_
po
in
t;
 n
ex
t_
po
in
t=
po
in
t[
c_
po
in
t]
; 
  
  
}/
/w
hi
le
 
  
 }
//
if
 
  
}/
/i
f 
 }
wh
il
e(
ad
do
bj
_k
[c
_p
oi
nt
]<
=0
&&
po
in
t[
0]
!=
0)
; 
}/
/ 
m_
fo
rw
_m
ai
n 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
ca
lc
_m
in
_f
lo
w(
in
t 
i,
in
t 
j)
{ 
 i
nt
 k
,l
,m
in
im
un
_f
lo
w;
 
 i
f(
i!
=j
){
 
  
mi
ni
mu
n_
fl
ow
=i
nf
; 
l=
j;
 
  
wh
il
e(
1)
{ 
  
 k
=p
at
h[
i]
[l
];
 
  
 i
f(
k!
=0
){
 
  
  
if
(f
lo
w[
k]
[l
]+
fl
ow
[l
][
k]
<m
in
_f
lo
w)
{ 
  
  
 m
in
im
un
_f
lo
w=
fl
ow
[k
][
l]
+f
lo
w[
l]
[k
];
 
  
  
}/
/i
f 
  
  
l=
k;
 
  
  
if
(i
==
l)
 b
re
ak
; 
  
 }
el
se
{ 
  
  
br
ea
k;
 
  
 }
//
if
 
  
}/
/w
hi
le
 
 }
el
se
{ 
  
mi
ni
mu
n_
fl
ow
=0
; 
 }
//
if
 
 r
et
ur
n(
mi
ni
mu
n_
fl
ow
);
 
}/
/ 
ca
lc
_m
in
_f
lo
w 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 s
ho
rt
_a
dd
(i
nt
 a
dd
_i
,i
nt
 a
dd
_j
,i
nt
 d
is
ta
nc
e2
[]
[n
_n
um
])
{ 
 i
nt
 n
od
e1
[n
_n
um
],
no
de
2[
n_
nu
m]
,n
od
e1
_n
um
be
r,
no
de
2_
nu
mb
er
; 
 i
nt
 i
,l
,i
i,
ll
; 
 n
od
e1
_n
um
be
r=
0;
 n
od
e2
_n
um
be
r=
0;
 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
no
de
1[
i]
=0
; 
no
de
2[
i]
=0
; 
 }
//
fo
r 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
if
(d
is
ta
nc
e2
[i
][
ad
d_
j]
>d
is
ta
nc
e2
[i
][
ad
d_
i]
+f
lo
w_
co
st
[a
dd
_i
] 
[a
dd
_j
])
{ 
  
 n
od
e1
_n
um
be
r=
no
de
1_
nu
mb
er
+1
; 
no
de
1[
no
de
1_
nu
mb
er
]=
i;
 
  
 d
is
ta
nc
e2
[i
][
ad
d_
j]
=d
is
ta
nc
e2
[i
][
ad
d_
i]
+f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
; 
  
 d
is
ta
nc
e2
[a
dd
_j
][
i]
=d
is
ta
nc
e2
[i
][
ad
d_
j]
; 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(l
=1
;l
<=
no
de
;l
++
){
 
  
if
(d
is
ta
nc
e2
[a
dd
_i
][
l]
>f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
+d
is
ta
nc
e2
[a
d 
d_
j]
[l
])
{ 
  
 n
od
e2
_n
um
be
r=
no
de
2_
nu
mb
er
+1
; 
no
de
2[
no
de
2_
nu
mb
er
]=
l;
 
  
 d
is
ta
nc
e2
[a
dd
_i
][
l]
=f
lo
w_
co
st
[a
dd
_i
][
ad
d_
j]
+d
is
ta
nc
e2
[a
dd
_ 
j]
[l
];
 
  
 d
is
ta
nc
e2
[l
][
ad
d_
i]
=d
is
ta
nc
e2
[a
dd
_i
][
l]
; 
  
}/
/i
f 
 }
//
fo
r 
 f
or
(i
i=
1;
ii
<=
no
de
1_
nu
mb
er
;i
i+
+)
{ 
  
fo
r(
ll
=1
;l
l<
=n
od
e2
_n
um
be
r;
ll
++
){
 
  
 i
=n
od
e1
[i
i]
; 
l=
no
de
2[
ll
];
 
  
 i
f(
di
st
an
ce
2[
i]
[l
]>
di
st
an
ce
2[
i]
[a
dd
_i
]+
di
st
an
ce
2[
ad
d_
i]
[l
])
{ 
  
  
di
st
an
ce
2[
i]
[l
]=
di
st
an
ce
2[
i]
[a
dd
_i
]+
di
st
an
ce
2[
ad
d_
i]
[l
];
 
  
  
di
st
an
ce
2[
l]
[i
]=
di
st
an
ce
2[
i]
[l
];
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
sh
or
t_
ad
d 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 a
dj
ac
en
t_
lo
ca
l_
ma
in
(v
oi
d)
{ 
 i
nt
 d
is
ta
nc
e[
n_
nu
m]
[n
_n
um
],
di
st
an
ce
2[
n_
nu
m]
[n
_n
um
];
 
 i
nt
 d
is
ta
nc
e3
[n
_n
um
][
n_
nu
m]
; 
 i
nt
 a
dj
_n
od
e_
2[
n_
nu
m]
; 
 i
nt
 n
1[
n_
nu
m]
,n
2[
n_
nu
m]
,u
se
_n
od
e[
n_
nu
m]
; 
 i
nt
 i
,j
,k
,l
,k
1,
l1
,x
_f
la
g[
n_
nu
m]
[n
_n
um
];
 
 f
lo
at
 c
ur
re
nt
_u
pp
er
_b
ou
nd
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
_f
la
g[
i]
[j
]=
0;
 
  
}/
/f
or
 
 }
//
fo
r 
 d
ij
k(
di
st
an
ce
);
 
 o
bj
ec
t=
ca
lc
_o
bj
ec
t(
di
st
an
ce
);
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
 d
o{
 
  
cu
rr
en
t_
up
pe
r_
bo
un
d=
cu
rr
en
t_
ob
je
ct
; 
  
fo
r(
i=
1;
i<
=n
od
e;
i+
+)
{ 
  
 f
or
(j
=i
+1
;j
<=
no
de
;j
++
){
 
  
  
if
(x
[i
][
j]
==
1)
{ 
  
  
 x
[i
][
j]
=0
; 
x[
j]
[i
]=
0;
 x
_f
la
g[
i]
[j
]=
1;
 x
_f
la
g[
j]
[i
]=
1;
 
  
  
 s
ho
rt
_i
ni
t(
di
st
an
ce
,d
is
ta
nc
e2
);
 
  
  
 s
ho
rt
_d
el
et
e(
i,
j,
di
st
an
ce
2)
; 
  
  
 s
ho
rt
_i
ni
t(
di
st
an
ce
2,
di
st
an
ce
3)
; 
  
  
 g
_c
on
ne
ct
=c
on
ne
ct
(d
is
ta
nc
e2
);
 
  
  
 m
ar
ge
_n
od
e(
ad
j_
no
de
_2
,i
,j
,u
se
_n
od
e)
; 
  
  
 i
f(
g_
co
nn
ec
t=
=1
){
 
  
  
  
fo
r(
k1
=1
;k
1<
=n
_a
dj
_n
od
e;
k1
++
){
 
  
  
  
 k
=a
dj
_n
od
e_
2[
k1
];
 
  
  
  
 f
or
(l
1=
k1
+1
;l
1<
=n
_a
dj
_n
od
e;
l1
++
){
 
  
  
  
  
l=
ad
j_
no
de
_2
[l
1]
; 
  
  
  
  
if
(f
ix
ed
_c
os
t[
k]
[l
]!
=i
nf
&&
x[
k]
[l
]=
=0
){
 
  
  
  
  
 i
f(
x_
fl
ag
[k
][
l]
==
0)
{ 
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x[
k]
[l
]=
1;
 x
[l
][
k]
=1
; 
  
  
  
  
  
sh
or
t_
in
it
(d
is
ta
nc
e3
,d
is
ta
nc
e2
);
 
  
  
  
  
  
sh
or
t_
ad
d(
k,
l,
di
st
an
ce
2)
; 
  
  
  
  
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e2
);
 
  
  
  
  
  
if
(o
bj
ec
t<
cu
rr
en
t_
ob
je
ct
){
 
  
  
  
  
  
 d
ij
k(
di
st
an
ce
);
 
  
  
  
  
  
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
  
  
  
  
  
 c
on
ti
nu
e;
 
  
  
  
  
  
}/
/i
f 
  
  
  
  
  
x[
k]
[l
]=
0;
 x
[l
][
k]
=0
; 
  
  
  
  
 }
//
if
 
  
  
  
  
}/
/i
f 
  
  
  
 }
//
fo
r 
  
  
  
}/
/f
or
 
  
  
 }
el
se
{ 
  
  
  
co
nn
ec
t_
no
de
(n
1,
n2
,u
se
_n
od
e,
di
st
an
ce
3)
; 
  
  
  
fo
r(
k1
=1
;k
1<
=n
1_
nu
m;
k1
++
){
 
  
  
  
 k
=n
1[
k1
];
 
  
  
  
 f
or
(l
1=
1;
l1
<=
n2
_n
um
;l
1+
+)
{ 
  
  
  
  
l=
n2
[l
1]
; 
  
  
  
  
if
(f
ix
ed
_c
os
t[
k]
[l
]!
=i
nf
&&
x[
k]
[l
]=
=0
){
 
  
  
  
  
 i
f(
x_
fl
ag
[k
][
l]
==
0)
{ 
  
  
  
  
  
x[
k]
[l
]=
1;
 x
[l
][
k]
=1
; 
  
  
  
  
  
sh
or
t_
in
it
(d
is
ta
nc
e3
,d
is
ta
nc
e2
);
 
  
  
  
  
  
sh
or
t_
ad
d(
k,
l,
di
st
an
ce
2)
; 
  
  
  
  
  
ob
je
ct
=c
al
c_
ob
je
ct
(d
is
ta
nc
e2
);
 
  
  
  
  
  
if
(o
bj
ec
t<
cu
rr
en
t_
ob
je
ct
){
 
  
  
  
  
  
 d
ij
k(
di
st
an
ce
);
 
  
  
  
  
  
 c
ur
re
nt
_o
bj
ec
t=
ob
je
ct
; 
up
pe
r_
bo
un
d=
ob
je
ct
_u
pd
at
e(
);
  
  
  
  
  
 c
on
ti
nu
e;
 
  
  
  
  
  
}/
/i
f 
  
  
  
  
  
x[
k]
[l
]=
0;
 
  
  
  
  
  
x[
l]
[k
]=
0;
 
  
  
  
  
 }
//
if
 
  
  
  
  
}/
/i
f 
  
  
  
 }
//
fo
r 
  
  
  
}/
/f
or
 
  
  
 }
//
if
 
  
  
 x
[i
][
j]
=1
; 
x[
j]
[i
]=
1;
 x
_f
la
g[
i]
[j
]=
0;
 x
_f
la
g[
j]
[i
]=
0;
 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
}/
/f
or
 
 }
wh
il
e(
cu
rr
en
t_
ob
je
ct
<c
ur
re
nt
_u
pp
er
_b
ou
nd
);
 
 d
ij
k(
di
st
an
ce
);
 
 u
pp
er
_b
ou
nd
=o
bj
ec
t_
up
da
te
()
; 
}/
/ 
ad
ja
ce
nt
_l
oc
al
_m
ai
n 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 a
dj
ac
en
t_
no
de
(v
oi
d)
{ 
 i
nt
 x
_j
[l
in
k_
nu
m]
,x
_l
en
gt
h[
li
nk
_n
um
];
 
 i
nt
 i
,j
,h
,l
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 x
_j
[j
]=
j;
 x
_l
en
gt
h[
j]
=f
ix
ed
_c
os
t[
i]
[j
];
 
  
}/
/f
or
 
  
fo
r(
h=
1;
h<
=n
od
e-
1;
h+
+)
{ 
  
 f
or
(j
=h
+1
;j
<=
no
de
;j
++
){
 
  
  
if
(x
_l
en
gt
h[
h]
>x
_l
en
gt
h[
j]
){
 
  
  
 l
=x
_l
en
gt
h[
h]
; 
x_
le
ng
th
[h
]=
x_
le
ng
th
[j
];
 x
_l
en
gt
h[
j]
=l
; 
  
  
 l
=x
_j
[h
];
 x
_j
[h
]=
x_
j[
j]
; 
x_
j[
j]
=l
; 
  
  
}/
/i
f 
  
 }
//
fo
r 
  
}/
/f
or
 
  
fo
r(
j=
1;
j<
=n
od
e;
j+
+)
{ 
  
 a
dj
_n
od
e[
i]
[j
]=
x_
j[
j]
; 
  
}/
/f
or
 
 }
//
fo
r 
}/
/ 
ad
ja
ce
nt
_n
od
e 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
in
t 
co
nn
ec
t(
in
t 
di
st
an
ce
2[
][
n_
nu
m]
){
 
 i
nt
 i
,j
,g
ra
ph
_c
on
ne
ct
; 
 g
ra
ph
_c
on
ne
ct
=1
; 
 f
or
(i
=1
;i
<=
no
de
;i
++
){
 
  
fo
r(
j=
i+
1;
j<
=n
od
e;
j+
+)
{ 
  
 i
f(
di
st
an
ce
2[
i]
[j
]>
=i
nf
){
 
  
  
gr
ap
h_
co
nn
ec
t=
0;
 
  
  
re
tu
rn
(g
ra
ph
_c
on
ne
ct
);
 
  
 }
//
if
 
  
}/
/f
or
 
 }
//
fo
r 
 r
et
ur
n(
gr
ap
h_
co
nn
ec
t)
; 
}/
/ 
co
nn
ec
t 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 m
ar
ge
_n
od
e(
in
t 
ad
j_
no
de
_2
[]
,i
nt
 i
,i
nt
 j
,i
nt
 u
se
_n
od
e[
])
{ 
 i
nt
 k
,l
,m
; 
 f
or
(k
=1
;k
<=
no
de
;k
++
){
 
  
us
e_
no
de
[k
]=
0;
 
 }
//
fo
r 
 k
=0
; 
l=
1;
 m
=1
; 
 d
o{
 
  
if
(f
ix
ed
_c
os
t[
i]
[a
dj
_n
od
e[
i]
[l
]]
<f
ix
ed
_c
os
t[
j]
[a
dj
_n
od
e[
j]
 
[m
]]
){
 
  
 i
f(
us
e_
no
de
[a
dj
_n
od
e[
i]
[l
]]
==
0)
{ 
  
  
k=
k+
1;
 a
dj
_n
od
e_
2[
k]
=a
dj
_n
od
e[
i]
[l
];
 
  
  
us
e_
no
de
[a
dj
_n
od
e[
i]
[l
]]
=1
; 
  
 }
//
if
 
  
 l
=l
+1
; 
  
}e
ls
e{
 
  
 i
f(
us
e_
no
de
[a
dj
_n
od
e[
j]
[m
]]
==
0)
{ 
  
  
k=
k+
1;
 a
dj
_n
od
e_
2[
k]
=a
dj
_n
od
e[
j]
[m
];
 
  
  
us
e_
no
de
[a
dj
_n
od
e[
j]
[m
]]
=1
; 
  
 }
//
if
 
  
 m
=m
+1
; 
  
}/
/i
f 
 }
wh
il
e(
k!
=n
_a
dj
_n
od
e)
; 
}/
/ 
ma
rg
e_
no
de
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
vo
id
 c
on
ne
ct
_n
od
e(
in
t 
n1
[]
,i
nt
 n
2[
],
in
t 
us
e_
no
de
[]
,i
nt
 d
is
ta
n 
ce
3[
][
n_
nu
m]
){
 
 i
nt
 j
; 
 n
1_
nu
m=
0;
 n
2_
nu
m=
0;
 
 i
f(
us
e_
no
de
[1
]=
=1
){
 
  
n1
_n
um
=n
1_
nu
m+
1;
 n
1[
n1
_n
um
]=
us
e_
no
de
[1
];
 
 }
//
if
 
 f
or
(j
=2
;j
<=
no
de
;j
++
){
 
  
if
(u
se
_n
od
e[
j]
==
1)
{ 
  
 i
f(
di
st
an
ce
3[
1]
[j
]<
in
f)
{ 
  
  
n1
_n
um
=n
1_
nu
m+
1;
 n
1[
n1
_n
um
]=
j;
 
  
 }
el
se
{ 
  
  
n2
_n
um
=n
2_
nu
m+
1;
 n
2[
n2
_n
um
]=
j;
 
  
 }
//
if
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32
 
  
}/
/i
f 
 }
//
fo
r 
}/
/ 
co
nn
ec
t_
no
de
 
//
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
**
* 
表
3.
 p
ar
am
.d
at
 
//
問
題
の
分
類
 
10
05
05
 
//
デ
ザ
イ
ン
費
用
比
率
 
10
 
//
ア
ー
ク
基
準
の
上
限
 
05
 
//
品
種
基
準
の
上
限
 
05
 
表
4.
 u
nd
.d
at
 
//
問
題
数
 
  
1 
//
ノ
ー
ド
数
 
  
10
 
//
フ
ロ
ー
費
用
 
  
0 
74
5 
73
8 
26
1 
51
9 
39
5 
23
0 
45
0 
28
6 
56
5 
 7
45
  
0 
18
1 
62
9 
33
1 
84
1 
92
1 
35
7 
57
9 
21
3 
 7
38
 1
81
  
0 
68
5 
23
7 
91
5 
94
1 
44
3 
63
9 
17
8 
 2
61
 6
29
 6
85
  
0 
52
3 
23
7 
31
7 
27
6 
 5
0 
50
9 
 5
19
 3
31
 2
37
 5
23
  
0 
76
0 
73
5 
35
6 
48
6 
12
5 
 3
95
 8
41
 9
15
 2
37
 7
60
  
0 
28
2 
48
4 
27
8 
74
2 
 2
30
 9
21
 9
41
 3
17
 7
35
 2
82
  
0 
58
4 
36
5 
76
4 
 4
50
 3
57
 4
43
 2
76
 3
56
 4
84
 5
84
  
0 
22
6 
28
7 
 2
86
 5
79
 6
39
  
50
 4
86
 2
78
 3
65
 2
26
  
0 
46
5 
 5
65
 2
13
 1
78
 5
09
 1
25
 7
42
 7
64
 2
87
 4
65
  
0 
//
ア
ー
ク
基
準
 
  
0 
 4
  
4 
 1
  
3 
 3
  
1 
 3
  
2 
 3
 
  
4 
 0
  
1 
 4
  
2 
 5
  
5 
 2
  
4 
 1
 
  
4 
 1
  
0 
 4
  
1 
 5
  
5 
 3
  
4 
 1
 
  
1 
 4
  
4 
 0
  
3 
 1
  
2 
 2
  
1 
 3
 
  
3 
 2
  
1 
 3
  
0 
 4
  
4 
 2
  
3 
 1
 
  
3 
 5
  
5 
 1
  
4 
 0
  
2 
 3
  
2 
 4
 
  
1 
 5
  
5 
 2
  
4 
 2
  
0 
 4
  
2 
 5
 
  
3 
 2
  
3 
 2
  
2 
 3
  
4 
 0
  
1 
 1
 
  
2 
 4
  
4 
 1
  
3 
 2
  
2 
 1
  
0 
 3
 
  
3 
 1
  
1 
 3
  
1 
 4
  
5 
 1
  
3 
 0
 
//
品
種
基
準
 
  
0 
 2
  
1 
 3
  
8 
 6
  
4 
 7
  
2 
 6
 
  
3 
 0
  
2 
 2
  
5 
 1
  
5 
 9
  
4 
 7
 
  
3 
 1
  
0 
 6
  
5 
 9
  
9 
 4
  
6 
 2
 
  
4 
 3
  
3 
 0
  
5 
 7
  
1 
 9
  
4 
 6
 
  
7 
 8
  
7 
 7
  
0 
 7
  
5 
 1
  
2 
 8
 
  
4 
 2
  
1 
 8
  
6 
 0
  
6 
 4
  
3 
 5
 
  
2 
 1
  
8 
 7
  
9 
 9
  
0 
 4
  
8 
 8
 
  
3 
 6
  
3 
 8
  
8 
 7
  
1 
 0
  
9 
 8
 
  
7 
 9
  
3 
 4
  
9 
 5
  
1 
 9
  
0 
 4
 
  
5 
 2
  
2 
 1
  
6 
 3
  
6 
 5
  
5 
 0
 
//
x，
y
座
標
 
 7
64
 3
57
 
 1
06
 7
07
 
  
48
 5
36
 
 7
28
 6
16
 
 2
48
 4
08
 
 9
47
 7
07
 
 9
83
 4
27
 
 4
63
 6
92
 
 6
80
 6
30
 
 2
26
 5
31
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