ABSTRACT. Microarray technology is a powerful tool for human genetic research and other biomedical applications. Numerous improvements to the standard K-means algorithm have been carried out to complete the image segmentation step. However, most of the previous studies classify the image into two clusters. In this paper, we propose a novel K-means algorithm, which first classifies the image into three clusters, and then one of the three clusters is divided as the background region and the other two clusters, as the foreground region. The proposed method was evaluated on six different data sets. The analyses of accuracy, efficiency, expression values, special gene spots, and noise images demonstrate the effectiveness of our method in improving the segmentation quality.
INTRODUCTION
Due to the advantages of enabling massive parallel mining of biological data and high throughput profiling of gene expression, microarray technology, which was first proposed by Schena et al. in 1995 , has become a powerful tool for human genetic research and other biomedical applications (Schena et al., 1998) . As shown in Figure 1 , during a biological microarray experiment, first, an isolated messenger RNA (mRNA) sample is selected from each of a control and an experimental population (patient). Second, the two mRNA samples are reverse transcribed into complementary DNA (cDNA), during which each sample is labeled with different fluorescent dyes (Cy3 and Cy5, respectively). Third, the cDNA samples, or cDNA probes, are hybridized with the known genes on the slide at the same time at 65°C for 16-24 h, and then the slides are washed at a specific stringency to remove unbound or weakly bound probes. Finally, a specialized laser confocal microscope and a photomultiplier tube detector are used to scan the microarray, generating two images (green and red). With the principle that each fluorescently labeled sample probe can only hybridize with its complementary sequence, once the fluorescence intensity is obtained, the hybridization information is obtained. Furthermore, the cDNA microarray images allow the simultaneous performance of tens of thousands of expression analyses in a single reaction (Giannakeas and Fotiadis, 2009) , making it more efficient than traditional gene-by-gene expression analysis methods. To remove the noise and enhance the quality of the microarray images, three processing steps are always included: 1) gridding, 2) segmentation, and 3) intensity extraction.
Gridding involves the assignment of coordinates to spots in the image and identifying the best-fit of a grid on the image. Gridding methods can be divided into three main categories: 1) manual, 2) semi-automated, and 3) automated. Most image analysis software programs, for example, Genepix (Axon Instruments, 1999) and ScanAlyze (Eisen, 1999) , require inputs from the user, and subsequent manual adjustment of individual spots is required in order to obtain satisfactory gridding results. Semi-automated methods include a system described by Buhler et al. (2000) that focused on finding the individual spot positions with high accuracy, as well as methods by Steinfath et al. (2001) , Jain et al. (2002) , and Katzer et al. (2003a) , which include imposed restrictions to solve the gridding problem. In addition to the manual and semi-auto-mated approaches, a large number of automated approaches have been proposed to improve the efficiency of the process. Yang et al. (2002a) used template matching to facilitate gridding. Jain et al. (2002) proposed the incorporation of axis projections of image intensity. A Markov random field method was proposed by Katzer et al. (2003b) . Morphological operators (Hirata et al., 2001 ) and smooth filtering (Lonardi and Luo, 2004) have also been used.
Segmentation, which is the separation of the foreground pixels from those in the background, considerably affects the precision of microarray data. The methods for the segmentation of microarray images can be divided into four categories: 1) fixed or adaptive circle segmentation, which considers the spots in a fixed or adaptive circle shape, and classifies the pixels within the circle as the foreground and those outside of the circle as background. Although this method is very simple, it yields poor results when the spot morphology is not circular. 2) The seed region growing (SRG) algorithm, which is based on the conventional region growing postulate of the similarity of pixels within regions (Adams and Bischof, 1994; Yang et al., 2002b) . SRG initially chooses a number of seeds, and then evolves inductively from the seeds based on a specific rule of growth. This algorithm can effectively separate the foreground pixels from the background pixels and can adapt to various spot shapes; however, SRG has two disadvantages: i) the choice of the initial seeds and the definition of the rule of growth are difficult, and ii) spots with low intensity are easily missed.
3) The histogram method, wherein Chen et al. (1997) used a circular target mask and computed a threshold by the Mann-Whitney test to classify pixels into either foreground or background. This method is simple because of the advantage that assumptions on spot shape are not required; however, the results are unstable when a larger mask is set to compensate for spot size variation. 4) Machine Learning techniques including i) clustering algorithms and ii) classification algorithms. In a clustering algorithm, or K-means clustering, the idea is to group the objects that are most similar to each other; this method had been used in microarray image segmentation by Bozinov and Rahnenführer (2002) . Traditionally, the number of clusters, k, is assigned as two to separate the microarray image into foreground and background clusters. Because the K-means clustering algorithm is not restricted to a particular shape and size for the spots, it has been widely used. A number of improved methods based on the standard K-means algorithm have also been proposed (Wu and Yan, 2003; Rueda and Qin, 2004; Giannakeas and Fotiadis, 2009; Uslan and Bucak, 2010; Maguluri et al., 2013) . On the other hand, classification algorithms, which are a supervised learning method, need training samples to obtain a model. For example, the Support Vector Machine (SVM) method has been applied for segmentation (Giannakeas et al., 2008; Shao et al., 2013) .
After segmentation, an intensity extraction step is carried out to identify the differently expressed genes. With the results of this identification, data mining methods and biological interpretation are applied to obtain biological understanding and discovery, as shown in Figure 1 .
In general, the morphologies of the spots in microarray images are not always circles, as shown in Figure 2 , making it difficult to separate the foreground from the background regions by using the traditional methods mentioned above.
In this paper, an improved K-means clustering method for cDNA microarray image segmentation is proposed. The proposed method first classifies the image into three clusters, which differs from the traditional K-means clustering algorithm, wherein the number of clusters is assigned to two. Then, based on the fact that background pixels are always with the lowest gray values, one of the three clusters is grouped as the background region and the other two clusters, as the foreground region. Finally, the clustering results are regarded as the segmentation result for the intensity extraction work.
In this report, we introduce an improved K-means clustering method in the Methods section, and extensive experimental results and analysis are presented in Results and Discussion, where we present a concluding summary of the work carried out in this study.
MATERIAL AND METHODS

Materials
The experiments were implemented in Matlab 7.5 and were based on an Intel-based workstation with Windows XP OS (Microsoft Corp., Redmond, WA, USA). Microarray images used in the experiments were obtained from six different data sets: Baylor College of Medicine (BCM), Swiss Institute of Bioinformatics (SIB), Joe DeRisi individual (DeRisi), University of California, San Francisco (UCSF), Gene Expression Omnibus (GEO), and Stanford Microarray Database (SMD). All of the images were stored in tiff files. Detailed information on the six different data sets is shown in Table 1 .
Special morphology of spots
In microarray images, the spot morphologies are not always circles, that is, there exist various kinds of special spot morphologies in the same image. In Figure 2 , we show 15 types of spot special morphologies along with the associated 3D effects. It is obvious that different spot morphologies produce different and complicated 3D results. Because of the complicated morphologies of the spots, the segmentation of microarray images became a challenging task.
Framework of the method proposed
Because of the special morphologies of spots in the microarray images, which have provided considerable challenges over the years, many methods have been introduced in the attempt to separate the foreground from the background regions more accurately.
In this paper, an improved K-means clustering algorithm is used. The method proposed begins with a median filtering step, and then image contrast enhancement is used to improve the image contrast. Third, the microarray image is segmented into either foreground or background regions with the improved K-means clustering algorithm. Fourth, owing to the existence of spots that could not be identified in the third step, fixed circle segmentation is added to the model. After completion of all of these steps, an intensity extraction step is implemented to identify the differentially expressed genes and finally to find the disease genes.
Selection of the cluster number
The K-means clustering algorithm, introduced by Bozinov in 2002, is aimed at grouping the objects that are more similar to each other and separating the objects that are more different from each other, and has been widely used in microarray image segmentation. Previous studies (Ergüt et al., 2003; Wu and Yan, 2003; Rueda and Qin, 2004; Giannakeas and Fotiadis, 2009 ; Uslan and Bucak, 2010) have promoted the development of microarray image segmentation based on the K-means clustering algorithm. However, almost all of the improved methods assigned the number of clusters, k, to two, which might lead to dissatisfying segmentation results.
In our study, we found that if we assigned the number of clusters to three, the segmentation results would be improved. This might be due to the low gray values of most of the microarray image pixels. In this paper, first, the number of clusters, k, was assigned to three. Second, the cluster in which the cluster gray values are the lowest is classified as the background region and the other two clusters as the foreground region. The segmentation result of the improved K-means algorithm is shown in Figure 3 , using an image selected from the DeRisi data set. 
Segmentation for missing spots
As can be seen from the segmentation results in Figure 3 , some spots could not yet be segmented. To simplify the model and to facilitate the implementation of the intensity extraction step, we added fixed circle segmentation. The final result of segmentation is shown in Figure 4 . Figure 6 also illustrates the total performance of the three algorithms on the six different data sets. The accuracy of the improved K-means algorithm is the highest, except for results from the SIB data set, wherein the accuracy is slightly lower than that of the SVM algorithm. Compared with the standard K-means algorithm, the improved K-means algorithm significantly improves the accuracy in each data set, and in the UCSF data set, the accuracy hit as high as 97.1%. However, in the BCM data set, the accuracy of the improved K-means algorithm was only 68.3%; it 
RESULTS AND DISCUSSION
Accuracy analysis
To evaluate the performance of our method, the accuracy of the standard K-means clustering algorithm, the SVM algorithm, and the improved K-means algorithm are compared in our experimental analysis. The performance of segmentation results with the three algorithms is shown in Figure 5 . From Figure 5 , one can clearly find that the improved K-means algorithm segments the spots perfectly, and almost all of the edges press close to the spots themselves. 
Efficiency analysis
To assess overall efficiency, it is crucial to consider the time consumed in the experiments. Therefore, we took the average time spent analyzing the six different data sets with the three different algorithms into consideration. As shown in Figure 7 , the time required by the standard K-means algorithm was the least, varying from 5.8 to 47.5 s. The SVM algorithm consumed similar time on the six different data sets, ranging from 123.9 to 254.7 s. In the improved K-means algorithm, the time needed varied greatly between different data sets. The BCM data set took the longest time, 574.3 s, to segment the microarray image, whereas the UCSF data set required just 19.1 s. These differences might be due to the fact that the image resolution of the BCM data set is the highest (4325 x 11,388, shown in Table 1 might be that these images contain a large noise level that could be responsible for this situation, as it is difficult to remove all of the noise. Furthermore, owing to its low contrast, the accuracy of the GEO data set only reached 76.7%. For the other data sets, the accuracies all exceeded 80%.
Expression values analysis
Generally, the expression values of each spot in the microarray image are obtained in the intensity extraction step. For the expression value, it is better to be as close to zero as possible. In Figure 8 , the expression values from the three methods are provided. It is clear that Figure 8a has the worst results, that is, a great deal of the expression values approach -11, yet the other values are scattered. In Figure 8b , although there are a lot of values that lie on the zero axis, the other absolute values are greater than 5. Figure 8c represents the expression values obtained by the improved K-means algorithm. In this figure, almost all of the values lie on the zero axis, meaning that the corresponding genes are normal. A few of the values that deviated far from zero are identified as the differentially expressed genes. Therefore, we conclude that the improved K-means algorithm can identify the differentially expressed genes with greater efficiency. time consumed by the improved K-means algorithm is a little higher in some data sets, we believe that it is worthy compromise to obtain good segmentation results.
Special gene spot analysis
As previously discussed, different kinds of gene spots with various shapes exist on each array; therefore, to illustrate the effectiveness of the proposed method, we manually assembled the segmentation results of fourteen different spots, as shown in Figure 9 . From this figure, we can determine that regardless of the spot morphology or how low the gray level of the spot is, the edge can be effectively separated as can the foreground from the background region. Figure 10 shows three noise images selected from different data sets, and their corresponding segmentation results. As can be seen from this figure, although the images contain a lot of noise, the segmentation results are satisfactory. In other words, our method has a higher noise-resistant performance. In summary, we have presented a novel algorithm for microarray image segmentation in this report, called the improved K-means clustering algorithm. In this algorithm, first, the number of clusters is assigned as three. In addition, we group the cluster with the lowest gray value as the background region, and the other two clusters as the foreground region. Secondly, a fixed circle algorithm is added to segment any previously missed spots.
Noise image analysis
Experiments using six different data sets were performed, and we found that the improved K-means algorithm significantly improved the accuracy in each data set over that of the standard K-means algorithm, such that the accuracy in the UCSF data set reached 97.1%. Consideration of the time consumed in the experiments found that the improved K-means algorithm took longer overall than did the standard K-means algorithm, but we believe that this compromise is worth the ability to obtain a good result. In addition, the analysis of expression values, special gene spots, and noise images further confirmed the robustness of our method.
