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ABSTRACT
With the increasing number of market places and potential
trading partners across the e–commerce environment, it will
become natural for multiple trading activities to be deployed
as part of a single trading strategy. This paper describes a
multi–process model for controlling interrelated trading ac-
tivities. The model includes a powerful generic synchroniza-
tion construct for building a variety of executable trading
engines. The modular design of the construct enables the
realization of complex trading schemes, including a number
of well known strategies from the financial trading domain.
A homogeneous interface is defined to allow seamless inte-
gration of control modules built using this construct with
elementary trading tasks which directly interact with the
trading partners using various negotiation protocols. The
model also enables iterative negotiation capabilities, which
are essential in any complex trading environment. In addi-
tion, the model is designed to be orthogonal to the reasoning
model so that any reasoning mechanism can be plugged into
it.
Keywords
Complex Trading Activities, Strategies, Negotiation Proto-
cols, Synchronization
1. INTRODUCTION
The rapid development of electronic marketplaces, espe-
cially over the Internet, has simultaneously engendered the
need and the means to automate trading activities. On-
line auction houses (eBay, Yahoo), online exchanges (World
Chemical Exchange, e–STEEL), and electronic communica-
tion networks (Instinet, Island) now provide the basic infras-
tructure for programmatic product discovery, quote polling,
auctioning, bidding, order placement, trade settlement, etc.
This has led to the development of software tools that au-
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tomate trading tasks. This is essential in order to cope
with the explosively growing number of trading opportu-
nities. Already, several tools for trading partners discovery,
price tracking, and automated bidding (among others) have
emerged.
The next step in this evolution is the automation of com-
plex trading activities. These activities are characterized
by the need to interact with multiple trading partners and
marketplaces concurrently, to trade in multiple units, to
comply with temporal constraints, and to deal with special-
ized knowledge about market mechanisms and domain areas.
Because of the subtle interactions between these character-
istics, complex trading activities require rigorous planning
and control, guided by carefully designed strategies.
Trading strategies can be viewed as a set of guidelines and
requirements to perform trading activities. Strategies are
essential to every trading situation. They contain detailed
plans of how trading activities should be performed. In the
case of complex trading activities, trading strategies should
capture the interrelationships between concurrent trading
tasks potentially involving heterogeneous negotiation pro-
tocols. The work reported in this paper addresses these
aspects.
Previous studies on the design of strategies for complex
trading activities (e.g., [9] [19] [4]) assume a homogeneous
negotiation protocol across all trading tasks (e.g., English
auction). They are therefore not applicable to activities in-
volving heterogeneous negotiation protocols. Our work ad-
dresses this heterogeneity by proposing an interface which
is used to abstract the internal dynamics of trading tasks.
The interface can be applied to any trading task involving
a negotiation protocol in which the trader is not required to
send proposals. This is the case for example in the Dutch
auction protocol, where only the auctioneer makes propos-
als throughout the negotiation, whereas the trader (i.e., the
bidder) only accepts or rejects proposals.
Based on this common interface, a multi–process coordi-
nation model is presented, which can be used to configure
software modules capable of concurrently participating in
multiple negotiations. Using this model, a complex trading
activity is carried out by assemblages of elementary trad-
ing tasks and synchronization constructs. An elementary
trading task handles a negotiation with a given marketplace
or trading partner. It acts as a “wrapper”, in the sense
that it hides (or rather abstracts from) the specificities of
the negotiation protocol imposed by the trading partner. It
also takes local decisions as to whether a given proposal is
acceptable or not.
We also define a generic synchronization construct which
coordinates a set of trading tasks or other synchronization
constructs in a complex trading activity. Instantiations of
the construct are also defined in such a way that the trader
can dynamically update the constraints during the negotia-
tion, thereby enabling the elementary trading tasks to rene-
gotiate at any time. This dynamic revision capability is es-
sential in any complex trading situation. On the other hand,
it adds some complexity to the semantics of the constructs,
which must be able to handle multiple types of messages
and to process these messages according to the current sta-
tus of the negotiation. In order to provide a non–ambiguous
definition of the construct and elementary trading tasks, for-
mal semantics of them in terms of predicate/transition nets
(PrT–nets) are presented.
A brief introduction to the concept of trading task and
interrelated trading activities is given in section 2. The ho-
mogeneous interface to trading tasks employing various ne-
gotiation protocols is presented in section 3. The semantics
of a generic synchronization construct is given in section 4.
An application example of these synchronization constructs
to trading scenarios is given in section 5. In section 6 we
briefly review related work before summarizing our ideas in
section 7.
2. TRADING TASKS
A key element in specifying trading strategies is the un-
derstanding of how basic elements of a trading activity can
be defined. An elementary trading task is defined as a set
of operations required for the purpose of reaching a trad-
ing agreement (i.e. a deal). These operations are typically
structured in three phases: discovery of trading partners,
negotiation, and trade settlement. In this paper, we focus
on negotiation, where synchronization between different in-
terrelated trading tasks is required.
An elementary trading task is described by the following
attributes: the action to be taken (eg. buy or sell), the
description of the item (eg. name, the number of units),
the description of the trading partners, and the temporal
constraints. An example of an elementary trading task from
the financial trading domain is: “Negotiate with seller A to
buy 2000 units of BHP with the price of $18. The trade
should be executed before 12:00 13-Nov-2001 and after 10:00
13-Nov-2001.” A trading activity may comprise one or more
elementary trading tasks. For instance, a buy–sell trading
activity may include two elementary trading tasks, one for
buying and one for selling. Elementary trading tasks within
a trading activity can be interrelated or independent. There
are at least two possible types of relationships among two
interrelated elementary trading tasks, complementary and
alternative.
Complementary. Two elementary trading tasks are in a
complementary [17] relationship when both of them have to
be successful or none of them should be successful. For in-
stance, in Bundle trading from financial trading, a trader
simultaneously purchases or sells an entire portfolio or a
cross–section of a portfolio [5]. Index fund managers, index
arbitragers, hedgers, and equity managers frequently employ
bundle trading to maintain the diversification in their port-
folio holdings. For example, a fund manager would like to
buy 10000 units of BHP stock and 20000 units of NOKIA
stock. In order to re–balance his/her portfolio, the fund
manager is determined not to buy any stocks at all if one
of these trades is not successful. In other words, all buying
tasks should be successful or none of them should be suc-
cessful. Complementary trading tasks are also widely used
in Options trading. An option is a right but not the obliga-
tion to buy or sell a given security at a certain price within
a given time [20]. There are two basic types of options. A
call option gives the holder the right to buy an asset by a
certain date for a certain price and a put option gives the
holder the right to sell an asset by a certain date for a certain
price [12]. A straddle is an option trading strategy [12] that
involves “simultaneous purchase of an equal number of puts
and calls that have the same underlying stock, strike price
and expiry month” [20]. The strike price is defined as the
predetermined exercise price of a put or call option. Suppose
that BHP is currently being traded at $18, an example of
a straddle which includes two complementary trading tasks
can be defined as follows:
• Task1: Buy 1000 units of BHP July call option of strike
price $19 at $0.20 per unit.
• Task2: Buy 1000 units of BHP July put option of strike
price $19 at $0.12 per unit.
Alternative. Two elementary trading tasks are in an alter-
native (also known as “substitutive” [17]) relationship when
only one of the tasks has to be successful or none of them
should be successful. For instance, the manager of a pa-
per production factory may concurrently negotiate with two
suppliers for 500 tons of pulp and be planning to choose
the one with the lower acceptable offer. In this case, only
one of the two trading tasks will be successful. Alternative
trading tasks also occur in financial trading. In the US eq-
uity market, a significant amount of trades are carried out
through one-to-one bargaining between brokers (e.g., in the
so-called upstairs markets [14]). In this context, a trader
can be involved in two alternative tasks in which the same
security is sought from two different brokers: these negotia-
tions are synchronized so that at the end, the trader chooses
the cheaper offer.
To the best of our knowledge, there is no commercial
tool supporting concurrent negotiations involving comple-
mentary and alternative trading tasks. Trading activities
such as bundle trading and upstairs markets negotiation are
still being carried out manually. Furthermore, a single trad-
ing activity can involve both complementary and alternative
tasks. Suppose that a fund manager is planning a bundle
trade which involves simultaneous purchase and sale of sev-
eral stocks. The plan is:
• buy either 10000 units of BHP from seller S1 or 5000
units of Yahoo from seller S2 and
• sell either 20000 units of NOKIA to buyer B1 or 6000
units of Amazon to buyer B2.
This example suggests that a trading activity can be viewed
as a composition of either smaller trading activities or of
elementary trading tasks as shown in figure 1. Elementary
tasks within the same trading activity can in principle be
executed concurrently. However, there are occasions during
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Figure 1: Nested trading activity on bundle trading with heterogeneous negotiation protocols
the concurrent negotiations when the tasks need to be “syn-
chronized” so that a global decision is taken. For example,
in figure 1, alternative trading tasks (4) and (5) need to be
synchronized to make sure that only one of them will be
successful. Alternative trading tasks (6) and (7) also need
to be synchronized. In addition, both buying and selling
tasks, which are depicted as sub–activities (2) and (3), need
to be synchronized so that both of them will be successful
or neither will.
The above observations suggest a model where trading
tasks are represented as trees in which the leaves denote el-
ementary tasks and the nodes denote synchronization con-
structs. For instance, from the example given in figure 1, the
top level activity (node 1) can be replaced with a construct
which implements the complementary relationship and two
sub–activities (nodes 2 & 3) can be represented with con-
structs which implement the alternative relationship. Each
construct must ensure that its immediate children, regard-
less of whether they are nodes or leaves, operate according
to the requirements set by the semantics of the construct.
This delegation of responsibility is propagated level by level
from the bottom of the tree till it reaches the root. Before
a global decision is taken by the root, it may consult with
the user of the software module for a final decision.
Elementary trading tasks may be performed by using dif-
ferent negotiation protocols. This situation is depicted in
figure 1. The interactions between the elementary trad-
ing tasks and their respective trading partners may vary
from one protocol to another since each negotiation proto-
col has its own distinct characteristics. However, to make
synchronization possible, all elementary trading tasks must
provide the respective parent nodes with a common inter-
face (depicted as filled rectangles in figure 1) which abstracts
from the underlying protocols used in the negotiations. Fur-
thermore, due to the hierarchical and composable nature of
the model, any components, regardless or whether they are
nodes or leaves, should be able to use this common interface
for synchronization.
3. HETEROGENEOUS NEGOTIATION
PROTOCOLS AND THE COMMON
INTERFACE
Trading activities usually involve several parties: a trader
will negotiate with his/her counterpart based on some pro-
tocol. Negotiation protocols define the circumstances un-
der which the interactions between negotiating parties take
place: what deals can be made and what sequences of of-
fers are allowed [16]. These protocols can be classified in
terms of the number of parties participating in the negoti-
ation [16]. In one–to–one negotiation, such as bargaining,
one trader will negotiate with exactly one other trader. In
one–to–many negotiation, one trader may negotiate with
multiple traders to reach an agreement. Examples of one–
to–many negotiations include English, Dutch, Vickrey, and
reverse auctions, and as well as tenders. The continuous
double auction is an example of a many–to–many negotia-
tion in which many traders may negotiate with many other
traders.
In the context of negotiation between a trading task and
a trading partner (or an auction), we can further classify ne-
gotiation protocols into three groups according to following
criteria; (a) only the trading task within our model will send
proposals, (b) only the trading partner will send proposals,
and (c) both parties can send proposals. For instance, in
a Dutch auction, only the trading partner (auctioneer) will
send proposals whereas in an English auction, the trading
task (bidder) should send proposals to the trading partner
(auctioneer). Once the proposal is accepted, it must be hon-
oured by the sender. As a result, the negotiation protocols
in groups (a) and (c) cannot be used when synchronized
decision making is required. Therefore, we will focus on
negotiation protocols which do not require the sending of
binding proposals.
Trading tasks within the synchronization model may em-
ploy different protocols to negotiate with different trading
partners. Each negotiation protocol has its own distinct
characteristics. For instance, in a Dutch auction, the auc-
tioneer begins with an initial high price and the price de-
scends until someone states a desire to buy at the current
price. The sequence of interactions between two participants
in a negotiation are different from one protocol to another.
Therefore, a generic homogeneous interface is required to
invoke, monitor, and control these trading tasks. In ad-
dition, within a nested trading activity, an internal node
can have other internal nodes or elementary tasks as child–
nodes. Due to the hierarchical and composable nature of
the model, the same interface should be applied through-
out the tree so that an internal node can indistinguishably
communicate with other internal nodes and with elementary
trading tasks.
In the generic interface, two types of messages are de-
fined: instructions (end, negotiate, renegotiate, accept)
and status reports (ended(e), ready–to–accept(r), unsuc-
cessful(u)). Instructions are always propagated downwards
and status reports are propagated upwards. During the ne-
gotiation, the user may dynamically revise the constraints
of the trading tasks to achieve a better deal. Such revision
may force changes to the status of certain leaf–nodes (e.g.
from ready–to–accept to negotiating) and therefore effect
the status of their upper level nodes. As a result, additional
propagations of instructions and status reports will be re-
quired along the tree.
To describe the homogeneous interface and its relation to
the inner workings of trading tasks, a predicate/transition
net (PrT–net) for a buyer trading task using the Dutch
auction protocol is given in figure 2. PrT–nets were first
introduced by Genrich and Lautenbach in [8]. They con-
sist of places, which are depicted as circles, and transitions,
which are depicted as rectangles. Edges in PrT–nets may
be labelled with linear combinations of tuples consisting of
constants or variables. The transitions are annotated with
formulas called transition selectors, which define the condi-
tions under which the transition can fire. The tokens which
flow between places through the transitions can contain data
used in the evaluation of the conditions. Interested readers
can find more information about PrT–nets in [7].
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Figure 2: A PrT–net for a trading task TD with the
Dutch auction protocol
The Input from Parent Node and Output to Parent Node
places from figure 2 represent the communication between
the trading task and its parent node (or the user). The Input
from Auctioneer and Output to Auctioneer places represent
the communication with the trading partner (auctioneer). A
token placed in Output to Auctioneer indicates that a mes-
sage is sent to the auctioneer, while a token in the place
Input from Auctioneer means that a message has been re-
ceived from the auctioneer. The place My Status contains
a token corresponding to the current status of the trading
task.
Suppose that TD is the trading task involved. For the
purpose of simplification, we assume that there exists a sep-
arate message passing mechanism which allows TD to send
and receive price and other related information from the
user. We assume that this information is stored in global
memory and a function max(TD) retrieves the most recent
price information (e.g. maximum allowable price) for TD.
At any point during a negotiation, TD can be in one of the
following states: idle (i), negotiating (n), ready–to–accept
(r), and ended (e). In figure 2, a token 〈‘i’〉 is placed in My
status as an initial marking denoting that TD is in the idle
state. When TD receives the token containing a ‘negotiate’
command from the parent, it changes its state into negotiat-
ing (n) and subsequently sends the ‘call–for–proposal’ to the
auctioneer. This situation is depicted by transition Start.
In a typical Dutch auction, the auctioneer begins with the
initial high price and the price descends until someone states
a desire to buy at the current price. The transition Report
ready–to–accept will be fired if the proposal p from the auc-
tioneer is less than or equal to the maximum price set by
the user. As a result, TD changes its own status from nego-
tiating into ready–to–accept, and informs its parent about
the new status. Transition Continue is fired when the pro-
posal p sent by the auctioneer is greater than the maximum
allowable price. In this case, the trading task maintains its
current state and waits for a new proposal from the auction-
eer. In some situations, TD can be outbid by another bidder
who might have accepted the proposal from the auctioneer.
In this case, the auctioneer sends the ‘end’ message to TD
to signal the end of the negotiation. Upon receiving this
message, the transition Report ended will be fired and as a
result, the state of TD will be changed into ended and the
parent is notified about the failure.
If the current state of TD is ready–to–accept and a ‘accept’
message has been received from the parent node, the tran-
sition Accept will be fired and an ‘accept–proposal’ message
is sent to the auctioneer. If TD has received a ‘accept’ mes-
sage and it is not in the ready–to–accept state, the message
should be ignored. By using the transition Ignore accept,
the ‘accept’ message is consumed without changing the cur-
rent status of TD. During the negotiation, the parent node
(or the user) may wish to revise the maximum allowable
price. If TD is in negotiating state and a ‘renegotiate’ mes-
sage is received from the parent node, TD will continue the
negotiation process with the new maximum allowable price
without having to change its status. If TD is in the ready–
to–accept state, it changes its state back into negotiating
and continues the negotiation process with new constraints.
This situation is explicitly modelled in the transition Rene-
gotiate in figure 2. If TD is in a state other than negotiating
or ready–to–accept, the ‘renegotiate’ message will simply be
ignored by firing transition Ignore renegotiate. If the ‘end’
message has been received from the parent node to stop the
negotiation, transition End is fired and an ‘end’ message is
sent to the auctioneer. Subsequently, TD changes its own
state into ‘ended’.
The same common interface can be applied to “abstract”
trading tasks with other negotiation protocols such as non-
binding bargaining (in which the trading task receives pro-
posals from the trading partner and responds with either
“accept” or “reject”).
4. SYNCHRONIZATION
We introduce a generic synchronization construct which
is simple yet highly adaptable to different trading require-
ments. Given T1, .., Tm (m > 0) trading tasks to be syn-
chronized, the synchronization construct j OUT OF m
[T1, .., Tm] can be informally defined as “given m concur-
rent trading tasks, exactly j OUT OF m tasks are
to be successful or none of them should succeed”.
The bundle trading example given in section 2 can be mod-
elled using j OUT OF m constructs as depicted in figure 3.
The top–level activity and sub–activities from figure 1 are
replaced by appropriate j OUT OF m constructs. By us-
ing the common interface, the synchronization constructs
and the trading tasks can be structured as a multi–process
model. An internal node is responsible for coordinating its
immediate child–nodes according to the instructions sent by
its parent node (or the user if the node is the root).
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Figure 3: Bundle trading with j OUT OF m syn-
chronization construct
Whenever an internal node receives an instruction from
its parent node, it determines which instructions should be
sent to its child nodes based on: (a) the semantics of the
construct employed at the current node, (b) the instruction
received, and (c) the current status of its child nodes. This
process is repeated at all internal nodes until it reaches the
leaf–nodes (trading tasks). The leaf–nodes in turn report
the status of the negotiation to their immediate parent nodes
(internal nodes). Based on the status of the child–nodes, an
internal node then determines its own status according to
the semantics of the construct attached to it, and reports its
status to the parent node. This process is repeated at every
internal node until it finally reaches the user. Once the user
is informed about the current negotiation status, he/she may
decide to accept the current deal(s) or to renegotiate with
new constraints to try to achieve a better outcome. The
propagation of instructions and status reports is repeated
for several rounds until the negotiation is ended. Due to
the dynamic revision of constraints for renegotiation, the
localized decision making, and the composable nature of the
model, the generic synchronization construct plays a crucial
role and needs to be understood clearly.
In order to provide non–ambiguous definition the j OUT
OF m construct, a formal semantics is given in figure 4 using
a predicate/transition net. Two places are used to store the
status of the current node and the status of child nodes, and
four input/output ports are modelled as places. For clarity,
the node being addressed is named self. The initial marking
M0 of the PrT–net contains
• m tokens 〈c1, ‘i’〉, .., 〈cm, ‘i’〉 at the place My children
status, where 〈ck, ‘i’〉 represents the idle state of the kth
child node, and m is the total number of child nodes
to be synchronized by the current node self, and
• a token 〈‘i’〉 at the place My status denoting that the
self node is idle.
States and message passing. The status of the current
node self and any child node within the model can be rep-
resented as 〈nd, x〉 where nd is the identification of the node
and x ∈ {‘i’, ‘n’, ‘u’, ‘e’, ‘r’}. At any time, the current node
self can be in one of the five possible states: (1) i: idle
and available for synchronization, (2) n: negotiating, (3)
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Figure 4: A PrT–net for the j OUT OF m synchro-
nization construct
u: unsuccessful in negotiation but able to renegotiate under
new constraints, (4) e: negotiation has ended and unable to
renegotiate or continue, and (5) r: ready–to–accept. The
possible transitions among these states are depicted in fig-
ure 5.
negotiating (n)idle (i) ended (e)
unsuccessful (u)
ready to accept (r)
Figure 5: Possible states of a node
After the negotiation process begins, a child node of self
may reply with three possible states; (1) r: ready–to–accept,
(2) u: unsuccessful in negotiation but able to renegotiate
under new constraints, and (3) e: negotiation process has
ended and unable to renegotiate or continue. These states
are stored in the place My children’s status as individual
tokens. The types of token which can be received from the
child nodes through the place Input from Child Node can be
represented as 〈ck, x〉 where x is the current state of child
ck and x ∈ {‘r’, ‘u’, ‘e’}. The current node self may in turn
report its own status to the parent node through the place
Output to Parent Node. The types of tokens which can be
sent to the parent node are represented as 〈self , x〉 where x
is the state of the current node self, and x ∈ {‘r’, ‘u’, ‘e’}.
The current state of the node self is stored in the place My
status as a token.
The types of token which can be received from the parent
node through the place Input from Parent Node can be rep-
resented as 〈self , cmd〉 where cmd is the instruction to be
carried out by the node self and cmd ∈ {‘end’, ‘negotiate’,
‘renegotiate’, ‘accept’}. The meaning of the instructions
are:
• end: to end all ongoing negotiation processes (below)
• negotiate: to begin all negotiation processes (below)
• renegotiate: to renegotiate all processes which are in
unsuccessful, negotiating or ready–to–accept state
• accept: to accept negotiation processes which are ready
to accept
Exactly same set of instructions are used when the current
node self sends the instructions to its child nodes through
the place Output to Child Node. The types of token which
can be sent to the kth child node can be represented as
〈ck, cmd〉 where cmd ∈ {‘end’, ‘negotiate’, ‘renegotiate’,
‘accept’}.
Transitions. At the beginning of the negotiation, the cur-
rent node self as well as the child nodes are in the idle state.
The transition Start is fired when the current node receives
the token 〈self , ‘negotiate’〉 from the parent node. After fir-
ing, the states of the current node as well as all the child
nodes are changed into negotiating. Whenever a child node
replies with its current status, it is updated at the place My
children’s status by firing the transition Child reply. The
transition selector x ∈ {‘r’, ‘e’, ‘u’} ensures that the replies
from the child nodes are either ready–to–accept, ended, or
unsuccessful.
The transition Report ready–to–accept is fired if the cur-
rent node self has enough child nodes in the ready–to–accept
state, so that j OUT OF m requirement can be satisfied.
This condition is enforced by the transition selector
P
[xk =
‘r’] ≥ j which is the simplification of Pmk=1[xk = ‘r’] ≥ j.
According to Iverson’s convention [13], [p] = 1 if p is true
or [p] = 0 if p is false. Thus,
P
[xk = ‘r’] returns the total
number of child nodes whose state is ready–to–accept (r).
At any time, if the total number of child nodes in the
‘ended’ state is greater than or equal to the maximum num-
ber of child nodes allowed to be in the ‘ended’ state (
P
[xk =
‘e’] ≥ m− j + 1), the transition Report ended is fired and a
token is sent to the parent node signalling the end of the ne-
gotiation. For instance, for a 2 OUT OF 5 construct, if the
status of four or more of its child nodes are in the ‘ended’
state (i.e, they are not able to continue the negotiation),
it is certain that the current node will also not be able to
continue the negotiation.
The transition Report unsuccessful is fired if both of the
following conditions hold: (1) the number of child nodes
which are in the ‘ended’ state is still sufficiently low (
P
[xk =
‘e’] < m− j +1) so that it is still possible to continue nego-
tiating, and (2) the total number of child nodes which are in
the ‘ended’ or ‘unsuccessful’ state is sufficiently high so that
it is impossible to achieve j out of m child nodes (
P
[xk ∈
{‘e’, ‘u’}] ≥ m−j+1). For instance, ifm = 5 and j = 3, and
My children’s status = {〈c1, ‘e’〉, 〈c2, ‘e’〉, 〈c3, ‘u’〉, 〈c4, ‘n’〉,
〈c5, ‘n’〉}, the status of a 3 OUT OF 5 construct will be
unsuccessful.
During the negotiation, the parent of the current node
may send the token 〈self , ‘renegotiate’〉 to instruct the cur-
rent node self to renegotiate with a new set of constraints.
The node self can renegotiate if it is currently in the un-
successful, negotiating or ready–to–accept state. In this
case, transition Renegotiate is fired and a set of tokens,
〈c1, ‘renegotiate’〉 to 〈cm, ‘renegotiate’〉 are sent to the child
nodes. In addition, the status of child nodes which are in
unsuccessful or ready–to–accept are updated to negotiating
by the assignment xk ↪→ ‘n’ where
xk ↪→ ‘n’ =

‘n’ if xk ∈ {‘u’, ‘r’}
xk otherwise.
If the status of the current node self is ‘idle’ or ‘ended’,
the transition Ignore renegotiate is fired so that the token
〈self , ‘renegotiate’〉 is simply consumed without any actions
being performed.
The transition Accept is fired when the current status of
the self node is ready–to–accept and it has received the to-
ken 〈self , ‘accept’〉 from the parent node. At the time of
firing, it is possible that more than j child nodes can be in
ready–to–accept state. In the context of current synchro-
nization model, j child nodes will be arbitrarily selected for
committing. However, a decision model augmented by a
reasoning mechanism, can be used to select those j child
nodes with the best overall utility. Due to this separation of
synchronization aspects from decision making aspects, our
synchronization model can be employed with any decision
models which may be developed elsewhere. Upon firing the
transition Accept, ‘accept’ messages will be sent to j child
nodes which are selected for commitment and ‘end’ messages
will be sent to the remaining (m− j) child nodes. Since the
negotiation process is completed, the status of current node
self as well as the status of all child nodes are updated. If
the status of the current node self is not in ready–to–accept
state and an ‘accept’ message is received from the parent
node, it will be consumed by the transition Ignore accept.
If the current node self receives the token 〈self , ‘end’〉
from the parent node, the transition End is fired and all
the child nodes are in turn instructed to stop negotiating.
The status of the current node and the child nodes are also
changed into ‘e’ by the transition.
5. EXAMPLE
Suppose that a fund manager is planning to rebalance
his/her own portfolio. According to the reports from the re-
search department, the telecommunications sector is likely
to outperform the banking sector in the first quarter of the
next financial year. The fund manager has decided to rebal-
ance the existing portfolio by selling shares from the banking
sector (5000 units of Westpac and 1000 units of National)
and buying the shares from telecommunication sector (1000
units of NOKIA and 2000 units of Vodafone).
The fund manager is planning to buy 1000 units of NOKIA
shares by concurrently negotiating with sellers S1, S2, and
S3 to achieve the best price. The fund manager also esti-
mates that the price of the NOKIA shares may fall during
the beginning of the next fiscal year because of the intense
competition within the sector. To limit the downside risk,
the fund manager has decided to buy 1000 units of NOKIA
February put options from one of the two sellers (S4 & S5)
with a strike price which is the same as the current price of
the share. This strategy is called Long Stock + Long Put
Strategy [2]. Synchronization constructs numbered 2, 5, and
6 from figure 6 ensure that buying of both NOKIA shares
and options are carried out under the given conditions. In
a similar fashion, the fund manager is planning to buy 2000
units of Vodafone shares by concurrently negotiating with
sellers S6, S7 and S8. However, he/she estimates that the
possibility of Vodafone losing ground in the next quarter is
less likely compared to the NOKIA stock. To protect from
the potential loss, the fund manager has decided to sell the
same amount of Vodafone February call options to one of
the buyers B1 and B2 with a strike price which is the same
as the current price of the share. This strategy is known as
Long Stock + Short Call Strategy [2]. Synchronization con-
structs numbered 3, 7, and 8 from figure 6 make sure that
both buying of NOKIA shares and selling of call options will
be successful under the given conditions.
Portfolio
rebalancing
2 OUT OF 2
1 OUT OF 2
1 OUT OF 3
(12)
Buy 1000 NOKIA from S2
Buy 1000 NOKIA from S3
(13)
Buy 1000 NOKIA Feb Put option from  S4
(14)
(15)
(11)
Buy 1000 NOKIA from S1
Buy 1000 NOKIA Feb Put option from  S5
(2)
(5)
(6)
Long Stock + Long Put Strategy
(1) (3)
(8)
2 OUT OF 2
1 OUT OF 2
1 OUT OF 3
(17)
Buy 2000 Vodafone from S7
(18)
(19)
(20)
(16)
Buy 2000 Vodafone from S6
Buy 2000 Vodafone from S8
Sell 2000 Vodafone Feb Call option to B1
Sell 2000 Vodafone Feb Call option to B2
(7)
Long Stock + Short Call Strategy
(4)
(9)
(10)
2 OUT OF 2
1 OUT OF 2
1 OUT OF 2 (21)
Sell 5000 Westpac to B3
(22)
Sell 10000 National to B5
(23)
Sell 10000 National to B6
(24)
Sell 5000 Westpac to B4
3 OUT OF 3
Figure 6: Portfolio rebalancing
To sell 5000 units of Westpac shares, the fund manager is
planning to concurrently negotiate with two buyers B3 and
B4 and intends to sell to the one with the better (higher)
offer. He/she is also planning to sell 10000 units of Na-
tional shares in a similar way. Synchronization constructs
numbered 4, 9 and 10 from figure 6 ensure that both sell-
ing tasks will be successful under the given conditions. As
part of the portfolio rebalancing, the fund manager is deter-
mined not to transact any deals unless all buying and selling
requirements are satisfied. Synchronization construct num-
bered 1 (3 OUT OF 3) from figure 6 ensures that all buying
and selling tasks will be successful or none of them will be
successful.
6. RELATED WORK
The Michigan Internet AuctionBot [21] is one of the ear-
liest prototypes which allows bidding by human bidders as
well as software agents. The AuctionBot is a configurable
auction server which manages a large number of simultane-
ous auctions. In the first Trading Agent Competition (TAC)
[11], participant agents bid in simultaneous English auctions
for hotel rooms. These hotel rooms have to be packaged with
flights and entertainment tickets so as to maximize their util-
ity functions. The scenario from the competition differs from
ours, in that the agents in [11] are free to purchase any num-
ber of hotel rooms whereas our synchronization construct is
designed to achieve an exact number of deals.
Preist et al. [19] have proposed a coordination algorithm
for an agent bidding in multiple English auctions form iden-
tical units of an item. The algorithm ensures that the agent
makes “at most” m purchases at the end. Their approach
differs from ours in at least 3 ways. First, we consider non–
binding protocols only and are able to guarantee the “all or
none” requirement. Secondly, in [19] there is no mechanism
to allow dynamic revision of constraints during the negotia-
tion. Finally, our approach provides modular compositions
of complex trading activities.
Anthony et al. [3] have proposed a series of tactics as sets
of decision functions for calculating future bids for an agent
bidding in multiple heterogenous auctions for a single item.
The agent considered in [3] selects one auction at a time
to bid for a single item. In contrast to [3], our approach
considers exclusively non–binding negotiation protocols and
performs concurrent negotiations to achieve multiple units
of the same or different items.
Traditional database transaction processing [10] and ad-
vanced transaction models [6] address issues such as con-
sistency, correctness and recovery for transactional tasks.
Although the negotiation phase of a trading task is clearly
different from a transactional task from the database do-
main, the multi–process coordination model described in
this paper can be seen as an extension of the nested trans-
action model [18] which allows for the repeated locking of
the resources by trading tasks and internal nodes. Although
the ready–to–accept status during the negotiation is some-
what similar to placing a lock on a data item in a database,
the analogy stops there, since locking a data item does not
have the same implications as locking a deal with a trading
partner. Unlike the transactional tasks in database domain,
rollback or compensating a committed trading task is im-
practical due to the possibility of financial loss.
To our best knowledge, the only commercial solution that
provides a language for specifying trading strategies is
TradeStation [1], which is intended for financial applica-
tions. EasyLanguage from TradeStation Technologies is a
high–level programming language designed for analyzing se-
curities data time–series, implementing trading rules and
associated actions. However, it does not provide a direct
solution to implement strategies which involve interrelated
trading activities. For instance, there are no provisions to
express conditional bids (e.g. complementary bids) and syn-
chronization directives.
7. CONCLUSION
This paper described a novel multi–process model for syn-
chronizing interrelated trading activities. A homogeneous
interface is defined to wrap the trading activities involved.
In order to specify high–level trading strategies, a generic
synchronization construct is introduced, and a formal se-
mantics of the construct is given in PrT–nets. The synchro-
nization construct also provides iterative negotiation capa-
bilities which are essential in any complex trading environ-
ment. In addition, the synchronization model is designed to
be orthogonal to the reasoning model so that any reasoning
mechanisms can be plugged into it.
A proof of concept prototype of the generic synchroniza-
tion construct and elementary trading tasks were modelled
using Renew [15] which is a Java–based high–level Petri net
simulator. We have also developed a virtual market place
involving several auction servers which can be interfaced
with the trading tasks from Renew. Several experiments
were performed to simulate the execution of complex trad-
ing strategies based on the multi–process model.
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