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Abstract
This paper studies the initial-boundary-value problem (IBVP) of a nonlinear Schro¨dinger equa-
tion posed on a strip domain R× [0, 1] with non-homogeneous Dirichlet boundary conditions. For
any s ≥ 0, if the initial data ϕ(x, y) is in Sobolev space Hs(R× [0, 1]) and the boundary data h(x, t)
is in
Hs(R) =
¶
h(x, t) ∈ L2(R2) ∣∣ (1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2) s2 hˆ(λ, ξ) ∈ L2(R2)©
where hˆ is the Fourier transform of h with respect to t and x, the local well-posedness of the IBVP
in C([0, T ];Hs(R× [0, 1])) is proved. The global well-posedness is also obtained for s = 1. The basic
idea used here relies on the derivation of an integral operator for the non-homogeneous boundary
data and the proof of the series version of Strichartz’s estimates for this operator. After the problem
is transformed to finding a fixed point of an integral operator, the contraction mapping argument
then yields a fixed point using the Strichartz’s estimates for initial and boundary operators. The
global well-posedness is proved using a-priori estimates of the solutions.
1 Introduction
In this paper, we focus on the initial-boundary-value problem (IBVP) of a nonlinear Schro¨dinger (NLS)
equation on a strip domain R× [0, 1],
iut + uxx + uyy + λ|u|p−2u = 0 , (x, y, t) ∈ R× (0, 1) × R ,
u(x, y, 0) = ϕ(x, y) , (x, y) ∈ R× [0, 1] ,
u(x, 0, t) = h1(x, t) , u(x, 1, t) = h2(x, t) , (x, t) ∈ R× R ,
(1.1)
where λ ∈ R and p ≥ 3 is a constant (although our attention will focus on the case of p ≥ 3, many of
the results in this paper are valid for p > 2).
During last 40 years, the NLS equations have been used as model equations to many physical
applications and become an essential part in the field of physics, mechanics and mathematics whose
solutions describe the wave propagation spreading out in space as they evolve in time. Here, we mainly
consider the mathematical perspective of the IBVP (1.1) and concentrate on the well-posedness of (1.1)
in the Sobolev space Hs(R× (0, 1)).
1
2The mathematical study of NLS equations was first accomplished for a pure initial value problem
(IVP), i.e., for (x, y) ∈ R2
iut + uxx + uyy + λ|u|p−2u = 0, u(x, y, 0) = ϕ(x, y), (x, y) ∈ R2, t ∈ R , (1.2)
where (x, y) can be replaced by ~x ∈ Rn or ~x ∈ Tn with Tn an n-dimensional torus. Numerous
new ideas, methods and mathematical tools for studying the IVPs of the NLS equations have been
developed and the most of literatures on this subject have been concerned with the basic well-posedness
question, i.e., the existence, uniqueness, and continuous dependence of solutions with respect to the
initial data in the corresponding Sobolev spaces. In particular, significant progress has been made
recently for the well-posedness of the problem with low regularity of solutions, which was pioneered
by Bourgain [7, 8] for his study on the NLS equations in periodic domains. He developed a method
with harmonic analysis analogous to Strichartz’s estimates for studying this problem and obtained its
global well-posedness [8]. The research for the IVPs in other domains with some periodic (in spatial
variables) structures can be found in [9, 26, 27, 39] and the references therein. In particular, Takaoka
and Tzvetkov [39] studied a two-dimensional IBVP for the solution with (x, y) ∈ R × T and proved
that the equation
i∂tu+ uxx + uyy + |u|p−2u = 0 , u(x, y, 0) = ϕ(x, y)
is globally well-posed for 2 < p < 4 on R× T with ϕ ∈ L2(R× T) and is globally well-posed for p = 4
with ‖ϕ‖L2(R×T) sufficiently small. A very small sample of other excellent papers on the IVPs of NLS
equations can be found in [10, 18, 19, 20, 22, 24, 30, 31, 32, 42] and the references therein, where
the methods of nonlinear functional analysis and harmonic analysis have been used and Strichartz’s
estimate (see [38]) plays an important role in the study. The book by Cazenave [18] is a terrific
reference into the literatures on this subject.
In contrast to the IVPs of the NLS equations, a less extent of progress to the study of the
IBVP (1.1) with non-homogeneous boundary conditions was made in a number of literatures (e.g.,
see [2, 3, 11, 12, 13, 14, 15, 16, 17, 25, 28, 36, 37, 40, 41, 43] and the references therein), using the
method of nonlinear functional analysis (harmonic analysis). The well-posedness of one-dimensional
IBVP (1.1) over a finite interval [0, L] with solutions in C([0, T ];Hs[0, L]) for s ≥ 0 has been addressed
in [4] using boundary integral operator method. It showed that
iut + uxx + λ|u|p−2u = 0 , u(x, 0) = ϕ(x) , u(0, t) = h1(t) , u(L, t) = h2(t) (1.3)
is globally well-posed when ϕ ∈ Hs and h1 and h2 are both in H
s+1
2 with 3 ≤ p ≤ 6−4s1−2s if 0 ≤ s < 1/2
or 3 ≤ p <∞ if s > 1/2.
In this paper, we study the IBVP (1.1) for its local and global well-posedness in Hs(R× [0, 1]) for
s ≥ 0 with appropriate initial and boundary conditions by applying the similar strategy and method in
[4, 36] and try to level the results up to those for the IBVP (1.3). In order to have the solution of (1.1)
in the space C([0, T ];Hs(R × [0, 1])) with s ≥ 0, the initial value ϕ(x, y) is chosen in Hs(R × [0, 1]),
but the choice of the function spaces for the boundary data h(x, t) needs some discussion. If we let “w
stand for the Fourier transform of w(x, t) with respect to both t and x, it has been shown from the
initial value problem (1.2) in [36] that the optimal space for the boundary data h(x, t) is
(1 + |λ− ξ2|)1/4(1 + |λ|+ |ξ|2) s2 hˆ(ξ, λ) ∈ L2(R2) ,
where hˆ is the Fourier transform of h with respect to t and x. Here, we may use a slightly more
restrictive space
(1 + |λ|+ |ξ|2) 2s+14 hˆ(ξ, λ) ∈ L2(R2) ,
3for h1 and h2 in (1.1) if they are extended to R
2. However, as discussed in [4], for the NLS equations
posed in a finite domain, one can show that it is necessary to impose more regularity conditions on
h(x, t) with respect to t in order for the solutions to be in C([0, T ];Hs). Based upon the function
space used in [4], we let
Hs(R) =
{
w(x, t) ∈ L2(R2) | (1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2) s2 wˆ(λ, ξ) ∈ L2(R2)
}
with ‖w‖Hs(R) =
∥∥∥(1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2) s2 wˆ(λ, ξ)∥∥∥
L2(R2)
,
and assume that h1(x, t) and h2(x, t) belong to the space
Hs(0, T ) :=
¶
h(x, t) ∈ L2(R × [0, T ]) | ∃ w ∈ Hs(R) as an extenion of h in R2
©
with ‖h‖Hs(0,T ) = inf
¶
‖w‖Hs(R) | w is an extnsion of h in R2
©
,
so that we can study the solutions of (1.1) in C([0, T ];Hs(R × [0, 1])). Note that we need 1/4 more
derivative on t. It will be shown that for s = 0, the half-derivative on t for h1 and h2 is optimal.
To study the solutions in fractional Sobolev spaces, the following definition of the well-posedness
for the IBVP (1.1) is natural.
Definition 1.1 (Well-posedness). For any given s ∈ R and T > 0, the IBVP (1.1) is locally well-posed
in Hs(R× [0, 1]) if for any constant r > 0 there is a T ∗ ∈ (0, T ] such that for ϕ ∈ Hs(R× [0, 1]) and
hj ∈ Hs(0, T ), j = 1, 2, satisfying
‖ϕ‖Hs(R×[0,1]) +
∑
j=1,2
‖hj‖Hs(0,T ) ≤ r
and some compatibility conditions, the IBVP (1.1) has a unique solution in C([0, T ∗];Hs(R× [0, 1])),
which continuously depends upon (ϕ, h) in the corresponding spaces. If T ∗ can be chosen independently
of r, then the IBVP (1.1) is globally well-posed.
For the low regularity (small s), we need clarify the meaning of solutions of (1.1) with the initial
and boundary conditions:
Definition 1.2. For s < 2 and T > 0, let ϕ ∈ Hs(R × [0, 1]) and hj ∈ Hs(0, T ), j = 1, 2. Then
u(x, y, t) is called a mild solution of the IBVP (1.1) if there is a sequence
un ∈ C([0, T ];H2(R× [0, 1])) ∩ C1([0, T ];L2(R× [0, 1])) , n = 1, 2, . . . ,
satisfying the following properties:
(i) un is a solution of (1.1) in L
2(R× [0, 1]) for 0 ≤ t ≤ T ;
(ii) un → u in C([0, T ];Hs(R× [0, 1])) as n→∞;
(iii) un(x, y, 0)→ ϕ(x, y) in Hs(R×[0, 1]) and un(x, 0, t)→ h1(x, t) in Hs(0, T ), un(x, 1, t)→ h2(x, t)
in Hs(0, T ), as n→∞.
To study the well-posedness of the IBVP (1.1), we denote W s,r(R× [0, 1]) as the classical Sobolev
space in Lr-norm. Thus, W s,2 = Hs. Moreover, the following concept is required for later use:
4Definition 1.3. Xσ,s denotes a Bourgain space over R× T× R by
Xσ,s =
ß
u
∣∣∣∣ ‖u‖Xσ,s = ∥∥∥eit∆u∥∥∥Hσt (Hsx,y) <∞
™
,
where T stands for the torus R/Z and e−it∆ is the Schro¨dinger operator defined by
e−it∆φ =
∫ ∞
−∞
∑
n∈Z
e−i(ξ
2+n2)t+i(xξ+yn)φ̂(ξ, n) dξ .
Here, the Bourgain norm can also be written by
‖u‖Xσ,s =
{∫ ∞
−∞
∫ ∞
−∞
∑
n∈Z
(1 + |ξ|+ |n|)2s
(
1 +
∣∣∣λ+ ξ2 + n2∣∣∣)2σ |û(ξ, n, λ)|2 dξ dλ} 12 .
The Bourgain space restricted on a finite time interval [0, T ] is defined by
Xσ,s(0, T ) :=
¶
u(x, t) ∈ L2(R× T× [0, T ]) | ∃ u˜ ∈ Xσ,s as an extenion of u in R× T× R
©
with ‖u‖Xσ,s(0,T ) = inf {‖u˜‖Xσ,s | u˜ is an extnsion of u in R× T× R} ,
and sometimes we may use notation Xσ,s for Xσ,s(0, T ) when no confusion arises.
The main result in this paper can be stated as follows.
Theorem 1.4 (Main Theorem). For given s ≥ 0, T > 0 and µ > 0, assume ϕ ∈ Hs(R × [0, 1]) and
hj ∈ Hs(0, T ), j = 1, 2 satisfying
‖ϕ‖Hs(R×[0,1]) +
∑
j=1,2
‖hj‖Hs(0,T ) ≤ µ
and some natural compatibility conditions.
(i) If 0 ≤ s < 12 with 3 ≤ p ≤ 4 or 12 ≤ s < 1 with 3 ≤ p ≤ 3−2s1−s or s = 1 with 3 ≤ p <∞, (1.1) is
conditionally locally well-posed in C (R;Hs(R × (0, 1))) with
u ∈ Lrt
Ä
[0, T ]; W s,rxy (R× [0, 1])
ä
for r ∈ [2, 4] . (1.4)
(ii) If s > 1 and 3 ≤ p <∞ satisfying that
p is even, or if p is not even, either s ≤ p− 1 for s ∈ Z or [s] ≤ p− 2 for s /∈ Z, (1.5)
(1.1) is unconditionally locally well-posed. Here [s] is the largest integer less than s.
(iii) If 0 ≤ s ≤ 1 is given, the condition (1.4) can be removed, and therefore the well-posedness is
unconditional.
(iv) (1.1) is globally well-posed in H1(R× [0, 1]) for ϕ ∈ H1(R× [0, 1]) and
hj ∈ H1loc
Ä
R; L2(R)
ä
∩ L2loc
Ä
R; H2(R)
ä
, j = 1, 2 ,
if either p ≥ 3 for λ < 0 or p = 3 for λ > 0.
The following remarks give some expansion about the statement of the theorem.
5Remark 1.5. As mentioned in the first paragraph, the results stated in (i) and (ii) of Theorem 1.4
are also valid for 2 < p < 3.
Remark 1.6. The compatibility conditions stated in the theorem deserve more discussions. When
t = 0 and y = 0, 1, by the trace theorems, the initial condition and boundary conditions imply that the
compatibility conditions ϕ(x, 0) = h1(x, 0) and ϕ(x, 1) = h2(x, 0) must be satisfied if 1/2 < s < 5/2
(note that in this case, hi(x, 0), i = 1, 2 are defined if hi(x, t) ∈ Hs(0, T ), i = 1, 2). For 5/2 < s < 9/2,
more compatibility conditions, which are derived from the equation, have to be satisfied, i.e.,Ä
ϕxx + ϕyy + |ϕ|p−2ϕ
ä ∣∣∣
y=j
= −ihj+1,t(x, 0) for j = 0, 1 .
Even more conditions have to be imposed if s > 9/2. Detailed discussions on general compatibility
conditions for KdV equations or parabolic equations can be found in [5, 35].
Here, we note that for 0 ≤ s ≤ 1, the local well-posedness result presented in part (i) of the
theorem is conditional since (1.4) is required to ensure the uniqueness. However, we can remove the
condition and the corresponding well-posedness is called unconditional. By [6], Theorem 1.4 shows
that the solution obtained is a mild solution defined in Definition 1.2.
To consider the local well-posedness for (1.1), we use the methods introduced in [4] for studying
the IBVPs of one-dimensional NLS equations posed on a finite interval and in [8, 39] for the study
of the NLS equations over a mixed region with torus. First, the IBVP (1.1) is decomposed into
three parts (see [36]): one in R × [0, 1] with initial condition and linear Schro¨dinger equation, one in
R× [0, 1] with homogeneous initial condition and non-homogeneous linear equation, and the last one in
R× [0, 1] with non-homogeneous boundary data, homogeneous initial condition and homogenous linear
equation. The key step is to study the following linear non-homogeneous boundary value problem:
iut + uxx + uyy = 0 , (x, y, t) ∈ R× (0, 1) × (0, T ) ,
u(x, y, 0) = 0 ,
u(x, 0, t) = h1(x, t) , u(x, 1, t) = h2(x, t) .
(1.6)
We apply the Fourier series to the linear equation with respect to y to explicitly formulate the solution
in terms of the boundary data hj , j = 1, 2, called the boundary integral operator,
u(x, y, t) := Wb[h1, h2](x, y, t) .
For the Strichartz’s estimates of the operator, we apply the work in [8] and [39] and show that
for any given s ≥ 0, T > 0 and h1, h2 ∈ Hs(0, T ), the IBVP (1.6) admits a unique solution u ∈
C([0, T ];Hs(R× [0, 1]) and
‖u‖Lr((0,T );W s,r(R×[0,1])) ≤ C
Ä
‖h1‖Hs(0,T ) + ‖h2‖Hs(0,T )
ä
for any r ∈ [2, 4]. The basic plot of the proof for the remaining arguments, especially local well-
posedness, is to derive an equivalent integral equation for the NLS equation by semi-group theory
and perform Banach fixed point argument to obtain the existence and uniqueness of the solution to
(1.1). The continuous dependence then follows from the property of the contraction. As a part of the
argument, the global well-posedness in H1(R × [0, 1]) is also achieved by using the energy estimates
and corresponding a-priori estimates from some conserved quantities.
6Some notations are adopted in the context. For two real-valued terms A and B, write: (a) A h B
if there is a positive constant c so that A = cB; (b) A ∼ B if there exist two independent positive
numbers c1 and c2 so that c1A ≤ B ≤ c2A; (c) A . B (or A & B) if there is a positive constant c such
that A ≤ cB (or A ≥ cB).
The paper is organized as follows. Section 2 gives the formulation of the problem and the rep-
resentations of solution operators. Section 3 deals with various estimates for the solution operators.
The local well-posedness of the IBVP is proved in Section 4. The global well-posedness of (1.1) is
provided in Section 5.
2 Formulation of the problem and representations of solutions
In this section, we apply Fourier series and Fourier transforms for the solution of the IBVP and give
an integral representation of the solution for this problem.
Write (1.1) as
iut + uxx + uyy + f = 0 , (x, y, t) ∈ R× (0, 1) × (0, T ) ,
u(x, y, 0) = ϕ(x, y) , (x, y) ∈ R× (0, 1) ,
u(x, 0, t) = h1(x, t) , u(x, 1, t) = h2(x, t) , (x, t) ∈ R× (0, T ) ,
(2.1)
where f(x, y, t) = λ|u(x, y, t)|p−2u(x, y, t) for p ≥ 3 and (x, y, t) ∈ R × (0, 1) × (0, T ). The solution
formula of (2.1) is derived as follows. It is known that for any g(y) ∈ L2(0, 1), the eigenfunctions
sin(nπy), n = 1, 2, . . . of the following Sturm-Liouville problem form a basis in L2(0, 1),
−vyy = λ˜0v for y ∈ (0, 1) , v(0) = v(1) = 0 .
which implies that g(y) = (1/2)
∑∞
n=1 gn sin(nπy) with gn =
∫ 1
0 g(y) sin(nπy) as the Fourier coefficient
of g. Now, we multiply the equation in (2.1) by sin(nπy) and integrate the resulting equation from 0
to 1 together with integration by parts twice with respect to y, which yield the following equation for
U(x, t, n) =
∫ 1
0 u(x, y, t) sin(nπy)dy (note that u(x, y, t) = (1/2)
∑∞
n=1 U(x, t, n) sin(nπy)),
iUt + Uxx − (nπ)2U =
Ä
(−1)nh2 − h1
ä
nπ −
∫ 1
0
f(x, y, t) sin(nπy)dy ,
U(x, 0, n) =
∫ 1
0
ϕ(x, y) sin(nπy)dy .
If Uˆ = Fx[U ](ξ, t, n) is the Fourier transform of U with respect to x, then Uˆ satisfies
iUˆt − (ξ2 + (nπ)2)Uˆ = Fx
[Ä
(−1)nh2 − h1
ä
nπ −
∫ 1
0
f(x, y, t) sin(nπy)dy
]
,
Uˆ(ξ, 0, n) =
∫ 1
0
Fx[ϕ(x, y)] sin(nπy)dy .
Note that the above equation is a first-order nonhomogeneous ordinary differential equation of Uˆ with
respect to t. After solving the equation for Uˆ and performing inverse Fourier transform with respect
to ξ, it is straightforward to derive the following integral equation equivalent to (2.1),
u(x, y, t) =W0(t)ϕ(x, y) +Wb[h1, h2](x, y, t) + Φ0,f (x, y, t) , (2.2)
where W0(t), Wb(x, y, t) and Φ0,f (x, y, t) are given in the following propositions.
7Proposition 2.1.
W0(t)ϕ(x, y) =
∫ ∞
−∞
eipixξ
[ ∞∑
n=1
Cn(ξ) · e−ipi2(ξ2+n2)t · sin(nπy)
]
dξ
=
1
2i
∫ ∞
−∞
eipixξ
[∑
n∈Z
‹Cn(ξ) · e−ipi2(ξ2+n2)t+inpiy] dξ (2.3)
where Cn(ξ) = 2
∫ 1
0
”ϕx(ξ, y) sin(nπy) dy and
‹Cn =  Cn , n > 0 ,0 , n = 0 ,−Cn , n < 0 .
Here, ”ϕx denotes the Fourier transform of function ϕ with respect to x.
It can be shown that W0(t)ϕ(x, y) is an odd function in y if ϕ is oddly extended to [−1, 0].
Also, it is interesting to note that W0(t)ϕ solves (2.1) with f = h1 = h2 = 0 and can considered as
a C0-semigroup generated by i∆ (see [39]). However, the derivation of (2.2) is independent of any
information or conditions used in semigroup theory.
Proposition 2.2.
Φ0,f (x, y, t) = i
Ç∫ t
0
W0(t− τ)f(τ) dτ
å
(x, y) .
Proposition 2.3.
Wb[h1, h2](x, y, t) =π
∫ ∞
−∞
∑
n
ñ
n
∫ t
0
e−ipi
2(ξ2+n2)(t−τ)+ipi(ξx+ny) Äĥx1 − (−1)nĥx2ä (ξ, τ) dτô dξ
hWb1 [h1](x, y, t) +Wb2 [h2](x, y, t) , (2.4)
where
Wb1 [h](x, y, t) =
∫ ∞
−∞
∑
n
ñ
n
∫ t
0
e−ipi
2(ξ2+n2)(t−τ)+ipi(ξx+ny)ĥx(ξ, τ) dτ
ô
dξ , (2.5)
Wb2 [h](x, y, t) =
∫ ∞
−∞
∑
n
ñ
n
∫ t
0
e−ipi
2(ξ2+n2)(t−τ)+ipi(ξx+ny)(−1)n+1ĥx(ξ, τ) dτ
ô
dξ . (2.6)
One may notice the equivalency between |Wb1 [h]| in (2.5) and |Wb2 [h]| in (2.6), as far as the
estimates are concerned. Moreover, |Wb[h1, h2]| ≤ |Wb1 [h1]| + |Wb1 [h2]|, which means that we only
need derive estimates for Wb1 [h]. The following form is also adopted for Wb1 [h] alternatively,
Wb1 [h](x, y, t) h
∫ ∞
−∞
eipixξ
∞∑
n=1
ñ
n
∫ t
0
e−ipi
2(ξ2+n2)(t−τ) Äĥx(ξ, τ)ä dτ sin(nπy)ô dξ .
If no confusion arises, we may use Wb[h] instead of Wb1 [h].
From the above discussion, we only need to study the solutions of (2.2), which is derived from
(2.1). The equivalency lemma for solutions of (2.1) and those of (2.2) is also valid as stated in Lemma
4.2.8 [18] if h1 = h2 = 0.
8Remark 2.4. If h1 and h2 are not both equal zero, then Lemma 4.2.8 in [18] cannot be applied directly
and some conditions on h1 and h2 must be added. If the initial and boundary data are smooth enough
with compatibility conditions and the solutions of (2.2) are in C([0, T ];H2(R×[0, 1]))∩C1([0, T ];L2(R×
[0, 1])), then it is straightforward to check that such solutions of (2.2) are strong solutions of (2.1)
by reversing the derivation of (2.2) from (2.1). For general initial and boundary data, we will only
consider the solutions of (2.2), which is consistent with the mild solutions of (2.1) defined in Definition
1.2.
Remark 2.5. The derivation of (2.2) from (2.1) shows that the procedure makes sense if ϕ ∈ L2(R×
(0, 1)), h1 , h2 ∈ L2loc,t(R × R) and f ∈ L2loc,t(R × (0, 1) × R) so that the Fourier series or Fourier
transforms can be applied. There are no compatibility conditions at t = 0 and y = 0, 1 or other
conditions on ϕ, h1, h2 and f involved. Therefore, if a solution of (2.2) can be found, then such a
solution must be a solution of (2.1) in the distributional sense, or the mild solution of (2.1) defined in
Definition 1.2. If ϕ and h1, h2 have more regularities, say, in H
1, a necessary condition for (2.1) to
have a solution is that the compatibility conditions ϕ(x, 0) = h1(x, 0) and ϕ(x, 1) = h2(x, 0) in L
2(R)
must be satisfied so that the convergent sequences for the initial and boundary data used in Definition
1.2 can also satisfy those compatibility conditions. Here, notice that (2.2) has only three independent
integral operators and there are no compatibility conditions on ϕ and h1, h2 needed for (2.2) to have
a solution. Therefore, (2.2) is more general than (2.1) in terms of the choice of ϕ and h1, h2. The
solution of (2.2) can still be a solution of (2.1) in the sense of distribution, if ϕ and h1, h2 have more
regularity, but do not satisfy the compatibility conditions. If the compatibility conditions are satisfied,
then by the definition of mild solution in Definition 1.2, the regularity of the solution of (2.2) implies
the regularity of the solution of (2.1). It is noted that more compatibility conditions are required if more
regularity of ϕ and h1, h2 is imposed (see Remark 1.6). More detailed discussions of such compatibility
conditions for the KdV equations or parabolic equations in domains with boundaries can be found in
[5, 35].
3 Estimates of solution operators
In this section, the estimates for solution operators in Section 2 are derived.
First, show that W0 maps from H
s(R × [0, 1]) to
Lrt
Ä
[0, T ]; W s,rxy (R× [0, 1])
ä⋂
L∞t
Ä
[0, T ]; Hsxy(R× [0, 1])
ä
for r ∈ [2, 4].
Proposition 3.1. Let r ∈ [2, 4] and s ≥ 0. Then for some σ > 12 ,
‖W0(t)ϕ‖Lrt ([0,T ];W s,rxy (R×[0,1])) .
(
T
1
2 + T
1
2
−σ
)
‖ϕ‖Hsxy(R×[0,1]) , (3.1)
‖W0(t)ϕ‖L∞t ([0,T ];Hsxy(R×[0,1])) . ‖ϕ‖Hsxy(R×[0,1]) . (3.2)
Proof. First, we let s = 0. By using an odd extension of initial condition to y ∈ [−1, 0] and then
a periodic extension to y ∈ T, the estimate of ‖W0(·)ϕ‖Lrxyt(R×[0,1]×[0,T ]) is provided for r ∈ [2, 4] in
Section 2 of [39] (here, since s = 0, the extension is always possible). By restricting the estimate on
the strip domain R× [0, 1], we have
‖W0(t)ϕ‖Lrxyt(R×[0,1]×[0,T ]) .
(
T
1
2 + T
1
2
−σ
)
‖ϕ‖L2xy(R×[0,1]) . (3.3)
9However, the representation of W0(t)ϕ in (2.3) shows that if α = (α1, α2) is a nonnegative two-
dimensional multi-index with |α| = α1 + α2 = s with α1, α2 integers, then
DαW0(t)ϕ =
1
2i
Dα
∫ ∞
−∞
eipixξ
[∑
n∈Z
‹Cn(ξ) · e−ipi2(ξ2+n2)t+inpiy] dξ
≃
∫ ∞
−∞
∑
n∈Z
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)nα2’∂α1x φ(ξ, n) dξ
where φ is the odd extension of ϕ to [−1, 1] for the variable y (note that we only use the Fourier
coefficients of φ for y ∈ [0, 1]). Thus, from the proof of (3.3), we have the estimate for the norm
on Lrt
Ä
[0, T ],W s,rxy (R × [0, 1])
ä
, which yields (3.1). Here, we note that, as usual, the Sobolev norm
Hs(0, 1) is equivalent to the norm
(∑
n∈Z(1 + n2)s|cn|2
)1/2
with cn as the Fourier coefficients of the
function in (0, 1) and the interpolation theorems are applied if s is not a positive integer. Moreover,
if t ∈ [0, T ] is fixed and φ is an odd extension of ϕ, (2.3) implies
‖W0(t)ϕ‖2L2xy(R×[0,1]) =
1
2
‖W0(t)φ‖2L2xy(R×[−1,1])
=
1
2
∫ ∞
−∞
∫ 1
−1
∣∣∣∣∣∣
∫ ∞
−∞
∑
n∈Z
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · φ̂(ξ, n) dξ
∣∣∣∣∣∣
2
dy dx
h
∫ ∞
−∞
∑
n∈Z
∣∣∣e−ipi2(ξ2+n2)t · φ̂(ξ, n)∣∣∣2 dξ
=
∫ ∞
−∞
∑
n∈Z
∣∣∣φ̂(ξ, n)∣∣∣2 dξ = ‖φ‖2L2xy(R×[−1,1]) h ‖ϕ‖2L2xy(R×[0,1]) .
By a similar argument for its derivatives, the estimate (3.2) is valid for any s ≥ 0.
Note that in the derivation of (3.3) given in [39], the following result is proved.
Lemma 3.2. For r ∈ [2, 4] and any σ > 1/2, let f = f(x, y, t). Then
‖f‖Lrxyt(R×[−1,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[−1,1])) . ‖f‖Xσ,0(R×[−1,1]×[0,T ]) (3.4)
and from Definition 1.3 of the Bourgain space,
‖W0f‖Lrxyt(R×[−1,1]×[0,T ]) . ‖W0f‖Xσ,0(R×[−1,1]×[0,T ]) = ‖f‖Hσt ([0,T ];L2xy(R×[−1,1])) . (3.5)
We note that (3.4) can be proved similarly as that in [39] if f is extended to R periodically for
the y-variable, where no boundary conditions are involved. Moreover, the formula of W0(t)ϕ in (2.3)
is same as the one derived for the semi-group U(t)ϕ in [39] for periodic case, which implies that the
estimates of U(t)ϕ in [39] can be applied to obtain the estimates of W0(t)ϕ here. One may also easily
verify that, if f is an odd function in y, then (3.4) and (3.5) can be equivalently rewritten over domain
(R× [0, 1] × [0, T ]). In the following, we obtain the estimates for Φ0,f .
Proposition 3.3. For r ∈ [2, 4] and σ ∈ (1/2, 1], there is a q ∈ [4σ/(1 + σ), 2] such that
‖Φ0,f‖Lr(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . T 1+σ− 4σq ‖f‖Lq(R×[0,1]×[0,T ]) , (3.6)
‖Φ0,f‖Lr([0,T ];W s,r(R×[0,1]))⋂L∞t ([0,T ];Hsxy(R×[0,1])) . T 1+σ− 4σq ‖f‖Lq([0,T ];W s,q(R×[0,1])) , (3.7)
‖Φ0,f‖L4([0,T ];W s,4(R×[0,1]))⋂L∞t ([0,T ];Hsxy(R×[0,1])) . CT ‖f‖L4/3([0,T ];W s,4/3(R×[0,1])) , (3.8)
where CT only depends upon T .
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Proof. Choose σ ∈ (12 , 1] as that in (3.4) and q ∈ [ 4σ(1+σ) , 2]. Using duality on (3.4) with r = 4, we are
able to see
‖f‖X−σ,0(R×[0,1]×[0,T ]) . ‖f‖L 43 (R×[0,1]×[0,T ])
as well as
‖f‖X0,0(R×[0,1]×[0,T ]) . ‖f‖L2(R×[0,1]×[0,T ]) .
By interpolation, we can obtain
‖f‖Xσ′,0(R×[0,1]×[0,T ]) . ‖f‖Lq(R×[0,1]×[0,T ]) (3.9)
with 1q =
a
4/3 +
1−a
2 and σ
′ = a(−σ) for 0 ≤ a ≤ 1. Therefore
σ′ =
2σ(q − 2)
q
where 43 <
4σ
1+σ ≤ q ≤ 2 for σ > 12 . It is easy to check that σ′ ≤ 0,
−σ′ = 4σ
Å
1
q
− 1
2
ã
≤ 4σ
Å
1 + σ
4σ
− 1
2
ã
= 1− σ < 1
2
, and 1− (σ − σ′) = 1 + σ − 4σ
q
≥ 0 .
Moreover, we may choose −12 < σ′ ≤ 0 ≤ σ ≤ σ′ + 1 in order to use Lemma 3.2 in [23]. Thus, from
this lemma in [23], (3.4) with s = 0, and (3.9), we have
‖Φ0,f‖Lr(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
=
∥∥∥∥∥
∫ t
0
W0(t− τ)f(τ) dτ
∥∥∥∥∥
Lr(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
.
∥∥∥∥∥
∫ t
0
W0(t− τ)f(τ) dτ
∥∥∥∥∥
Xσ,0(R×[0,1]×[0,T ])
. T 1−(σ−σ
′)‖f‖Xσ′,0(R×[0,1]×[0,T ]) . T 1+σ−
4σ
q ‖f‖Lq(R×[0,1]×[0,T ]) .
For s > 0 and |α| = α1 + α2 = s, by using a similar idea for DαW0(t)ϕ, we can derive the following
estimates using (3.4) again, with the same σ and σ′ defined above:∥∥∥DαxyΦ0,f∥∥∥Lr(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
≃
∥∥∥∥∥
∫ t
0
W0(t− τ)D˜α2y (Dα1x f(τ)) dτ
∥∥∥∥∥
Lr(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
.
∥∥∥∥∥
∫ t
0
W0(t− τ)D˜α2y (Dα1x f(τ)) dτ
∥∥∥∥∥
Xσ,0(R×[0,1]×[0,T ])
. T 1−(σ−σ
′)‖D˜α2y (Dα1x f)‖Xσ′,0(R×[0,1]×[0,T ]) ≤ T 1+σ−
4σ
q ‖f‖Lq([0,T ],W s,q(R×[0,1])) ,
where D˜α2y f(y) denotes the function obtained from f(y) with its Fourier coefficients as n
α2cn, n ∈ Z
and cn, n ∈ Z as the Fourier coefficients of f with odd extension to [−1, 1]. Hence, both (3.6) and
(3.7) are proved.
To prove (3.8), for s = 0, Lemma 4.1 of [39] and the above estimates for q = 3/4 yield
‖Φ0,f‖L4([0,T ]×R×[0,1])⋂L∞t ([0,T ];L2xy(R×[0,1])) . CT ‖f‖L4/3([0,T ]×R×[0,1]) .
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For an integer s > 0 and |α| = α1 + α2 = s with nonnegative integers α1 and α2,∥∥∥DαxyΦ0,f∥∥∥L4([0,T ]×R×[0,1])⋂L∞t ([0,T ];L2xy(R×[0,1]))
≃
∥∥∥∥∥
∫ t
0
W0(t− τ)D˜α2y
Ä
Dα1x f(τ)
ä
dτ
∥∥∥∥∥
L4([0,T ]×R×[0,1])⋂L∞t ([0,T ];L2xy(R×[0,1]))
. CT ‖D˜α2y (Dα1x f(τ))‖L4/3([0,T ]×R×[0,1])
. CT ‖f‖L4/3([0,T ],W s,4/3(R×[0,1])) .
Then, a classical interpolation theorem gives the inequality for a non-integer s > 0 and (3.8) is proved.
Here, we note that W0(t) defined in Proposition 2.1 can be considered as an integral operator and
does not require the condition that ϕ or f is zero at the boundary. In the proof of (3.8) for a positive
integer s, the derivative is directly taken to the operator W0(t− τ)f , which, by the definition of W0(t)
in Proposition 2.1, can be transferred to f . Therefore, no boundary conditions are required for f in
the proof of (3.8).
Now, we turn our attention to the operator Wb[h1, h2](x, y, t) (or Wb[h]).
Proposition 3.4. For r ∈ [2, 4] and s ≥ 0, if h ∈ Hs(0, T ), then
‖Wb[h1, h2]‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ∑
j=1,2
‖hj‖H0(0,T ) , (3.10)
‖Wb[h1, h2]‖Lrt([0,T ];W s,rxy (R×[0,1]))⋂L∞t ([0,T ];Hsxy(R×[0,1])) . ∑
j=1,2
‖hj‖Hs(0,T ) . (3.11)
Proof. In this proof, we use Wb for Wb1 unless it is indicated otherwise. We first let
h˜(ξ, λ) =
∫ T
0
eipi
2λtĥx(ξ, t) dt h ĥ(ξ,−λ) . (3.12)
Here, without loss of generality, we assume that the support of h with respect to t is inside of [0, T ] (oth-
erwise, we could just multiply h by a smooth cut-off function). Thus, ĥx(ξ, t) h
∫∞
−∞ e
−ipi2λth˜(ξ, λ) dλ.
Substitute (3.12) into (2.5) and obtain
Wb[h](x, y, t)
h
∫ ∞
−∞
∑
n
ñ
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · n
∫ t
0
eipi
2(ξ2+n2)τ
Å∫ ∞
−∞
e−ipi
2λτ h˜(ξ, λ) dλ
ã
dτ
ô
dξ
=
∫ ∞
−∞
∑
n
ñ
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · n
∫ ∞
−∞
Ç∫ t
0
eipi
2(ξ2+n2−λ)τ dτ
å
h˜(ξ, λ) dλ
ô
dξ
=
∫ ∞
−∞
∑
n
e−ipi2(ξ2+n2)t+ipi(xξ+ny) · n ∫ ∞
−∞
eipi
2(ξ2+n2−λ)t − 1
iπ2 (ξ2 + n2 − λ) h˜(ξ, λ) dλ
 dξ
=
1
iπ2
Ä
I+ + I−
ä
,
where
I+ =
∫ ∞
−∞
∑
n
Ñ
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · n
∫ ∞
0
eipi
2(ξ2+n2−λ)t − 1
ξ2 + n2 − λ · h˜(ξ, λ) dλ
é
dξ ,
12
I− =
∫ ∞
−∞
∑
n
(
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · n
∫ ∞
0
eipi
2(ξ2+n2+λ)t − 1
ξ2 + n2 + λ
· h˜(ξ,−λ) dλ
)
dξ .
We split I+ and I− as follows:
I+ = I+1 + I
+
2 + I
+
3
with
I+1 =
∫ ∞
−∞
∑
n
Ñ
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)n
∫ ∞
0
eipi
2(ξ2+n2−λ)t − 1
ξ2 + n2 − λ · h˜(ξ, λ)ψ
Ä
ξ2 + n2 − λ
ä
dλ
é
dξ ,
(3.13)
I+2 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny)n
∫ ∞
0
e−ipi2λt
ξ2 + n2 − λ · h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
)
dξ , (3.14)
I+3 =
∫ ∞
−∞
∑
n
Å
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)n
∫ ∞
0
−1
ξ2 + n2 − λ · h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
ã
dξ ,
(3.15)
where a cut-off function ψ(x) is defined by ψ ∈ D(R) and
ψ(x) =
®
1, |x| ≤ 1 ,
0, |x| ≥ 2 .
Similarly, rewrite
I− h
∫ ∞
−∞
∑
n
(
e−ipi
2(ξ2+n2)t+ipi(xξ+ny) · n
∫ ∞
0
eipi
2(ξ2+n2+λ)t − 1
ξ2 + n2 + λ
h˜(ξ,−λ) dλ
)
dξ
=
∫ ∞
−∞
∑
n
Ñ
eipi(xξ+ny) · n
∫ ∞
0
eipi
2λt − e−ipi2(ξ2+n2)t
ξ2 + n2 + λ
h˜(ξ,−λ) dλ
é
dξ
= I−1 − I−2
with
I−1 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny) · n
∫ ∞
0
eipi
2λt
ξ2 + n2 + λ
h˜(ξ,−λ) dλ
)
dξ , (3.16)
I−2 =
∫ ∞
−∞
∑
n
Ñ
eipi(xξ+ny) · n
∫ ∞
0
e−ipi
2(ξ2+n2)t
ξ2 + n2 + λ
h˜(ξ,−λ) dλ
é
dξ . (3.17)
We first study I+1 . Rewrite e
ipi2(ξ2+n2−λ)t in (3.13) as its Taylor expansion and obtain that
I+1 =
∞∑
k=0
I+1,k , where
I+1,k =
(
iπ2 · t)k+1
(k + 1)!
·
ñ ∫ ∞
−∞
∑
n
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)
×
Å
n
∫ ∞
0
Ä
ξ2 + n2 − λ
äk · h˜(ξ, λ)ψ Äξ2 + n2 − λäã dλ dξô .
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Note that ψ
(
ξ2 + n2 − λ) 6≡ 0 for −2 ≤ ξ2 + n2 − λ ≤ 2, i.e. −2 + λ ≤ n2 + ξ2 ≤ 2 + λ. For each I+1,k,
apply (3.2) and (3.3) to obtain
‖I+1,k‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
≤
(
π2 · T )k+1
(k + 1)!
∥∥∥∥∥
∫ ∞
−∞
∑
n
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)
×
Å
n
∫ ∞
0
Ä
ξ2 + n2 − λ
äk · h˜(ξ, λ)ψ Äξ2 + n2 − λäã dλ dξ∥∥∥∥∥
L4
⋂
L∞t (L2xy)
.
(
π2 · T )k+1
(k + 1)!
∥∥∥∥n · ∫ ∞
0
Ä
ξ2 + n2 − λ
äk · h˜(ξ, λ) · ψ Äξ2 + n2 − λä dλ∥∥∥∥
L2
ξn
=
(
π2 · T )k+1
(k + 1)!
®∫ ∞
−∞
∑
n
∣∣∣∣n · ∫ ∞
0
Ä
ξ2 + n2 − λ
äk · h˜(ξ, λ) · ψ Äξ2 + n2 − λä dλ∣∣∣∣2 dξ´ 12
≤
(
π2 · T )k+1
(k + 1)!
®∫ ∞
−∞
∑
n
Å∫ ∞
0
|n| ·
∣∣∣ξ2 + n2 − λ∣∣∣k · ∣∣∣h˜(ξ, λ)∣∣∣ · ∣∣∣ψ Äξ2 + n2 − λä∣∣∣ dλã2 dξ´ 12
.
2k
(
π2 · T )k+1
(k + 1)!
® ∫ ∞
−∞
∑
n
Å∫ ∞
0
Ä
1 + ξ2 + |λ|
ä
·
∣∣∣h˜(ξ, λ)∣∣∣2 ∣∣∣ψ Äξ2 + n2 − λä∣∣∣ dλã
×
Å∫ ∞
0
∣∣∣ψ Äξ2 + n2 − λä∣∣∣ dλã dξ´ 12
≤ 2
k
(
π2 · T )k+1
(k + 1)!
ñ∫ ∞
−∞
∑
n
Ç∫ ξ2+n2+2
ξ2+n2−2
Ä
1 + ξ2 + |λ|
ä
·
∣∣∣h˜(ξ, λ)∣∣∣2 dλå ·Ç∫ ξ2+n2+2
ξ2+n2−2
1 dλ
å
dξ
ô 1
2
.
(
2π2 · T )k+1
(k + 1)!
ñ∫ ∞
−∞
Ç∑
n
∫ ξ2+n2+2
ξ2+n2−2
(1 + |λ|) ·
∣∣∣h˜(ξ, λ)∣∣∣2 dλå dξô 12 .
Since (n+ 1)2 − 2 > n2 + 2 for n ≥ 1, the sequence of intervals¶î
ξ2 + n2 − 2, ξ2 + n2 + 2
ó©
n∈Z
is disjoint. Thus, we find that
‖I+1,k‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
.
(
2π2 · T )k+1
(k + 1)!
ï∫ ∞
−∞
∫ ∞
0
(1 + |λ|)
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξò 12 = (2π2 · T )k+1
(k + 1)!
‖h‖
H
1
2
t ([0,T ];L
2
x(R))
.
Hence,
‖I+1 ‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) ≤
∞∑
k=0
‖I+1,k‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1]))
.
∞∑
k=0
(
2π2 · T )k+1
(k + 1)!
‖h‖
H
1
2
t ([0,T ];L
2
x(R))
≤ ‖h‖
H
1
2
t ([0,T ];L
2
x(R))
. (3.18)
Next, we consider the term I+2 in (3.14). First, for a fixed t ∈ (0, T ],
‖I+2 (t)‖2L2xy h
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
Ç∫ ξ2
0
+
∫ ∞
ξ2
å
n · e
−ipi2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∣∣∣∣∣
2
dξ
14
≤ S1 + S2
where
S1 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ ξ2
0
n · e
−ipi2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∣∣∣∣∣
2
dξ , (3.19)
S2 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ ∞
ξ2
n · e
−ipi2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∣∣∣∣∣
2
dξ . (3.20)
In (3.19), substitute ξ2 − µ for λ, and use Holder’s inequality to obtain
S1 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣∣
∫ ξ2
0
n · e
−ipi2(ξ2−µ)t
n2 + µ
h˜
Ä
ξ, ξ2 − µ
ä Ä
1− ψ(n2 + µ)
ä
dµ
∣∣∣∣∣∣
2
dξ
≤
∫ ∞
−∞
∞∑
n=1
Ç∫ ξ2
0
Ä
1 + ξ2 − µ
ä ∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµå · Ç∫ ξ2
0
n2 · (1− ψ(n2 + µ))
(n2 + µ)2 (1 + ξ2 − µ) dµ
å
dξ
=
∫ ∞
−∞
Ç∫ ξ2
0
Ä
1 + ξ2 − µ
ä ∣∣∣h˜(ξ, ξ2 − µ)∣∣∣2 dµå · ( ∞∑
n=1
∫ ξ2
0
n2 · (1− ψ(n2 + µ))
(n2 + µ)2 (1 + ξ2 − µ) dµ
)
dξ
≤
∫ ∞
−∞
Ç∫ ξ2
0
Ä
1 + ξ2 − µ
ä ∣∣∣h˜(ξ, ξ2 − µ)∣∣∣2 dµå · (∫ ξ2
0
∞∑
n=1
n2
(n2 + µ)2 (1 + ξ2 − µ) dµ
)
dξ .
Let us first study the second integral factor. Since (n2 + µ)−1 is strictly decreasing in n, then∑∞
n=1(n
2 + µ)−1 ≤ ∫∞0 (η2 + µ)−1dη. Thus,∫ ξ2
0
∞∑
n=1
n2
(n2 + µ)2 (1 + ξ2 − µ) dµ ≤
∫ ξ2
0
∞∑
n=1
1
(n2 + µ) (1 + ξ2 − µ) dµ
≤
∫ ξ2
0
1
1 + ξ2 − µ
Å∫ ∞
0
dη
η2 + µ
ã
dµ
η=t
√
µ
≤
∫ ξ2
0
1
1 + ξ2 − µ
Ç
1√
µ
∫ ∞
0
1
t2 + 1
dt
å
dµ
.
∫ ξ2
0
1√
µ (1 + ξ2 − µ) dµ
σ=
√
µ
.
∫ |ξ|
0
1
1 + ξ2 − σ2 dσ
h
1√
1 + ξ2
∫ |ξ|
0
Ç
1√
1 + ξ2 − σ +
1√
1 + ξ2 + σ
å
dσ
h
1√
1 + ξ2
ln
Ç√
1 + ξ2 + σ√
1 + ξ2 − σ
å∣∣∣∣∣|ξ|
0
=
1√
1 + ξ2
ln
Ç√
1 + ξ2 + |ξ|√
1 + ξ2 − |ξ|
å
=
2√
1 + ξ2
ln
(»
1 + ξ2 + |ξ|
)
.
1√
1 + ξ2
(»
1 + ξ2 + |ξ|
)
≤ 2 ,
which yields
S1 .
∫ ∞
−∞
∫ ξ2
0
Ä
1 + ξ2 − µ
ä ∣∣∣h˜(ξ, ξ2 − µ)∣∣∣2 dµ dξ
=
∫ ∞
−∞
∫ ξ2
0
(1 + λ)
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ . ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
Similarly, for (3.20), we use ν2 + ξ2 to substitute for λ. As a result,
S2 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ ∞
0
2n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
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. S2,1 + S2,2 + S2,3
where
S2,1 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ n−1
0
n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ , (3.21)
S2,2 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ n+1
n−1
n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ , (3.22)
S2,3 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ ∞
n+1
n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ . (3.23)
For (3.21), it is found that
S2,1 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ n−1
0
2n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
h
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ n−1
0
ï
1
n− ν +
1
n+ ν
ò
e−ipi
2(ν2+ξ2)t · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
.
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ n−1
0
e−ipi2(ν2+ξ2)t
n− ν · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
.
∫ ∞
−∞
∞∑
n=1
Ç∫ n−1
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2
(n− ν)2−2β dν
åÇ∫ n−1
0
dν
ν2α(n− ν)2β
å
dξ .
Consider the second integral factor in the summation and choose α and β such that 0 < α, β < 12 and
1− 2α− 2β < 0. Then,∫ n−1
0
dν
ν2α(n− ν)2β =
∫ n/2
0
dν
ν2α(n− ν)2β +
∫ n−1
n/2
dν
ν2α(n− ν)2β
≤
Å
2
n
ã2β ∫ n/2
0
dν
ν2α
+
Å
2
n
ã2α ∫ n/2
0
dν
(n− ν)2β
=
Å
2
n
ã2β ν1−2α
1− 2α
∣∣∣∣∣
n/2
0
+
Å
2
n
ã2α (n− ν)1−2β
1− 2β
∣∣∣∣∣
n−1
n/2
=
Å
n
2
ã1−2α−2β Å 1
1− 2α +
1
1− 2β
ã
+
Å
2
n
ã2α 1
2β − 1 ≤ C .
Hence, with 0 < α, β < 12 and 1− 2α− 2β < 0,
S2,1 .
∫ ∞
−∞
∞∑
n=1
∫ n−1
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2
(n− ν)2−2β dν dξ
=
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ñ ∞∑
n=[ν+2]
1
(n− ν)2−2β
é
dν dξ
.
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ñ1 + ∞∑
n=[ν+3]
1
(n− ν)2−2β
é
dν dξ
.
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ç1 + ∫ ∞
ν+1
dη
(η − ν)2−2β
å
dν dξ
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=
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2 (1 + (η − ν)2β−1
2β − 1
∣∣∣∣∣
∞
ν+1
)
dν dξ
=
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2 dν dξ . ∫ ∞
−∞
∫ ∞
ξ2
Ä
λ− ξ2
ä 1
2
+α
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ
≤ ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
The symbol [·] represents the largest integer which is smaller or equal to the number inside. It is clear
that the term in S2,1 with n = 1 is zero and the estimate of the term in S2,2 with n = 1 is given by the
steps above. Thus, for (3.22) we only need to consider the terms in S2,2 with n ≥ 2. Also, note that
ν ≥ n− 1 implies ν−1 ≤ (n− 1)−1, and 1 − ψ 6= 0 implies that |n2 − ν2| ≤ 1 leading to ν ≤ √n2 − 1
or ν ≥ √n2 + 1. Then,
S2,2 =
∫ ∞
−∞
∞∑
n=2
∣∣∣∣∣
∫ n+1
n−1
2n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
=
∫ ∞
−∞
∞∑
n=2
∣∣∣∣∣
∫ n+1
n−1
ï
1
n− ν +
1
n+ ν
ò
e−ipi
2(ν2+ξ2)t · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
.
∫ ∞
−∞
∞∑
n=2
∣∣∣∣∣
(∫ √n2−1
n−1
+
∫ n+1
√
n2+1
)
e−ipi
2(ν2+ξ2)t
n− ν · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
.
∫ ∞
−∞
∞∑
n=2
(∫ √n2−1
n−1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dν)(∫ √n2−1
n−1
dν
ν(n− ν)2
)
dξ
+
∫ ∞
−∞
∞∑
n=2
Ç∫ n+1
√
n2+1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dνåÇ∫ n+1√
n2+1
dν
ν(n− ν)2
å
dξ
≤
∫ ∞
−∞
∞∑
n=2
(∫ √n2−1
n−1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dν) 1
(n− 1)(n − ν)
∣∣∣∣∣
√
n2−1
n−1
dξ
+
∫ ∞
−∞
∞∑
n=2
Ç∫ n+1
√
n2+1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dνå 1
(n− 1)(n − ν)
∣∣∣∣∣
n+1
√
n2+1
dξ
=
∫ ∞
−∞
∞∑
n=2
(∫ √n2−1
n−1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dν)Çn+√n2 − 1
n− 1 − 1
å
dξ
+
∫ ∞
−∞
∞∑
n=2
Ç∫ n+1
√
n2+1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dνåÇ√n2 + 1 + n
n− 1 − 1
å
dξ
.
∫ ∞
−∞
∞∑
n=2
(∫ √n2−1
n−1
+
∫ n+1
√
n2+1
) ∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν3 dν dξ
.
∫ ∞
−∞
∫ ∞
0
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2 dν2 dξ ≤ ∫ ∞
−∞
∫ ∞
ξ2
∣∣∣h˜(ξ, λ)∣∣∣2 (λ− ξ2) dλ dξ ≤ ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
Finally, the only part left to show is the estimate for S2,3 in (3.23).
S2,3 =
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∣
∫ ∞
n+1
2n · e−ipi2(ν2+ξ2)t
n2 − ν2 · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣∣
2
dξ
=
∫ ∞
−∞
∞∑
n=1
∣∣∣∣∫ ∞
n+1
ï
1
ν − n −
1
ν + n
ò
e−ipi
2(ν2+ξ2)t · νh˜
Ä
ξ, ν2 + ξ2
ä Ä
1− ψ(n2 − ν2)
ä
dν
∣∣∣∣2 dξ
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.
∫ ∞
−∞
∞∑
n=1
Ç∫ ∞
n+1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2
(ν − n)2−2β dν
åÇ∫ ∞
n+1
dν
ν2α(ν − n)2β
å
dξ .
Similarly, we need to work on the second factor inside the summation. Let 0 < α, β < 12 and
1− 2α− 2β < 0. Also, ν > 2n guarantees that 2(ν − n) > ν. Thus,∫ ∞
n+1
dν
ν2α(ν − n)2β =
∫ 2n
n+1
dν
ν2α(ν − n)2β +
∫ ∞
2n
dν
ν2α(ν − n)2β
≤ 1
(2n)2α
∫ 2n
n+1
dν
(ν − n)2β + 2
2β
∫ ∞
2n
dν
ν2α+2β
≤ 1
n2α
(ν − n)1−2β
1− 2β
∣∣∣∣∣
2n
n+1
+ 22β
ν1−2α−2β
2α+ 2β − 1
∣∣∣∣∣
2n
∞
. n1−2α−2β ≤ C .
Therefore, (note that ν ≥ 2),
S2,3 .
∫ ∞
−∞
∞∑
n=1
∫ ∞
n+1
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2
(ν − n)2−2β dν dξ
=
∫ ∞
−∞
∫ ∞
2
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ñ[ν−1]∑
n=1
1
(ν − n)2−2β
é
dν dξ
≤
∫ ∞
−∞
∫ ∞
2
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ñ1 + [ν−2]∑
n=1
1
(ν − n)2−2β
é
dν dξ
≤
∫ ∞
−∞
∫ ∞
2
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2Ç1 + ∫ ν−1
1
dη
(ν − η)2−2β
å
dν dξ
=
∫ ∞
−∞
∫ ∞
2
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+2 (1 + 1
(1− 2β)(ν − η)1−2β
∣∣∣∣∣
1
ν−1
)
dν dξ
h
∫ ∞
−∞
∫ ∞
2
∣∣∣h˜ Äξ, ν2 + ξ2ä∣∣∣2 ν2α+1 dν2 dξ = ∫ ∞
−∞
∫ ∞
0
∣∣∣h˜(ξ, λ)∣∣∣2 Äλ− ξ2äα+ 12 dλ dξ
≤
∫ ∞
−∞
∫ ∞
0
λ
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ ≤ ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
By adding the estimates for S2,1 to S2,3, we obtain that S2 . ‖h‖2
H
1
2
t ([0,T ];L
2
x)
. Hence,
sup
0≤t≤T
‖I+2 (t)‖L2xy . ‖h‖H 12t ([0,T ];L2x)
. (3.24)
To deal with the estimates of I+2 in terms of L
4-norm, we split I+2 as follows,
I+2 = I
+
2,1 + I
+
2,2 + I
+
2,3
where
I+2,1 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny) · n
∫ ∞
ξ2+n2
e−ipi
2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
)
dξ , (3.25)
I+2,2 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny) · n
∫ ξ2+n2
ξ2+n
2
2
e−ipi
2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
)
dξ , (3.26)
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I+2,3 =
∫ ∞
−∞
∑
n
Ñ
eipi(xξ+ny) · n
∫ ξ2+n2
2
0
e−ipi
2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
é
dξ . (3.27)
From (3.25), we have
I+2,1 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny) · n
∫ ∞
ξ2+n2
e−ipi
2λt
ξ2 + n2 − λh˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
)
dξ
=
∫ ∞
−∞
∑
n
Ç
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)
×
∫ ∞
ξ2+n2
neipi
2(ξ2+n2−λ)t
(ξ2 + n2 − λ) h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
å
dξ .
Then, choose µ = ξ2 + n2 − λ and s = √λ− ξ2. By (3.5), it is obtained that for 12 < σ < 1
‖I+2,1‖2L4(R×[0,1]×[0,T ])
.
∥∥∥∥∥∥
∫ ∞
ξ2+n2
neipi
2(ξ2+n2−λ)t
ξ2 + n2 − λ h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∥∥∥∥∥∥
2
Hσt
(
[0,T ];L2
ξn
)
=
∥∥∥∥∥∥
∫ ∞
−∞
neipi
2(ξ2+n2−λ)t
ξ2 + n2 − λ χ[ξ2+n2,∞)(λ) · h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∥∥∥∥∥∥
2
Hσt
(
[0,T ];L2
ξn
)
=
∥∥∥∥∥
∫ ∞
−∞
neipi
2µt
µ
χ(−∞,0](µ) · h˜
Ä
ξ, ξ2 + n2 − µ
ä
(1− ψ(µ)) dµ
∥∥∥∥∥
2
Hσt
(
[0,T ];L2
ξn
) .
Since it can be easily shown that the term only involving with the cut-off function ψ is bounded by
‖h‖
H
1/2
t ([0,T ];L
2
x)
up to a constant based upon the study of (3.18) for I+1 , we may focus on the part
without the cut-off function.∥∥∥∥∥
∫ ∞
−∞
neipi
2µt
µ
χ(−∞,−1](µ) · h˜
Ä
ξ, ξ2 + n2 − µ
ä
dµ
∥∥∥∥∥
2
Hσt
(
[0,T ];L2
ξn
)
h
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣n(1 + |µ|)σ|µ| χ(−∞,−1](µ) · h˜ Äξ, ξ2 + n2 − µä∣∣∣∣∣2 dµ dξ
≤
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣ n(1 + |µ|)1−σχ(−∞,−1](µ) · h˜ Äξ, ξ2 + n2 − µä∣∣∣∣∣2 dµ dξ
=
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣ n(1 + |λ− ξ2 − n2|)1−σχ[ξ2+n2+1,∞)(λ) · h˜(ξ, λ)
∣∣∣∣∣
2
dλ dξ
h
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣ n(1 + s2 − n2)1−σχ[√n2+1,∞)(s) · h˜ Äξ, s2 + ξ2ä∣∣∣∣∣2 s ds dξ
=
∫ ∞
−∞
∑
n
Ç∫ n+1
√
n2+1
+
∫ ∞
n+1
å
n2
(1 + s2 − n2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ .
The first integral can be estimated by∫ ∞
−∞
∑
n
∫ n+1
√
n2+1
n2
(1 + s2 − n2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
19
≤
∫ ∞
−∞
∑
n
∫ n+1
√
n2+1
n2 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
≤
∫ ∞
−∞
∑
n
∫ n+1
√
n2+1
s3 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ ≤ ∫ ∞
−∞
∫ ∞
1
s3 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
.
∫ ∞
−∞
∫ ∞
1+ξ2
Ä
λ− ξ2
ä
·
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ . ‖h‖2
H
1
2
t ([0,T ];L
2
x)
,
and the second integral satisfies∫ ∞
−∞
∑
n
∫ ∞
n+1
n2
(1 + s2 − n2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
.
∫ ∞
−∞
∑
n
∫ ∞
n+1
Å
n
s2 − n2
ã2−2σ
n2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
.
∫ ∞
−∞
∑
n 6=0
∫ ∞
n+1
1
(s− n)2−2σ · s
2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
=
∫ ∞
−∞
∫ ∞
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2Ñ⌊s−1⌋∑
n=1
1
(s− n)2−2σ
é
ds dξ
≤
∫ ∞
−∞
∫ ∞
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2Ç∫ s−1
0
dη
(s− η)2−2σ
å
ds dξ
=
∫ ∞
−∞
∫ ∞
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ( (s − η)2σ−1
1− 2σ
∣∣∣∣∣
s−1
0
)
ds dξ
.
∫ ∞
−∞
∫ ∞
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s2σ−1 ds dξ
=
∫ ∞
−∞
∫ ∞
2
s4σ
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ h ∫ ∞
−∞
∫ ∞
2
s4σ−1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds2 dξ
=
∫ ∞
−∞
∫ ∞
4+ξ2
Ä
λ− ξ2
ä2σ− 1
2
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ .
With σ = 34 ∈
Ä
1
2 , 1
ä
, it is derived that
‖I+2,1‖L4(R×[0,1]×[0,T ]) . ‖h‖
H
1
2
t ([0,T ];L
2
x)
. (3.28)
Similarly, we may also control the L4-norm of I+2,2 in (3.26) by the boundary data in a suitable norm.
Note that the terms in I+2,2 equal to nonzero numbers only when n ≥ 2. Let s =
√
λ− ξ2. Then, as
we did for I+2,1, (3.5) yields
‖I+2,2‖2L4(R×[0,1]×[0,T ])
.
∥∥∥∥∥∥
∫ ξ2+n2
ξ2+n
2
2
neipi
2(ξ2+n2−λ)t
ξ2 + n2 − λ h˜(ξ, λ)
Ä
1− ψ
Ä
ξ2 + n2 − λ
ää
dλ
∥∥∥∥∥∥
2
Hσt
(
[0,T ];L2
ξn
)
.
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣ n(1 + |ξ2 + n2 − λ|)1−σχîξ2+n22 ,ξ2+n2−1ä(λ) · h˜(ξ, λ)
∣∣∣∣∣
2
dλ dξ
h
∫ ∞
−∞
∑
n
∫ ∞
−∞
∣∣∣∣∣ n(1 + n2 − s2)1−σχî n√2 ,√n2−1ä(s) · h˜ Äξ, s2 + ξ2ä
∣∣∣∣∣
2
s ds dξ
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=
∫ ∞
−∞
∑
n
Ñ∫ √n2−1
n−1
+
∫ n−1
n√
2
é
n2
(1 + n2 − s2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ .
Note that the integral with respect to s over the interval
[
n√
2
, n− 1
]
exists only for n ≥ 4. First, it is
seen that any two elements in the sequence
¶î
n− 1,√n2 − 1
ó©
n∈Z are disjoint. Thus,∫ ∞
−∞
∑
n≥2
∫ √n2−1
n−1
n2
(1 + n2 − s2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
≤
∫ ∞
−∞
∑
n≥2
∫ √n2−1
n−1
n2 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
≤
∫ ∞
−∞
∑
n≥2
∫ √n2−1
n−1
s(1 + s)2 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
≤
∫ ∞
−∞
∫ ∞
1
s(1 + s)2 ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
.
∫ ∞
−∞
∫ ∞
1+ξ2
Ä
1 + λ− ξ2
ä
·
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ ≤ ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
For n ≥ 4, ∫ ∞
−∞
∑
n≥4
∫ n−1
n√
2
n2
(1 + n2 − s2)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
≤
∫ ∞
−∞
∑
n≥4
∫ n−1
n√
2
Å
n
n2 − s2
ã2−2σ
n2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 s ds dξ
.
∫ ∞
−∞
∑
n≥4
∫ n−1
n√
2
s2σ+1
(n− s)2−2σ ·
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
=
∫ ∞
−∞
∫ ∞
2
√
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2Ö ⌊√2s⌋∑
n=⌈s+1⌉
1
(n− s)2−2σ
è
ds dξ
≤
∫ ∞
−∞
∫ ∞
2
√
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 (∫ √2s
s+1
dη
(η − s)2−2σ
)
ds dξ
=
∫ ∞
−∞
∫ ∞
2
√
2
s2σ+1
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2Ñ (η − s)2σ−1
2σ − 1
∣∣∣∣∣
√
2s
s+1
é
ds dξ
.
∫ ∞
−∞
∫ ∞
2
√
2
s4σ
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds dξ
h
∫ ∞
−∞
∫ ∞
2
√
2
(s2)2σ−
1
2
∣∣∣h˜ Äξ, s2 + ξ2ä∣∣∣2 ds2 dξ
=
∫ ∞
−∞
∫ ∞
2
√
2+ξ2
Ä
λ− ξ2
ä2σ− 1
2
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ .
Again, by letting σ = 34 , we obtain
‖I+2,2‖L4(R×[0,1]×[0,T ]) . ‖h‖
H
1
2
t ([0,T ];L
2
x)
. (3.29)
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Lastly, we study I+2,3 in (3.27). Write
I+2,3 h
∫ ∞
−∞
∫ ∞
0
h˜(ξ, λ)e−ipi
2λt+ipixξ
∞∑
n=1
ñ
n sin(nπy) · χî
0,ξ2+n
2
2
ó(λ)1 − ψ (ξ2 + n2 − λ)
ξ2 + n2 − λ
ô
dλ dξ
= K1 +K2
where
K1 =
∫ ∞
−∞
∫ ∞
0
h˜(ξ, λ)e−ipi
2λt+ipixξ
[ ∞∑
n=1
n sin(nπy) · χî
ξ2,ξ2+n
2
2
ó(λ)1− ψ (ξ2 + n2 − λ)
ξ2 + n2 − λ
]
dλ dξ , (3.30)
K2 =
∫ ∞
−∞
∫ ∞
0
h˜(ξ, λ)e−ipi
2λt+ipixξχ[0,ξ2](λ)
[ ∞∑
n=1
n sin(nπy) · 1− ψ
(
ξ2 + n2 − λ)
ξ2 + n2 − λ
]
dλ dξ . (3.31)
Choose σ ∈
Ä
3
4 , 1
ä
. By Proposition 3.6 in [4], we have the inequality∣∣∣∣∣
∞∑
n=1
n sin(nπy) · χî
0,n
2
2
ó(µ)1− ψ(n2 − µ)
n2 − µ
∣∣∣∣∣ . |y|σ−1(1 +√µ)1−σ , 0 ≤ σ ≤ 1 .
Replace µ by λ− ξ2 to obtain∣∣∣∣∣
∞∑
n=1
n sin(nπy) · χî
ξ2,ξ2+n
2
2
ó(λ)1 − ψ (ξ2 + n2 − λ)
ξ2 + n2 − λ
∣∣∣∣∣ . |y|σ−1Ä1 +√λ− ξ2ä1−σ , 0 ≤ σ ≤ 1 . (3.32)
Recall the Hausdorff-Young inequality ‖F [f ]‖Lr . ‖f‖Lr′ for each r ∈ [2,∞] and f ∈ Lr
′
where
r′ = rr−1 . If r = 4, then for (3.30), by (3.32), we have
‖K1‖4L4xyt .
∫ 1
0
∥∥∥∥∥h˜(ξ, λ) ·
[ ∞∑
n=1
n sin(nπy) · χî
ξ2,ξ2+n
2
2
ó(λ)1− ψ (ξ2 + n2 − λ)
ξ2 + n2 − λ
]∥∥∥∥∥
4
L
4
3
ξλ
dy
.
∫ 1
0

∫ ∞
−∞
∫ ∞
ξ2
∣∣∣h˜(ξ, λ)∣∣∣ 43 · ∣∣∣∣∣
∞∑
n=1
n sin(nπy) · χî
ξ2,ξ2+n
2
2
ó(λ)1− ψ (ξ2 + n2 − λ)
ξ2 + n2 − λ
∣∣∣∣∣
4
3
dλ dξ

3
dy
.
∫ 1
0

∫ ∞
−∞
∫ ∞
ξ2
∣∣∣h˜(ξ, λ)∣∣∣ 43 ·
Ñ
|y|σ−1Ä
1 +
√
λ− ξ2
ä1−σé 43 dλ dξ

3
dy
≤
∫ 1
0
ñ∫ ∞
−∞
∫ ∞
ξ2
∣∣∣h˜(ξ, λ)∣∣∣2 (1 + λ) dλ dξô2 · ∫ ∞
−∞
∫ ∞
ξ2
(1 + λ)−2
|y|4σ−4Ä
1 +
√
λ− ξ2
ä4−4σ dλ dξ dy
.
ñ∫ ∞
−∞
∫ ∞
ξ2
∣∣∣h˜(ξ, λ)∣∣∣2 (1 + λ) dλ dξô2 · ∫ ∞
−∞
∫ ∞
ξ2
(1 + λ)−2Ä
1 +
√
λ− ξ2
ä4−4σ dλ dξ
. ‖h‖4
H
1
2
t ([0,T ];L
2
x)
·
ñ∫ ∞
−∞
∫ ∞
ξ2
1
(1 + λ− ξ2)2−2σ(1 + λ)2 dλ dξ
ô
≤ ‖h‖4
H
1
2
t ([0,T ];L
2
x)
·
ñ ∫ ∞
−∞
∫ 2ξ2
ξ2
1
(1 + λ− ξ2)2−2σ(1 + λ)2 dλ dξ
+
∫ ∞
−∞
∫ ∞
2ξ2
1
(1 + λ− ξ2)2−2σ(1 + λ)2 dλ dξ
ô
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≤ ‖h‖4
H
1
2
t ([0,T ];L
2
x)
·
ñ∫ ∞
−∞
∫ 2ξ2
ξ2
1
(1 + ξ2)2
dλ dξ +
∫ ∞
−∞
∫ ∞
2ξ2
1
(1 + ξ2)2−2σ(1 + λ)2
dλ dξ
ô
≤ ‖h‖4
H
1
2
t ([0,T ];L
2
x)
·
ñ
tan−1(ξ)
∣∣∣∞−∞ +
∫ ∞
−∞
1
(1 + ξ2)2−2σ
∫ ∞
2ξ2
1
(1 + λ)2
dλ dξ
ô
. ‖h‖4
H
1
2
t ([0,T ];L
2
x)
·
ñ
1 +
∫ ∞
−∞
1
(1 + ξ2)3−2σ
dξ
ô
. ‖h‖4
H
1
2
t ([0,T ];L
2
x)
.
To study K2, we use the following identity,
∞∑
n=1
n sinnx
n2 + a2
=
π
2
sinh a(π − x)
sinh aπ
, 0 < x < 2π .
Consider 0 < λ ≤ ξ2 and µ = ξ2 − λ > 0.
∞∑
n=1
n sin(nπy)
(
1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ =
∞∑
n=1
n sin(nπy)
(
1− ψ(n2 + µ))
n2 + µ
=
∞∑
n=1
sin(nπy) · n
n2 + µ
− sin(πy)ψ(1 + µ)
1 + µ
=
π
2
sinh
√
µ(1− y)π
sinh
√
µπ
− sin(πy)ψ(1 + µ)
1 + µ
.
Therefore, the absolute value satisfies∣∣∣∣∣
∞∑
n=1
n sin(nπy)
(
1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ
∣∣∣∣∣ . e−piy√ξ2−λ + ψ(1 + ξ2 − λ)1 + ξ2 − λ . (3.33)
With (3.31) and (3.33), it is deduced that for each fixed σ > 0,
‖K2‖4L4xyt =
∫ 1
0
‖K2‖4L4xt dy
.
∫ 1
0
Ñ∫ ∞
−∞
∫ ξ2
0
∣∣∣∣∣
∞∑
n=1
n sin(nπy) · (1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ h˜(ξ, λ)
∣∣∣∣∣
4
3
dλ dξ
é 3
4
·4
dy
.
∫ 1
0
Ñ∫ ∞
−∞
∫ ξ2
0
∣∣∣∣∣
Ç
e−piy
√
ξ2−λ +
ψ(1 + ξ2 − λ)
1 + ξ2 − λ
å
h˜(ξ, λ)
∣∣∣∣∣
4
3
dλ dξ
é3
dy
.
∫ 1
0
Ñ∫ ∞
−∞
(∫ |ξ|3/2
0
+
∫ ξ2
|ξ|3/2
) ∣∣∣∣∣
Ç
e−piy
√
ξ2−λ +
ψ(1 + ξ2 − λ)
1 + ξ2 − λ
å
h˜(ξ, λ)
∣∣∣∣∣
4
3
dλ dξ
é3
dy
.
(∫ ∞
−∞
∫ |ξ|3/2
0
∣∣∣h˜(ξ, λ)∣∣∣2 Ä1 + ξ2äσ dλ dξ)2 · ∫ ∞
−∞
∫ |ξ|3/2
0
1
(1 + ξ2)2σ (1 + ξ2 − λ)1/2
dλ dξ
+
Ç∫ ∞
−∞
∫ ξ2
|ξ|3/2
∣∣∣h˜(ξ, λ)∣∣∣2 Ä1 + λ2äσ dλ dξå2 · ∫ ∞
−∞
∫ ξ2
|ξ|3/2
1
(1 + λ2)2σ (1 + ξ2 − λ)1/2
dλ dξ
. ‖h‖4L2t ([0,T ];Hσx ) ·
∫ ∞
−∞
1
(1 + ξ2)2σ
∫ |ξ|3/2
0
1
(1 + ξ2 − λ)1/2
dλ dξ
+ ‖h‖4Hσt ([0,T ];L2x) ·
∫ ∞
−∞
1
(1 + |ξ|3)2σ
∫ ξ2
|ξ|3/2
1
(1 + ξ2 − λ)1/2
dλ dξ
. ‖h‖4L2t ([0,T ];Hσx ) ·
∫ ∞
−∞
1 + |ξ|1/2
(1 + ξ2)2σ
dξ + ‖h‖4Hσt ([0,T ];L2x) ·
∫ ∞
−∞
1 + |ξ|
(1 + |ξ|3)2σ dξ
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. ‖h‖4L2t ([0,T ];Hσx ) + ‖h‖
4
Hσt ([0,T ];L
2
x)
if σ > 3/8. Hence,
‖I+2,3‖L4(R×[0,1]×[0,T ]) . ‖h‖
H
1
2
t ([0,T ];L
2
x)
⋂
L2t ([0,T ];H
1
2
x )
. (3.34)
Adding (3.24), (3.28), (3.29) and (3.34), the estimate of I+2 in the L
4⋂L∞(L2)-norm is obtained:
‖I+2 ‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ‖h‖H 12t ([0,T ];L2x)⋂L2t ([0,T ];H 12x ) . (3.35)
Now, we can study I+3 in (3.15). By Proposition 3.1
‖I+3 ‖2L4(R×[0,1]×[0,T ]) ⋂ L∞t ([0,T ];L2xy(R×[0,1]))
.
∫ ∞
−∞
∑
n
∣∣∣∣∣n
∫ ∞
0
h˜(ξ, λ) · (1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ dλ
∣∣∣∣∣
2
dξ ≤ L1 + L2
where
L1 =
∫ ∞
−∞
∑
n
∣∣∣∣∣n
∫ ξ2
0
h˜(ξ, λ) · (1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ dλ
∣∣∣∣∣
2
dξ , (3.36)
L2 =
∫ ∞
−∞
∑
n
∣∣∣∣∣n
∫ ∞
ξ2
h˜(ξ, λ) · (1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ dλ
∣∣∣∣∣
2
dξ . (3.37)
For (3.36), we let µ = ξ2 − λ so that
L1 =
∫ ∞
−∞
∑
n
∣∣∣∣∣n
∫ ξ2
0
h˜(ξ, λ) · (1− ψ (ξ2 + n2 − λ))
ξ2 + n2 − λ dλ
∣∣∣∣∣
2
dξ
h
∫ ∞
−∞
∑
n
∣∣∣∣∣n
∫ ξ2
0
h˜
(
ξ, ξ2 − µ) · (1− ψ (n2 + µ))
n2 + µ
dµ
∣∣∣∣∣
2
dξ
≤
∫ ∞
−∞
∑
n
ñ∫ ξ2
0
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ · ∫ ξ2
0
n2
(n2 + µ)2
dµ
ô
dξ
≤
∫ ∞
−∞
ñ∫ ξ2
0
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ · ∫ ξ2
0
∑
n
n2
(n2 + µ)2
dµ
ô
dξ
≤
∫ ∞
−∞
ñ∫ ξ2
0
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ · ∫ ξ2
0
∑
n
1
n2 + µ
dµ
ô
dξ
.
∫ ∞
−∞
ñ∫ ξ2
0
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ · ∫ ξ2
0
∫ ∞
0
1
η2 + µ
dη dµ
ô
dξ
=
∫ ∞
−∞
ñ∫ ξ2
0
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ · ∫ ξ2
0
1√
µ
∫ ∞
0
1
η2 + 1
dη dµ
ô
dξ
=
∫ ∞
−∞
∫ ξ2
0
|ξ|
∣∣∣h˜ Äξ, ξ2 − µä∣∣∣2 dµ dξ h ∫ ∞
−∞
∫ ξ2
0
|ξ|
∣∣∣h˜ (ξ, λ)∣∣∣2 dλ dξ ≤ ‖h‖2
L2t
(
[0,T ]; H˙
1
2
x
) .
Let ν =
√
λ− ξ2 so that we can apply Lemma A-1 in [4] to (3.37) and obtain
L2 = 2
∫ ∞
−∞
∑
n
∣∣∣∣∣
∫ ∞
0
nνh˜
(
ξ, ξ2 + ν2
) · (1− ψ (n2 − ν2))
n2 − ν2 dν
∣∣∣∣∣
2
dξ
24
≤ 2
∫ ∞
−∞
∑
n
∣∣∣∣∣
∫ ∞
0
νh˜
(
ξ, ξ2 + ν2
) · (1− ψ (n2 − ν2))
n− ν dν
∣∣∣∣∣
2
dξ
.
∫ ∞
−∞
∫ ∞
0
(1 + ν)ν2
∣∣∣h˜ Äξ, ξ2 + ν2ä∣∣∣2 dν dξ
.
∫ ∞
−∞
∫ ∞
ξ2
Ä
1 +
√
λ
ä√
λ
∣∣∣h˜(ξ, λ)∣∣∣2 dλ dξ . ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
Hence,
‖I+3 ‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ‖h‖H 12t ([0,T ];L2x)⋂L2t([0,T ];H 12x ) . (3.38)
The next part to work on is the estimate for I−. First, we look at I−1 in (3.16).
I−1 =
∫ ∞
−∞
∑
n
(
eipi(xξ+ny) · n
∫ ∞
0
eipi
2λt
ξ2 + n2 + λ
h˜(ξ,−λ) dλ
)
dξ
h
∫ ∞
−∞
∫ ∞
0
eipixξ+ipi
2λth˜(ξ,−λ)
∞∑
n=1
n sin(nπy)
ξ2 + n2 + λ
dλ dξ
From (3.33), if we replace −λ by λ, then∣∣∣∣∣
∞∑
n=1
n sin(nπy)
ξ2 + n2 + λ
∣∣∣∣∣ . e−piy√ξ2+λ . |y|σ−1Ä1 +√ξ2 + λä1−σ (3.39)
for any λ > 0, y ∈ [0, 1] and σ ∈ [1/2, 1]. Thus
‖I−1 ‖2L∞t ([0,T ];L2xy(R×[0,1])) = supt∈[0,T ]
∥∥∥I−1 (t)∥∥∥2L2xy
. sup
t∈[0,T ]
∫ 1
0
∫ ∞
−∞
∣∣∣∣∣
∫ ∞
0
eipi
2λth˜(ξ,−λ)
∞∑
n=1
n sin(nπy)
ξ2 + n2 + λ
dλ
∣∣∣∣∣
2
dξ dy
≤
∫ 1
0
∫ ∞
−∞
(∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ · ∣∣∣∣∣
∞∑
n=1
n sin(nπy)
ξ2 + n2 + λ
∣∣∣∣∣ dλ
)2
dξ dy
.
∫ 1
0
∫ ∞
−∞
Ñ∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ ·
∣∣∣∣∣∣ |y|
σ−1Ä
1 +
√
ξ2 + λ
ä1−σ ∣∣∣∣∣∣ dλ
é2
dξ dy
h
∫ ∞
−∞
Ñ∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ ·
∣∣∣∣∣∣ 1Ä1 +√ξ2 + λä1−σ
∣∣∣∣∣∣ dλ
é2
dξ
≤
∫ ∞
−∞
Å∫ ∞
0
(1 + |λ|)
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã ·Ç∫ ∞
0
1
(1 + |λ|) (1 + ξ2 + λ)1−σ dλ
å
dξ
≤
∫ ∞
−∞
Å∫ ∞
0
(1 + |λ|)
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã ·Ç∫ ∞
0
1
(1 + λ)2−σ
dλ
å
dξ
.
∫ ∞
−∞
Å∫ ∞
0
(1 + |λ|)
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã dξ ≤ ‖h‖2
H
1
2
t ([0,T ];L
2
x)
.
To estimate the L4-norm, we use the same technique for K2 with the assistance from (3.39). We only
choose σ ∈
Ä
3
4 , 1
ä
.
‖I−1 ‖4L4(R×[0,1]×[0,T ]) =
∫ 1
0
‖I−1 ‖4L4xt dy
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.
∫ 1
0
Ñ∫ ∞
−∞
∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ 43 · ∣∣∣∣∣
∞∑
n=1
n sin(nπy)
ξ2 + n2 + λ
∣∣∣∣∣
4
3
dλ dξ
é3
dy
.
∫ 1
0
Ö∫ ∞
−∞
∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ 43 ·
∣∣∣∣∣∣ |y|
σ−1Ä
1 +
√
ξ2 + λ
ä1−σ ∣∣∣∣∣∣
4
3
dλ dξ
è3
dy
.
Ö∫ ∞
−∞
∫ ∞
0
∣∣∣h˜(ξ,−λ)∣∣∣ 43 ·
∣∣∣∣∣∣ 1Ä1 +√ξ2 + λä1−σ
∣∣∣∣∣∣
4
3
dλ dξ
è3
≤
∫ ∞
−∞
Å∫ ∞
0
(1 + |λ|) 12
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã2 ·Ç∫ ∞
0
1
(1 + |λ|) (1 + ξ2 + λ)2−2σ dλ
å
dξ
≤
∫ ∞
−∞
Å∫ ∞
0
(1 + |λ|) 12
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã2 ·Ç∫ ∞
0
1
(1 + λ)3−2σ
dλ
å
dξ . ‖h‖4
H
1
4
t ([0,T ];L
2
x)
,
which gives
‖I−1 ‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ‖h‖H 12t ([0,T ];L2x) . (3.40)
To study I−2 in (3.17), by Proposition 3.1, we have
‖I−2 ‖2L4(R×[0,1]×[0,T ]) ⋂ L∞t ([0,T ];L2xy(R×[0,1]))
≤
∥∥∥∥∥
∫ ∞
−∞
∑
n
(
e−ipi
2(ξ2+n2)t+ipi(xξ+ny)
∫ ∞
0
nh˜(ξ,−λ)
ξ2 + n2 + λ
dλ
)
dξ
∥∥∥∥∥
2
L4
⋂
L∞t ([0,T ];L2xy)
.
∫ ∞
−∞
∑
n
∣∣∣∣∣
∫ ∞
0
nh˜(ξ,−λ)
ξ2 + n2 + λ
dλ
∣∣∣∣∣
2
dξ
≤
∫ ∞
−∞
∑
n
Å∫ ∞
0
(1 + |λ|)2γ
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã · Ç∫ ∞
0
n2
(1 + |λ|)2γ(ξ2 + n2 + λ)2 dλ
å
dξ
≤
∫ ∞
−∞
∑
n
Å∫ ∞
0
(1 + |λ|)2γ
∣∣∣h˜(ξ,−λ)∣∣∣2 dλã · Ç∫ ∞
0
n2
(1 + |λ|)2γ(n2 + λ)2 dλ
å
dξ
≤ ‖h‖Hγt ([0,T ];L2x) ·
Ç∑
n
∫ ∞
0
n2
(1 + |λ|)2γ(n2 + λ)2 dλ
å
.
Let β > 0 and γ > β2 +
1
4 >
1
4 and consider the second factor,
∑
n
∫ ∞
0
n2
(1 + |λ|)2γ(n2 + λ)2 dλ h
∫ ∞
0
∞∑
n=1
n2
(1 + |λ|)2γ(n2 + λ)2 dλ
≤
∫ ∞
0
∞∑
n=1
n2
(n2 + λ)
3
2
+β
· 1
(1 + |λ|)2γ(n2 + λ) 12−β
dλ
≤
∫ ∞
0
∞∑
n=1
1
n1+2β
· 1
(1 + |λ|)2γ+ 12−β
dλ ≤
∞∑
n=1
1
n1+2β
·
∫ ∞
0
1
(1 + |λ|)2γ+ 12−β
dλ ≤ C .
Therefore,
‖I−2 ‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ‖h‖Hγt ([0,T ];L2x) ∀ γ > 1/4 . (3.41)
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Finally, combine (3.18), (3.35), (3.38), (3.40) and (3.41) to attain the expected estimate (3.10),
‖Wb[h]‖L4xyt(R×[0,1]×[0,T ])⋂L∞t ([0,T ];L2xy(R×[0,1])) . ‖h‖H 12t ([0,T ];L2x(R))⋂L2t([0,T ];H 12x (R)) .
Now, take the derivatives into consideration. Let α = (α1, α2) be a nonnegative two-dimensional
multi-index with |α| = α1 + α2 = s and s an integer. We let u solve (2.1) with ϕ = f = 0 and claim
that ∥∥∥∂2sy u∥∥∥X . ∑
j=1,2
‖(1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2)sĥj‖L2
ξλ
, (3.42)
where X = Lr
⋂
L∞t
Ä
L2xy
ä
for r ∈ [2, 4]. To begin the proof of this claim, we observe by (2.1) with
ϕ = f = 0 that ∂tu = i
Ä
∂2x + ∂
2
y
ä
u. Then, for s = 1, 2 in (3.42),∥∥∥∂2yu∥∥∥X ≤ ∥∥∥Ä∂2x + ∂2yäu∥∥∥X + ∥∥∥∂2xu∥∥∥X = ‖∂tu‖X + ∥∥∥∂2xu∥∥∥X
and ∥∥∥∂4yu∥∥∥X = ∥∥∥∂2y Ä∂2yuä∥∥∥X ≤ ∥∥∥∂t Ä∂2yuä∥∥∥X + ∥∥∥∂2x Ä∂2yuä∥∥∥X = ∥∥∥∂2y (∂tu)∥∥∥X + ∥∥∥∂2y Ä∂2xuä∥∥∥X
≤
∥∥∥Ä∂2t uä∥∥∥X + 2 ∥∥∥∂t∂2xu∥∥∥X + ∥∥∥Ä∂4xuä∥∥∥X .
The pattern of the estimate as s increases can be found for m ∈ N by induction as
∥∥∥∂2my u∥∥∥X ≤
m∑
k=0
Ç
m
k
å ∥∥∥∂kt ∂2(m−k)x u∥∥∥X .
For k ≥ 1, let v = ∂kt ∂2(m−k)x u. Then, v solves (2.1) with ϕ = f = 0 and the boundary data as follows
(here, note that the higher order compatibility conditions are needed, and see Remark 2.5):
ivt + vxx + vyy = 0 ,
v(x, y, 0) = (i)k
î
(∂2x + ∂
2
y)
ku
ó
(x, y, 0) = 0 ,
v(x, 0, t) = ∂kt ∂
2(m−k)
x h1(x, t) , v(x, 1, t) = ∂
k
t ∂
2(m−k)
x h2(x, t) .
Thus, by (3.10),∥∥∥∂kt ∂2(m−k)x u∥∥∥X = ‖v‖X . ∑
j=1,2
∥∥∥∂kt ∂2(m−k)x hj∥∥∥
H
1
2
t ([0,T ];L
2
x)
⋂
L2t
Ä
[0,T ];H
1
2
ä .
On the other hand, with the formula (2.5), it is easy to verify that∥∥∥∂2mx v∥∥∥X . ∑
j=1,2
∥∥∥∂2mx hj∥∥∥
H
1
2
t ([0,T ];L
2
x)
⋂
L2t
Ä
[0,T ];H
1
2
ä .
Therefore,
∥∥∥∂2my u∥∥∥X . ∑
j=1,2
m∑
k=0
Ç
m
k
å ∥∥∥∂kt ∂2(m−k)x hj∥∥∥
H
1
2
t ([0,T ];L
2
x)
⋂
L2t
Ä
[0,T ];H
1
2
ä
h
∑
j=1,2
∥∥∥(1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2)mĥj∥∥∥
L2
ξλ
.
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Thus, (3.42) follows. Since α1, α2 ≥ 0 with α1 + α2 = s,∥∥∥∂α1x ∂α2y u∥∥∥X . ∑
j=1,2
∥∥∥(1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2)α22 |ξ|α1 ĥj∥∥∥
L2
ξλ
.
∑
j=1,2
∥∥∥(1 + |λ|+ |ξ|) 12 (1 + |λ|+ |ξ|2) s2 ĥj∥∥∥
L2
ξλ
=
∑
j=1,2
‖hj‖Hs(0,T ) .
Hence, (3.11) for r = 4 is derived when s is an integer. If s ≥ 0 is not an integer, (3.11) for r = 4
follows by interpolation.
Finally, we attempt to reach a more general conclusion in terms of function spaces. In fact, the
special case of the estimate for r = 4 leads us to the point that if T <∞, then
‖Wb[h1, h2]‖L2t([0,T ];Hs,2xy (R×[0,1])) . T
1
2
∑
j=1,2
‖hj‖Hs(0,T ) .
By interpolation from L2 to L4, we can obtain (3.11) and therefore the whole proof is complete.
Also, it can be shown that the condition hj ∈ H
1
2
t
(
[0, T ]; L2x(R)
)⋂
L2t
Å
[0, T ]; H
1
2
x (R)
ã
for s = 0
is sharp with respect to the regularity on t.
Proposition 3.5.
‖Wb1 [h]‖L2xyt . ‖h‖Hσt ([0,T ];L2x)
⋂
L2t ([0,T ];H
1
x)
only when σ ≥ 1/2 .
Proof. We assume that ‖Wb1 [h]‖L2xyt . ‖h‖Hσt ([0,T ];L2x)
⋂
L2t ([0,T ];H
1
x)
where
h ∈ Hσt
Ä
[0, T ]; L2x
ä⋂
L2t
Ä
[0, T ]; H1x
ä
with 0 ≤ σ < 1/2. From (2.5), we have the formula for Wb1 [h],
Wb1 [h](x, y, t) =
∫ ∞
−∞
∑
n
ñ
n
∫ t
0
e−ipi
2(ξ2+n2)(t−τ)+ipi(ξx+ny)ĥx(ξ, τ) dτ
ô
dξ .
Let g = g(x, t) be such that
ĝx(ξ, t) = ĥx(ξ, t)eipi
2ξ2t =
∑
k∈Z
e−ipi
2ktak(ξ) ,
assuming that an2(ξ) ≡ 0 ∀n ∈ Z and supp ĥx ⊂ [0, 1] × [0, 2pi ]. Define
ak(ξ) =
® “g1(ξ)/|n|β , k = n2 + 1 ,
0 , otherwise ,
so that ĥx(ξ, t)eipi
2ξ2t =
∑
n 6=0
“g1(ξ)/|n|βe−ipi2(n2+1)t.
Here, it is possible to choose g1 ∈ H1(R). Define the Fourier series of f as
f(t) =
∑
k∈Z
e−ipi
2ktαk , where αk =
∫ 2
pi
0
eipi
2ktf(t) dt .
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Hence,
Wb1 [h](x, y, t) =
∫ ∞
−∞
e−ipi
2ξ2t+ipixξ
Ç∑
n
n · e−ipi2n2t+ipiyn
∫ t
0
eipi
2n2τ ĝx(ξ, τ) dτ
å
dξ .
If
J :=
∑
n
n · e−ipi2n2t+ipiyn
∫ t
0
eipi
2n2τ ĝx(ξ, τ) dτ ,
it is deduced that
J =
∑
n
n · e−ipi2n2t+ipiyn
∫ t
0
eipi
2n2τ
∑
k 6=n2
e−ipi
2ktak(ξ) dτ
=
∑
n
n · e−ipi2n2t+ipiyn
Ñ∑
k 6=n2
eipi
2(n2−k)t − 1
n2 − k ak(ξ)
é
=
∑
n
n · eipiyn
∑
k 6=n2
e−ipi
2kt ak(ξ)
n2 − k + e
−ipi2n2t
Ñ∑
k 6=n2
ak(ξ)
k − n2
é .
Let
bnk(ξ) =

ak(ξ)
n2 − k , k 6= n
2 ,∑
k 6=n2
ak(ξ)
k − n2 , k = n
2 .
Then
J =
∑
n,k
neipiyne−ipi
2ktbnk(ξ)
and
Wb1h(x, y, t) =
∫ ∞
−∞
∑
n,k
e−ipi
2ξ2t+ipixξneipiyne−ipi
2ktbnk(ξ) dξ .
Therefore,
‖Wb1h‖2L2xyt =
∫ ∞
−∞
∑
n,k
n2|bnk(ξ)|2 dξ ≥
∫ ∞
−∞
∑
n
n2|bn,n2+1(ξ)|2 dξ =
∫ ∞
−∞
∑
n
n2|an2+1(ξ)|2 dξ
&
∑
n
n2
|n|2β &
∑
n
1
|n|2β−2 .
For 0 ≤ σ < 1/2, if h ∈ Hσt
Ä
[0, 2pi ];L
2
x
ä
, the product rule for fractional derivatives (Proposition 3.3 in
[21]) implies∥∥∥Dσt Äĥx(ξ, t)ä∥∥∥L2
ξt
=
∥∥∥Dσt Äĝx(ξ, t)e−ipi2ξ2tä∥∥∥L2
ξt
≤
∥∥∥(1 + |ξ|2)σDσt ĝx(ξ, t)∥∥∥L2
ξt
∥∥∥(1 + |ξ|2)−σeipi2ξ2t∥∥∥
L∞
ξt
+
∥∥∥(1 + |ξ|2)σ ĝx(ξ, t)∥∥∥
L2
ξt
∥∥∥eipi2ξ2t∥∥∥
L∞
ξt
<∞ ,
which requires that ∥∥∥∥∥∥(1 + |ξ|2)σ ∑n 6=0(n2 + 1)σ
“g1(ξ)
|n|β e
−ipi2(n2+1)t
∥∥∥∥∥∥
L2
ξt
<∞ .
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Note that g1 ∈ H1x(R) and h ∈ L2t
ÄÄ
0, 2pi
ä
; H1x(R)
ä
. Owing to σ < 1/2, it is possible to pick β inÄ
2σ + 12 ,
3
2
ó
such that 2β − 2 < 1 and
‖Wb1 [h]‖2L2xyt &
∑
n
1
|n|2β−2 =∞ . (3.43)
By the assumption at the beginning of the proof, we have
‖Wb1 [h]‖L2xyt . ‖h‖Hσt ((0, 2pi );L2x) + ‖h‖L2t ((0, 2pi );H1x) <∞ ,
which gives a contradiction to (3.43). Hence, σ ≥ 1/2 is required. Or, the regularity requirement on t
for the boundary data in Proposition 3.4 is sharp.
4 Local Well-posedness
Now, we are ready for the study of local well-posedness of (2.1) with estimates established in the
previous section. Recall the mild solution of (2.1) given by (2.2) and define an operator A[u](x, y, t):
u(x, y, t) =Wb[h1, h2](x, y, t) +W0(t)φ(x, y) + i
Ç∫ t
0
W0(t− τ)f(τ) dτ
å
(x, y) = A[u](x, y, t) , (4.1)
where f(u) = λ|u|p−2u for p ≥ 3 and (x, y, t) ∈ R× [0, 1]× (0, T ). We will show that there is a unique
solution in Hs(R × [0, 1]) with a maximal existence interval and the solution continuously depends
upon the initial and boundary data by proving that the operator A[u](x, y, t) is a contraction. Let
r ∈ [2, 4] and define the following function spaces,
X sT := Ct
Ä
[0, T ]; Hsxy(R× [0, 1])
ä⋂
Lrt
Ä
[0, T ]; W s,rxy (R× [0, 1])
ä
with ‖u‖X s
T
= sup
t∈[0,T ]
‖u(t)‖Hsxy(R×[0,1]) + ‖u‖Lrt ([0,T ];W s,rxy (R×[0,1])). Let
YsT := Ct
Ä
[0, T ]; Hsxy(R× [0, 1])
ä
with ‖u‖Ys
T
= sup
t∈[0,T ]
‖u(t)‖Hsxy(R×[0,1]). For some M > 0, define closed balls in XT and YT of radius M
as
BX
s
M :=
¶
u : ‖u‖X s
T
≤M
©
and BY
s
M :=
¶
u : ‖u‖Ys
T
≤M
©
.
For the investigation on the existence of solution of (4.1), we need the following two lemmas on
differentiation of fractional order:
Lemma 4.1 (The chain rule for fractional derivatives). (see Proposition 3.1 in [21]) Let 0 < s < 1
and α be a nonnegative multi-index with |α| = s. Let u : R2 → C and f ∈ C1(C). Then
‖Dαf(u)‖Lr2 . ‖f ′(u)‖Lr1‖Dαu‖Lr (4.2)
for 1r2 =
1
r1
+ 1r with 1 < r, r1, r2 <∞. In particular, if |f ′(u)| is uniformly bounded, then
‖Dαf(u)‖Lr . ‖f ′(u)‖L∞‖Dαu‖Lr . (4.3)
30
Lemma 4.2 (The product rule (Leibnitz rule) for fractional derivatives). (see Proposition 3.3 in [21]
or Lemma 2.6 in [34] for high-dimensional cases) Let 0 < s < 1, u, v : R2 → C and f ∈ C1(C). Then
‖Dα(uv)‖Lr2 . ‖v‖Lr1‖Dαu‖Lr + ‖u‖Lr˜1‖Dαv‖Lr˜ (4.4)
for 1r2 =
1
r1
+ 1r =
1
r˜1
+ 1r˜ with 1 < r, r1, r˜, r˜1, r2 <∞.
The proof follows the idea in the appendix of [33].
Remark 4.3. Lemmas 4.1 and 4.2 are valid for functions in R2. To use these lemmas for functions
in R × [0, 1], we use an extension operator E such that Eu ∈ W s,p(R2) and Eu
∣∣∣
R×[0,1] = u for any
u ∈W s,p(R× [0, 1]) satisfying
‖Eu‖W s,p(R2) ≤ C‖u‖W s,p(R×[0,1]) .
The existence of such extension operator has been discussed in Chapter 5 of Adams’ book [1]. Therefore,
by using the extension operator, Lemmas 4.1 and 4.2 are valid for functions in R × [0, 1] except that
the derivatives on the right hand sides of inequalities are replaced by W |α|,p-norms of u and v.
First, we aim to prove the following theorem.
Theorem 4.4. Choose r ∈ [2, 4]. Let µ > 0 such that
‖ϕ‖Hs(R×[0,1]) +
∑
j=1,2
‖hj‖Hs(0,T ) ≤ µ
and ϕ, h satisfy certain compatibility conditions. Then
(a) For 0 ≤ s < 1/2 and 3 ≤ p ≤ 4, or 1/2 ≤ s < 1 and 3 ≤ p ≤ 3−2s1−s , or s = 1 and 3 ≤ p < ∞,
there is a T > 0 such that for r ∈ [2, 4] a unique solution u ∈ X sT of (4.1) exists. Moreover,
‖A[u]−A[v]‖X sT ≤ (1/2) ‖u − v‖X sT , (4.5)
‖A[u]‖X s
T
≤M (4.6)
for any u and v ∈ BX sM .
(b) For s > 1 and (p, s) satisfying (1.5), there exists a T > 0 such that (4.1) has a unique solution
u ∈ YsT . Also, for u and v ∈ BY
s
M
‖A[u]−A[v]‖Y0T ≤ (1/2) ‖u − v‖Y0T , (4.7)
‖A[u]‖YsT ≤M . (4.8)
In addition, if we further assume that
p is even or for p not even, either p ≥ s+ 2 with s ∈ Z or p ≥ [s] + 3 with s /∈ Z , (4.9)
then (4.7) can be improved by
‖A[u]−A[v]‖Ys
T
≤ (1/2) ‖u − v‖Ys
T
, (4.10)
for u and v ∈ BYsM .
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Proof. First, consider the case for 0 ≤ s < 12 . Assume
3 ≤ p ≤ r ≤ 4 ,
which implies that
1 +
s(p− 2)
2
≥ p
r
or equivalently
r(p− 2)
r − 2 ≤
2r
2− rs .
In addition,
r ≥ r′(p − 1) = r(p− 1)
r − 1 .
Then, by Sobolev embedding theorem, W s,r →֒ L r(p−2)r−2 and ‖u(t)‖
L
r(p−2)
r−2
≤ ‖u(t)‖W s,r .
If q = r′ = rr−1 is chosen, then q ∈
Ä
4
3 , 2
ó
. Let u ∈ BXM and α be a multi-index such that |α| = s
as usual. We know that u : R × [0, 1] × R → C and f ∈ C1(C) and |f ′(u)| . |u|p−2 < ∞ for p ≥ 3.
For 0 ≤ s ≤ 1/2 and r ∈ (2, 4], the chain rule (4.2) and Remark 4.3 suggest that
‖Dαf(u)(t)‖Lr′ .
∥∥f ′(u)(t)∥∥
L
r
r−2 ‖u(t)‖W s,r
≤ ‖u(t)‖p−2
L
r(p−2)
r−2
‖u(t)‖W s,r ≤ ‖u(t)‖p−1W s,r .
Next, take the Lr
′
-norm of both sides of the inequality above with respect to time t and obtain
‖Dαf(u)‖
Lr
′
t ([0,T ];Lr
′
xy(R×[0,1])) . ‖u‖
p−1
L
r(p−1)
r−1
t ([0,T ];W
s,r
xy (R×[0,1]))
≤ T 1− pr ‖u‖p−1
Lrt ([0,T ];W
s,r
xy (R×[0,1])) .
Equivalently,
‖f(u)‖
Lr
′
t
Ä
[0,T ];W s,r
′
xy (R×[0,1])
ä . T 1− pr ‖u‖p−1
Lrt ([0,T ];W
s,r
xy (R×[0,1])) ≤ T
1− p
r ‖u‖p−1X s
T
. (4.11)
(The investigation for s = 0 can be found in [39].) Assume u, v ∈ X sT and w = u · θ + v · (1 − θ) for
θ ∈ [0, 1]. Then, we have
|u|p−2u− |v|p−2v =
∫ 1
0
ï
p
2
|w|p−2 +
Å
p
2
− 1
ã
|w|p−4w2
ò
· (u− v) dθ .
Based upon the proof of Theorem 4.3 in [36], if p > 3, (4.4) yields∥∥∥∥Dαî|u|p−2u(t)− |v|p−2v(t)ó∥∥∥∥
Lr′
=
∥∥∥∥∥
∫ 1
0
Dα
ï
p
2
|w|p−2 +
Å
p
2
− 1
ã
|w|p−4w2
ò
· (u− v) dθ
∥∥∥∥∥
Lr′
≤ sup
θ∈[0,1]
∥∥∥∥Dα ïÅp2 |w|p−2 + Åp2 − 1ã |w|p−4w2ã · (u− v)ò∥∥∥∥Lr′
. sup
θ∈[0,1]
∥∥∥|w(t)|p−3∥∥∥
L
r(p−2)
(r−2)(p−3)
· ‖w(t)‖W s,r · ‖u(t)− v(t)‖
L
r(p−2)
r−2
+ sup
θ∈[0,1]
‖w(t)‖p−2
L
r(p−2)
r−2
· ‖u(t)− v(t)‖W s,r
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= sup
θ∈[0,1]
‖w(t)‖p−2W s,r · ‖u(t)− v(t)‖L p1−s + supθ∈[0,1]
‖w(t)‖W s,r · ‖u(t)− v(t)‖W s,r
.
Ä
‖u(t)‖p−2W s,r + ‖v(t)‖p−2W s,r
ä
· ‖(u(t) − v(t))‖W s,r .
For p = 3, (4.3) shows that∥∥∥Dα î|u|p−2u(t)− |v|p−2v(t)ó∥∥∥
Lr′
. sup
θ∈[0,1]
‖w(t)‖W s,r · ‖u(t)− v(t)‖
L
r(p−2)
r−2
+ sup
θ∈[0,1]
‖w(t)‖
L
r(p−2)
r−2
· ‖(u(t) − v(t))‖W s,r
. (‖u(t)‖W s,r + ‖v(t)‖W s,r ) · ‖(u(t) − v(t))‖W s,r .
Thus, Sobolev embedding theorem implies
‖f(u)(t)− f(v)(t)‖W s,r′ .
(
‖u(t)‖p−2
W s,rxy
+ ‖v(t)‖p−2
W s,rxy
)
· ‖u(t)− v(t)‖W s,r .
In addition, pr ≤ 1 guarantees r ≥ r(p−2)r−2 and the following estimate for the difference of nonlinearity
holds:
‖f(u)− f(v)‖
Lr
′
t
Ä
[0,T ];W s,r
′
xy (R×[0,1])
ä
≤
Ñ
‖u‖p−2
L
r(p−2)
r−2
t ([0,T ];W
s,r
xy (R×[0,1]))
+ ‖v‖p−2
L
r(p−2)
r−2
t ([0,T ];W
s,r
xy (R×[0,1]))
é
‖u− v‖Lrt ([0,T ];Lrxy(R×[0,1]))
≤ T 1− pr
Å
‖u‖p−2
Lrt ([0,T ];W
s,r
xy (R×[0,1])) + ‖v‖
p−2
Lrt ([0,T ];W
s,r
xy (R×[0,1]))
ã
‖u− v‖Lrt ([0,T ];W s,rxy (R×[0,1])) . (4.12)
Note that A[u] is defined in (4.1) and assume that u, v ∈ BX sM for 0 ≤ s < 1/2 and 3 ≤ p ≤ 4 with
some r ∈ [p, 4). Also
‖A(u)‖XT = ‖A(u)‖L∞t ([0,T ];Hsxy(R×[0,1])) + ‖A(u)‖Lrt ([0,T ];W s,rxy (R×[0,1])) .
If 3 ≤ p < 4, we can choose r ∈ (p, 4) and let σ ∈ (12 , r3r−4 ], which implies r′ ∈ [ 4σ1+σ , 2]. Now, for
1
2 < σ ≤ 5r−44(3r−4) , it is found that
1 + σ − 4σ
r′
= 1−
Å
3− 4
r
ã
σ
≥ 1−
Å
3− 4
r
ã
· 5r − 4
4(3r − 4) =
1
r
− 1
4
:= θr > 0 . (4.13)
According to Proposition 3.1, and (3.7), (3.11) in Proposition 3.3 and 3.4, and (4.11), it is deduced
that
‖A(u)‖X s
T
≤ ‖Wb[h1, h2]‖X sT + ‖W0φ‖XT + ‖Φ0,f‖X sT
.
∑
j=1,2
‖hj‖Hs(0,T ) + ‖φ‖Hsxy + T
θr ‖f‖
Lr
′
t
Ä
[0,T ];Hs,r
′
xy
ä
≤
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr ‖f‖
Lr
′
t
Ä
[0,T ];Hs,r
′
xy
ä
.
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr+1−
p
r ‖u‖p−1
Lrt ([0,T ];W
s,r
xy (R×[0,1]))
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≤
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr+1−
p
r ‖u‖p−1X sT ,
where θr + 1− pr > θr is fixed. Considering the Lipschitz norm, (4.12) gives
‖A(u)−A(v)‖X s
T
= ‖Φ0,f (u)− Φ0,f (v)‖X sT . T
θr ‖f(u)− f(v)‖
Lr
′
t ([0,T ];Lr
′
xy)
.T θr+1−
p
r
(
‖u‖p−2X s
T
+ ‖v‖p−2X s
T
)
‖u− v‖X s
T
. T θr+1−
p
rMp−2‖u− v‖X s
T
.
Thus, with some constants C0, C1, we obtain
‖A[u]‖X sT ≤ C0
(
µ+ T
1
2µ+ T
1
2
−σµ+ T θr+1−
p
rMp−1
)
, (4.14)
and
‖A[u]−A[v]‖X sT ≤ C1T
θr+1− prMp−2‖u− v‖X s
T
. (4.15)
Choose T small so that T ≤ 1 and T θr+1− prMp−1 ≤ T 12−σµ, which implies that we need
T = min
{
1,
Å
µ
Mp−1
ã1/(θr+1− pr−( 12−σ))
,
Å
1
2C1Mp−2
ã1/(θr+1− pr )}
.
Observe that the right hand side of (4.14) yields
C0
(
µ+ T
1
2µ+ T
1
2
−σµ+ T θr+1−
p
rMp−1
)
≤ 4C0µT
1
2
−σ
= 4C0µmax
{
1,
Å
µ
Mp−1
ã( 1
2
−σ)/(θr+1− pr−( 12−σ))
,
Å
1
2C1Mp−2
ã( 1
2
−σ)/(θr+1− pr )
}
(4.16)
from which we can show that if σ > 12 is sufficiently close to
1
2 , a function M0(µ) can be found such
that the right side of (4.16) is less than or equal to M for any M ≥M0(µ). With the choice of T and
M , we further obtain that C1T
θr+1− prMp−2 ≤ 12 in (4.15).
Now, consider the critical case (based upon the technique applied here) when p = 4. Let r = 4.
By (3.8), we claim that
‖A(u)‖X s
T
. CT (µ+ ‖u‖p−1X sT ) , ‖A(u)−A(v)‖X sT . CTM
p−2‖u− v‖X s
T
where CT > 0 depends upon T only. For 0 < T < ∞, let M = 2CTµ. If u, v ∈ BX s2CTµ with µ small
enough so that
‖A(u)‖X s
T
≤ CT (µ +Mp−1) ≤ 2CTµ
and
‖A(u)−A(v)‖X s
T
. C˜Tµ
p−2‖u− v‖X s
T
where C˜Tµ
p−2 ≤ 12 , we can obtain (4.5) and (4.6). Note that this argument needs µ small. For µ not
small, the technique in Sections 4.5 and 4.7 of [18] can be applied to prove the same results.
For 12 ≤ s < 1, by Sobolev embedding theorem, if r(p−2)r−2 = 21−s , Hs →֒ L
r(p−2)
r−2 , that is,
‖u(t)‖
L
r(p−2)
r−2
. ‖u(t)‖Hs , which holds if and only if
4
2− (p− 2)(1 − s) = r < 4 or equivalently 3 ≤ p <
3− 2s
1− s .
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We repeat the above argument to deduce that
‖Dαf(u)(t)‖Lr′ . ‖u(t)‖p−2
L
r(p−2)
r−2
‖u(t)‖W s,r ≤ ‖u(t)‖p−2Hs ‖u(t)‖W s,r .
Taking the norm with respect to t, it is obtained that
‖Dαf(u)‖
Lr
′
t ([0,T ];Lr
′
xy(R×[0,1])) . T
1− 2
r ‖u(t)‖p−2L∞([0,T ];Hs)‖u‖Lrt ([0,T ];W s,rxy (R×[0,1])) ,
and
‖f(u)‖
Lr
′
t
Ä
[0,T ];W s,r
′
xy (R×[0,1])
ä . T 1− 2r ‖u(t)‖p−2L∞([0,T ];Hs)‖u‖Lrt ([0,T ];W s,rxy (R×[0,1])) ,
which give
‖f(u)‖
Lr
′
t
Ä
[0,T ];W s,r
′
xy (R×[0,1])
ä . T 1− 2r ‖u‖p−1X s
T
.
Similarly, for p ≥ 3,
‖f(u)− f(v)‖
Lr
′
t
Ä
[0,T ];W s,r
′
xy (R×[0,1])
ä
≤ T 1− 2r
Å
‖u‖p−2
Lrt ([0,T ];W
s,r
xy (R×[0,1])) + ‖v‖
p−2
Lrt ([0,T ];W
s,r
xy (R×[0,1]))
ã
‖u− v‖L∞t ([0,T ];Hsxy(R×[0,1]))
+ T 1−
2
r
Å
‖u‖p−2
L∞t ([0,T ];Hsxy(R×[0,1]))
+ ‖v‖p−2
L∞t ([0,T ];Hsxy(R×[0,1]))
ã
‖u− v‖Lrt ([0,T ];W s,rxy (R×[0,1])) .
Thus, we can reach the similar conclusions as
‖A(u)‖X s
T
.
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr+
(p−2)(1−s)
2 ‖u‖p−1X sT ,
‖A(u)−A(v)‖X s
T
. T θr+
(p−2)(1−s)
2 Mp−2‖u− v‖X sT ,
which lead to
‖A[u]‖X sT ≤ C0
Å
µ+ T
1
2µ+ T
1
2
−σµ+ T θr+
(p−2)(1−s)
2 Mp−1
ã
,
and
‖A[u]−A[v]‖X s
T
≤ C1T θr+
(p−2)(1−s)
2 Mp−2‖u− v‖X s
T
.
Hence, if letting
T = min
1,
Å
µ
Mp−1
ã1/(θr+ (p−2)(1−s)2 −( 12−σ))
,
Å
1
2C1Mp−2
ã1/(θr+ (p−2)(1−s)2 ) ,
an argument similar to (4.16) for M can be used to obtain (4.5) and (4.6).
If p = 3−2s1−s , then r = 4, which is a critical situation again. For sufficiently small norms of the
initial and boundary data with some fixed T > 0, (4.5) and (4.6) can also be obtained. Again, for
large initial and boundary data, the argument in Sections 4.5 and 4.7 of [18] can be carried out.
By contraction mapping theorem, we can conclude that the problem (2.1) (or (2.2)) has a unique
solution u in X sT for 0 ≤ s < 12 with 3 ≤ p ≤ 4 or 12 ≤ s < 1 with 3 ≤ p ≤ 3−2s1−s .
Next, consider s = 1. Let r be arbitrarily chosen in the open interval (2, 4). It is known that
H1 →֒ Lr for any r <∞. The chain rule on the first derivative of f(u) with respect to (x, y) gives
‖∇f(u)(t)‖Lr′ . ‖u(t)‖p−2
L
r(p−2)
r−2
‖u(t)‖W 1,r ≤ ‖u(t)‖p−2H1 ‖u(t)‖W 1,r .
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Then, taking the norm in t, we have
‖∇f(u)‖
Lr
′
t ([0,T ];Lr
′
xy(R×[0,1])) . T
1− 2
r ‖u(t)‖p−2L∞([0,T ];H1)‖u‖Lrt ([0,T ];W 1,rxy (R×[0,1])) ,
and
‖f(u)‖
Lr
′
t
Ä
[0,T ];W 1,r
′
xy (R×[0,1])
ä . T 1− 2r ‖u(t)‖p−2L∞([0,T ];H1)‖u‖Lrt ([0,T ];W 1,rxy (R×[0,1])) ,
which imply
‖f(u)‖
Lr
′
t
Ä
[0,T ];W 1,r
′
xy (R×[0,1])
ä . T 1− 2r ‖u‖p−1X 1T .
For the Lipschitz estimate with p ≥ 3,
‖f(u)− f(v)‖
Lr
′
t
Ä
[0,T ];W 1,r
′
xy (R×[0,1])
ä
≤ T 1− 2r
Å
‖u‖p−2
Lrt ([0,T ];W
1,r
xy (R×[0,1]))
+ ‖v‖p−2
Lrt ([0,T ];W
1,r
xy (R×[0,1]))
ã
‖u− v‖L∞t ([0,T ];H1xy(R×[0,1]))
+ T 1−
2
r
Å
‖u‖p−2
L∞t ([0,T ];H1xy(R×[0,1]))
+ ‖v‖p−2
L∞t ([0,T ];H1xy(R×[0,1]))
ã
‖u− v‖Lrt ([0,T ];W 1,rxy (R×[0,1])) .
Thus, for any r ∈ (2, 4) and some constants C0, C1,
‖A(u)‖X 1
T
≤ C0
(
µ+ T
1
2µ+ T
1
2
−σµ+ T θr+1−
2
rMp−1
)
,
‖A(u)−A(v)‖X 1
T
≤ C1T θr+1−
2
rMp−2‖u− v‖X 1T .
Repeating the same argument as that for the case 0 ≤ s < 1, if
T = min
{
1,
Å
µ
Mp−1
ã1/(θr+1− 2r−( 12−σ))
,
Å
1
2C1Mp−2
ã1/(θr+1− 2r )}
and M is chosen similarly to (4.16), then (4.5) and (4.6) are valid again. Thus, the contraction
mapping theorem yields a unique solution in X sT . Since θr + 1− 2r > 0, ∀ r ∈ (2, 4), we do not need to
impose any restrictions on µ.
After finishing the discussion for lower regularity, we now study the existence and uniqueness of
the solution with s > 1. We first derive a set of similar estimates. Assuming that p and s satisfy (1.5),
for u, v ∈ BYsM with M > 0 given, it can be shown that
‖f(u)‖L2((0,T );Hs) . T‖u‖p−1L∞((0,T );Hs) , (4.17)
‖f(u)− f(v)‖L2((0,T );L2) . TMp−2‖u− v‖L∞((0,T );L2) . (4.18)
First, assume that p and s satisfy (4.9), which is stronger than (1.5). The Lipschitz continuity
holds for Hs norm, i.e.,
‖f(u)− f(v)‖L1((0,T );Hs) . TMp−2‖u− v‖L∞((0,T );Hs) . (4.19)
By (4.17) and (4.19),
‖A(u)‖Ys
T
≤ ‖Wb[h1, h2]‖YsT + ‖W0φ‖XT + ‖Φ0,f‖YsT
.
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr ‖f‖L2t([0,T ];Hsxy) .
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr+1‖u‖p−1L∞((0,T );Hs)
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≤ C0
(
1 + T
1
2 + T
1
2
−σ
)
µ+ T θr+1Mp−1 ,
as well as
‖A(u)−A(v)‖YsT = ‖Φ0,f (u)− Φ0,f (v)‖YsT . T
θr ‖f(u)− f(v)‖L2t ([0,T ];Hsxy)
.C1T
θr+1Mp−2‖u− v‖Ys
T
,
where C0, C1 are constants. Now, we choose σ >
1
2 but close enough to
1
2 so that θr > 0 again. Let
M and T be such that
T = min
{
1,
Å
µ
Mp−1
ã1/(θr+σ))
,
Å
1
2C1Mp−2
ã1/(θr+ 12 )}
andM is found similarly in (4.16), which yield (4.8) and (4.10). By the contraction mapping principle,
we can find a fixed point u ∈ YsT .
For other p and s satisfying (1.5), we can argue as follows. Since s + 1 ≤ p < s + 2 for s ∈ Z or
[s] + 2 ≤ p < [s] + 3 for s /∈ Z with p not even, (4.18) gives
‖A[u]−A[v]‖Y0
T
≤ C1T θr+1Mp−2‖u− v‖Y0T . (4.20)
Hence, (4.7) holds for the same choices of M and T . With (4.20), a fixed point u ∈ Y0T can also be
found by finding a sequence {un}n≥1 ⊂ BYsM ⊂ YsT converging to u in Y0T ; i.e., choose u1 ∈ BY
s
M . Then
let u2 = A[u1], which satisfies u2 ∈ BYsM because of (4.8). We keep defining un+1 = A[un] and again
un+1 ∈ BYsM ; moreover ‖un+1 − un‖Y0T = ‖A[un]−A[un−1]‖Y0T ≤
1
2‖un − un−1‖Y0T by (4.7). Thus, a
Cauchy sequence {un}n≥1 ⊂ BYsM ⊂ YsT with un → u in Y0T is created. We may see that the problem
has a unique solution in YsT . Since YsT is also a reflexive Banach space, we conclude that u ∈ YsT is
the unique solution of (2.2) for s > 1. Note that the Lipschitz continuity for A in YsT does not hold
for this case. The proof is finished.
Next, we consider the maximal existence interval [0, Tmax) of the solution found in Theorem 4.4.
Theorem 4.5. Let p ≥ 3 and s ≥ 0 satisfying (1.5). Assume that a unique solution u to (2.1) exists
in X sT if 0 ≤ s < 12 with 3 ≤ p ≤ 4 or 12 ≤ s < 1 with 3 ≤ p < 3−2s1−s or s = 1 with 3 ≤ p < ∞, or
in YsT if s > 1, for t ∈ [0, T ] with ϕ ∈ Hs(R × [0, 1]) and hj ∈ Hsloc(0,∞) for T > 0, j = 1, 2. Let
Tmax = supT and suppose Tmax <∞. Also, define u∗ on [0, Tmax) as the solution of (2.1) in X sTmax if
0 ≤ s < 12 with 3 ≤ p ≤ 4 or 12 ≤ s < 1 with 3 ≤ p < 3−2s1−s or s = 1 with 3 ≤ p <∞, or YsTmax if s > 1,
with u∗(t) = u(t) on [0, T ] whose existence and uniqueness have been proved in Theorem 4.4. Then,
lim
t↑Tmax
‖u∗(t)‖Hs(R×[0,1]) =∞.
Proof. The proof can be obtained using classical extension procedure as an analogue of the proof for the
maximal existence interval in [36] except that the discussion is performed on the domain R× [0, 1].
The continuous dependence property of solutions on the initial and boundary data can be derived
as follows.
Theorem 4.6. Let p and s satisfy the conditions described in Theorem 4.5. Assume {ϕn} be a sequence
of functions in Hs(R× [0, 1]) and ϕ ∈ Hs(R× [0, 1]) so that ϕn → ϕ as n→∞ in Hs(R× [0, 1]). Let
h1, h2 and h1,n, h2,n, n = 1, 2, · · · satisfy
h1, h2, h1,n, h2,n ∈ Hs(0, T ) and h1,n → h1, h2,n → h2
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as n → ∞ in Hs(0, T ) for some T > 0. Let un be the solutions to (2.1) with un(x, y, 0) = ϕn(x, y)
and un(x, 0, t) = h1,n(x, t), un(x, 1, t) = h2,n(x, t) and u be the solution with u(x, y, 0) = ϕ(x, y) and
u(x, 0, t) = h1(x, t), u(x, 1, t) = h2(x, t), respectively. Then un → u as n→∞ in XT with ‖un‖XT ≤M
where XT = X sT if 0 ≤ s < 12 with 3 ≤ p ≤ 4 or 12 ≤ s < 1 with 3 ≤ p < 3−2s1−s or s = 1 with 3 ≤ p <∞,
or YsT if s > 1, respectively.
Proof. First, consider 0 ≤ s ≤ 1 with assumptions on p and r given in Theorems 4.4 and 4.5 which
guarantee the existence of a common interval [0, Tc] for un and u because of the choice of Tmax only
dependent upon the initial and boundary conditions. Furthermore, from the proof of (4.5), for θr
defined by (4.13) and σ > 12 , we can obtain
‖u− un‖X s
T
= ‖A[u]−A[un]‖X s
T
≤ C
Ç(
T
1
2 + T
1
2
−σ
)
‖ϕ− ϕn‖Hs(R×[0,1])
+
∑
j=1,2
‖hj − hj,n‖Hs(0,T ) + T θrMp−2‖u− un‖X sT
å
.
Let T satisfy CT θrMp−2 ≤ 1/2. Then
‖u− un‖X s
T
≤ 2‹CÇ ‖ϕ− ϕn‖Hs(R×[0,1]) + ∑
j=1,2
‖hj − hj,n‖Hs(0,T )
å
.
Since T only depends upon the uniform bounds for u, un, ϕ, ϕn, h, hn in their respective norms with
t ∈ [0, Tc], the above inequality holds for T, 2T, . . . until reaching Tc. The continuous dependence is
proved for 0 ≤ s ≤ 1.
For s > 1, first notice that by (4.20),
‖A[u]−A[v]‖Y0T ≤ C1T
θr+1Mp−2 ‖u− v‖Y0
T
.
Hence
‖u− un‖Y0T = ‖A[u]−A[un]‖Y0T ≤ C
Ç
‖ϕ− ϕn‖L2(R×[0,1])
+
∑
j=1,2
‖hj − hj,n‖Hs(0,T ) + T θr+1Mp−2‖u− un‖Y0T
å
.
Thus, choosing T ≤ 1 so that CT θr+1Mp−2 ≤ 1/3, we have
‖u− un‖Y0
T
≤ 2‹CÇ ‖ϕ− ϕn‖L2(R×[0,1]) + ∑
j=1,2
‖hj − hj,n‖Hs(0,T )
å
→ 0
as n→ 0. To show the continuous dependence in YsT , note that it can be verified on the strip domain
R× [0, 1] that
‖f(u)− f(v)‖L1((0,T );Hs(R×[0,1]))
. TMp−2‖u− v‖L∞((0,T );Hs(R×[0,1])) + T θr+1ε{‖u− v‖L∞((0,T );L2(R×[0,1]))} ,
where ε : R+ → R+ is a continuous function so that ε(t)→ 0+ as t→ 0+. Thus, it is straightforward
to derive
‖u− un‖Ys
T
= ‖A[u]−A[un]‖Ys
T
≤ C
Ç (
T
1
2 + T
1
2
−σ
)
‖ϕ− ϕn‖Hs(R×[0,1])
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+
∑
j=1,2
‖hj − hj,n‖Hs(0,T )) + T θr+1Mp−2‖u− un‖YsT + T θr+1ε{‖u− un‖Y0T }
å
.
Rewrite this as
‖u− un‖Ys
T
≤2C
Ç
‖ϕ− ϕn‖L2(R×[0,1]) +
∑
j=1,2
‖hj − hj,n‖Hs(0,T ) + ε{‖u− un‖Y0T }
å
.
Since the right hand side of the inequality approaches zero as n→ 0, so does the left hand side. Hence,
the proof of the continuous dependence is completed.
This completes the proof of the statements (i)-(iii) in Theorem 1.4.
Now, we discuss the possibility of removing the auxiliary space from the well-posedness for 0 ≤
s ≤ 1. In the proof of the local well-posedness, the regularity property and conditional well-posedness
of (2.1) are discussed for 0 ≤ s ≤ 1. By (i) and (ii) of Theorem 1.4, the argument in Section 4 of [6]
and Sections 5.1-5.5 in [18] can provide the proof of the following persistence of regularity result, i.e., if
0 ≤ s1 < s, let u in X s1Tmax be the unique solution of (2.1) with the maximal existence interval [0, Tmax)
under the assumption that 0 ≤ s1 < 1/2 with 3 ≤ p ≤ 4 or 1/2 ≤ s1 < 1 with 3 ≤ p < 3−2s1−s1 or s1 = 1
with 3 ≤ p < ∞, and [0, Tmax) be given in Theorem 4.4 with ϕ ∈ Hs1(R × [0, 1]) and hj ∈ Hs1(0, T ),
j = 1, 2, with T ≥ Tmax. If ϕ ∈ Hs(R × [0, 1]) and hj ∈ Hs(0, T ) with s > 1, then u is also in YsTmax .
Proposition 4.7. For 0 ≤ s ≤ 1, the IBVP (2.1) has the property of persistence of regularity.
Then, by applying the unconditional well-posedness theorem in [6] for (2.1), the following theorem
can be obtained, which gives (iii) of Theorem 1.4.
Theorem 4.8. For 0 ≤ s ≤ 1, the problem (2.1) is unconditionally well-posed.
Proof. The claim of this theorem is a result directly from Theorem 2.6 in [6] and Proposition 4.7.
5 Global Well-posedness
In this section, we investigate the global existence of solution for (2.1) with T ∈ (0,∞]. We first prove
the following identities.
Lemma 5.1. If the solution of (2.1) exists for any t > 0 and is sufficiently smooth, then for arbitrary
smooth function η = η(y)
(|u|2)t = −2Im [(uxu)x + (uyu)y] , (5.1)Å
|ux|2 + |uy|2 − 2λ
p
|u|p
ã
t
= 2Re [(utux)x + (utuy)y] , (5.2)Å
|uy|2 − |ux|2 + 2λ
p
|u|p
ã
y
= −2Re(uxuy)x − i(uuy)t + i(uut)y , (5.3)
− η
Å
|uy|2 − |ux|2 + 2λ
p
|u|p
ã
y
= 2Re(ηuyux)x + i(ηuuy)t − i(ηutu)y
+ ηy (uux)x − ηy|ux|2 + ηy (uuy)y − ηy|uy|2 + ληy|u|p , (5.4)
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and ïÅ
y − 1
2
ãÄ
|uy|2 − |ux|2
äò
y
= 2|uy |2 − 2Re
ïÅ
y − 1
2
ã
uyux
ò
x
− i
ïÅ
y − 1
2
ã
uuy
ò
t
+ i
ïÅ
y − 1
2
ã
utu
ò
y
− (uux)x − (uuy)y − λ
Å
1− 2
p
ã
|u|p − 2λ
p
ïÅ
y − 1
2
ã
|u|p
ò
y
. (5.5)
Proof. The proofs of (5.1) to (5.3) can be found in [36]. For (5.4), we multiply (5.3) by η to obtain
−η
Ä
|uy|2 − |ux|2
ä
y
= 2Re(ηuyux)x + i(ηuuy)t − iη(utu)y + η
Å
2λ
p
|u|p
ã
y
= 2Re(ηuyux)x + i(ηuuy)t − i(ηutu)y + iηyutu+ η
Å
2λ
p
|u|p
ã
y
= 2Re(ηuyux)x + i(ηuuy)t − i(ηutu)y + η
Å
2λ
p
|u|p
ã
y
+ ηyu
Ä
uxx + uyy + λu|u|p−2
ä
= 2Re(ηuyux)x + i(ηuuy)t − i(ηutu)y + η
Å
2λ
p
|u|p
ã
y
+ ηyuuxx + ηyuuyy + ληy|u|p
= 2Re(ηuyux)x + i(ηuuy)t − i(ηutu)y + η
Å
2λ
p
|u|p
ã
y
+ ηy (uux)x − ηy|ux|2 + ηy (uuy)y − ηy|uy|2 + ληy|u|p .
To prove (5.5), we replace η in (5.4) by y − 12 .
−
ñÅ
y − 1
2
ã Ä
|uy|2 − |ux|2
ä ô
y
+
Ä
|uy|2 − |ux|2
ä
= −
Å
y − 1
2
ã Ä
|uy|2 − |ux|2
ä
y
= 2Re
ïÅ
y − 1
2
ã
uyux
ò
x
+ i
ïÅ
y − 1
2
ã
uuy
ò
t
− i
ïÅ
y − 1
2
ã
utu
ò
y
+ (uux)x − |ux|2 + (uuy)y − |uy|2 + λ|u|p +
Å
y − 1
2
ãÅ
2λ
p
|u|p
ã
y
= 2Re
ïÅ
y − 1
2
ã
uyux
ò
x
+ i
ïÅ
y − 1
2
ã
uuy
ò
t
− i
ïÅ
y − 1
2
ã
utu
ò
y
+ (uux)x − |ux|2 + (uuy)y − |uy|2 + λ|u|p +
ÅÅ
y − 1
2
ã
2λ
p
|u|p
ã
y
− 2λ
p
|u|p .
Next, the following a-priori estimate of the solution to (2.1) in H1(R× [0, 1]) is derived.
Proposition 5.2. Suppose that either p ≥ 3 and λ < 0 or p = 3 and λ > 0. For any given T > 0
and a solution u of (2.1) in Ct
Ä
[0, T ]; H1xy(R× [0, 1])
ä
, there is a ψ : R+ → R+ as a nondecreasing
function of the norms of ϕ ∈ H1(R × [0, 1]) and h1, h2 ∈ H1(R × [0, T ]) such that
sup
t∈[0,T ]
‖u(t)‖H1(R×[0,1]) ≤ ψ
Ä
‖ϕ‖H1(R×[0,1]) + ‖h1‖H1(R×[0,T ]) + ‖h2‖H1(R×[0,T ])
ä
.
Proof. We first integrate (5.5) with respect to x, y and t to obtain
1
2
∫ ∞
−∞
∫ t
0
¶Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
−
Ä
|ux(x, 1, τ)|2 + |ux(x, 0, τ)|2
ä©
dτ dx
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= 2
∫ ∞
−∞
∫ 1
0
∫ t
0
|uy|2 dτ dy dx− i
∫ ∞
−∞
∫ 1
0
Å
y − 1
2
ã
u(t)uy(t) dy dx
+ i
∫ ∞
−∞
∫ 1
0
Å
y − 1
2
ã
ϕϕy dy dx+
i
2
∫ ∞
−∞
∫ t
0
ÄÄ
h2
ä
t
h2 +
Ä
h1
ä
t
h1
ä
dτ dx
−
∫ ∞
−∞
∫ t
0
h2uy(x, 1, τ) dτ dx+
∫ ∞
−∞
∫ t
0
h1uy(x, 0, τ) dτ dx− λ
p
∫ ∞
−∞
∫ t
0
|h2|p dτ dx
− λ
p
∫ ∞
−∞
∫ t
0
|h1|p dτ dx− λ
Å
1− 2
p
ã ∫ ∞
−∞
∫ 1
0
∫ t
0
|u|p dτ dy dx ,
which yields∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx
= 4‖uy‖2L2xyT − 2i
∫ ∞
−∞
∫ 1
0
Å
y − 1
2
ã
u(t)uy(t) dy dx+ 2i
∫ ∞
−∞
∫ 1
0
Å
y − 1
2
ã
ϕϕy dy dx
+ i
∫ ∞
−∞
∫ t
0
ÄÄ
h2
ä
t
h2 +
Ä
h1
ä
t
h1
ä
dτ dx− 2
∫ ∞
−∞
∫ t
0
h2uy(x, 1, τ) dτ dx
+ 2
∫ ∞
−∞
∫ t
0
h1uy(x, 0, τ) dτ dx− 2λ
p
‖h2‖pLp
xT
− 2λ
p
‖h1‖pLp
xT
− 2λ
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ ‖(h1)x‖2L2
xT
+ ‖(h2)x‖2L2
xT
,
where LpxT or L
p
xyT stands for the norm with t-integral from 0 to T . Consider the first case λ < 0 and
recall the inequality ab ≤ (1/q)(ϑa)q + (1/q′)(b/ϑ)q′ for ϑ, a, b ≥ 0,∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx
≤ 4‖uy‖2L2xyT + ‖u(t)‖L2xy‖uy(t)‖L2xy + ‖ϕ‖L2xy‖ϕy‖L2xy + ‖(h1)x‖
2
L2xT
+ ‖(h2)x‖2L2xT
+ ‖(h1)t‖L2xT ‖h1‖L2xT + ‖(h2)t‖L2xT ‖h2‖L2xT −
2λ
p
‖h2‖pLpxT −
2λ
p
‖h1‖pLpxT − 2λ
Å
1− 2
p
ã
‖u‖p
LpxyT
+ 2‖h1‖L2xT
Ç∫ ∞
−∞
∫ t
0
|uy(x, 0, τ)|2 dτ dx
å 1
2
+ 2‖h2‖L2xT
Ç∫ ∞
−∞
∫ t
0
|uy(x, 1, τ)|2 dτ dx
å 1
2
≤ 4‖uy‖2L2xyT + ‖u(t)‖L2xy‖uy(t)‖L2xy + ‖ϕ‖L2xy‖ϕy‖L2xy + ‖(h1)x‖
2
L2xT
+ ‖(h2)x‖2L2xT
+ ‖(h1)t‖L2
xT
‖h1‖L2
xT
+ ‖(h2)t‖L2
xT
‖h2‖L2
xT
− 2λ
p
‖h2‖pLpxT −
2λ
p
‖h1‖pLpxT − 2λ
Å
1− 2
p
ã
‖u‖p
LpxyT
+ 2‖h1‖2L2
xT
+ 2‖h2‖2L2
xT
+
1
2
∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx ,
which provides the L2-norm of uy with respect to x, t on the boundary y = 0 and y = 1:∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx
≤ 8‖uy‖2L2
xyT
+ 2‖u(t)‖L2xy‖uy(t)‖L2xy − 4λ
Å
1− 2
p
ã
‖u‖p
LpxyT
+ 2 ‖(h1)t‖L2
xT
‖h1‖L2
xT
+ 2 ‖(h2)t‖L2
xT
‖h2‖L2
xT
− 4λ
p
‖h2‖pLp
xT
− 4λ
p
‖h1‖pLp
xT
+ 4‖h1‖2L2xT + 4‖h2‖
2
L2xT
+ 2‖(h1)x‖2L2xT + 2‖(h2)x‖
2
L2xT
+ 2‖ϕ‖L2xy‖ϕy‖L2xy . (5.6)
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For each t ∈ [0, T ], (5.1) yields
‖u(t)‖2L2xy =
∫ ∞
−∞
∫ 1
0
|u(x, y, t)|2 dy dx
=
∫ ∞
−∞
∫ 1
0
|u(x, y, 0)|2 dy dx+
∫ ∞
−∞
∫ 1
0
∫ t
0
Ä
|u(x, y, τ)|2
ä
t
dτ dy dx
= ‖ϕ‖2L2xy − 2Im
∫ ∞
−∞
∫ 1
0
∫ t
0
[(ux(x, y, τ)u(x, y, τ))x + (uy(x, y, τ)u(x, y, τ))y ] dτ dy dx
= ‖ϕ‖2L2xy + 2Im
∫ ∞
−∞
∫ t
0
uy(x, 0, τ)u(x, 0, τ) dτ dx− 2Im
∫ ∞
−∞
∫ t
0
uy(x, 1, τ)u(x, 1, τ) dτ dx
≤
∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx+ ‖h1‖2L2xT + ‖h2‖
2
L2xT
+ ‖ϕ‖2L2xy .
Use (5.6) to replace
∫∞
−∞
∫ t
0
(|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2) dτdx in the inequality above,
‖u(t)‖2L2xy ≤ 8‖uy‖
2
L2xyT
+ 2‖u(t)‖L2xy‖uy(t)‖L2xy − 4λ
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ 2 ‖(h1)t‖L2xT ‖h1‖L2xT + 2 ‖(h2)t‖L2xT ‖h2‖L2xT −
4λ
p
‖h2‖pLpxT −
4λ
p
‖h1‖pLpxT
+ 4‖h1‖2L2
xT
+ 4‖h2‖2L2
xT
+ 2‖(h1)x‖2L2
xT
+ 2‖(h2)x‖2L2
xT
+ 2‖ϕ‖L2xy‖ϕy‖L2xy
+ ‖h1‖2L2
xT
+ ‖h2‖2L2
xT
+ ‖ϕ‖2L2xy
≤8‖uy‖2L2xyT +
Å
1
2
‖u(t)‖2L2xy + 2‖uy(t)‖
2
L2xy
ã
− 4λ
Å
1− 2
p
ã
‖u‖p
LpxyT
+ 2 ‖(h1)t‖L2xT ‖h1‖L2xT + 2 ‖(h2)t‖L2xT ‖h2‖L2xT −
4λ
p
‖h2‖pLpxT −
4λ
p
‖h1‖pLpxT
+ 5‖h1‖2L2xT + 5‖h2‖
2
L2xT
+ 2‖(h1)x‖2L2xT + 2‖(h2)x‖
2
L2xT
+ 2‖ϕ‖L2xy‖ϕy‖L2xy + ‖ϕ‖2L2xy .
After combining the similar terms, we obtain
‖u(t)‖2L2xy ≤16‖uy‖
2
L2
xyT
+ 4‖uy(t)‖2L2xy − 8λ
Å
1− 2
p
ã
‖u‖p
LpxyT
+ 4 ‖(h1)t‖L2
xT
‖h1‖L2
xT
+ 4 ‖(h2)t‖L2
xT
‖h2‖L2
xT
− 8λ
p
‖h2‖pLp
xT
− 8λ
p
‖h1‖pLp
xT
+ 10‖h1‖2L2xT + 10‖h2‖
2
L2xT
+ 4‖(h1)x‖2L2xT + 2‖(h2)x‖
2
L2xT
+ 4‖ϕ‖L2xy‖ϕy‖L2xy + 2‖ϕ‖2L2xy . (5.7)
Applying the strategy used in [36], we integrate the identity (5.2) with respect to x, y and t and use
(5.6) to deduce
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 2λ
p
‖u(t)‖p
Lpxy
= ‖ϕx‖2L2xy + ‖ϕy‖
2
L2xy
− 2λ
p
‖ϕ‖p
Lpxy
− 2Re
∫ ∞
−∞
∫ t
0
Ä
h1
ä
t
uy(x, 0, τ) dτ dx+ 2Re
∫ ∞
−∞
∫ t
0
Ä
h2
ä
t
uy(x, 1, τ) dτ dx
≤ 1
128
∫ ∞
−∞
∫ t
0
Ä
|uy(x, 0, τ)|2 + |uy(x, 1, τ)|2
ä
dτ dx+ 128 ‖(h1)t‖2L2
xT
+ 128 ‖(h2)t‖2L2
xT
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+ ‖ϕx‖2L2xy + ‖ϕy‖
2
L2xy
− 2λ
p
‖ϕ‖p
Lpxy
≤ 1
16
‖uy‖2L2
xyT
+
1
64
‖u(t)‖L2xy‖uy(t)‖L2xy −
λ
32
Å
1− 2
p
ã
‖u‖p
LpxyT
+ c
Å
‖(h1)t‖L2
xT
‖h1‖L2
xT
+ ‖(h2)t‖L2
xT
‖h2‖L2
xT
− λ
4p
‖h2‖pLpxT −
λ
4p
‖h1‖pLpxT
+ ‖h1‖2L2xT + ‖h2‖
2
L2xT
+ ‖(h1)x‖2L2xT + ‖(h2)x‖
2
L2xT
+ ‖ϕ‖L2xy‖ϕy‖L2xy
+ ‖(h1)t‖2L2xT + ‖(h2)t‖
2
L2xT
+ ‖ϕx‖2L2xy + ‖ϕy‖
2
L2xy
− 2λ
p
‖ϕ‖p
Lpxy
ã
for some c > 0. Denote C = C(‖ϕ‖H1xy ) and C(t) = C(‖hj‖H1xT ) as functions depending upon ‖ϕ‖H1xy
and ‖hj‖H1
xT
(j = 1, 2), respectively; in particular, C = 0 if ‖ϕ‖H1xy = 0 and C(t) = 0 if ‖hj‖H1xT = 0.
Then, (5.7) yields
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 2λ
p
‖u(t)‖p
Lpxy
≤ 1
16
‖uy‖2L2xyT +
1
64
‖u(t)‖L2xy‖uy(t)‖L2xy −
λ
32
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ C(t) +C
≤ 1
16
‖uy‖2L2xyT −
λ
32
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ C(t) + C
+
1
64
‖uy(t)‖L2xy
ß
16‖uy‖2L2
xyT
+ 4‖uy(t)‖2L2xy − 8λ
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ C(t) + C
™ 1
2
≤ 1
16
‖uy‖2L2xyT −
λ
32
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+ C(t) + C
+
1
64
‖uy(t)‖L2xy
®
4‖uy‖L2xyT + 2‖uy(t)‖L2xy +
 
8|λ|
Å
1− 2
p
ã
‖u‖
p
2
Lp
xyT
+ C(t) + C
´
=
1
16
‖uy‖2L2
xyT
− λ
32
Å
1− 2
p
ã
‖u‖p
Lp
xyT
+
1
16
‖uy(t)‖L2xy‖uy‖L2xyT + C(t) + C
+
1
32
‖uy(t)‖2L2xy +
√
|λ|
83
Å
1− 2
p
ã
‖uy(t)‖L2xy‖u‖
p
2
LpxyT
+ ‖uy(t)‖L2xy(C(t) + C)
≤ 1
16
‖uy‖2L2xyT −
λ
32
Å
1− 2
p
ã
‖u‖p
LpxyT
+
1
32
‖uy(t)‖2L2xy +
1
32
‖uy‖2L2xyT + C(t) + C
+
1
32
‖uy(t)‖2L2xy +
1
64
‖uy(t)‖2L2xy +
|λ|
32
Å
1− 2
p
ã
‖u‖p
LpxyT
+
1
32
‖uy(t)‖2L2xy
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2
xyT
− λ
16
Å
1− 2
p
ã
‖u‖p
LpxyT
+ C(t) + C
or
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 8λ
3p
‖u(t)‖p
Lpxy
≤ 1
6
‖uy‖2L2
xyT
− λ
12
Å
1− 2
p
ã
‖u‖p
LpxyT
+ C(t) + C .
Moreover, since λ < 0, we have
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 8λ
3p
‖u(t)‖p
Lpxy
≤ 1
6
Å
‖ux‖2L2xyT + ‖uy‖
2
L2xyT
− 8λ
3p
‖u‖p
LpxyT
ã
+ C(t) + C
=
1
6
∫ t
0
Å
‖ux(τ)‖2L2xy + ‖uy(τ)‖
2
L2xy
− 8λ
3p
‖u(τ)‖p
Lpxy
ã
dτ + C(t) + C .
By the Gronwall’s inequality, we obtain
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 8λ
3p
‖u(t)‖p
Lpxy
43
≤ (C(t) + C) · exp
Ç∫ t
0
1
6
dτ
å
= (C(t) + C) exp
Å
t
6
ã
:= ψ1
where ψ1 is an increasing function of ‖ϕ‖H1xy and ‖hj‖H1xT , j = 1, 2, and ψ1 = 0 if and only if ‖ϕ‖H1xy ,‖hj‖H1
xT
, j = 1, 2 are zero. Thus
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
≤ ψ1 .
Note that for all the terms with ‖ · ‖Lr , one can bound them with H1-norms according to the Sobolev
embedding theorem for a domain of dimension 2. Thus, it is clear that ‖u(t)‖H1xy is uniformly bounded
for any given T if λ < 0.
For λ > 0, analogous to the previous argument, (5.7) implies
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
− 2λ
p
‖u(t)‖p
Lpxy
≤ 1
16
‖uy‖2L2
xyT
+
1
64
‖u(t)‖L2xy‖uy(t)‖L2xy −
λ
32
Å
1− 2
p
ã
‖u‖p
LpxyT
+ C(t) + C
≤ 1
16
‖uy‖2L2
xyT
+
1
64
‖uy(t)‖L2xy
ß
16‖uy‖2L2
xyT
+ 4‖uy(t)‖2L2xy + C(t) + C
™ 1
2
+ C(t) + C
≤ 1
16
‖uy‖2L2
xyT
+
1
64
‖uy(t)‖L2xy
{
4‖uy‖L2xyT + 2‖uy(t)‖L2xy + C(t) + C
}
+ C(t) + C
=
1
16
‖uy‖2L2
xyT
+
1
16
‖uy(t)‖L2xy‖uy‖L2xyT +
1
32
‖uy(t)‖2L2xy + ‖uy(t)‖L2xy(C(t) + C) + C(t) + C
≤ 1
16
‖uy‖2L2
xyT
+
1
32
‖uy(t)‖2L2xy +
1
32
‖uy‖2L2
xyT
+
1
32
‖uy(t)‖2L2xy +
1
32
‖uy(t)‖2L2xy + C(t) +C
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT + C(t) + C .
By Gagliardo-Nirenberg inequality and Ho¨lder’s inequality,
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT +
2λ
p
‖u(t)‖p
Lpxy
+ C(t) + C
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT +
2λ
p
Ä
‖ux(t)‖L2xy + ‖uy(t)‖L2xy
äp−2 · ‖u(t)‖2L2xy + C(t) + C .
Also, (5.1) gives
‖u(t)‖2L2xy =
∫ ∞
−∞
∫ 1
0
|u(x, y, t)|2 dy dx
=
∫ ∞
−∞
∫ 1
0
|u(x, y, 0)|2 dy dx+
∫ ∞
−∞
∫ 1
0
∫ t
0
Ä
|u(x, y, τ)|2
ä
t
dτ dy dx
= ‖ϕ‖2L2xy − 2Im
∫ ∞
−∞
∫ 1
0
∫ t
0
[(ux(x, y, τ)u(x, y, τ))x + (uy(x, y, τ)u(x, y, τ))y ] dτ dy dx
= ‖ϕ‖2L2xy + 2Im
∫ ∞
−∞
∫ t
0
uy(x, 0, τ)u(x, 0, τ) dτ dx− 2Im
∫ ∞
−∞
∫ t
0
uy(x, 1, τ)u(x, 1, τ) dτ dx
≤
Ç∫ ∞
−∞
∫ t
0
Ä
|uy(x, 1, τ)|2 + |uy(x, 0, τ)|2
ä
dτ dx
å 1
2
·K(t) + C ,
44
where K(t) = cmax{‖h1‖L2
xT
, ‖h2‖L2
xT
} with a possible constant c > 0. Then, plug (5.6) into the
inequality above to obtain
‖u(t)‖2L2xy ≤ ‖uy‖L2xyT ·K(t) + ‖u(t)‖
1
2
L2xy
‖uy(t)‖
1
2
L2xy
·K(t) + C(t) + C
≤ ‖uy‖L2xyT ·K(t) +
1
4
‖u(t)‖2L2xy +
3
4
‖uy(t)‖
2
3
L2xy
·K(t) 43 + C(t) + C,
i.e.,
‖u(t)‖2L2xy ≤ ‖uy‖L2xyT ·K(t) + ‖uy(t)‖
2
3
L2xy
·K(t) 43 + C(t) + C .
We substitute the revised estimate on the L∞(L2)-norm of u into the inequality for derivatives of u,
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT +
Ä
‖ux(t)‖L2xy + ‖uy(t)‖L2xy
äp−2 · ‖u(t)‖2L2xy + C(t) + C
≤ 1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT + C(t) + C
+
2λ
p
(
‖ux(t)‖p−2L2xy + ‖uy(t)‖
p−2
L2xy
)
·
Å
‖uy‖L2
xyT
·K(t) + ‖uy(t)‖
2
3
L2xy
·K(t) 43 + C(t) + C
ã
=
1
8
‖uy(t)‖2L2xy +
1
8
‖uy‖2L2xyT + C(t) + C + ‖ux(t)‖
p−2
L2xy
‖uy(t)‖
2
3
L2xy
·K(t) 43
+ ‖uy(t)‖
3p−4
3
L2xy
·K(t) 43 +
(
‖ux(t)‖p−2L2xy + ‖uy(t)‖
p−2
L2xy
)
‖uy‖L2
xyT
·K(t)
+
(
‖ux(t)‖p−2L2xy + ‖uy(t)‖
p−2
L2xy
)
(C(t) + C) .
It turns out that the uniform boundedness can be derived only when p ≤ 3 in this case. If p < 3, the
above inequality gives
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
≤ c
∫ t
0
(
‖ux(τ)‖2L2xy + ‖uy(τ)‖
2
L2xy
)
dτ + C(t) + C .
By the Gronwall’s inequality
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
≤ (C(t) + C)ect .
If p = 3, then
(1−K(t))
(
‖ux(t)‖2L2xy + ‖uy(t)‖
2
L2xy
)
≤ c
∫ t
0
(
‖ux(τ)‖2L2xy + ‖uy(τ)‖
2
L2xy
)
dτ +C(t) + C .
Since K(t) = cmax{‖h1‖L2
xT
(R×[0,T ]), ‖h2‖L2
xT
(R×[0,T ])} < ∞. We can partition [0, T ] into a finite
number of subintervals (tj−1, tj) for j = 1, · · · , m and m ∈ N with supj |tj − tj−1| ∼ δ so that,
on each interval, ‖h1‖L2
xT
(R×[tj−1,tj ] and ‖h2‖L2xT (R×[tj−1,tj ] < (1/2c). Then, starting from [0, δ], we
move over one subinterval and use u(tj) as the initial value for a new IBVP on (tj , tj+1). At the
end, supt∈[0,T ] ‖u(t)‖H1(R×[0,1])) is uniformly bounded by a function depending upon the initial and
boundary data only. In particular, we let ψ2 = (C + C(t)) ((1/2) −K(t))−1. Hence, if we let ψ = ψ1
when p ≥ 3 for λ < 0 and ψ = ψ2 when p = 3 as λ > 0, supt∈[0,T ] ‖u(t)‖H1(R×[0,1])) is uniformly
bounded by ψ. The proof is finished.
Thus, Theorem 4.4 and Propositions 4.5 and 5.2 imply the following theorem.
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Theorem 5.3. Assume that either p ≥ 3 and λ < 0 or p = 3 and λ > 0. Then, (2.1) is globally
well-posed in H1(R × [0, 1]) if ϕ ∈ H1(R × [0, 1]) and hj ∈ H1t-loc
(
R; L2x(R)
) ∩ L2t-loc (R; H2x(R)) for
j = 1, 2.
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