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We analyze the photoelectron angular distribution in two-pathway interference between non-
resonant one-photon and resonant two-photon ionization of neon. We consider a bichromatic fem-
tosecond XUV pulse whose fundamental frequency is tuned near the 2p53s atomic states of neon.
The time-dependent Schro¨dinger equation is solved and the results are employed to compute the an-
gular distribution and the associated anisotropy parameters at the main photoelectron line. We also
employ a time-dependent perturbative approach, which allows obtaining information on the process
for a large range of pulse parameters, including the steady-state case of continuous radiation, i.e.,
an infinitely long pulse. The results from the two methods are in relatively good agreement over
the domain of applicability of perturbation theory.
PACS numbers:
I. INTRODUCTION
Recent improvements in advanced light sources have
opened up a variety of new promising possibilities regard-
ing the coherent control of atomic systems in the extreme
ultraviolet (XUV) energy range. One way to achieve
coherent control of the photoelectron angular distribu-
tion (PAD), which has been experimentally realized with
atoms 25 years ago by optical lasers, is to interfere one-
photon and two-photon ionization pathways [1, 2]. The
two-photon and one-photon pathways are, respectively,
produced by the fundamental and the second harmonic
of the optical laser. We will refer to this particular case as
an ω+ 2ω process below. This field originated in theory
and was further developed experimentally [3–6]. Coher-
ent control via two-pathway interference was reviewed,
for instance, in [7, 8].
In certain cases, resonant ionization via an inter-
mediate state can be used to enhance the two-photon
pathway [9–12]. The coherent XUV pulses from the Free-
Electron Laser (FEL) at FERMI (Trieste, Italy) recently
allowed for the experimental manipulation of the PAD
by controlling the relative time-delay between the funda-
mental and the second harmonic of a linearly polarized
XUV femtosecond (fs) pulse to an unprecedented time
resolution of 3.1 attoseconds (as) [11]. The experimental
study employed neon as the atomic target, with one of
the (2p54s) states with total electronic angular momen-
tum J = 1 as an intermediate stepping stone, by utilizing
a two-color pulse of central wavelengths 63.0 and 31.5 nm,
respectively.
In light of the experimental success and further ex-
pected investigations regarding coherent control of the
PAD in neon, it is highly desirable that such complex and
expensive experiments are supported by theoretical ef-
forts. Therefore, one of the principal goals of the present
work is to reveal some of the main characteristics of the
ω+2ω process in neon, this time choosing (2p53s)J = 1
as the intermediate states. We picked the latter states
for the present study, since they can be reasonably well
described in a nonrelativistic LS-coupling scheme, while
the two (2p54s)J = 1 states require an intermediate cou-
pling description due to the lack of a well-defined total
spin.
In the theoretical work described below, we employed
three different methods to describe the ω+2ω process. In
the first one, we solved the time-dependent Schro¨dinger
equation (TDSE) numerically on a grid [13], using a
single-active electron (SAE) potential to accurately rep-
resent the energies and one-electron orbitals of neon. In
the second method, we employed a time-dependent low-
est (nonvanishing) order perturbation theory (PT) ap-
proach with the target structure obtained from a multi-
configuration Hartree-Fock (MCHF) calculation and only
a few intermediate states accounted for in the second-
order PT ionization amplitude. Finally, we considered
pulses with an infinite number of cycles (PT-∞) using
a variationally stable method [14–17], which effectively
accounts for all intermediate states in the second-order
PT ionization amplitude.
There exist two states, 2p5(2P3/2)3s and 2p
5(2P1/2)3s,
with total angular momentum J = 1, which can
be reached via optically allowed transitions from the
(2p6)1S0 initial state. As previously mentioned, these
states are relatively well described in the LS-coupling
scheme, since they have predominant (93% [18, 19]) 3P
and 1P character, respectively. Therefore, we employ the
LS-coupling scheme notations to label these states in the
following development.
The ω+2ω process using (2p53s)J = 1 as intermediate
states is presented in Fig. 1. The scheme in the one-
electron model is shown on the left panel, where we de-
note the electronic states by listing only the active elec-
tron. Therefore, the intermediate state (only the 1P state
is possible) is simply labelled 3s, and this notation will
be further used throughout the manuscript. One-photon
absorption of the second harmonic produces s- and d-
2FIG. 1: ω + 2ω ionization scheme by linearly polarized light
in neon with (2p53s)1P as the intermediate state in the single-
active-electron model (left) and both (2p53s) J = 1 states in
the multi-electron model (right). See text for details.
fundamental produces p- and f -wave photoelectrons. In
the multi-electron model (right panel of Fig. 1), these
waves couple to the residual ionic state to make the sym-
metries indicated at the top. The intermediate 3P1 and
1P1 states, corresponding to the 2p → 3s one-electron
excitation, have, respectively, 16.67 eV and 16.85 eV ex-
citation energies [19]. Since only 1P1 can be efficiently
excited, and it is well separated from other optically al-
lowed states, it enables us to treat the effect of an “al-
most” isolated resonance. Consequently, it represents an
excellent situation, with a minimum of additional compli-
cations, to compare results obtained by different models
in a multi-electron system.
This manuscript is organized as follows. In the
next section, we introduce our theoretical models, while
Sect. III is devoted to the presentation and analysis of
our results. Finally, Sect. IV contains our conclusions
and perspectives for the future. Unless indicated other-
wise, atomic units are used throughout this manuscript.
II. THEORETICAL APPROACH
We consider a linearly polarized electric field of the
form
E(t) = F (t) [cosωt+ η cos(2ωt+ φ)] , (1)
where η represents the amplitude ratio between the har-
monics, φ is the carrier envelope phase (CEP) of the
second harmonic, and F (t) is the envelope function.
We employ the commonly used sine-squared envelope
F (t) = F0 sin
2(Ωt), where Ω = ω/2N , with N ≫ 1 de-
noting the number of optical cycles.
The details of our TDSE approach can be found
in [10, 13, 20]. The present TDSE calculations differ from
our previous ones for electrons initially in an s-orbital
in that we now independently propagate the electronic
wave packets initially in the 2p (m = 0,±1) orbitals and
then average the results over the magnetic quantum num-
bersm to simulate an isotropic initial 2p6 (1S) state. Here
we only show briefly the main steps in the PT approach
and describe the physical models.
In second-order PT, the PAD for an initially unpolar-
ized atom is given by
dW
dΩ
=
C
2J0 + 1
∑
M0µ
JfMf
∣∣∣η U (1)
J0M0;JfMf ,~kµ
+ U
(2)
J0M0;JfMf ,~kµ
∣∣∣2 ,
(2)
where ~k is the linear momentum and µ the spin compo-
nent of the photoelectron, respectively; J0 is the initial
total electronic angular momentum with projection M0;
Mf is the projection of the residual ionic angular mo-
mentum Jf ; C is a normalization coefficient that is inde-
pendent of the transition matrix elements and not rele-
vant for our further derivations. In Eq. (2) we summed
over Jf , assuming incoherently excited fine-structure lev-
els of the residual ion.
We choose the quantization z-axis along the electric
field of the laser beams. In the dipole approximation,
the ionization amplitudes are given by
U
(1)
J0M0;JfMf ,~kµ
= −i〈JfMf , ~kµ(−) |Dz | J0M0〉T (1),(3)
U
(2)
J0M0;JfMf ,~kµ
= −
∫∑
n
〈JfMf , ~kµ(−) |Dz | ζnJnMn〉
× 〈ζnJnMn |Dz | J0M0〉T (2)En . (4)
Here Dz =
∑
i dz,i =
∑
i zi is the z-component of the
dipole operator, where the summation is taken over all
atomic electrons, and the sum (integral) in (4) is taken
over all atomic states with bound (continuum) energy
En, labeled with their angular momentum Jn, projec-
tion Mn, and the set of additional quantum numbers ζn.
The values of the time integrals T (1) and T
(2)
En
were given
in Eqs. (9) and (10) of Ref. [10] (with the replacement
E1s → E2p). The superscript (−) indicates the necessary
asymptotic form of the continuum wave function, which
is a distorted Coulomb wave calculated in the Hartree
potential of the residual ion.
Upon expanding the ejected electron wave function
|~kµ 〉(−) in Eqs. (3) and (4) in (nonrelativistic) partial
waves and using standard angular momentum algebra,
the PAD (2) may be written in the well-known form with
Legendre polynomials Pk(x) as
W (θ) =
W0
4π
(
1 +
∑
k
βkPk(cos θ)
)
, (5)
with W0 the angle-integrated cross section. The
anisotropy parameters βk are generally given by cumber-
some expressions, including three types of terms, orig-
inating from the first-order amplitude (3), the second-
order amplitude (4), and their interference.
3In this paper, we are also interested in the differential
asymmetry defined by [10]
A(0) =
W (0)−W (π)
W (0) +W (π)
=
∑
k=1,3,... βk
1 +
∑
k=2,4,... βk
. (6)
As seen from the last part of the equation, a nonzero
asymmetry requires at least one nonvanishing odd-rank
anisotropy parameter.
In the nonstationary PT version, we included seven
intermediate excited states of Ne in the sum over n
in Eq. (4), all with total angular momentum Jn = 1:
two states with configuration 2p53s, two states with
2p54s, and three states with 2p53d. The final ionic
states Ne+(2p5)2P1/2,3/2 were treated in the single-
configuration Hartree-Fock approximation in the LSJ-
coupling scheme. The wave functions of the photo-
electron εℓ with energy ε and orbital angular momen-
tum ℓ were calculated in the Hartree-Fock frozen-core
approximation [21]. For the states | ζnJn = 1 〉, we used
the intermediate-coupling scheme and mixed the 2p53s,
2p54s, and 2p53d configurations on the basis of the term-
averaged atomic electron orbitals. For the PADs in
a narrow range of photon energies around the excita-
tion energy of the 2p53s 1P1 state, the effects of other
| ζnJn = 1 〉 states, although being included, are not ex-
pected to be very important, due to negligible admixtures
of other configurations and the weak violation of the LS-
coupling.
More compact expressions can be obtained for the
βk parameters in the single-configuration approximation
and a pure LS-coupling scheme. After transforming from
multi-electron matrix elements to single-electron matrix
elements [22, 23], we obtain for ionization from the closed
2p6 shell of neon:
βk = β
(1)
k + β
(2)
k + β
(12)
k , k = 1, 2, 3, 4. (7)
The first term originates from the absolute square of the
first-order amplitude and contributes only for k = 2:
β
(1)
k =
1
N
∣∣∣T (1)∣∣∣2 ∑
ℓℓ′m
(−1)mℓˆℓˆ′(ℓ0, ℓ′0 | k0)
×(ℓm, ℓ′ −m | k0)(1m, ℓ−m | 10)(1m, ℓ′ −m | 10)
×ei(∆(1)ℓ −∆(1)ℓ′ )dεℓ,2p d∗εℓ′,2p . (8)
In accordance with the selection rules for angular mo-
mentum and parity, the summation in (8) runs over
ℓ = 0, 2 and ℓ′ = 0, 2 (at least one of ℓ or ℓ′ should
be nonzero). The second term in (7) originates from the
absolute square of the second-order amplitude and con-
tributes for k = 2, 4:
β
(2)
k =
η2
3N
∑
ℓℓ′m
(−1)mℓˆℓˆ′(ℓ0, ℓ′0 | k0)(ℓm, ℓ′ −m | k0)
×ei(∆(2)ℓ −∆(2)ℓ′ )
×
∫∑
n,ℓn
(ℓnm, ℓ−m | 10)(1m, ℓn −m | 10)
× T (2)En dεℓ,nln dnℓn,2p
×
∫∑
n′,ℓ′n
(ℓ′nm, ℓ
′ −m | 10)(1m, ℓ′n −m | 10)
× T (2)∗En′ d
∗
εℓ′,n′ℓ′n
d∗n′ℓn′ ,2p . (9)
Here ℓn= 0, 2; ℓ= 1, 3; ℓ
′ =1, 3. The third term in (7)
represents the interference between the two amplitudes
and contributes for k=1, 3:
β
(12)
k = −
2η√
3N
Re
[∑
ℓℓ′m
ℓˆℓˆ′(ℓ0, ℓ′0 | k0)(ℓm, ℓ′ −m | k0)
×ei(∆(1)ℓ −∆(2)ℓ′ )(1m, ℓ−m | 10)T (1)dεℓ,2p
×
∫∑
n,ℓn
(−1)ℓn(ℓnm, ℓ′ −m | 10)(1m, ℓn −m | 10)
× T (2)∗En d∗εℓ′,nℓn dnℓn,2p
]
, (10)
with ℓn =0, 2; ℓ
′
n= 0, 2; ℓ=1, 3; ℓ
′ = 1, 3. Recall that
nonvanishing odd-rank anisotropy parameters such as β1
and β3 are responsible for a nonzero left-right asymme-
try (6). Thus, nonvanishing values of the asymmetry are
due to interference between one-photon and two-photon
ionization amplitudes.
In Eqs. (8)-(10)
N =
∣∣∣T (1)∣∣∣2∑
ℓ
|dεℓ,2p|2
+ η2
∑
ℓm
∣∣∣ ∫∑
n,ℓn
(−1)ℓn ℓˆ−1n (ℓnm, ℓ−m | 10)
× (1m, 10 | ℓnm)T (2)En dεℓ,nln dnℓn,2p
∣∣∣2 . (11)
Furthermore, Re[X ] in Eq. (10) denotes the real part
of the complex quantity X , (j1m1, j2m2 | j3m3) is a
Clebsch-Gordan coefficient, and aˆ ≡ √2a+ 1. For
convenience we separated the factor iℓeiδℓ in the con-
tinuum wave function (δℓ is the scattering phase)
from the single-electron reduced dipole matrix ele-
ments dεℓ,2p = 〈εℓ || d || 2p〉, dεℓ,nln = 〈εℓ || d ||nln〉,
dnℓn,2p = 〈nℓn || d || 2p〉, and we introduced the abbrevi-
ations ei∆
(1)
ℓ ≡ i−ℓ−1eiδℓ and ei∆(2)ℓ ≡ −i−ℓeiδℓ . For clar-
ity, we left the summations over the projections m in
Eqs. (8)-(11) rather than working them out further and
expressing the final results in terms of nj-symbols.
Equations (7)-(11) represent the SAE model within the
PT for the finite pulse duration. To turn to the limit of
4the infinite pulse duration (N → ∞, PT-∞ model), the
time factors T (1) and T
(2)
En
transform as [10]
T (1) →
√
3F0
4
√
2
e−iφ , (12)
T
(2)
En
→ −3F
2
0
32
i
En − E2p − ω + i0 . (13)
These equations differ from Eqs. (18) and (19) of [10] by
an additional phase factor incorporated into the defini-
tion of ∆ and a factor
√
3/8 that accounts for changing
the total intensity from a finite sin2 pulse to a constant
one of infinite length.
In the variationally stable method, which is applicable
to an infinite pulse duration, a variational procedure to
find the extremum of a functional is used instead of sum-
ming (integrating) over the infinite set of intermediate
states n in Eqs. (9)-(11) after substituting (13). The
method is described in detail in [17, 24]. Varying the
functional we expanded, following [14, 16, 17] and oth-
ers, the trial radial functions λ(r) and µ(r) over the basis
of Slater orbitals Φq(r) = Nqr
ℓn+qe−χr as
λ(r) =
Q∑
q=1
aqΦq(r) , µ(r) =
Q∑
q=1
bqΦq(r) . (14)
Here Q is the number of Slaters orbitals, Nq are normal-
ization factors, the coefficients aq and bq are the parame-
ters to be varied, and χ is a constant whose value is taken
to improve convergence. In our case Q = 50 and χ = 2.5.
We used the electron wave functions of the initial and fi-
nal states found in the Hartree-Fock-Slater [25] local po-
tential. The latter is also taken as the radial part of the
atomic Hamiltonian when calculating the functional.
Qualitatively, the behavior of the asymmetry parame-
ters βk in the region of the 3s state can be understood
within a simplified PT approach, which includes only a
single intermediate 3s state. Using Eqs. (7)-(13), the
anisotropy parameters βk may be reduced, for an infinite
pulse, to simple parametric forms. Similar formulas were
derived in [10] for ω + 2ω ionization of an s-electron in
the vicinity of an isolated intermediate state, where the
active electron occupies a p-orbital. Specifically:
β1 =
ǫ
ǫ2 + 1
B1 cos(φ+ φ1) , (15)
β2 = B2
ǫ2
ǫ2 + 1
+
2
ǫ2 + 1
, (16)
β3 =
ǫ
ǫ2 + 1
B3 cos(φ+ φ3) , (17)
ǫ =
∆ω
1
2Γβ
, ∆ω = ω − (E3s − E2p) , (18)
Γβ =
F0|dǫp,3sd3s,2p|
2η
√
2(|dǫs,2p|2 + |dǫd,2p|2)
, (19)
B1 =
√
3|(2ei∆(1)s dǫs,2p − 4
√
2
5 e
i∆
(1)
d dǫd,2p)|√|dǫs,2p|2 + |dǫd,2p|2 , (20)
B2 =
|dǫd,2p|2 − 2
√
2ℜ[ei(∆(1)s −∆(1)d )dǫs,2pdǫd,2p]
|dǫs,2p|2 + |dǫd,2p|2 ,(21)
B3 =
6
√
6|dǫd,2p|
5
√|dǫs,2p|2 + |dǫd,2p|2 , (22)
φ1 = arg
[(
2ei∆
(1)
s dǫs,2p − 4
√
2
5
ei∆
(1)
d dǫd,2p
)
× e−i∆(2)p dǫp,3sd3s,2p
]
, (23)
φ3 = arg
[
−ei(∆(1)d −∆(2)p )dǫd,2pdǫp,3sd3s,2p
]
. (24)
In the above simplified PT approach, β4, as well as all
higher-rank anisotropy parameters, vanish. It is some-
what surprising that the parameters B1, B2, B3 depend
neither on the two-photon amplitude nor on η in this
simplified case. For infinite pulse duration within pertur-
bation theory, therefore, the maximum asymmetry and
phase do not depend on the strength of the second har-
monic. However, the strength of the second harmonic
affects the width of the asymmetry structure. The above
features will be clearly seen below in the results of par-
ticular PT-∞ calculations.
III. RESULTS AND DISCUSSION
The numerical calculations were performed for two sets
of pulse parameters. In the first set, we used a pulse Π1,
with N = 250 cycles and the second-harmonic intensity
set to 1% of the fundamental intensity, i.e., η = 0.1. In
the second set, we used a longer pulse Π2, with N = 500
cycles and a higher intensity ratio of the second harmonic
equal to 10% of the fundamental, i.e., η =
√
0.1 In both
cases, the peak intensity of the fundamental was kept
constant at 1012W/cm2.
It is instructive to first analyze the efficiency of the
femtosecond pulses in pumping the neon ground state to
the excited 3s state. Figure 2 shows the evolution of the
3s state population as a function of time, for both Π1
and Π2, and for two different detunings ∆ of the funda-
mental frequency.
The results behave in a predictable way. Focusing first
on the resonant case (∆ = 0.0 eV), it is seen that the
system does not even carry out half a Rabi oscillation
for Π1, whereas, for the longer pulse Π2, the system is
close to have undergone one complete such oscillation. In
both cases the 3s population can reach large values, rep-
resenting at their maximum, respectively, 51% and 66%
of the total probability for Π1 and Π2. Note, however,
that a significant occupation of the 3s state occurs on
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FIG. 2: TDSE predictions for the population of the 3s state
as a function of time. Results are shown for two different sets
of pulse parameters. The fundamental frequency ω is either
in resonance with the 3s intermediate state (∆ = 0.0 eV), or
slightly detuned (∆ = 0.036 eV).
rather different time scales for both pulses. For exam-
ple, the population of the 3s state is larger than 0.2 for
only 30 fs during the pulse Π1, but for more than 70 fs
during Π2. In the detuned case (∆ = 0.036 eV), the 3s
population decreases by slightly more than half for Π1 in
comparison with the resonant case, whereas the popula-
tion is drastically diminished for Π2. This characteristic
is readily understood: Since the spectral spread of Π2
is about half that of Π1, the potential to drive an effi-
cient population transfer decreases faster with increased
detuning for Π2 than for Π1.
Turning now to the analysis of the ionization process,
we present in Fig. 3 the partial-wave contributions for
s-, p-, and d-waves, and the total ionization probability,
at the main photoelectron line, for both pulses. Out of
resonance, both pulses exhibit similar characteristics, al-
though ionization is of course much more likely for the Π2
since (i) it is a longer pulse and (ii) the strength of the
second harmonic is ten times larger than for Π1. In ad-
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FIG. 3: TDSE results for ionization to partial s-, p-, and
d-waves, as well as total ionization at the main photoelectron
line, for the Π1 and Π2 pulses.
dition, the ionization out of resonance is strongly domi-
nated by the d-wave, representing more than 90% of the
total ionization probability in both cases.
On the other hand, one clearly observes two drasti-
cally different situations near resonance for each pulse.
In the first case (Π1), while the second harmonic is weak
at the resonance, the resonant p-wave ionization repre-
sents a large part of the (small) total ionization probabil-
ity. Note that the p-wave and d-wave contributions are
nearly equal at resonance. Consequently, a strong peak
appears in the ionization spectrum when the fundamen-
tal frequency spans the resonance. In the second case
(Π2), the second harmonic is so strong that the back-
ground d-wave ionization strongly dominates the reso-
nant p-wave ionization. Since both d-wave and s-wave
partial-wave ionization probabilities also decrease signif-
icantly at the resonance, the total ionization probability
barely reveals a fingerprint of the resonance, apart from
a small quenching. The dip in the partial s-wave and d-
wave ionization probabilities for Π2 at resonance is read-
ily explained by the fact that the 2p orbital is strongly
depleted over time by efficient pumping from 2p to 3s via
the fundamental frequency.
The calculated TDSE and PT values of the anisotropy
parameters, introduced in Eq. (5), are presented in Fig. 4
for ionization via Π1. We only show βk for k ≤ 4, since
for the comparatively weak fields considered here, i.e., in
the multi-photon regime, they represent the only signif-
icant nonvanishing elements. We observe an overall sat-
isfactory agreement between the TDSE and PT results.
The odd-rank anisotropy parameters, presented for both
cases of φ = 0 and φ = π/2, exhibit an asymmetric Fano-
like profile near resonance. Even far from resonance, β1
and β3 assume nonnegligible values due to the spectral
spread of Π1. The anisotropy parameter β2 peaks at res-
onance according to the increase in p-wave ionization (see
Eq. (16)), while β4 becomes negligible everywhere. Note
that the finite pulse duration leads not only to the broad-
ening of the profile of the β1 and β3 parameters, but also
to an energy shift of their zero crossing (see Eqs. (15)
and (17)) from the resonance position.
There are two principal reasons for the small discrep-
ancies between the TDSE and PT results. To begin with,
they can be attributed to the different electronic struc-
ture models in each approach. Recall that the PT model
uses a multi-electron MCHF description, while the solu-
tions of the TDSE are obtained from a SAE potential.
On the other hand, it was shown that the population of
the 3s state can reach nonnegligible values, thus question-
ing the applicability of the PT approach. Despite these
differences, the overall satisfactory agreement obtained
between the results from these two treatments suggests
that the principal physics of the ω + 2ω process is prop-
erly accounted for in both approaches.
The calculated anisotropy parameters associated with
ionization by the pulse Π2 are presented in Fig. 5. Since
the pulse is longer, the width of the resonance profile is
significantly narrower. As a result, the anisotropy param-
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FIG. 4: Anisotropy parameters β1, β2, β3, and β4, as a func-
tion of the fundamental frequency, for the pulse Π1. Re-
sults are presented from both the TDSE (solid lines) and PT
(dashed lines) approaches, and for CEPs φ = 0 and φ = pi/2
for β1 and β3. The left and right vertical lines indicate the
energy positions of the two 2p53s states with J = 1 and pre-
dominant triplet and singlet character, respectively.
eters vary less and assume small values as the fundamen-
tal frequency is detuned from resonance. The small effect
of the other 3s state at 16.67 eV can actually be noticed
in the PT results. Recall that this state is not included
in the TDSE calculations. The values of β1 and β3 from
TDSE and PT agree well for detunings ∆ ≥ 0.1 eV. On
the other hand, far from resonance, the β2’s calculated
in each approach exhibit a small discrepancy from each
other, presumably due to the different structure models
employed. Here one can directly compare with exper-
imental data to assess the validity of the results. At
ω = 16.6 eV, i.e., at 11.6 eV photoelectron energy, the
values of β2, which are barely affected by resonance ef-
fects, are 0.72, 0.53, and 0.60, respectively, for TDSE,
PT, and PT-∞. At the same photoelectron energy a
few groups [26–28] measured values of β2 in the inter-
val approximately from 0.50 to 0.63, essentially consis-
tent with the predictions from all three models used in
our study. The latter also agree with Hartree-Fock [29]
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FIG. 5: Same as Fig. 4 for the pulse Π2.
and RPAE [30] calculations (see also the compilations
in [31, 32]).
Analyzing the results near resonance in Fig. 5, we ob-
serve that the TDSE and PT results do not agree as well
as for the shorter pulse Π1, even though the general trend
looks similar. There is, however, an explanation for this
discrepancy. It can be understood by focusing first on the
behavior of β4. There are two reasons for nonvanishing
values of β4. The first one is direct two-photon ioniza-
tion into the f -wave channel. However, f -wave ionization
is almost negligible in all calculations presented in this
work, and hence interference of the p- and f - amplitudes
only produces small nonzero β4 values, which are visi-
ble in Fig. 4 in the TDSE calculation and also below in
Fig. 7. A second, indirect reason for nonzero β4 values
in the present situation is the following: While the sec-
ond harmonic ionizes neon, the fundamental frequency
depletes the 2p state over time, especially in the long Π2
pulse. However, only the m = 0 magnetic component of
the 2p state can be pumped to the 3s state by the fun-
damental. As a consequence of the depletion of this sub-
level, the second harmonic ionizes an “aligned” 2p state,
thus leading to significant nonvanishing values of β4. In
our implementation of nonstationary PT, β4 ≈ 0 as a
7FIG. 6: Calculated PADs in the TDSE approach for the
pulse Π1 (top panels) and Π2 (bottom panels), at three differ-
ent fundamental frequencies ω for φ = 0. The z-axis points
upwards through the centers of the panels, as indicated in
the top left panel. The distance from the center to a point on
the surface is proportional to the probability density for the
electron to be ejected along this direction.
result of cancellation of terms associated with different
d-wave components of a photoelectron emitted from an
initially unpolarized target. The second effect, therefore,
cannot be accounted for in PT. This explains most of the
observed differences between the results from the two ap-
proaches.
It is also interesting to visualize the three-dimensional
PAD for the two pulses considered. Figure 6 shows
the PAD at the resonant frequency (ω = 16.85 eV) and
for small positive (ω = 16.88 eV) and negative (ω =
16.81 eV) detunings. For both pulses, the direction of
maximum emission along the electric field switches while
passing through the resonance. The asymmetry of the
PAD is relatively large at the three considered frequen-
cies for Π1. On the other hand, this asymmetry is less
pronounced for Π2 due to the important contribution
from β4, and the smaller contributions from β1 and β3.
The maximum electron emission forms an angle of about
145◦ with the electric field at the resonance.
The results of the stationary PT-∞ model are pre-
sented in Fig. 7 for both amplitude ratios η = 0.1 and
η =
√
0.1. The different anisotropy parameters vary ac-
cording to the parametric forms given in Sect. II. Ac-
counting effectively for all intermediate states allows in-
corporating f -wave ionization more accurately in the PT-
∞model than in non-stationary PT. As a result, nonzero,
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FIG. 7: Same as Fig. 4 for the PT-∞ approach with infinite
pulse duration and η = 0.1 (solid) and η =
√
0.1 (dashed).
but still small β4 values appear.
As predicted, the resonance profile is rather sharp
for N = ∞ and the corresponding resonance would be
broader for smaller η, as seen in Eq. (19). Other fea-
tures predicted by Eqs. (15)–(22) are very well seen: the
odd-rank asymmetry parameters go to zero at the res-
onance while β2 ≈ 2 due to resonant excitation of the
intermediate 3s state; the amplitude of variations of βk
(k = 1, 2, 3) are independent of η. Some of the strong
variations of the anisotropy parameters are most likely
exaggerated, since in this specific case the population of
the 3s state assumes significant values, thereby prevent-
ing an accurate description based on PT. Nevertheless,
it is clear that such a method has a predictive potential,
particularly for weak fundamental intensities, as it allows
studying the currently realistic experimental situation of
rather long FEL pulses. Due to the computational re-
sources required, such long pulses are particularly hard
to simulate in the TDSE approach.
An advantage of the PT approach is its ability to study
the ω+2ω process over a large range of pulse parameters
with restricted computational resources. Figure 8 shows
8how the profile of the asymmetry (6) is modified as a
function of (a) the number of cycles N and (b) the rel-
ative strength of the second harmonic η. With increas-
ing pulse duration the structures become sharper and
more symmetric with respect to the xy-plane (maxima
and minima are symmetric with respect to the resonance
position and tend to be equal), and for pulse durations
larger than N = 500, the weak 2p5(2P3/2)3s resonance
becomes visible. This resonance (mainly of 3P charac-
ter) is excited very weakly, since it only contains a small
(≈ 7%) 1P component. Nevertheless, when a long pulse
is in resonance with 3s, the interference with the second
harmonic is noticeable.
Figure 8b shows how the resonance profile changes
with η. First, for increasing η the structure becomes
narrower before the amplitude decreases. This is in con-
tradiction with expectations from Eq. (19) and Fig. 7,
which predict a constant maximal amplitude. However,
for a finite pulse duration (N = 250) and when Γβ is
smaller than the pulse spectral width, this simple behav-
ior breaks down. For such a short pulse, there is only
a small possibility to observe interference with the weak
3s resonance: for small η the structure is very broad and
one cannot distinguish the (2p53s)1P1 resonance from the
tale of (2p53s)3P1. If η is too large, however, one-photon
ionization dominates over the two-photon process, and
there is practically no interference.
Finally, we note that within PT decreasing η produces
the same effect as increasing the total intensity. This is
due to the fact that the two-photon ionization amplitudes
depend linearly on the intensity while the single-photon
amplitude dependence is proportional to η
√
I. Although
the PT simulation cannot be directly extrapolated to
higher intensities, Fig. 8 indicates that with increasing
intensity the profile of the asymmetry is broadening while
its amplitude is decreasing.
IV. CONCLUSIONS AND FUTURE
PERSPECTIVES
We analyzed in detail the ionization by a linearly polar-
ized bichromatic XUV pulse containing the fundamental
and the second harmonic (ω + 2ω process) in neon us-
ing the (2p53s) J = 1 states as intermediate states. Two
particular situations were considered, corresponding to
different pulse lengths and intensities of the second har-
monic representing either 1% or 10% of the fundamen-
tal. Solving the time-dependent Schro¨dinger equation as
well as employing a perturbative approach, we studied
the variations of the photoelectron angular distribution,
in particular the anisotropy parameters, as a function of
the fundamental frequency.
The results demonstrate that for an intermediate state
of a multi-electron system, well separated from other elec-
tronic states and well represented in LS-coupling, theo-
retical models based on different approaches can achieve
quantitative agreement in describing the characteristics
of the ω + 2ω process. We also show that a significant
asymmetry can be produced on a wide range of values of
the amplitude ratio of the second harmonic over the fun-
damental. This is an interesting characteristic since the
second harmonic admixture can sometimes be difficult to
control, or even be estimated, experimentally.
Although results for both approaches agree well for
the shorter pulse, noticeable effects beyond the (lowest-
order) perturbative approach can appear for longer pulse.
In our case, an unexpected resonant behavior of the β4
parameter in the PAD was revealed through the time-
dependent calculations. Nevertheless, the perturbative
treatment can reproduce the main trends of the process
and allows us to predict its outcomes for a variety of pulse
parameters in the relatively weak-field regime, especially
for presently realistic experimental conditions, where rel-
atively long pulses are employed.
Since the ω + 2ω process using (2p54s)J = 1 as inter-
mediate states was investigated experimentally, a thor-
ough theoretical study of this case in the future seems
highly desirable. However, this situation presents ad-
ditional challenges since the intermediate states are not
well described in the LS-coupling scheme. Furthermore,
high-lying discrete Rydberg as well as continuum states
might play a significant role.
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FIG. 8: Asymmetry A(0) defined in Eq. (6) for φ = 0 as
function of energy and number of cycles for η = 0.1 and as
function of energy and η for N = 250 (b). The positions of
the two 2p53s states with J = 1 and predominant triplet and
singlet character (see text) are indicated.
