x r . Let Z l = z l be the latent vector associated with unobserved l-th order statistic, where r ≤ l. From Lemma 1, the joint distribution of (X, Z r , Z l ) is given by f (x r , z r , z l ) ∝ {F (x r ; Ψ)} r−1 M j=1 {π j f j (x r ; θ j )} z rj π jFj (x r ; θ j ) z lj × F (x r ; Ψ) n−r−1 .
Remark 5. LetX = {X (i 1 ) , X (i 2 ) , . . . , X (i k ) } be a collection of k = 2, . . . , n− 1 order statistics from a random sample of size n from (2.1) and let ∆ = (Z 1 , . . . , Z k , W 1 , . . . , W k+1 ) be the collection of latent vectors defined above.
Using Lemma 1, the pdf of (X, W 1 ) can be derived as
Remark 6. In a similar vein to Remark 5, the joint distribution of (X, W s ); s = 2, . . . , k, is given by
Remark 7. In a similar vein to Remark 5, the joint pdf of (X, W k+1 ) is given by and z (r) is
. Hence, given the observation y from the FMM, an unobserved data but bigger than y will be classified into the j-th component of the FMM, if γ j (y;Ψ) > γ h (y;Ψ) for all h = 1, . . . , M ; j = h.
the interest is to classify an unobserved order statistic
we can estimate the component membership vector
From Remark 3, the posterior distribution of Z l given x (r) , z (r) and
Hence, given the observations y 1 , y 2 such that y 1 < y 2 from the underlying FMM, an unobserved data between y 1 and y 2 will be classified into
Proof of Lemma 4
Proof. From (2.5), we have W 1j |X (r) = x r ∼ B r − 1,
, where W 1j represents the number of the order statistics smaller than x r from component j; j = 1, . . . , M . Lemma 3 for the variable W 1j |x r completes the proof.
Proof of Lemma 5
Proof. From (2.6), W rl,j |{x r , x l } ∼ B l − r − 1,
, where W rl,j represents the number of the order statistics between X (r) and X (l) from component j = 1, . . . , M . One completes the proof by applying
Lemma 3 for W rl,j |{x r , x l }.
Proof of Lemma 6
Proof. From (2.7), W lj |x r ∼ B n − l,
, where W lj represents the number of the order statistics bigger than x l from component j, j = 1, . . . , M . Applying Lemma 3 to W lj |x r completes the proof.
S0.1 Simulation Study 2
In the second simulation study, we investigate the performance of the ML estimates of all parameters of FMM (6.1) with Ψ = {π, µ 1 , µ 2 , σ} = {0.80, 9.01, 11.70, 1.15} using the designs in Table 1 . We evaluate the estimation procedures for both supervised and unsupervised learning approaches over 5000 simulations. In each simulation, we use the stopping criteria ||Ψ (k+1) −Ψ (k) || ∞ < 10 −6 and the initial values in the EM-algorithms are computed using the method of moments by treating the order statistics as a simple random sample data (Furman and Lindsay, 1994) . In addition,
for each simulation, we generate a fixed test data of size n = 30 for estimation procedures under both supervised and unsupervised order statistics and SRS counterparts. Tables 8 and 10 show the bias and square root of MSE as performance measures for each estimation procedure. Tables 9 and 11 present different computational aspects associated with each estimation procedure. For each simulation, CVR% and CLP% are obtained as explained in simulation study 1. In addition to these criteria, we also compare the performance of MLEs based on the average of the number of iterations required for convergence (ITR) and the average time (in seconds) required for convergence (TIME). Tables 9 and 11 illustrate the significant impact of various collection order statistics on the estimation and classification procedures of FMMs suffering from rarely observed components. From Table 9 , using collection of lower order statistics (design D 1 ), we are not capable of observing the rare event (second component) and the estimation procedures are practically not convergent; however, appropriate collection of order statistics (e.g., design D 2 ) guarantees observation of rare component and convergence of the procedures under labelled data. Table 11 shows that the convergence rate is almost stable and high under various collection of unlabeled order statistics (except for D 1 ) similar to that of SRS. Unlike the convergence rate, the impact of various collection of unlabeled order statistics is evident on classification precision compared to unlabeled SRS counterparts. 
