Differentiable Segmentation of Sequences by Scharwächter, Erik et al.
Differentiable Segmentation of Sequences
Erik Scharwächter
University of Bonn, Germany
scharwaechter@bit.uni-bonn.de
Jonathan Lennartz
University of Bonn, Germany
jlen@uni-bonn.de
Emmanuel Müller
University of Bonn, Germany
mueller@bit.uni-bonn.de
Abstract
Segmented models are widely used to describe non-stationary sequential data with
discrete change points. Their estimation usually requires solving a mixed discrete-
continuous optimization problem, where the segmentation is the discrete part and
all other model parameters are continuous. A number of estimation algorithms have
been developed that are highly specialized for their specific model assumptions.
The dependence on non-standard algorithms makes it hard to integrate segmented
models in state-of-the-art deep learning architectures that critically depend on
gradient-based optimization techniques. In this work, we formulate a relaxed
variant of segmented models that enables joint estimation of all model parameters,
including the segmentation, with gradient descent. We build on recent advances
in learning continuous warping functions and propose a novel family of warping
functions based on the two-sided power (TSP) distribution. TSP-based warping
functions are differentiable, have simple closed-form expressions, and can represent
segmentation functions exactly. Our formulation includes the important class of
segmented generalized linear models as a special case, which makes it highly
versatile. We use our approach to model the spread of COVID-19 by segmented
Poisson regression, perform logistic regression on Fashion-MNIST with artificial
concept drift, and demonstrate its capacities for phoneme segmentation.
1 Introduction
Non-stationarity is a classical challenge in the analysis of sequential data. One source of non-
stationarity is the presence of change points, where the data-generating process switches its dynamics
from one regime to another regime. In some applications, the detection of change points is of
primary interest, since they may indicate important events in the data [40, 7, 6, 35, 33, 3, 45]. Other
applications require models for the dynamics within each segment, which may yield more insights
into the phenomenon under study and enable predictions. A plethora of segmented models for
regression analysis [37, 22, 32, 5, 38, 1] and time series analysis [21, 11, 4, 13] have been proposed
in the literature, where the segmentation materializes either in the data dimensions or the index set.
We adhere to the latter approach and consider models of the following form. Let x = (x1, ..., xT ) be
a sequence of T observations, and let z = (z1, ..., zT ) be an additional sequence of covariates used
to predict these observations. Observations and covariates may be scalars or vector-valued. We refer
to the index t = 1, ..., T as the time of observation. The data-generating process (DGP) of x given z
is time-varying and follows a segmented model with K  T segments on the time axis. Let bk and
ek denote the beginning and end of segment k, respectively. We assume that
xt | zt ∼ fDGP (zt, θk) , if bk ≤ t ≤ ek, (1)
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where the DGP in segment k is parametrized by θk. This scenario is typically studied for non-
stationary time series [20, 8, 26, 11, 42, 44], but also captures predictive models with concept
drift [17]. For example, in a segmented Gaussian autoregressive process of order h, the vector
of covariates is zt = [xt−h, ..., xt−1, 1] and the DGP is the normal distribution N (z′tθk, σ2). In a
segmented generalized linear model (GLM), the DGP is a probability distribution with conditional
expectation E[xt | zt] = g(z′tθk), where the linear predictor is transformed by a link function g.
We express the segmentation of the time axis by a segmentation function ζ : {1, ..., T} −→ {1, ...,K}
that maps each time point t to a segment identifier k. The segmentation function is order-preserving
with boundary constraints ζ(1) = 1 and ζ(T ) = K. We denote all segment-wise parameters by
θ = (θ1, ..., θK). The ultimate goal is to find a segmentation ζ as well as segment-wise parameters θ
that minimize a loss function L(ζ, θ), for example, the negative log-likelihood of the observations x.
Existing approaches exploit the fact that model estimation within a segment is often straightforward
when the segmentation is known. These approaches decouple the search for an optimal segmentation
ζ algorithmically from the estimation of the segment-wise parameters θ:
min
ζ,θ
L(ζ, θ) = min
ζ
min
θ
L(ζ, θ). (2)
Various algorithmic search strategies have been explored for the outer minimization of ζ, including
grid search [32], dynamic programming [22, 5], hierarchical clustering [37] and other greedy algo-
rithms [1], some of which come with provable optimality guarantees. These algorithms are often
tailored to a specific class of models like piecewise linear regression, and do not generalize beyond.
Moreover, the use of non-standard optimization techniques in the outer minimization hinders the
integration of such models with deep learning architectures, which usually perform joint optimization
of all model parameters with gradient descent.
In this work, we provide a continuous and differentiable relaxation of the segmented model from
Equation 1 that allows joint optimization of all model parameters, including the segmentation
function, using state-of-the-art gradient descent algorithms. Our formulation is inspired by the
learnable warping functions proposed recently for sequence alignment [34, 50]. In a nutshell, we
replace the hard segmentation function ζ with a soft warping function γ. An optimal segmentation
can be found by optimizing the parameters of the warping function. We propose a novel class of
piecewise-constant warping functions based on the two-sided power (TSP) distribution [47, 28]
that can represent segmentation functions exactly. TSP-based warping functions are appealing
because they are differentiable, easy to evaluate analytically with closed-form expressions, and their
parameters have a one-to-one correspondence with segment boundaries.
Although our notation in Equation 1 implies a probabilistic DGP, our formalism also applies to fully
deterministic models. We can replace ∼ with = in Equation 1 and proceed analogously. Moreover,
the segmented model may be part of a larger model architecture, where the covariates zt and the
parameters θk come from some upstream computational layer, and the outputs xt are passed on to
the next computational layer with an arbitrary downstream loss function. The interpretation of zt
as covariates and θk as parameters is merely for consistency with prior work on segmented models.
It is more accurate to interpret zt as temporal variables that differ for every time step t, and θk as
segmental variables that differ for every segment k. The DGP combines the information from both
types of variables to produce an output for every time step.
2 Relaxed segmented models
The main idea of our work is to relax the segmented model formulation from Equation 1 and the
optimization problem from Equation 2 by replacing the hard segmentation function ζ with a soft
parametric warping function γ that can be estimated effectively with gradient descent. We now
describe step-by-step how this relaxation is implemented. We first rewrite the model definition to
xt | zt ∼ fDGP
(
zt, θˆt
)
, (3)
where we substitute the actual parameter θk of the DGP at time step t in segment k by the predictor θˆt.
We allow the predictor θˆt to take on values between two parameters θk and θk+1, if there is ambiguity
as to whether time step t belongs to segment k or segment k + 1. More precisely, we define the
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Figure 1: Example segmentation function ζ(t) and warping functions γi(u). The shaded regions are
piecewise constant in γ1 and γ2, respectively; γ3 is strictly increasing.
predictor as a linear interpolation [23, 50, 34] between the parameters of two consecutive segments,
θˆt :=
∑
k
θkmax
(
0, 1−
∣∣∣ζˆt − k∣∣∣) . (4)
The interpolation depends on a continuous predictor ζˆt ∈ [1,K] for the value of the segmentation
function ζ(t). If ζˆt = ζ(t) ∈ {1, ...,K} for all t, no interpolation takes place, and the novel
formulation is fully equivalent to Equation 1. Non-integer values in ζˆt encode ambiguity in the
segment assignment that leads to interpolated parameters θˆt. Ideally, the predictors take on integer
values as often as possible, and are ambiguous only near the segment boundaries. The predictors can
be transformed into a hard segmentation function by rounding to the closest integers. For consistency,
the predictors ζˆt must be order-preserving, ζˆ1 ≤ ... ≤ ζˆT , and satisfy the boundary constraints ζˆ1 = 1
and ζˆT = K of the segmentation function. We obtain such predictors from warping functions.
Warping functions describe order-preserving alignments between closed continuous intervals [41].
Formally, the function γ : [0, 1] −→ [0, 1] is a warping function if it is monotonically increasing and
satisfies the boundary constraints γ(0) = 0 and γ(1) = 1. We transform a warping function γ into a
predictor ζˆt by sampling γ at T evenly-spaced grid points on the unit interval [0, 1] and rescaling the
result to [1,K]. Let ut = (t− 1)/(T − 1) for t = 1, ..., T be a such a unit grid. We define
ζˆt := 1 + γ(ut) · (K − 1). (5)
The predictor ζˆt exactly represents the segmentation function ζ if
γ(ut) =
k − 1
K − 1 ⇔ ζ(t) = k, (6)
which is satisfied only for piecewise-constant warping functions with a step-like shape. An example
segmentation function and three warping functions are shown in Figure 1. The problem of searching
for a segmentation function has changed to that of estimating a suitable warping function:
min
γ,θ
L(γ, θ) (7)
Several families of warping functions have been proposed, based on trigonometric functions [2],
spline basis functions [41, 19, 16], warplets [10], continuous piecewise-affine (CPA) velocity fields
[15, 12, 50], and nonparametric approaches [31, 34]. None of them contains piecewise-constant
warping functions, since these families are based on strictly increasing functions for invertibility.
As a result, no member of these families can represent a segmentation function exactly. Moreover,
these families are more expressive than necessary for the segmentation task, which makes estimation
harder than necessary. Below, we define a novel class of piecewise-constant warping functions that
represents any segmentation function exactly, with only one parameter per segment boundary.
3 TSP-based warping functions
Warping functions have some similarity with cumulative distribution functions (cdfs) for random
variables [34]. Cdfs are monotonically increasing, right-continuous, and normalized over their domain
[49]. If their support is bounded to [0, 1], they satisfy the same boundary constraints as warping
functions. Therefore, we can exploit the vast literature on statistical distributions to define and
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Figure 2: Three-parameter variant of the two-sided power distribution TSP(m,w, n) on the interval
[0, 1]. Dashed lines denote the modes m, arrows the widths w; shaded regions have probability zero.
Top row: probability density function. Bottom row: cumulative distribution function.
characterize families of warping functions. Surprisingly, there are only few established distributions
for random variables with continuous bounded support [28]. The most prominent example is the
beta distribution, which has no closed-form expression and requires approximations. Our family of
warping functions is instead based on the two-sided power (TSP) distribution [47, 28].
3.1 Background: Two-sided power distribution
The TSP distribution has been proposed recently to model continuous random variables with bounded
support [a, b] ⊂ R. It generalizes the triangular distribution and can be viewed as a peaked alternative
to the beta distribution [24]. In its most illustrative form, its probability density function (pdf) is
unimodal with power-law decay on both sides, but it can yield U-shaped and J-shaped pdfs as well,
depending on the parametrization. Formally, the pdf is given by
fTSP(u; a,m, b, n) =

n
b−a
(
u−a
m−a
)n−1
, for a < u ≤ m
n
b−a
(
b−u
b−m
)n−1
, for m ≤ u < b
0, elsewhere,
(8)
with a ≤ m ≤ b. a and b define the boundaries of the support, m is the mode (anti-mode) of
the distribution, and n > 0 is the power parameter that tapers the distribution. The rectangular
distribution is the special case with n = 2. In the following, we restrict our attention to the unimodal
regime with a < m < b and n > 1. In this case, the cdf is given by
FTSP(u; a,m, b, n) =

0, for u ≤ a
m−a
b−a
(
u−a
m−a
)n
, for a ≤ u ≤ m
1− b−mb−a
(
b−u
b−m
)n
, for m ≤ u ≤ b
1, for b ≤ u.
(9)
For convenience, we introduce a three-parameter variant of the TSP distribution with support restricted
to subintervals of [0, 1] located around the mode. It is fully specified by the mode m ∈ (0, 1), the
width w ∈ (0, 1] of the subinterval, and the power n > 1. Depending on the mode and the width, the
distribution is symmetric or asymmetric. Illustrations of the pdf and cdf of the three-parameter TSP
distribution for various parametrizations can be found in Figure 2. We denote the three-parameter
TSP distribution as TSP(m,w, n) and write fTSP(u;m,w, n) and FTSP(u;m,w, n) for its pdf and
cdf, respectively. The original parameters a and b are obtained from m and w via
a = max
(
0,min
(
1− w,m− w
2
))
, (10)
b = min(1, a+ w), (11)
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and yield a unimodal regime. Intuitively, the three-parameter TSP distribution describes a symmetric
two-sided power kernel of window size w that is located at m and becomes asymmetric only if
a symmetric window would exceed the domain [0, 1]. An advantage of the TSP distribution over
the beta distribution is that its pdf and cdf have closed form expressions that are easy to evaluate
computationally. Moreover, they are differentiable almost everywhere with respect to all parameters.
3.2 Mixtures of TSP distributions
We define the TSP-based warping function γTSP : [0, 1] −→ [0, 1] for a fixed number of segments
K as a mixture distribution of K − 1 three-parameter TSP distributions. The motivation is that
mixtures of unimodal distributions have step-like cdfs that approximate segmentation functions. We
use uniform mixture weights, and treat the width w and power n of the TSP component distributions
as fixed hyperparameters. The components differ only in their modes m = (m1, ...,mK−1):
γTSP(u;m) :=
1
K − 1
∑
k
FTSP(u;mk, w, n). (12)
We constrain the modes to be strictly increasing, so that γTSP is identifiable. If the windows around
two consecutive modes mk−1 and mk are non-overlapping, γTSP will be constant at level k−1K−1
between these windows. It is also constant at level 0 for all points that come before the first window
and constant at level 1 for all points that come after the last window. Therefore, the family of
TSP-based warping functions contains piecewise-constant functions. In fact, the functions γ1 and γ2
in Figure 1 are examples of TSP-based warping functions.
Lemma 1. For every segmentation function ζ, there is a TSP-based warping function γTSP such that
the predictor ζˆt from Equation 5 represents ζ exactly, in the sense of Equation 6.
Proof. We place the K − 1 modes mk on the segment boundaries (projected to the unit grid) and
choose a window size w not larger than the resolution of the grid. The power n > 1 can be choosen
freely. Formally, let ζ(t) = k and ζ(t + 1) = k + 1 be the k-th segment boundary. We set
mk := (ut+1 + ut)/2 for all segment boundaries k and w := 1/(T − 1) to obtain the result.
In practice, the segmentation function ζ is unknown and the modes m = (m1, ...,mK−1) must be
estimated in an unsupervised way. To simplify the estimation problem, we rewrite the modes as
mk :=
∑
k′≤k exp(µk′)∑
k′ exp(µk′)
(13)
with unconstrained real parameters µ = (µ1, ..., µK). The transformation of the parameters guar-
antees that the modes are strictly increasing and come from the interval (0, 1), with a bogus mode
mK = 1 that can be ignored. The warping function is now overparametrized, since transformation is
invariant to additive terms in the parameters µ. This issue can be resolved by enforcing µ1 := 0.
4 Model architecture and training
We have described all components of the relaxed segmented model architecture. It can use any
family of warping functions to approximate a segmentation function. An overview of our model
architecture with TSP-based warping functions is given in Figure 3. The learnable parameters of
this architecture are θ = (θ1, ..., θK) for the DGP and µ = (µ1, ..., µK) for the warping function.
The hyperparameters are the number of segments 1 < K  T , and the window size w ∈ (0, 1] and
power n > 1 of the TSP distributions. This architecture is a concatenation of simple functions that
are either fully differentiable or differentiable almost everywhere. Therefore, all parameters can be
learned jointly using gradient descent. We implemented the model in Python1 using the PyTorch
library2. Source codes can be found in the supplementary material.
For effective training of the segmentation parameters µ with gradient descent, the window size of the
TSP components should be chosen larger than the sampling resolution of the unit grid, 1/(T − 1),
1https://python.org/
2https://pytorch.org/
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xt | zt ∼ fDGP
(
zt, θˆt
)
θˆt :=
∑
k
θkmax
(
0, 1−
∣∣∣ζˆt − k∣∣∣)
ζˆt := 1 + γTSP
(
t− 1
T − 1 ;m
)
· (K − 1)
mk :=
∑
k′≤k exp(µk′)∑
k′ exp(µk′)
Figure 3: The relaxed segmented model with TSP-based warping functions, parametrized by θ and µ.
to allow the loss to backpropagate across segment boundaries. The window size can be interpreted
as the receptive field of the individual TSP components. In all our experiments, we use a large
window size of w = .5 combined with a high power n = 20 to obtain functions that are close to
piecewise-constant. The width can be tapered down to w ≤ 1/(T − 1) over the training epochs
to obtain a warping function that is truly piecewise-constant and exactly represents a segmentation
function. An alternative strategy that works for any family of warping functions is to replace the
linear interpolation from Equation 4 by integer interpolation for a few epochs at the end of training.
We applied the latter strategy for simplicity and consistency across all families of warping functions.
The learning problem may be non-convex and converge to local optima that are not global optima.
Therefore, it is advisable to train the model multiple times with randomized initial parameters.
5 Experiments
5.1 Simulations
First, we analyze how well our relaxed model identifies simple and complex functions. All exper-
iments in this and the following sections can be reproduced with the codes in the supplementary
material. We generate a piecewise linear time series of length T = 1, 000 with a single change point
at t = 500 where the slope changes from −1 to 1. We use the linear DGP fLinear(zt, θk) = θkzt with
scalar covariates zt spaced evenly within [−1, 1]. We experiment with three different families of
warping functions: nonparametric (NP) [34], CPA-based (CPAb) [50], and our TSP-based functions
(TSPb). We minimize the mean squared error over 200 epochs of ADAM [25] with learning rate
η = 0.01. We explore two training strategies to obtain hard segmentations at the end of training:
(i) 160 epochs with linear interpolation followed by 40 epochs of integer interpolation (160, 40), and
(ii) 200 epochs with integer interpolation only (0, 200). Convergence plots, averaged over 100 restarts,
are shown in Figure 4 (left block). Our relaxed segmented model architecture easily identifies the
segment boundary and DGP with all families of warping functions and both training strategies: the
average loss after training is around 0.01 throughout all approaches, with standard deviations of
0.01–0.02. The reason is that the loss function is close to convex near the optimal solution.
We repeat the experiment with sinusoidal time series using the DGP fSin(zt, θk) = sin(θkzt), with
covariates zt spaced evenly within [0, T ]. At the change point, the frequency parameter changes from
0.2 to 0.1. This task has a highly non-convex loss function with many local optima and cannot be
0
0.1
0.2
0.3
0.4
0.5 soft
hard
0
0.1
0.2
0.3
0.4
0.5
hard
0.5
0.6
0.7
0.8
0.9
1 soft
hard
0.5
0.6
0.7
0.8
0.9
1
hardm
ea
n
sq
ua
re
d
er
ro
r
training epochs
(160, 40)-strategy
training epochs
(0, 200)-strategy
NP
CPAb
TSPb
training epochs
(160, 40)-strategy
training epochs
(0, 200)-strategy
NP
CPAb
TSPb
Figure 4: Convergence plots for the linear task (left block) and the sinusoidal task (right block).
6
0
1000
2000
3000
4000
5000
6000
7000
Feb 24
M
ar 02
M
ar 09
M
ar 16
M
ar 23
M
ar 30
Apr 06
Apr 13
Apr 20
Apr 27
M
ay 04
M
ay 11
M
ay 18
ne
w
ca
se
s
reported
prediction
average dow
Figure 5: Segmented Poisson regression results on COVID-19 case numbers in Germany, obtained
with our relaxed model formulation. Vertical lines denote the detected change points.
identified effectively with gradient descent. The convergence plots in Figure 4 (right block) reveal
that the final losses, on average, do not drop below 0.75, with high standard deviations of 0.18–0.21.
More importantly, the plots demonstrate that very expressive warping functions (NP and CPAb) may
waste training epochs by fitting parametrizations with low loss under linear interpolations, but high
loss under integer interpolations. Our TSP-based warping functions yield close to piecewise-constant
parametrizations even with linear interpolations, and are thus more robust towards the training strategy.
We observe that the mixed strategy yields slightly better losses than the pure integer strategy.
5.2 Poisson regression: COVID-19 outbreak in Germany
Next, we fit our relaxed segmented model to COVID-19 [51] case numbers. Exploratory work [30, 39]
has applied segmented Poisson regression [36, 38] to identify change points in the pandemic. We
check whether our approach finds change points consistent with these works. We follow Küchenhoff
et al. [30] and model daily time series of newly reported cases. We obtained official data for
Germany from Robert Koch Institute3. Figure 5 (bars) reveals non-stationary growth rates and weekly
periodicity in the reported data. We use time and a day-of-week indicator as covariates. We tie the
coefficients for the day-of-week across all segments, while the daily growth rates and the bias terms
differ in every segment. We minimize the negative log-likelihood (NLL) loss with TSPb warping
functions (K = 5) using ADAM (η = 0.01, (15000, 5000) training strategy, 10 restarts).
In the model with the lowest loss, the four change points are located at 2020-03-16, 2020-03-29,
2020-04-09, and 2020-04-28. Although the studies are based on different data, the change points at
2020-03-16, 2020-03-29, and 2020-04-09 are consistent with Küchenhoff et al. [30] in that they lie
within their reported 95% confidence intervals. Muggeo et al. [39] do not report confidence bands, but
find nearby change points at 2020-03-17 (+1 day), 2020-03-29 (±0), 2020-04-06 (−3). Predictions
from the model are shown in Figure 5 (blue line). We also provide smoothed predictions where the
average day of week (dow) effect is incorporated into the bias term to highlight the change of the
growth rate from segment to segment, see Figure 5 (purple line).
5.3 Logistic regression: Fashion-MNIST with concept drift
We now demonstrate that our model can be combined with deep architectures for feature learning.
We designed a segmented logistic regression model where the covariates in the segmented model
are the output of a stack of convolutional layers. The feature transformation is shared across all
segments, while the parameters of the final classifier change. We use the Fashion-MNIST dataset [52]
to simulate a sequential binary classification task with concept drift [17]. We generate a segmented
sequence of labeled instances from two classes and change the class associations +1 and −1 from
segment to segment. In the first segment, we provide the classifier with 200 examples from the task
Trouser (+1) vs. T-shirt/top (−1); in the second segment, we provide 500 examples of Dress (+1)
vs. Trouser (−1); in the third, we provide 300 examples of Trouser (+1) vs. Sandal (−1). The
raw input images of size 28× 28 are mapped to covariates of dimension 8 by passing them through
two convolutional layers with 8 filter maps (kernel size 5), each followed by ReLU, max-pooling
(kernel size 2) and dropout (p = 0.3) layers, and a final fully connected layer. The model has to learn
the parameters of the feature transformation and the segmented classifier, including change points.
3https://www.rki.de/
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Figure 6: Logistic regression results on Fashion-MNIST data, obtained with our relaxed model formu-
lation. Circles mark correct predictions, crosses mark incorrect predictions, when the classification
threshold is 0.5. Vertical lines denote the change points detected on the training data.
We minimize the NLL loss with TSPb warping functions (K = 3) using ADAM (η = 0.01 for the
segmented model, η = 0.001 for the feature transform, (150, 50) training strategy, 10 restarts).
Results are visualized in Figure 6. The true segment boundaries are located at t = 200 and t = 700
and detected by our model at locations t = 201 and 699. The model fit on the training data is almost
perfect, with a single misclassified instance near the first segment boundary (training accuracy .999).
To verify that the model has learned different classifiers in the three segments, we apply it on three
sequences of test instances, where each sequence contains 1,000 examples from a single task only.
The classifiers in every segment in fact perform best on the tasks that they specialized on.
5.4 Phoneme segmentation
At last, we apply our model for unsupervised phoneme segmentation. We assume that the speech
signal—represented by a sequence of 12-dimensional MFCC vectors—is piecewise constant within a
phoneme. We model it by a minimal DGP with no covariates that simply copies the 12-dimensional
parameter vectors to the output. We fit the model to a single utterance (“choreographer”) from the
TIMIT corpus [18] with ground-truth segment labels, by minimizing the mean squared error loss
with ADAM (η = 0.01, (160, 40) training strategy, 10 restarts), and obtain:
observed sequence, with true phoneme boundaries predicted sequence, with true phoneme boundaries
Although the simple DGP does not capture all dynamics of the speech signal, 7 out of 9 phoneme
boundaries were correctly identified, with a time tolerance of 20 ms. A baseline detector that predicts
segment boundaries from a uniform distribution was as good or better only in 69 out of 10000 runs
(< 1%). This minimal experiment suggests that relaxed segmented models, when combined with
more powerful DGPs, may be useful for discrete representation learning [43, 46, 14], in particular for
learning segmental embeddings [27, 48, 9, 29]. We consider this a fruitful direction for future work.
6 Conclusion
We have described a novel approach to learn models for non-stationary sequential data with discrete
change points. Our relaxed segmented model formulation is highly versatile and can use any family
of warping functions to approximate a hard segmentation function. If the family of warping functions
is differentiable, our model can be trained with gradient descent. We have introduced the novel family
of TSP-based warping functions designed specifically for the segmentation task: it is differentiable,
contains piecewise-constant functions that exactly represent segmentation functions, its parameters
directly correspond to segment boundaries, and it is simple to evaluate computationally. While our
simulations did not show significant differences between our family and existing families in terms of
final loss, they yield evidence for a more robust convergence. We believe that this robustness will
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translate to improved results when our model is embedded within larger model architectures. Finally,
the experiments on diverse real datasets demonstrate the modeling capacities of our approach.
Broader impact and ethical considerations. The application of our model to COVID-19 case
numbers must be interpreted with care, as the analysis is only explorative. In particular, the reported
change points and model predictions should be not used (unless further validation is performed) for
conclusions on the efficacy of containment strategies implemented in Germany at specific points in
time. Apart from that, this work does not present any foreseeable societal consequence.
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