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“Veniet tempus quo ista quae nunc latent in lucem dies extrahat et
longioris aeui diligentia. Ad inquisitionem tantorum aetas una non
sufficit ut tota caelo uacet...Itaque per successiones ista longas
explicabuntur. Veniet tempus quo posteri nostri tam aperta nos
nescisse mirentur”.
“The time will come when diligent research over long periods will
bring to light things which now lie hidden. A single lifetime, even
though entirely devoted to the sky, would not be enough for the
investigation of so vast a subject... And so this knowledge will be
unfolded only through long successive ages. There will come a time
when our descendants will be amazed that we did not know things that
are so plain to them.”.
Lucio Anneo Seneca, Questiones Naturales, Liber VII, 25.
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Abstract
The request for maritime security and safety applications has increased in the recent
past. In this scenario, Synthetic Aperture Radar (SAR) sensors are one of the most
effective means thanks to their capability to get images independently from day-
light and weather conditions. In the SAR ship-detection field, many algorithms have
been presented in literature; however none of them has ever considered the aspects
behind the interaction of the electromagnetic wave between the target and the sur-
rounding sea. This thesis explores the electromagnetic interaction arising between
the ship and the sea and, firstly, a novel model to evaluate the Radar Cross Section
(RCS) backscattered from a canonical ship is derived. RCS is modelled according
to Kirchhoff Approximation (KA) within the Geometric Optics (GO) solution. The
probability density function relative to the double reflection contribution is derived
for all polarizations and the new model is validated on SAR images showing a good
match between the theoretical values and those ones measured on real SAR images.
Then, a novel ship detector, based on the Generalized Likelihood Ratio Test (GLRT)
where both the sea and the ship electromagnetic models are considered, is proposed.
The GLRT is compared to the CFAR algorithm through Monte Carlo simulations
in terms of ROCs (Receiver Operating Characteristic curves) and computational
load at different bands (S, C and X). Performances are also compared through
simulations with different orbital and scene parameters. The GLRT is then applied
to datasets acquired from different sensors operating at different bands: the Target
to Clutter Ratio (TCR) is computed and detection outcomes are compared with AIS
data. Results show that the GLRT presents better ROCs and greatly improves the
TCR, but its computational time is slower when compared to the CFAR algorithm.
Finally, a new approach for ship-detection and ambiguities removal in LPRF (Low
Pulse Repetition Frequency) SAR imagery is proposed. The method exploits the
range migration pattern and is evaluated on a downsampled SAR image. The
algorithm is able to reject the SAR azimuth ambiguities and can be adapted for the
upcoming Maritime Mode of the future NovaSAR-S sensor.
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Chapter 1
Introduction
1.1 Motivation
Maritime surveillance is a theme of great interest and growing importance. Indeed,
it has been estimated that that oceans cover more than 70% of the Earth’s surface
and support more than 80% of the global trade [CCMC, 2014]. With regard to
the European Union (EU), almost 90% of the external freight trade is seaborne,
short sea shipping represents 40% of the intra-EU exchanges, and more than 400
million passengers embark and disembark in European ports each year [EC, 2014].
Looking at the U.K., 50% of the energy supplied is provided by oil shipping.
Moreover, Britains Sea Trade brings substantial revenue to the Treasury, with a
projected value of 700 billion by the end of 2017 [Beard, 2013].
It is clear that in such environment, the authorities need to guarantee the
safety of navigation and the security of all marine activities. In U.K., for example,
the National Marine Information Centre (NMIC), has the role to monitor and
track marine activities around the U.K. and the areas of national interest [UK
Government, 2014]. In addition, NMIC needs to support government and industry
decisions helping them to better understand the maritime security issues [UK
Government, 2014]. In general, the authorities need not only to monitor the marine
environment but also to control immigration making borders safer, to fight against
pirates and traffickers of all kinds, to monitor ocean pollution locating (if possible)
the polluters’ ships.
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In this scenario, one of the main applications of the maritime surveillance is the
ship-detection. The requirements, which any identification system has to provide,
are: high probability of detection (ideally 1), low probability of false alarm (ideally
0), accurate geo-location, ship identification, ability in operating in all weather and
light conditions.
There are several ways to monitor and track ships even if there is no single
mean which can address all the above requirements. As part of the coastal-based
surveillance systems, the Automatic Identification System (AIS) represents nowa-
days the most used technique. The AIS system was originally designed for safety
reasons and mainly for collision avoidance and is basically a shipborne system
by which ships inform each other and the coastal receivers about their position,
course, speed and name. However the system is able to cover up to only about
40 km off the coast (due to the Earth’s curvature) and requires, obviously, ships
with AIS on-board working correctly [Brusch et al., 2011]. The main drawbacks
concerning the AIS system are: limited spatial coverage, impossibility of berth-to-
berth tracking and need for land-based means.
For example the berth-to-berth tracking can be performed by SatAIS (Satel-
lite AIS) and LRIT (Long-Range Identification and Tracking) as they work from
spaceborne platforms. Recently, it has been demonstrated that AIS signals can be
positively received using spaceborne systems [Brusch et al., 2011]. The ship AIS
signal detection is possible in the entire radio visibility range of a satellite equipped
with an AIS payload; for example for a satellite at an altitude of 650 km, the av-
erage field of view is above 20 million square kilometers [Brusch et al., 2011]. The
main advantage of this technique is the better global coverage compared to the
traditional AIS. In 2011 a SatAIS system was launched by the German Aerospace
Centre (DLR) in order to enable observations of worldwide ship movements by
means of AIS. In the next couple of years, space agencies are planning to launch
further SatAIS payloads to enhance the reception of AIS messages. At the mo-
ment, there are tracking systems exclusively based on the received AIS signals. For
example, Spire Global Inc. (a startup born in San Francisco in 2012) has designed
and developed a system (Spire Sense) able to detect and monitor ships based on
twenty nanosatellites [Spire, 2015]. The system provides the most frequently re-
freshed global ship tracking data; the average revisit time is 16.4 minutes with the
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actual satellites configuration and, in future, it aims to fuse the AIS data with
additional data streams.
A different spaceborne monitoring system is provided by LRIT. The Interna-
tional Maritime Organization (IMO) adopted the LRIT system as amendments to
the chapter V of the 1974 SOLAS Convention and the LRIT system entered in
force on 1st January 2009 [IMO, 2014]. The LRIT was set-up to provide a global
system for identification and tracking of ships that extends the monitoring beyond
those areas covered by existing AIS coastal network (short range). LRIT system
is mandatory for all passenger ships, high speed craft, mobile offshore drilling
units and cargo ships of over 300 gross tones, these ships must report their posi-
tion between four and six times a day. The LRIT shipborne equipment transmits
position information to the Communication Service Provider via satellite link (In-
marsat and Iridium constellations); the LRIT data are then sent to the LRIT Data
Centre and stored. Finally, the Data Distribution Plan, managed by IMO, defines
rules and access rights to the LRIT data [IMO, 2014]. The main disadvantages
of SatAIS and LRIT are that the transmitter system may break down and there
could be some non-cooperative ships (traffickers, pirates and smugglers) which,
intentionally, do not send the signal to be tracked.
A useful support to all these techniques could be brought by SAR sensors.
SAR can be considered a complementary mean to the traditional ones thanks to
its peculiar ability to acquire images independent from daylight, meteorological
conditions and national boarders. SAR sensors are very useful in the detection
of non-cooperative ships and in the tracking of small ships without AIS on-board
[Ramongassie et al., 2010]. Modern SAR sensors offer wide spatial coverage and
operate in constellation reducing the revisit time and allowing, consequently, the
detection in open sea areas. The main issue concerned with the SAR sensors is the
impossibility to identify ships, although HR-SAR (High Resolution SAR) and its
sub-meter resolution can recognize at least the ship type. In addition, these sensors
are usually characterized by high mission costs compared with optical sensors. A
novelty in this field will be brought by the UK mission NovaSAR-S, which will be
the first spaceborne small satellite SAR mission designed and produced at a cost
comparable with that of an optical mission [Whittaker et al., 2011]. In addition,
NovaSAR-S will provide a unique imaging mode (Maritime Surveillance) suitable
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for ocean and marine applications with the largest swath (more than 400 km)
achievable by any other SAR sensor [Bird et al., 2013]. Some useful insights on
the new NovaSAR-S constellation and on its peculiar Maritime Surveillance mode
is shown in chapter 6.
It is clear that a single monitoring mean cannot address all the needed require-
ments for the detection and the track of ships and vessels in sea areas. For example,
from one hand coastal AIS can identify a ship but provides a limited spatial cover-
age; from the other hand the SAR sensors present better spatial coverage but they
can only recognize the ship-type in the best case. In this scenario, novel monitoring
techniques have been developed merging the data coming from different sources
and combining their advantages. The Defence Science and Technology Laboratory
(DSTL) in UK, for example, has designed, developed and deployed a system called
TELESTO, a ship tracking software based on AIS networks and other sources such
as: the LRIT system, the IMO mandatory reporting sites and the commercial fleet
tracking services[DSTL, 2010]. The European Maritime Safety Agency (EMSA),
instead, has developed tools for both oil spills identification (CleanSeaNet)[EMSA,
2013a] and ship detection (SafeSeaNet) [EMSA, 2013b], which are both based on
SAR images. CleanSeaNet and SafeSeaNet services aim to strengthen operational
responses to accidental and deliberate discharges from ships and cargoes assist-
ing EU States to locate and identify polluters in areas under their jurisdiction
[EMSA, 2013a, EMSA, 2013b]. In particular, the services employ three polar or-
biting SAR systems: the Canadian RADARSAT-2 [Hillman et al., 2009], the Ital-
ian CosmoSkyMed [Ferrando et al., 2006] and the European Union’s ENVISAT
[Louet and Bruzzi, 1999] (used until May 2012), which was replaced by the novel
Sentinel-1 [Panetti et al., 2014] from late 2015 [EMSA, 2013a].
In this framework, it is clear that this research is timely and it aims at de-
veloping a novel ship detection algorithm for the joint exploitation of current and
future SARs operating at different working frequencies. The new algorithm is
based on the modelling of the electromagnetic field backscattered from a canonical
ship target. This is the main topic of the present thesis and it is delved in chapters
4-5.
The introduction is organized as follows: in section 1.2 the main papers about
SAR ship-detection are briefly described; then in section 1.3 the objective and the
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novelty of the present research are highlighted along with the main publications,
finally, in section 1.4 the outline of the thesis is introduced.
1.2 The state of art in SAR ship detection
Past research effort on automatic target detection in SAR imagery has clearly
demonstrated that detection algorithms are not able to produce satisfactory results
in terms of both false alarm rate and probability detection in just one step. For
this reason a hierarchical system scheme is usually needed [Crisp, 2004]. A ship
detection system, which is shown in figure 1.1, commonly contains three main
steps: land masking, prescreening and discrimination [Wang and Liu, 2012]. Each
step is analyzed in detail and the main algorithms are reviewed in the following
sub-sections.
1.2.1 Land masking
Land masking is needed in order to discriminate between the land and the sea
pixels; it is a crucial step since a good mask avoids high false alarm rate in the
following discrimination step. The easiest approach is to register the SAR image
with existing geographic maps [Crisp, 2004, Wackerman et al., 2001]. Even if it is
a common approach it may result in non-negligible errors; these registration errors
are typically of the order of tens of metres in the best cases and can be up to few
kilometers in the worst cases [Wackerman et al., 2001].
Due to the geo-registration errors and to the fact that rocks and small islands
are not always marked on maps, other approaches are preferable. In [Shan et al.,
2010], for example, a land-sea mask is derived applying a contour segmenting
method while, in [Ferrara and Torre, 1998], an automatic detection of coastline,
based on ridge detection, is obtained. Other studies, instead, apply a Wavelet
Transform (WT) based method to discriminate between land and sea pixels [Gu
and Xu, 2014]. Since the land masking is not the primary aim of this research it
will not be delved into in the following literature chapters; however it is important
to underline that in the novel approach introduced in this thesis, the land pixels
are rejected by using Digital Elevation Model (DEM) data and excluding, from
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Figure 1.1: Ship detection flow-chart. The rectangles represents all the processes
needed to retrieve the detection mask.
further analyses, all pixels with a non-zero height.
1.2.2 Prescreening
The aim of the prescreening, also known as detection step, is to identify the po-
tential ship targets (ship candidates) [Wang and Liu, 2012, Crisp, 2004]. The
most employed method is based on the Constant False Alarm Rate (CFAR) de-
tector. This method searches bright anomalies in the ocean clutter1 by comparing
the pixel amplitude (or intensity) values with a threshold; the sea background is
characterized statistically and then the detector finds individual pixels (or small
group of pixels) whose brightness values are statistically unusual. A commonly
used statistical model for CFAR detector is the Gaussian distribution. This is
often applicable since the central limit theorem states that the average of a large
number of identically distributed random variables tends to have a Gaussian dis-
tribution; obviously the more independent scatterers are in a resolution cell the
more adequate the Gaussian model is. Using this method it is possible to obtain a
closed form for CFAR ship-detection algorithms with a computational saving com-
pared to others with different distributions [Brusch et al., 2011]. With the modern
high resolution SARs, the spatial resolution is tremendously improved and, conse-
quently, the number of independent scatterers in the resolution cell is decreasing.
In this framework the Gaussian is no more the distribution which better models
the sea clutter but it has been figured out that the K distribution and the Gener-
alized Gamma distribution fit the sea clutter much better [Qin et al., 2013, Xing
et al., 2009].
The main limitation of these approaches is that they cannot detect a target
whose signal intensity is very similar to the sea clutter; moreover the distribu-
1Radar clutter denotes the received signals from unwanted targets. In the ship-detection,
unwanted signals can be received from both the sea and man-made objects.
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tion parameters estimation and the threshold computation require a large amount
of computational effort for non Gaussian models. A different ship detection ap-
proach relies on the subapertures decomposition where no assumption about the
sea background is needed [Souyris et al., 2003, Greidanus, 2006, Marino et al.,
2015]. The detection is performed based on the different behaviours of targets and
clutter regarding the sublook coherence: the original SAR image is decomposed
into sublooks (generally between two and four) and then the coherence index be-
tween the different sublook images is computed. The random behavior of the sea
clutter makes the coherence of its pixels close to 0; while, on the other hand, the
targets present a more deterministic behavior and a coherence index closer to 1. In
this way the Target-to-Clutter (TCR) ratio can be increased up to 2 dB [Souyris
et al., 2003] and the targets more easily detected. However in [Souyris et al., 2003],
it has been tested that only two supartures are not enough to distinguish between
ships and sea clutter and therefore a higher number of subapertures is desirable;
but more subapertures require more memory, a more complex decomposition and
results in a higher loss in term of final resolution, therefore an adequate subaper-
tures number has to be selected to reach a compromise between the TCR ratio
and the resolution [Wang and Liu, 2012].
In [Tello et al., 2004, Tello et al., 2005], a novel prescreening algorithm, based
on the Wavelet Transform (WT), is presented. This approach presents some sim-
ilarities with the subapertures method. The WT studies a complex phenomenon
dividing it into different simpler components by projecting the input signal in a
particular function space (wavelet space) and the WT is able to characterize the
local regularity of the signal: the existence of discontinuities in the original im-
age produces large wavelet coefficients while homogeneous areas, on the contrary,
present small coefficients. The high-intensity pixels in the final image are regarded
as targets; however when the number of the decomposing functions increases, the
bright pixels corresponding to the targets decrease and, consequently, fewer targets
can be detected [Tello et al., 2004].
Ship-detection employing SAR imagery can be very useful when wide areas are
analysed, this means using images with large swath (i.e. ScanSAR modes) and
consequently with coarse or not very fine resolution. In this scenario, the loss of
resolution cannot be tolerated and therefore CFAR detectors are often preferable.
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However, in all the papers here cited, the ship modelling is not taken in account
in the detector in order to keep the processing simple. As a consequence, the
algorithm may result in a high false alarm rate. The intrinsic characteristics of
the backscattering from a ship are here considered and included in the detection
chain in order to derive a Generalized Likelihood Ratio Test (GLRT).
1.2.3 Discrimination
The detection’s aim is to pass all targets and reject only obviously non-target like
occurring clutter and it may result in a high false-alarm rate. The discrimination
stage, instead, can be regarded as a coarse-to-fine false alarm reduction process,
at the end of which, ideally, only ship targets are highlighted. The discrimination
should be designed according to the detector employed: a good discriminator
for one detector may not work well with another detector [Crisp, 2004]. In the
literature several works, about the discrimination algorithms for ship detection,
have been already introduced and are reviewed in the following discussion.
In [Brusch et al., 2011], it is underlined that the bright-point detection is not
sufficient to avoid detections related to oceanographic events (like breaking waves)
and meteorological events (like rain cells); in addition further errors come from
azimuth ambiguities from land or strong point targets over the sea background.
Since the reciprocal distance between the azimuth replica and the real target can
be identified [Curlander and Mc Donough, 1991], azimuth ambiguities are rejected
by simple evaluating this displacement. Azimuth ambiguities are a well known
artifact, which arise in SAR images when a strong reflector (as a ship) is located
over a dark background (sea clutter). Azimuth ambiguities removal can be consid-
ered also as a single, stand-alone topic and several methods (apart from evaluating
the displacement between the target and the replica) are present in literature and
discussed in Chapter 2. Furthermore, the azimuth removal block could also be
located before the masking one and regarded as a preprocessing block.
In [Pastina et al., 2011], instead, a discriminator, based on false alarm re-
jection, is used. The rejection algorithm relies on: ship shape and dimension,
ship/sea intensity contrast and removal of the azimuth ambiguities. In [Kreithen
et al., 1993], a multistage algorithm is developed; size, shape and texture (Haus-
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dorff fractal’s dimension [Schleicher, 2007]) features are evaluated for the targets
detected in the previous step and finally a one-class quadratic discrimination is
obtained. The main issue, concerned with this method, is that the discriminator
has to be fed with a training sequence of real targets and this information is not
always available. In [Wang et al., 2014], the discriminator is based on the kernel
density estimation of the ship [Kazakos, 1980], the aspect ratio and the number of
pixels of the target.
As for the land masking, also the discrimination is not the main goal of this
research and this step is not discussed in the following literature chapters; however
some elements of novelty are introduced in the chapter 5 when the real SAR images
are processed. The discriminator is mainly based on the size of the targets and on
the rejection of the azimuth ambiguities.
1.3 Objective and Novelty
The main objective of the present research activity is the development of a new
automatic tool for ship-detection in SAR imagery. SAR sensors are suitable at
this aim and the future sensors, working in constellation with a high number
of satellites, will ensure shorter and shorter revisit time and the possibility to
manage real-time (RT) or near-real-time (NRT) monitoring activities. The novel
ship-detection scheme is based on the electromagnetic model of the backscattering
from the target (the ship in our case), which represents the main novelty of this
thesis.
Firstly, a simplified model of a canonical ship (complex target) is introduced
by using a series of rectangular facets (parallelepiped representation). A geometric
model for the ship target is derived and, consequently, the different backscattering
contributions are isolated and located on real SAR images. It will be demon-
strated that such a discriminator can reject all the non-parallelepiped like targets
improving the overall algorithm performance.
Secondly, the main scattering contribution (the double reflection) is analyti-
cally analysed and studied according to the Geometric Optics (GO) within the
Kirchhoff Approximation (KA). Some assumptions on some input parameters lead
to derive a suitable probability distribution function (pdf) for the double reflec-
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tion contribution. A complete statistical analysis is then carried out on spaceborne
SAR images to evaluate the possible errors introduced by the simplified geometric
model in terms of Radar Cross Section (RCS) and an analysis of the sensitiveness
of the RCS to the uncertainty on the input scene parameters is performed.
The modelling outcomes are then included in the detector chain and a GLRT-
based algorithm, which takes in account both the model of the sea clutter and the
model of the canonical ship, is derived. The novel algorithm is compared against
a classical CFAR. At this aim, the probability of false alarm (PFA) and detection
(PD) are computed through Monte Carlo simulations and, consequently, the Re-
ceiver Operating Characteristic (ROC) curves are derived. Different ROC curves
have been derived for different sea states (sea clutter mean intensity), different look
angles and different bands (S, C and X) in order to get a complete picture of the
performance of both GLRT and CFAR. Furthermore, the two different algorithms
are compared in terms of computational load and tested on real datasets acquired
by different sensors (Sentinel-1, Astrium airborne demonstrator and TerraSAR-X)
and, when possible, SAR outcomes are compared with AIS data, used as ground
truth.
Finally, a novel algorithm for the azimuth ambiguities removal in SAR imagery
operating with a Low Pulse Repetition Frequency (LPRF) is introduced. The
method exploits the hyperbolic pattern of the range migration within the synthetic
aperture time. It is able to detect the genuine position of the target in such mode
and, in future, can be adapted for the upcoming Maritime Mode of NovaSAR-S.
1.3.1 Publications
The new contributions to the SAR ship-detection state of art can be separated
in term of novelties presented in two journal papers. The articles were written
during the course of this PhD and they are listed in chronological order along with
a brief summary for each of them. The first paper is published in Open Access
format and is already available on-line. The second journal paper, instead, is under
review by a peer review panel. Both papers are included in Appendixes for sake of
completeness. Finally, the conference papers presented during this PhD are also
reported.
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1.3.1.1 First Journal Paper
P. Iervolino, R. Guida and P. Whittaker,“A Model for the Backscattering
From a Canonical Ship in SAR Imagery”, IEEE Journal of Selected Topics
in Applied Earth Observation and Remote Sensing (J-STARS), 2016. Available
at: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=7137630.
This paper introduces a novel model to evaluate the RCS backscattered from a
canonical ship adapted, to the case at issue, from similar existing models developed
for, and applied to, urban areas. The RCS is modeled using the KA approximation
within the GO solution and, following some assumptions on the scene parameters,
derived by empirical observations; its probability density function is derived for
all polarizations. An analysis of the sensitiveness of the RCS to the uncertainty
on the input scene parameters is then performed. The new model is validated on
two different TerraSAR-X images.
The complete paper is available in Appendix C.
1.3.1.2 Second Journal Paper
P. Iervolino and R. Guida,“A novel ship detector based on the Generalized
Likelihood Ratio Test for SAR imagery”, under review of J-STARS.
This paper presents a novel ship-detection algorithm based on the GLRT. The
GLRT is compared to the traditional Constant False Alarm (CFAR) algorithm
through Monte Carlo simulations in terms of ROC curves and computational load
at different bands (S, C and X). Other simulations are computed with different
orbital and scene parameters at a fixed band and polarization. The GLRT is then
applied to real datasets acquired from different sensors (TerraSAR-X, Sentinel-1
and Airbus airborne demonstrator) operating at different bands over the Solent
channel and the Pembrokeshire in UK.
The complete paper is available in Appendix D.
1.3.1.3 Conference Papers
1. P. Iervolino, R. Guida and P. Whittaker,“NovaSAR-S and Maritime Surveil-
lance”, in Proc. IGARSS, pp. 1282 - 1285, Melbourne, Australia, Jul. 2013.
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2. P. Iervolino, R. Guida and P. Whittaker, “Ship-detection in SAR imagery
using Low Pulse Repetition Frequency Radar”, in Proc. EUSAR, pp. 1 - 4,
Berlin, Germany, Jun. 2014. The complete paper is available in Appendix
E.
3. Iervolino P., Guida R. and Whittaker P., “Roughness Parameters Estimation
of Sea Surface from SAR Images”, in Proc. IGARSS, pp. 5013 - 5016,
Quebec City, Canada, Jul. 2014.
4. Iervolino P., Guida R. and Whittaker P., “A new GLRT-based ship detection
technique in SAR images”, Proc. IGARSS, Milan, Italy, Jul. 2015.
5. Iervolino P., Guida R. and Whittaker P., “A novel ship-detection technique
for Sentinel-1 SAR data”, Proc. APSAR, Singapore, Singapore, Sep. 2015.
The paper was granted the Student paper award.
1.4 Thesis Structure
The rest of this thesis is organized as follows. In chapter 2, the SAR principles are
briefly introduced, then the range and the azimuth ambiguities which arise in SAR
images are analysed and the main methodologies to reject them are presented.
In chapter 3, the main nature of the backscattering from the sea clutter is
explained and the relative Gaussian and non-Gaussian statistical models are in-
troduced; then the principal SAR ship detectors already presented in literature
are reviewed and analysed.
Chapter 4 presents the electromagnetic model (both geometrical and analyti-
cal) to characterize the backscattering from a canonical ship target; the pdf rela-
tive to the double reflection contribution is then derived for all polarization and,
finally, an error-budget analysis is performed by comparing the RCS measured on
real SAR images and the expected value from the GO model.
In chapter 5, the novel GLRT detector, based on both sea clutter and ship
statistics, is derived; Monte Carlo simulations are performed to compare the new
GLRT with a classical CFAR in terms of ROC curves and computational time.
In addition, the same algorithms are compared on real datasets acquired from
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different sensors (Sentinel-1, TerraSAR-X and Airbus airborne SAR demonstrator)
at different bands (S, C and X) and outcomes are compared with AIS data when
available.
In chapter 6, some insights about NovaSAR-S and its innovative Maritime
mode are introduced; then a novel approach for the ambiguities removal in LPRF
mode is shown and tested on a downsampled airborne SAR image acquired by the
Airbus SAR demonstrator.
Finally, Chapter 7 lists the conclusions, findings and future directions of the
research.
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Chapter 2
Preliminaries I - Remote Sensing
Radar Imaging
A complete description of radar imaging is obviously beyond the scope of this
chapter; however an extended background of its principles, needed for a better
understanding of this thesis, is here provided. The main goal of the chapter is to
lead the reader from the basic imaging concepts to the fundamentals principles of
SAR radars.
After introducing imaging radar, the SAR geometry and how an SLC (Single
Look Complex) image is focused, by using the rectangular algorithm, is shown.
The main SAR operational modes, multilooking technique and the SAR sensitivity
are then briefly introduced. Finally, the nature of the range and the azimuth
ambiguities is explained and the methods on how to avoid the range replicas and
the main algorithms to remove the azimuth ambiguities are presented.
2.1 Radar Imaging principles
Microwave remote sensing can be considered extremely new if compared with aerial
photography since its applications have been developed only since 1960s [Ulaby and
Long, 2014]. A significant advantage of microwave remote sensing over optical is its
ability of penetrating through clouds, dust, water vapour and rain cells, making
microwave remote sensing a desirable mean for monitoring Earth in almost all
15
16 Chapter 2. Preliminaries I - Remote Sensing Radar Imaging
weather and atmospheric conditions. However, in some microwave frequencies,
the electromagnetic radiation can be affected by certain phenomena or atmospheric
conditions. In particular, it has been noted that spaceborne L-band radars suffer
from ionospheric Faraday rotation effects given certain conditions [Freeman and
Saatchi, 2004], while higher frequency bands like X and Ku have been used to
retrieve precipitation using spaceborne SAR data [Marzano and Weinman, 2008].
Microwave remote sensing instruments can be divided into two main categories:
passive and active. The former simply measures the emitted microwave radiation
from a target (an object or a surface) within its antenna footprint [Lillesand and
Kiefer, 2000]; the latter, instead, is provided with a transceiver antenna and is
able to transmit and receive the electromagnetic radiation to and from a target.
Active sensors, also known as radars, operate by transmitting modulated pulses
and measuring the power of the the backscattered signals in order to discriminate
among different targets. In addition, they are able to evaluate the range dis-
tance to the target by evaluating the time delay between the transmitted and the
backscattered signals. Radars can be grouped into two categories: non-imaging
and imaging [Ulaby and Long, 2014]. Non-imaging radar takes measurements in
only one dimension and their output is not an image, altimeters1 and scatterome-
ters2 are included in this category. On the other hand, in the imaging radars, the
measurements are taken in two dimensions: slant range (or round trip delay) and
azimuth (or along track direction). The image is obtained by scanning in slant
range measuring the round trip delay and exploiting the platform velocity to scan
in azimuth direction. SLAR (Side-Looking Airborne Radar) and SAR are included
in this group.
Imaging radars operate at various frequency bands of the microwave spectrum,
the most common being L-, C-, and X-band. The frequency range of each band
in the microwave spectrum is shown in figure 2.1. It is possible to assess that the
lower the frequency, the higher the penetration depth of the microwave pulse into
a target medium. As a consequence, the choice of a particular frequency band
depends on the application at issue and on the target geometrical properties. For
1Radar altimeters are generally nadir pointing and determine the distance to the ground
from the platform by measuring the round trip time of short transmitted pulses.
2Scatterometers are used to make precise quantitative measurements of backscatter power
from targets.
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Figure 2.1: Frequency range of various bands in the microwave spectrum [Canada
Centre for Remote Sensing, 2015].
example, L-band is usually the best choice for soil moisture retrieval, while X-band
may be preferred to retrieve the forest canopy.
Most satellites equipped with SAR sensors orbit the Earth on a near-polar orbit
at an altitude ranging from 500 to 800 km above the Earth’s surface, depending
on the satellite platform hosting the SAR sensor. In figure 2.2, the main SAR
sensors already launched in orbit (The Italian COSMO-SkyMed and the German
TerraSAR-X at X-band, the European Sentinel-1A and the Canadian Radarsat-2
at C-band and the Japanese ALOS-2 at L band) and some SAR future missions
(the Spanish PAZ at X-band and the European Sentinel-1B at C-band) are re-
ported with the relative microwave band and the revisit time1
Furthermore, other SAR sensors are currently being designed and tested for
future launch such as the United Kingdom NovaSAR-S at S-band and the Argen-
tinian SAOCOM at L-band. Future SAR systems are likely to operate in con-
stellation, thus enabling a lower revisit time and a wide coverage and monitoring
of the Earth, while in future it will be possible to synergically exploit SAR im-
ages acquired from different sensors in order to drastically reduce the time elapsed
1The time taken for a satellite to re-pass over the same area.
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Figure 2.2: Launched and future SAR missions.
between two consecutive observations of the same geographic area.
2.2 SAR principles
SAR is unique in its imaging capability, in fact it provides high-resolution two
dimensional images independent from daylight, cloud coverage and weather con-
ditions. It is really suitable to monitor dynamic processes on the Earth surface in
a reliable, continuous and global way. SAR systems have a side-looking imaging
geometry and are based on a pulsed radar installed on a platform with a forward
movement. The radar system transmits electromagnetic pulses with high power
and receives the echoes of the backscattered signal in a sequential way [Curlander
and Mc Donough, 1991, Henderson and Lewis, 1998].
The SAR radar overcomes the main limitation (low azimuth resolution) con-
cerned with the previous SLAR which was basically a real aperture radar, leading
to an extraordinary improvement of the azimuth resolution (more than 30 times
better employing the same antenna length) [Moreira et al., 2013]. The SAR com-
bines coherently many low-resolution observations taken by the sensor along its
motion in the azimuth direction obtaining a high resolution image. In this way,
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it practically synthesizes a wide-aperture discrete antenna. The resulting azimuth
resolution becomes equal to half the azimuth antenna length and is independent of
the range distance. A modern SAR, from both airborne and spaceborne platforms,
can reaches resolution lower than 1 m.
2.2.1 SAR geometry and focusing
A Synthetic Aperture Radar is an active imaging radar. Similar to a conventional
radar, while moving forward electromagnetic pulses are sequentially transmitted
and the echoes, backscattered by the targets, are collected by the radar receiv-
ing antenna. An adequate coherent combination of the echoes signals allows the
construction of a virtual aperture that is much longer than the physical antenna
length. This basic attribute of a SAR is the origin of its name synthetic aperture,
giving it the property of being an imaging radar. In the case of SAR the radar
image results from processing the raw data (i.e., after collecting the backscatter of
the scene from each position of the synthetic aperture) and represents a measure
of the scene reflectivity. [Moreira et al., 2013]
SAR sensors utilize frequency modulated pulses for transmission, also known
as chirp signals. The amplitude of the transmitted waveform is constant during
the pulse time τ , while the instantaneous frequency fi linearly varies over the
time t according to fi = krt, where kr is the chirp rate yielding the bandwidth
Br = krτ . The transmission is followed by the echo window time during which the
radar receives the backscattered echoes storing the received signals on-board. The
time in the range direction is often referred as fast time which is an allusion to
the velocity of the electromagnetic waves travelling at a velocity close to the speed
of light. The transmission and receiving procedure is repeated every PRI (Pulse
Repetition Interval) seconds, where PRI is the reciprocal of the PRF (PRI =
1/PRF ) [Curlander and Mc Donough, 1991].
Figure 2.3 shows the typical SAR geometry, where the platform moves in the
azimuth or along-track direction, whereas the slant range is the direction perpen-
dicular to the radar’s flight path and the swath width represents the ground-range
extent of the illuminated scene [Moreira et al., 2013].
At any time t, the distance between the radar, moving at constant velocity v,
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and a point on the ground can be evaluated by applying the Pythagoras’s theorem:
r(t) =
√
r20 + (vt)
2 (2.1)
where r0 is the minimum distance between the sensor and the target. The distance
r0 is much larger than vt during the illumination time a point on the ground is
sensed. As a consequence, the equation (2.1) can be expanded into a Taylor series
neglecting the terms greater than the linear one and yielding to the approximation
of the equation (2.2).
r(t) ≈ r0 + (vt)
2
2r0
for vt/r0  1 (2.2)
In expression (2.2), the time given through the variable t, is associated with the
movement of the platform and therefore often denoted by slow time [Cumming
and Wong, 2005]. The range variation r(t) of a point target over time is directly
related to the phase by:
φ(t) = −4pir(t)/λ (2.3)
Figure 2.3: Illustration of the SAR imaging geometry. r0 stands for the shortest
approach distance, Θa for the azimuth beamwidth, v for the sensor velocity and H is
the platform height [Moreira et al., 2013].
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where φ is the phase variation and λ is the radar wavelength. The phase has also
a parabolic behavior and the factor 4pi is due to the two-way (round trip) range
measurement of the SAR system [Tomiyasu, 1978].
One parameter that describes the quality of an imaging radar is its spatial
resolution. As an imaging radar, SAR presents a two-dimensional resolution. Res-
olution can be defined as the minimum separation between two distinct targets at
which they can be distinguished by the radar. Thus, we can define spatial resolu-
tion in both axes of the image i.e. range and azimuth. The slant-range resolution
δr is inversely proportional to the system bandwidth according to [Cumming and
Wong, 2005]:
δr =
c
2Br
(2.4)
where c is the speed of light. The azimuth resolution δa, instead, is provided by the
construction of the synthetic aperture, which is the path length during which the
radar receives backscattered signals from a point target. The azimuth beamwidth
of an antenna of length La can be approximated by Θa = λ/La. From figure
2.3, it can be noted that the corresponding synthetic aperture length is given by
X = Θar0 = λ/La · r0, while the virtual synthetic aperture beamwidth is given
by Θsa = λ/2X (where the factor 2 takes in account the two-way travel on the
path between the antenna and the target). Finally, the azimuth resolution can be
computed according to [Moreira et al., 2013, Curlander and Mc Donough, 1991]:
δa = r0Θsa =
La
2
(2.5)
The equation (2.5) suggests that a shorter antenna results in a finer azimuth
resolution. This appears surprising and in contrast with the resolution of SLAR
system. However, it becomes immediately clear considering that a radar with
a shorter antenna senses any point on the ground for a longer time, which is
equivalent to a longer virtual antenna and thus leads to a finer azimuth resolution.
Furthermore, the azimuth frequency can be computed as the time derivative
of the phase history ϕ = −4pir(t)/λ of a target during the synthetic aperture:
fD(t) = − 1
2pi
∂
∂t
4pi
λ
r(t) = −2v
2
λro
t (2.6)
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where fD(·) is the azimuth frequency, also called Doppler frequency in analogy to
the Doppler effect. The Doppler frequency represents the rate of change of the
phase of the signal due to the changing distance between the radar and the target.
Unlike optical sensors, the visual inspection of the raw SAR data does not give
any useful information on the scene and no retrieval can be carried out. Only after
processing the echoes signals the SAR image is obtained as displayed in figure 2.4
where the basic SAR processing steps are synthesized. SAR focusing is a general
two-dimensional compression problem which can be decoupled into a sequence of
two one-dimensional operations (one in fast time and one in slow time). Since
these dimensions are orthogonal, the whole process is called rectangular algorithm
[Curlander and Mc Donough, 1991]. In a very simplified way, the complete pro-
cessing can be understood as two separate matched filter operations along the
range and azimuth dimensions. The first step is to compress the transmitted chirp
signals to a short pulse. Instead of performing a convolution in the time domain, a
multiplication in the frequency domain is adopted due to the much lower compu-
tational load. Thus, each range line is multiplied in the frequency domain by the
complex conjugate of the spectrum of the transmitted chirp; the result is a range
Figure 2.4: Summary of SAR processing steps (rectangular algorithm) where the range
compressed data result from a convolution of the raw data with the range reference
function. In a second step the azimuth compression is performed through a convolution
with the azimuth reference function[Moreira et al., 2013].
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compressed image, which reveals only information about the relative distance be-
tween the radar and any point on the ground [Cumming and Wong, 2005, Moreira
et al., 2013]. The range reference function is dependent only on the transmitted
chirp waveform whereas the azimuth reference function depends on the geometry
of the SAR system and is adapted to the range.
When a target on the Earth is moving relative to the SAR, the received signal is
also Doppler-shifted [Ulaby and Long, 2014]. Standard SAR-processing methods
are based upon the assumption of a static scene. If targets are moving, their
positions in the SAR-image are translated in azimuth and defocusing may occur.
This is a SAR imaging artifact resulting from placing targets in a different azimuth
location and, in case of ships, the relative signature results shifted from the wake
in the final SAR image. This artifact may affect SAR ship-detectors and more
details are provided in section 3.4.
2.2.2 Geometric distortions in SAR imagery
The viewing geometry of SAR is affected by geometric distortions in the resultant
imagery. These distortions are due to the fact that SAR system measures the
distance to features on Earth in slant range rather than the horizontal distance
along the ground (ground range). Geometric distortions occur when the point
being imaged is at height other than the mean ground level [Ulaby and Long,
2014]. Some examples are shown in figure 2.5 where the dashed arc represent lines
of constant slant range. When the radar beam reaches the base of a tall feature
(i.e. a mountain) before it reaches the top foreshortening arises; consequently the
slopes (A and B in figure 2.5) appear compressed in the slant range projection.
Maximum foreshortening occurs when the radar beam is perpendicular to the
slope; thus the the base and the top of the slope are imaged simultaneously and
the length of the slope is reduced to zero in slant range [Canada Centre for Remote
Sensing, 2015]. Conversely, the back-side slope (A′ in figure 2.5) results stretched
out in the slant range projection compared with its ground range displacement.
Layover occurs when the radar beam reaches the top of a tall features (peak C
in figure 2.5) before it reaches the base and, as a consequence, the backscattered
signal from the top is sensed before the signal from the bottom [Canada Centre for
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Figure 2.5: Geometric distortions in SAR imagery: foreshortening, layover and shadow
[Ulaby and Long, 2014].
Remote Sensing, 2015]. This phenomenon is known as overlay [Ulaby and Long,
2014].
Both foreshortening and layover result in radar shadow. Radar shadow result
from areas which do not provide any reflection for the radar. In these areas, the
radar beam is not able to illuminate the ground surface as depicted in the first
and third slope in figure 2.5.
2.2.3 SAR sensitivity
Another parameter that describes the quality of the SAR image is its radiometric
sensitivity, which can be defined as the minimum backscattering coefficient that
can be sensed by the platform. In order to define the SAR sensitivity, some power
considerations have to be carried out. It is possible to define the Signal-to-Noise
(SNR1) Ratio for a single pulse according to the following [Ulaby and Long, 2014,
Knott et al., 2004]:
SNR1 =
Pr
Pn
=
(
PtG
2λ2σ0δgδa
(4pi)3r40
)
·
(
1
kBT0Br
)
(2.7)
where Pr, Pn and Pt are the receive, the noise and the transmitted power respec-
tively; G is the SAR antenna gain, σ0 the backscattering coefficient relative to
the target, δg the ground range spatial resolution linked to the slant range spatial
resolution by the radar look angle θ by the following: δg = δs/sinθ; kB is the
Boltzmann’s constant and T0 is the noise temperature. The first and the second
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term in equation (2.7) represent Pr and Pn respectively.
The number of pulses in the synthetic aperture is Ns and can be computed
according to the following [Ulaby and Long, 2014]:
Ns =
X
v
PRF =
λr0
2δav
PRF (2.8)
The Signal-to-Noise Ratio after summing Ns pulses (SNRNs) is related to
the Signal-to-Noise Ratio of a single pulse(SNR1). Assuming the noise samples
independent, it results [Ulaby and Long, 2014]:
SNRNs = Ns · SNR1 =
(
PtG
2λ3σ0δg
2(4pi)3r30v
PRF
)
·
(
1
kBT0Br
)
(2.9)
The equation suggests that the SNRNs is independent from the azimuth resolution
δa; consequently the SAR power constraints are determined only by the range
resolution.
At this point, it is possible to specify the SAR sensitivity in terms of Noise
Equivalent Sigma Naught (NESZ). The NESZ is defined as the σ0 value that yields
an SNRNs of 1 (or equivalently 0 dB). Setting SNRNs = 1 in equation(2.9) and
retrieving σ0, the NESZ is given by:
NESZ =
2(4pi)3r30vkBT0Br
PtG2λ3δgPRF
(2.10)
Targets with σ0 less than the NESZ cannot be sensed by the SAR platform because
their pixel intensity value (that ideally is proportional to the σ0 of the correspond-
ing ground cell) is dominated by the instruments noise floor. This may be the case
of the sea clutter in absence of wind where the sea surface is extremely smooth
and most of the electromagnetic radiation is reflected in the specular direction
resulting in a poor backscattering coefficient. Typical design values for the SAR
NESZ are in the interval -25 dB to -30 dB [Ulaby and Long, 2014].
2.2.4 Number of Looks
SARs are usually designed with a long synthetic aperture and, therefore, a large
azimuth bandwidth. During SAR raw signal processing, the full synthetic aperture
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Figure 2.6: Independent looks and multilooking. The length of the synthetic aperture
is A, which is divided into 5 sub-apertures [Canada Centre for Remote Sensing, 2015].
is divided into several independent sub-apertures as shown in figure 2.6. This is
achieved by dividing the whole Doppler bandwidth into independent sub-bands and
extracting the band-limited signal. This band-limited signal associated with a sub-
aperture represents one independent look of the scene. In the special case, when
the SAR processor does not split the full synthetic aperture into sub-apertures, the
corresponding full bandwidth image is referred to as a singlelook image. The full
bandwidth in a singlelook SAR image corresponds to the highest possible azimuth
resolution. It follows, that each independent sub-aperture image will have a coarser
azimuth resolution which degradation is proportional to the number of independent
sub-apertures.
Like any other coherent system, SAR is characterised by the appearance of
speckle. Speckle can be defined as a granular noise, which introduces complica-
tions in the SAR image interpretation. Quantitatively, it represents the standard
deviation to mean ratio computed over a homogeneous area of an intensity or am-
plitude SAR image. Next chapter shows the formation and statistics of speckle
relative to the sea clutter in SAR images. A singlelook image is characterised by
the highest speckle noise. It can be reduced by incoherently averaging multiple
independent sub-aperture looks, a process known as multilooking and the result-
ing image is called a multilook image [Cumming and Wong, 2005, Henderson and
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Lewis, 1998]. During multilooking, each independent look is firstly processed sep-
arately through the rectangular algorithm to form an intensity or amplitude image
and then the single sub-looks images are incoherently averaged to form the final
multilook image [Lee and Pottier, 2009]. In addition, multilooking can either be
done in the frequency domain as mentioned above, or equivalently it can be per-
formed in the spatial domain using the finest resolution singlelook image. Spatial
multilooking is done by incoherently averaging the intensities (or the amplitudes)
of a group of pixels in the neighbourhood of a central pixel, and replacing the in-
tensity (or the amplitude) of the central pixel by the mean intensity (or the mean
amplitude).
It has been demonstrated that as more sub-apertures are processed to produce
the final multilook image, the azimuth resolution degrades while the radiometric
resolution improves [Lee and Pottier, 2009]. Radiometric resolution is defined as
the minimum distinguishable difference of radar brightness or scene reflectivity be-
tween two different areas [Henderson and Lewis, 1998]. In other words, it describes
the ability of the radar sensor to discriminate slight differences of backscattered
energy. With digital sensors, the radiometric resolution refers to the number of
divisions of bit depth in data collected by a sensor [ESRI, 2014]. For example it is
equal to 255 for 8-bit data and 65536 for 16-bit. Obviously, the maximum number
of brightness levels depends on the number of bits available to quantize the elec-
tromagnetic energy sensed and it results that the radiometric resolution becomes
finer when the number of bits increases.
The number of looks of a multilook SAR image is equal to the number of inde-
pendent looks used in the multilooking process. However, this is only true to the
extent to which the looks are statistically independent. In real scenarios, the looks
deriving from each sup-aperture (both in the frequency and in the spatial domain)
are usually partially correlated. As a consequence, the reduction in speckle due to
multilooking is not as great as it would otherwise be expected using independent
looks. This analysis leads to the concept of Equivalent Number of Looks (ENL)
which is always less than the nominal number of looks. ENL has to be estimated
empirically over a homogeneous area in a SAR image. It can be computed as the
mean squared to the intensity variance ratio for a single polarization SAR image
[Lee and Pottier, 2009, Anfinsen et al., 2009].
28 Chapter 2. Preliminaries I - Remote Sensing Radar Imaging
2.2.5 SAR Imaging modes
Currently, SAR systems are capable of operating in different imaging modes by
controlling the antenna radiation pattern. For a planar antenna this is done by
dividing the antenna into sub-apertures and controlling the phase and amplitude
of each sub-aperture through transmit/receive modules. The basic mode of each
SAR system is the Stripmap. Acquiring the scene in this mode, the antenna pat-
tern is fixed to one swath. As a consequence, a single continuous strip is imaged
as shown in figure 2.7(a). If a wider swath is required, instead, the system can
be operated in the ScanSAR mode: different elevation angles are employed by
steering the SAR antenna elevation pattern; in this way multiple sub-swaths are
illuminated and imaged as shown in figure 2.7(b). Every sub-swath is illuminated
by multiple pulses but for a shorter time than in the Stripmap case. The timing is
adjusted such that the time-varying elevation patterns repeat cyclically the imag-
ing of multiple continuous sub-swaths. After appropriate processing this yields
a wide-swath SAR image, however, the azimuth resolution results coarser when
compared to the Stripmap mode. Better azimuth resolution is instead achieved
with the Spotlight. In this mode, the azimuth antenna pattern is steered around
a fixed point. In this way, a given region is sensed for a longer time as shown
in figure 2.7 (c). The longer illumination time results in an increased synthetic
aperture length and consequently in a finer resolution. However, the Spotlight
mode does not image a continuous swath but rather individual areas of interest
along the radar flight path [Moreira et al., 2013].
Other imaging modes exist, such as the Maritime mode of NovaSAR-S which
improves the swath extension and reduce the revisit time by introducing deliber-
ately ambiguities in the processed image. A more detailed discussion will be given
in chapter 6. In next section, instead, the ambiguities problem is discussed for the
classical SAR modes.
2.3 Ambiguities in SAR images
SAR ambiguities represent attenuated replicas of the original targets displaced
at different positions and they are caused by the periodic sampling of the radar
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Figure 2.7: Illustration of different SAR operation modes which are used to increase
the swath width (ScanSAR) or improve the azimuth resolution (Spotlight) compared to
the Stripmap mode. (a) Stripmap, (b) ScanSAR, (c) Spotlight [Moreira et al., 2013].
signal. However SAR systems are usually designed to avoid both azimuth and
range ambiguities, but due to the limited sampling rate of the Doppler spectrum,
the same ambiguities can arise in the antenna side lobes of the backscattered target
of the radar scenario. Ambiguities become visible especially in low backscatter
area, i.e. over the ocean surface in low wind speed regime, causing false positive
in SAR ship detection algorithms that seek statistically brighter spots than the
local background window. The evaluation of the ambiguities is considered as
a stand-alone problem in literature and, even if it is obviously linked to ship-
detection algorithms, in several cases it represents a single topic; this means that
the replicas removal can precede the ship-algorithm scheme or can be included in
the discrimination stage as explained in the paragraph 1.2.
This section presents the literature review of the ambiguities in SAR imagery
and shows the main methods to solve them.
2.3.1 Range and azimuth ambiguities
The presence of the range and azimuth (or Doppler) ambiguities in SAR images
is well known in literature. When the PRF is set too high, the radar returns from
two (or more) successive pulses overlap at the receiver and there is an ambiguity
in response (range ambiguity); on the other hand instead, when the PRF is too
low, the Nyquist criterion is not fulfilled and this results in aliasing phenomenon
(azimuth ambiguity) [Li and Johnson, 1983, Raney and Princz, 1987].
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Figure 2.8: Geometry of a SAR system (cut in range) where S is the swath, Θa is the
beamwidth of the antenna and θ is the radar look angle at center scene. The sensor
trajectory is perpendicular to the plane of the figure.
To better understand the range ambiguity issue, let us consider the figure 2.8.
The duration of a return pulse is longer than the transmitted one and is related
to the swath of the observed scene by the equation:
TRx =
2W
c
=
2Ssinθ
c
(2.11)
where TRx is the duration of the return pulse and 2W is the spatial duration of the
return pulse and S is the swath. In order to avoid range ambiguities, transmitted
and received pulses have not to be overlapped and therefore the following relation,
which set an upper bound to the PRF, has to be fulfilled:
PRF ≤ 1
TRx
=
c
2Ssinθ
(2.12)
On the other hand, the PRF must be larger than the signal Doppler Bandwidth
(BD) to avoid azimuth ambiguities, where BD is the 3 dB band. Equation (2.13),
therefore, represents a lower bound for the PRF:
PRF ≥ BD = 2v
La
(2.13)
Equations (2.12) and (2.13) together establish a range of PRF values, where ideally
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no ambiguity arises.
2v
La
≤ PRF ≤ c
2Ssinθ
(2.14)
Considering equation (2.5), the last relation (2.14) can be rewritten in the following
way:
δa
S
≥ 2vsinθ
c
(2.15)
From equation (2.15), it is possible to notice that improving the azimuth resolution
means a higher Doppler bandwidth of the received echo signal and consequently
a higher sampling, which in this case means increasing the PRF. This, however,
reduces the echo window length and by this the time available for receiving the
echoes, which means a reduced swath width. Therefore, fine azimuth resolution
and wide swath contradict each other and cannot be obtained simultaneously; at
least not with conventional single-channel SAR [Moreira et al., 2013].
The bounds above are based on the criteria that the main lobe of the antenna
pattern does not overlap in time for consecutive echoes, and that the azimuth
Doppler spectrum is less than PRF. Obviously, these constraints are very approxi-
mate and some more considerations have to be carried out. The range ambiguities
do not affect the SAR image when the spread of the echoes is small compared to
PRI and can be neglected in the following [Curlander and Mc Donough, 1991].
The azimuth ambiguities, instead are more significant and arise from finite sam-
pling of the Doppler spectrum at intervals of PRF. For the Shannon’s theorem
the spectrum repeats at PRF intervals and, since the SAR Doppler spectrum is
not strictly limited, the azimuth frequency components greater than the PRF are
folded back into the main lobe of the spectrum causing aliasing problems [Raney
and Princz, 1987]. In figure 2.9 an illustration of SAR azimuth ambiguities is
shown considering only the first (left and right) replica for PRF=1.4 kHz and
BD = 1kHz.
From the knowledge of the azimuth frequency displacement (PRF) between
the replica and the true location of the target, it is possible to compute the spatial
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Figure 2.9: The azimuth antenna pattern and its first order replica. PRF=1.4 kHz.
azimuth displacement [Li and Johnson, 1983]:
∆x =
mvPRF
fR
(2.16)
where ∆x is the azimuth displacement, fR = 2v
2/λr0 is the Doppler Rate and
m is the order of the ambiguity. In the case of the lower bound, the replicas
are separated from the target by a integer multiple of the footprint (X). These
contributions add up coherently, but they are weighted by different lobes of the
azimuth antenna pattern acting as a sort of anti-aliasing filter.
To assess the degradation of the quality of the image the Azimuth Ambiguity
to Signal Ratio (AASR) can be evaluated according to the following [Curlander
and Mc Donough, 1991]:
AASR =
∑∞
m=−∞
m 6=0
∫ BD/2
−BD/2G
2(f +mPRF )df∫ BD/2
−BD/2G
2(f)df
(2.17)
where G(·) is the two-way antenna power pattern. For design purposes the equa-
tion (2.17) is not very useful since all the ambiguity orders must be taken in
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account. The expression for AASR can be simplified by considering only the first
order replica (m = ±1) since the amplitude of the side lobes greater than the first
one contributes weakly to the integral at numerator.
AASR =
∫ BD/2
−BD/2G
2(f − PRF )df + ∫ BD/2−BD/2G2(f + PRF )df∫ BD/2
−BD/2G
2(f)df
(2.18)
The PRF should be selected such that the total AASR is between -18 dB and -20
dB (this means the total ambiguity noise contribution is about two orders lower
than the signal) [Curlander and Mc Donough, 1991]. If it is not possible to achieve
this target, techniques to mitigate the ambiguity power must be applied. The main
algorithms for the azimuth ambiguity removal are shown in next section.
2.3.2 Azimuth ambiguities removal
Azimuth ambiguities caused by the aliasing of the Doppler phase history of each
point in the scene are often visible in SAR images particularly in ocean areas of low
wind speed conditions. The main sources of azimuth ambiguities are man-made
metallic structures over the ocean (ships, oil platforms, forts, sea buoys), and over
land near the coast (big tanks, bridges’ pylons, skyscrapers and large buildings
in general) that have high SAR backscatter responses. Usually the ambiguities’
backscatter is lower than that of the real target because it is weighted by the side
lobes of the azimuth antenna pattern. However, in many situations, it is above
the surrounding ocean clutter and is mistaken by classic detection techniques, like
CFAR, as that of real targets thus causing false positives.
From the SAR ship detection point of view, it is of high importance to have a
low false alarms rate; therefore in many cases azimuth removal techniques must be
employed to improve the performance of the detection. In literature several signal-
processing methods have been investigated to reduce the intensity or to resolve the
ambiguities in single polarization SAR images.
In [Brusch et al., 2011], for example, a post-processing step to distinguish tar-
gets and azimuth replica is developed by evaluating the azimuth displacement dis-
tance provided by equation (2.16). In practice, once all possible bright anomalies
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in the image are detected by CFAR, only the ones that do not follow at distance of
±∆x from each other are retained as true targets. The drawbacks of this approach
are mainly the following:
1. It raises the possibility of missed targets. A true target is discarded because
at position ±∆x from another one (this scenario might happen in harbour
areas with intense ship traffic).
2. It may fail to discard azimuth ambiguities caused by man-made objects over
the land.
In [Moreira, 1993], a method, based on a two-dimensional reference function
for SAR processing, is provided. The algorithm relies on the concept of ideal filter.
The ideal filter consists of two terms: matched filter and deconvolving filter. The
deconvolving filter eliminates the phase and amplitude errors in the received signal
so that an ideal impulse response function is obtained, even in presence of severe
amplitude and phase errors. A precise knowledge of the phase and amplitude errors
is required to define the deconvolving filter. The concept of the ideal filter is then
applied to the SAR processing, where the errors represent the azimuth ambiguities
and the matched filter the range and azimuth reference functions. However, the
capability of the matched filter approach in removing ambiguities diminishes as
long as the target behaves as a complex structure and fails completely in the case
of fully developed speckle, which is frequency-to-frequency uncorrelated.
The last drawback is overcome in [Monti Guarnieri, 2005], where a look shaping
technique is presented. The rationale of this method is simple, but very effective:
locating the region where the folded antenna diagram responsible for the ambigui-
ties presents a notch; here no ambiguity energy is located and therefore a band-pass
filtering can be used to reduce the ambiguity level and to improve the AASR ratio.
Considering figure 2.9, the null of the folded antenna pattern occurs at 0.4 kHz
and the replica from the SAR image can be rejected by using an ideal band pass
filter centered around 0.4 kHz. In general, assuming the following relation for the
azimuth frequency antenna pattern:
G ∝ sinc2
(
fLa
2v
)
(2.19)
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Figure 2.10: Envisat ASAR image acquired near Flevoland (October 21, 2002) (a).
Azimuth ambiguities removal after selective filtering (b).
it is possible to evaluate the null of the folded antenna pattern by the equation:
fNULL = PRF − 2v
La
(2.20)
An example of this technique is provided in figure 2.10, that refers to an EN-
VISAT image near Flevoland (Netherlander). On the left the original SAR image
is shown and the targets and the ambiguities are highlighted; on the right the
image after the selective filtering is displayed where the ambiguities have been
removed [Monti Guarnieri, 2005]. The main drawback of this technique is that the
selective frequency filter reduces the spatial resolution. A new effective method,
recently introduced by [Di Martino et al., 2014b], overcomes this flaw by generat-
ing two binary ghost maps (for accounting the right and the left first oder replica)
and restricting the filtering operation only to the areas actually affected by az-
imuth ambiguities. In the remaining area, instead, the original radiometric and
geometric resolution is kept.
A different method to solve the azimuth ambiguities is presented in [Liu and
Gierull, 2007], where a full Polarimetric SAR system is employed (four channels:
HH,VV,HV,VH). A PolSAR system alternatively transmits horizontally (H) and
vertically (V) polarized pulses, while receiving H and V backscattered waves si-
multaneously; so that HH and HV components are formed at the same time while
VV and VH are formed with a delay of PRI/2. The total PRF is twice that one
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of a single channel so that Nyquist conditions are fulfilled for all four channels. In
[Liu and Gierull, 2007] it is shown that the phase difference between HV and VH
targets is zero, whereas for HV and VH ambiguities is pi. Therefore, without loss
of information, it can be shown that HV and VH signals after range compression
(RC) are related by the following [Liu and Gierull, 2007]:
V HRC(xn, tm) ∼= HVRC(xn, tm)F (xn) (2.21)
F (xn) =
∑
l odd
2klcos [2pir
′(xn)l∆x] (2.22)
where tm is the fast time, xn is the azimuth coordinate, kl are the interpolation
coefficients and r′ is the first derivative of the target range function. The final
image, after azimuth compression (AC), is obtained by performing the convolution
between the output of the RC step and the azimuth matched filter [h(xn)]:
XYAC(xn, tm) = XYRC(xn, tm) ∗ h(xn) (2.23)
where X and Y represent the transmitted and the received polarization respec-
tively and ∗ denotes the convolution operator. It is possible to fulfill the condition
V HAC = HVAC by choosing the interpolation coefficient (kl) to make F (xn) = 1
over the azimuth target position; in addition the symmetry of the cosine function
gives F (xn) = −1 around the first ambiguity positions. This leads to the following
conclusions:
• HV and VH channels are approximately equal in magnitude and phase for
targets’ pixels.
• HV and VH channels are each other’s complex conjugate for azimuth ambi-
guity pixels.
In other words the azimuth ambiguities are complex conjugate in the cross-
polarized channels and the combination of these channels (HV and VH) is an
effective way to cancel out azimuth replica, as proposed in [Velotto et al., 2014,
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Figure 2.11: HH TerraSAR-X image acquired over the Strait of Johor (between Singa-
pore and Malaysia) (May 1, 2010) (a). HVfree image after azimuth ambiguities removal
(b) [Velotto et al., 2014].
Velotto et al., 2012]:
HVfree =
1
2
[(HV + V H)(HV + V H)∗] (2.24)
where HVfree is the cross-polarized image after the azimuth removal, while HV and
V H are the two calibrated SLC cross-polarized channels. Finally, the effectiveness
of the method in rejecting the azimuth ambiguities is shown in figure 2.11.
38 Chapter 2. Preliminaries I - Remote Sensing Radar Imaging
Chapter 3
Preliminaries II - SAR ship
detectors
This chapter shows an accurate review of the main SAR ship detection algorithms
for a single channel already proposed in literature. It starts from the description
of the ocean backscattering since its characterization represents an essential prob-
lem for maritime radar target-detection. At this aim, deterministic and stochastic
models are analyzed and compared. First of all, analytical models for the backscat-
tering from sea surface within Kirchhoff Approximation (KA) are briefly presented
and solved. Analytical models depend on a huge variety of parameters: radar
working frequency, radar look angle, dielectric constant of the sea, polarization of
the electromagnetic wave, wind speed and direction, geometry of the sea surface.
Furthermore, analytical models make the assumption that the ocean surface is
stationary while the motion of the waves should be taken into account since it
disturbs the predictable Doppler shifts. For all these reasons the statistical models
are often used for their simplicity of implementation. Gaussian and Non-Gaussian
stochastic models for the speckle formation are therefore presented and discussed
in this chapter. The employment of the above random models is shown in the
detection stage for CFAR algorithms.
In the second part of the chapter, the sublook detectors are analysed and
compared. These kinds of detectors, differently from the CFAR algorithms, are
not based on the statistics of the sea background. Finally, some hints on the full-
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polarimetric SAR ship detectors are also provided for the sake of completeness of
the work.
3.1 Fundamental of backscattering from the ocean
One of the main objectives of active remote sensing of the ocean water is to de-
termine the Radar Cross Section (RCS, denoted by σ) of the marine surface. The
RCS of an isolated target can be linked to the return power starting from the
Pr term in equation (2.7). It is possible to generalize the Pr equation in order
to retrieve a formula for an extended target (as the ocean surface) and for the
backscattering case, i.e. the monostatic configuration, by considering the exten-
sive area made up of a collection of differential RCS (dσ) statistically identical.
First term of equation (2.7) becomes [Knott et al., 2004, Moore and Skolnik, 1970]:
Pr =
x
A0
PtG
2λ2σ◦pq
(4pi)3r4
dS (3.1)
where σ◦pq is the average scattering cross section per unit area, also known as
backscattering coefficient (σ◦pq = dσ/dS) with subscripts p and q standing for hori-
zontal, h, or vertical, v, polarization respectively and A0 represents the illuminated
area by the radar. In general σ◦pq depends both on system parameters (i.e. wave-
length, polarization and radar look angle) and target parameters (i.e. permittivity,
conductibility and surface roughness). In order to analyse the backscattering co-
efficient of the ocean surface, it is necessary to introduce a novel parameter: the
electromagnetic roughness. It is defined as:
kσdev =
2pi
λ
σdev (3.2)
where k is the wavenumber and σdev is the height standard deviation of the stochas-
tic process describing the ocean surface (also called rms height) [Ulaby and Long,
2014]. The height standard deviation depends on the scale considered and, here,
and in the following sections, a centimeter scale is assumed.
A possible sea surface is shown in figure 3.1(a) where it is assumed that the
surface height z(x, y) varies randomly and isotropically with both x and y. Con-
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Figure 3.1: Random isotropic surface representing the sea: z(x, y) pictorial view (a)
and height profile z(x) (b) [Ulaby and Long, 2014].
sequently, the function z(x, y) presents the same statistical properties across any
straight line segment of the surface. An example of one-dimensional height profile
z(x) for such random surface is shown in figure 3.1(b).
For a perfectly smooth surface, kσdev = 0, the electromagnetic wave is totally
scattered in the specular direction away from the radar (the backscattering co-
efficient is null in this case). Conversely, a rough surface results in a stronger
backscattered component, which can be understood as specular reflections from
a subset of surface facets, which are tilted towards the SAR antenna. Figure 3.2
shows the scattering pattern for three different sea surfaces. The pattern for the
perfectly smooth surface is a delta function, as highlighted in figure 3.2 (a). The
scattering component along the specular direction is called coherent component
because the reflected wave presents a uniform phase front. If the surface is slightly
rough (kσdev ≈ 0.1), the scattering pattern is still dominated by the coherent com-
ponent, but it also includes a non-coherent component along all other directions as
shown in figure 3.2 (b). If the surface roughness increases (kσdev > 2), the coherent
component becomes negligible while the non-coherent component is dominant in
all directions as depicted in figure 3.2 (c) [Ulaby and Long, 2014, Ceraldi et al.,
2005].
42 Chapter 3. Preliminaries II - SAR ship detectors
Figure 3.2: Scattering patterns consists of a coherent component along the specular
direction and a non-coherent component along all directions for a perfectly smooth
surface (a), a slightly rough surface (b) and an extremely rough surface (c) [Ulaby and
Long, 2014].
The choice of an adequate model to describe the rough sea surface is central
to understand the scattering from such surface. In literature, many studies model
the rough surface as a stationary Gaussian process [Ulaby et al., 1981a, Dierking,
1999]; while it has been figured out that fractal models are the only ones able to
take in account the scaling properties typical of natural surface [Di Martino et al.,
2014a, Oh and Kay, 1998]. In the following sections, analytical and statistical
models are introduced in order to analyse the backscattering coefficient σ◦pq from
a rough sea surface.
3.2 Analytical models
In this paragraph the main analytical models for the backscattering from marine
surface are analysed: small-perturbation and two-scale problems. As originally de-
veloped, the former introduces a small perturbation to the horizontal flat surface
and its backscattered return is proportional to one spatial wavenumber. However
the theoretical results of this model do not match very well with real measure-
ments; therefore the two-scale model is analysed as a further perturbation and
an additional roughness at a larger scale is introduced. Closed forms for RCS for
both models are provided and the dependence from geometrical and electromag-
netic parameters is highlighted in the following.
In order to evaluate the RCS of the ocean surface, a canonical scattering prob-
lem is introduced within the Kirchhoff hypotheses for small perturbation.
In figure 3.3, Ei and Hi are the incident electric and magnetic field, θ is the
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angle formed between the incidence propagation vector and the normal versor zˆ,
Es is the scattered field by the medium (2), θs is the angle formed between the
scattered propagation vector and zˆ, φs is the angle formed between the projection
of the scattered propagation vector in the plane x-y and the versor xˆ.
In this scenario the permittivity and the permeability of the second medium
relative to the first medium are indicated by r and µr. The rough surface at the
interface is described by a generic random function, which is Fourier-transformable;
in addition the following two relations must be fulfilled in order to consider valid
the small perturbation approximation [Ulaby et al., 1981a]:
kσdev < 0.3√
2σdev/L < 0.3
(3.3)
where L is the correlation length of the sea surface. In the hypothesis of µr =
1, it is possible to retrieve the backscattering coefficient within the first order
Figure 3.3: Geometry of the small-perturbation scattering problem [Ulaby et al.,
1981a].
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approximation considering θ = θs and φs = pi (backscattering assumption):
σ◦pq = a (σdev, f, θ, r)Sr(2ksinθ) (3.4)
where a(·) is a function depending on both radar parameters (f, θ, and wave polar-
ization) and surface parameters (σdev and r) and Sr(2ksinθ) is the Fourier trans-
form of the surface correlation coefficient and represents the normalized roughness
spectrum. Its argument, the spatial wavenumber K, is linked to the wavenumber
k by the following expression:
K = 2ksinθ (3.5)
In other words, the backscattering field from a rough surface depends on a partic-
ular frequency component of the surface spectrum, whose spatial wavelength, Λ,
is related to the electromagnetic wavelength by:
Λ =
λ
2sinθ
(3.6)
This phenomenon is known as Bragg resonance by analogy with the Bragg reso-
nance used in spectroscopy. According to equation (3.6), Λ is resonant and the
round-trip phase difference between the return signals of two wave crests is a
multiple of 2pi and so the signals add in phase [Ulaby et al., 1981a]. The sur-
face component responsible of the backscattering depends both on the incidence
angle and the incident wavelength, hence in order to obtain the complete surface-
roughness characteristics it is necessary to view the surface at different look angles
and frequencies.
The cross-polarized term is zero in backscattering direction at first order ap-
proximation and can be evaluated at the second order by using polynomial ap-
proximations and numerically efficient expressions [Guerin and Johnson, 2015].
Since the second order of cross-polarized channel is much lower than the first one
of co-polarized, it results that cross-polarized channels are the most suitable for
the detection of bright points over a dark clutter; so HV and VH channels can be
employed in ship-detection algorithms.
The small-perturbation model is a good approximation for small illuminated
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areas; for large illuminated areas, such as those of spaceborne and airborne radars,
the effects of the slope must be averaged and a new two-scale model is introduced.
In this model, the ocean surface is seen as being composed of large waves, called
also gravity waves, with the fine scale Bragg wave structure superimposed (capil-
lary wave) [Ulaby et al., 1981b]. The gravity waves modulate the capillary ones
changing the local incidence angle (θ′), so that the latter resonate at different
frequencies according to the Bragg-resonance condition [see equation (3.6)] and a
speckle noise will occur in the resulting image. In the latter case, the backscatter-
ing coefficient depends strongly on the local incidence angle (σ◦pq ∝ Sr(2ksinθ′))
which can vary from one cell of resolution to another.
The ocean spectrum is continuous and obviously the division into large-scale
(gravity waves) and small-scale (capillary waves) is somewhat artificial; anyway
this model is the most suitable for low sea state conditions (weak wind, lower than
25 knots) and mid-range angle of incidence (between 20◦ and 60◦) [Wu and Fung,
1972]. It has also been demonstrated that the two-scale model in VV polarization
represents the backscattering from the sea better than HH polarization when the
wind is weak and a fairly good match is obtained except for a near vertical incidence
angle.
In each model proposed the ocean surface has been considered stationary while,
in reality, the motion effects of capillary and gravitational waves should be taken
in account. This surface motion disturbs the predictable Doppler shifts associ-
ated with stationary targets. While fixed linear motions and accelerations cause
changes to Doppler frequencies that can be understood and accounted for, the
combination of different velocities in different parts of the ocean surface with the
consequent modulation of the ripples results in extremely complicated models for
SAR scattering. Such motion effect results in azimuth image shift and smearing
[Ulaby et al., 1981a]. When imaging a sea surface, the radial velocity component
continuously varies according to the dynamic of capillary and gravitational waves,
thus resulting in azimuth displacements which vary within the SAR images. This
non-homogeneous azimuth displacement can be estimated by using the nonlinear
Hasselmann transform [Hasselman and Hasselmann, 1991] and the total contribu-
tion to the smearing is computed in [Eltoft and Hogda, 1998] assuming a known
wave spectrum which yields to the definition of a low-pass filter.
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However,the study of these undesired effects is at the moment a challenge. For
all these reasons, the analytical models are not usually exploited at the detec-
tor stage for the SAR ship detection algorithms and the statistical models are
preferred.
3.3 Statistical models
A SAR receives echo signals after the electromagnetic wave is backscattered from
the illuminated sea surface. It has been demonstrated, in the previous section,
that this backscattered signal depends on the interaction of transmitted pulses
with the surface, and is affected by some radar system parameters like wavelength,
polarization, radar look angle; as well as surface properties including roughness
parameters, dielectric constant of the sea and local incidence angle. However, from
a different point of view, it is useful to imagine the surface as being composed of
many facets or scatterers. The number of scatterers per resolution cell depends
on the correlation length, the area of the resolution cell and the radar wavelength;
its number is usually included between 4 and 10 [Di Martino et al., 2014a]. Con-
sidering a completely smooth surface, this scatterers produce reflection only in
specular direction and no echoes signal is received by the sensor. On the contrary,
if the surface is rough (in comparison with the radar wavelength), some of the
scatterers may be oriented toward the radar direction and consequently it results
in a stronger backscattering as already underlined in section 3.1.
The power of the backscattered signal, measured in the far field at the radar
receiver, is not only dependent on the backscattering coefficient of the individual
scatterers (or facets) inside a resolution cell, but also on their relative positions.
The spatial resolution and the radar wavelength establish the number of scatterers
inside a resolution cell, which is generally assumed to be high. The distance
between the scatterers themselves and the radar is random due to the random
behaviour of the elementary scatterers and it may vary in time, [Lee and Pottier,
2009]. If the relative position of the scatterers is fixed in time, then, in theory, the
radar backscattering can be deterministically described because the amplitude and
relative phases of the reflected waves will not change in time. The same also holds
true if only one fixed point scatterer is present in the resolution cell. In practice,
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this is almost never true for surfaces sensed by earth observation imaging radars
because of their transient and random nature, and therefore needs a statistical
description. In this case, the resultant backscattered electromagnetic field at the
receiver fluctuate in time because of random variations in amplitude and relative
phase of the waves reflected by the scatterers. Such a scattering must be analysed
using temporal statistics.
It has to be underlined that these statistics are referred to the temporal mea-
surements in a single resolution cell. The transition to spatial statistics, which
represents the usual SAR approach, is possible if the random process is assumed
ergodic [Henderson and Lewis, 1998]. Obviously, this is not true in general because
different regions present different backscattering coefficients in SAR imagery. How-
ever, within a region of homogeneous pixels, the underlying random process may
be considered ergodic if the mean backscattering coefficient is approximately con-
stant. In the next sections, the speckle formation is analysed and Gaussian and
non-Gaussian models are introduced.
3.3.1 Speckle formation
The random walk model in the complex plane is considered an intuitive and ef-
fective way to explain the speckle formation in a single resolution cell [Moreira
et al., 2013, Lops et al., 2008, Goodman, 2007]. The complex scattering contribu-
tions from all the scatterers inside a resolution cell will coherently sum up to form
the total scattering contribution observed at the radar receiver. Each scattering
contribution can be represented in the complex plane as a phasor, whose length
represents its amplitude, while the orientation with respect to positive real axis
represents its phase. Analytically, the return signal, sum of the multiple scatterers
in a single resolution cell, can be modelled as follows [Lee and Pottier, 2009]:
M∑
i=1
(xi + jyi) =
M∑
i=1
xi + j
M∑
i=1
yi = x + jy (3.7)
where xi + jyi is the electromagnetic field backscattered by the i-th scatterer, M
is the number of scatterers in a resolution cell and x + jy is the return signal.
The coherent sum of their amplitudes and phases may result in strong fluctu-
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Figure 3.4: Speckle formation in SAR images. In this example the intensity and the
phase show an exponential and uniform distribution respectively [Moreira et al., 2013].
ations of the backscattering from resolution cell to resolution cell. Consequently,
the intensity and the phase in the final image are no longer deterministic [Moreira
et al., 2013]: in some cases they sum up constructively giving high backscattering
coefficients and in some other they interfere destructively giving, as result, low
backscattering coefficients. This phenomenon, which occurs in SAR images, is
called speckle; it induces complications in the image interpretation and is often
referred to as a type of noise. Quantitatively, speckle is defined as the standard
deviation to mean ratio of intensity over a homogeneous area [Lee and Pottier,
2009] and, since its nature has a multiplicative character, it cannot be mitigated
by increasing the transmit signal power because the standard deviation increases
proportionally to the mean brightness and the ratio remains approximately con-
stant [Moreira et al., 2013].
The speckle formation is highlighted in figure 3.4, where two parallelograms
show the distribution of the scatterers in each resolution cell and the resulting
coherent sum of amplitude and phase.
3.3.2 Gaussian model
In order to analyse the scenario, certain assumptions about the nature of the
scatterers have to be done [Lee and Pottier, 2009, Goodman, 1986]:
1. The amplitude and the phase of a single scatterer are statistically indepen-
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dent and identically distributed.
2. No scatterer is strong enough to dominate the observed scattering coefficient.
3. The phase is uniformly distributed over all angles.
4. The number of scatterers in each resolution cell is large (ideally it tends to
infinity).
Within these hypotheses, the Central Limit Theorem can be applied: the real
and imaginary components of the return signal, x and y, are independently and
identically Gaussian (Normal) distributed with zero mean and a variance denoted
as σ2s/2. As consequence, the amplitude, defined as A =
√
x2 + y2, has a Rayleigh
probability distribution with scale parameter σs/
√
2 (A ∼ R (σs/√2))[Lee and
Pottier, 2009]:
pA
(
A;
σs√
2
)
=
2A
σ2s
exp
(
−A
2
σ2s
)
, A ≥ 0 (3.8)
The intensity, defined as I = x2 + y2 = A2, instead, has a negative exponential
distribution with scale parameter σ2s (I ∼ E (σ2s))[Forbes et al., 2010]:
pI
(
I;σ2s
)
=
1
σ2s
exp
(
− I
σ2s
)
, I ≥ 0 (3.9)
Figures 3.5 and 3.6 show the fitting of Rayleigh and negative exponential dis-
tributions to histograms of a singlelook amplitude and intensity real SAR data re-
spectively over a homogeneous sea area. The fitting is assessed using χ2 Goodness-
of-Fit (GoF) [D’Agostino and Stephens, 1986].
In section 2.2.4, multilooking operation was introduced and it was explained
how it can reduce the speckle in SAR images. Here, the Gaussian statistics relative
to the multilooking operation are computed. It is possible to link the intensity
singlelook (Ii) image to the multilook intensity (IN) with the following:
IN =
1
N
N∑
i=1
Ii (3.10)
where N is the number of looks. It results that IN is Gamma distributed with
shape parameter N and scale parameter σ2s/N (IN ∼ γ (N, σ2s/N)); its pdf is given
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by [Lops et al., 2008, Forbes et al., 2010]:
pIN
(
IN ;N,
σ2s
N
)
=
(
N
σ2s
)N
IN−1N
Γ(N)
exp
(
−NIN
σ2s
)
, IN ≥ 0 (3.11)
where Γ(N) is the standard Euler Gamma function [Andrews and Phillips,
2005] and is defined in Appendix A. The multilook amplitude pdf (AN =
√
IN)
can be obtained from equation 3.11 and by applying the transformation of random
variables [Papoulis and Pillai, 2002, Andrews and Phillips, 2005]:
pA (A) = pI
(
A2
) · 2A (3.12)
Figure 3.5: HH amplitude SAR image of the Isle of Wight in slant range (r -
axis)/azimuth(x -axis) plane acquired by TerraSAR-X sensor on 9th November 2012 at
the top. The red rectangle represents a homogeneous sea area (400x400 pixels) which
is shown at bottom-left. The Rayleigh distribution is fitted to the amplitude histogram
at the bottom-right where σ2s = 0.01 and pχ2 = 53.04%. The slant range and azimuth
resolutions are 1.77 m and 3.30 m respectively.
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Figure 3.6: HH intensity SAR image of the Isle of Wight in slant range (r -
axis)/azimuth(x -axis) plane acquired by TerraSAR-X sensor on 9th November 2012 at
the top. The red rectangle represents a homogeneous sea area (400x400 pixels) which is
shown at bottom-left. The exponential distribution is fitted to the intensity histogram
at the bottom-right where σ2s = 0.01 and pχ2 = 88.31%. The slant range and azimuth
resolutions are 1.77 m and 3.30 m respectively.
where the factor 2A represents the Jacobian of the transformation. Finally, it
results [Lops et al., 2008, Lee and Pottier, 2009]:
pAN
(
AN ;N,
σs√
N
)
= 2
(
N
σ2s
)N
A2N−1N
Γ(N)
exp
(
−NA
2
N
σ2s
)
, AN ≥ 0 (3.13)
where N is the shape parameter and σs/
√
N is the scale parameter. This pdf
has been named as square root of Gamma distribution in [Frery et al., 1997] and
can be denoted as AN ∼ γ 12
(
N, σs/
√
N
)
. Note that the singlelook pdf (intensity
and amplitude) can be directly computed from equations (3.11) and (3.13) by
setting N = 1. In real scenarios, the parameter N has to be replaced by ENL.
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In the next subsection, the current Gaussian model is modified and different
random distributions are introduced for the study of the backscattering from ma-
rine surface.
3.3.3 Non-Gaussian model
In the previous section it has been analysed that the Rayleigh speckle model
agrees reasonably well for measurements over homogeneous regions in SAR am-
plitude images with a coarse spatial resolution, but often fails over heterogeneous
backscattering media if the SAR presents finer resolution [Lee and Pottier, 2009],
where the Central Theorem Limit cannot be applied anymore. With the modern
HR-SAR the spatial resolution is greatly improved (TerraSAR-X and COSMO-
SkyMed reach 1m azimuth resolution in Spotlight mode) and so the number of
independent scatterers in the resolution cell is decreasing. In this framework, the
Gaussian is not the distribution which best fits the sea clutter. Other distribu-
tions, therefore, have been introduced to model the backscattered return from sea
surface: the α−stable [Fiche et al., 2012], Weibull [Rifkin, 1994], the normalized
Gamma [Qin et al., 2013] and the K [Eltoft and Hogda, 1998] distributions.
In [Xing et al., 2009], several distributions are analysed (Gaussian, Rayleigh,
Log-normal, Weibull, K and α−stable distributions) and their pdfs are compared
with that one derived from a histogram of a sea clutter SAR image. Results figure
out that K is the best distribution and Log-normal is the next best one. In addi-
tion, the K-distribution has its particular attractiveness because it reduces to the
Rayleigh distribution in the case of homogeneous media [Lee and Pottier, 2009]. It
can be derived either by assuming that the number of scatterers in a resolution cell
has a negative binomial distribution or by using a product model of a Rayleigh
distributed amplitude (speckle) and a gamma distributed variable (texture de-
scriptor) [Lee and Pottier, 2009]. In the following, the product model is used for
its simplicity to retrieve the K-distribution for both intensity and amplitude SAR
images.
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3.3.3.1 Speckle and Texture
Two different sources of texture can be observed in SAR images: speckle and scene
texture. Speckle has been already analyzed in section 3.3.1 through the Random
Walk model; it is peculiar of any coherent imaging sensor and is linked to the
relative position of the different scatterers in a resolution cell. On the other hand,
scene texture is due to changes in locally averaged reflectivity and does not depend
on the coherence property of the sensor. It can be considered as a gross roughness
envelope spread over a few resolution cells. The nature of the speckle and the scene
texture can be explained considering a SAR image composed of micro- and macro-
textures [Henderson and Lewis, 1998, Gomarasca, 2009]. Micro-scale texture is
defined as a surface roughness within the resolution cell and it can be associated
to the speckle; the macro-texture, instead, is the surface roughness on a scale larger
than the spatial resolution cell and is linked to the scene texture.
In this scenario, the product model can be seen as the generalization of the
homogeneous multiplicative model that does not take into account the texture. A
zone is homogeneous if its mean is stationary within the considered area; obvi-
ously this approximation is valid only for zones with small reflectivity fluctuation
[D’Hondt et al., 2005]. If strong variations are present or identically, if the size of
the analyzing window is too large with respect to the scale of mean spatial vari-
ations, the fluctuations of the texture need to be taken into consideration. These
texture fluctuations are at a larger scale than speckle [D’Hondt et al., 2005].
3.3.3.2 Product model
The product model for intensity return is given by [Lee and Pottier, 2009, Khan
and Guida, 2012]:
I = τtxI
IN = τtxIN
(3.14)
where xI is the singlelook speckle intensity (negative exponentially distributed)
discussed in section 3.3.2, while xIN is the multilook speckle intensity which follows
a Gamma distribution [see equation (3.11)] and τt represents the texture variation
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and is assumed to have a Gamma distribution with µ and ν scale and shape
parameter respectively [τt ∼ γ (µ, ν)].
The pdf of IN is computed by evaluating the compound distribution derived
from the Bayes’ theorem [Lee and Pottier, 2009]:
pIN (IN ;α, η) =
∫ ∞
0
pIN |τt (IN |τt) pτt (τt;µ, ν) dτt (3.15)
Finally, it results that IN is K distributed according to the following [Khan
and Guida, 2014]:
pIN (IN ;µ, ν) =
2
IN
(
NνIN
µ
)N+ν
2 1
Γ(ν)Γ(N)
Kν−N
(
2
√
NνIN
µ
)
, IN ≥ 0 (3.16)
where Kν−N(·) is the modified Bessel function of first kind and order ν−N [Weis-
stein, 2015] and is defined in Appendix A. The singlelook distribution can be easily
derived from equation (3.16) by putting N = 1.
In the present model when the order of the Bessel function increases, the shape
of the pdf approximates that of the Rayleigh distribution. Thus, the order and
the shape parameters can be seen as an indicator of the degree of non-Gaussian
signal statistics [Eltoft and Hogda, 1998]. The concept is highlighted in the figure
3.7 where the K distribution approximates the Rayleigh distribution for shape
parameters close to 20.
Similarly, the multilook amplitude distribution can be obtained. In this case,
the product model is the following [Lee and Pottier, 2009, Khan and Guida, 2012]:
A =
√
τtxA
AN =
√
τtxAN
(3.17)
where xA is the singlelook speckle amplitude (Rayleigh distributed) discussed in
section 3.3.2, while xAN is the multilook speckle amplitude which follows a square
root Gamma distribution [see equation (3.13)]. Similarly to the Gaussian case, the
multilook amplitude pdf can be computed from equation (3.16) by applying the
variable transformation reported in equation (3.12). Finally, the AN pdf is given
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Figure 3.7: K distribution function for different shape parameters with N=4 and unity
mean. The case ν →∞ corresponds to the Gamma distributed intensity.
by:
pAN (AN ;µ, ν) = 4
(
Nν
µ
)N+ν
2
Aµ+N−1
1
Γ(ν)Γ(N)
Kν−N
(
2A
√
Nν
µ
)
, AN ≥ 0
(3.18)
Similarly to the intensity case, the singlelook amplitude distribution can be easily
derived from equation (3.18) by setting N = 1.
In the next section, the statistical models here presented are employed for the
CFAR ship detectors.
3.4 CFAR detectors
In section 1.2, several detection techniques have been already introduced: CFAR,
sublooks decomposition and WT. It has been already highlighted that the latter
two detectors operate with a reduced resolution and in many times this may result
in missed targets. This problem is emphasized when ScanSAR, wide ScanSAR or
Maritime Surveillance modes are used. For this reason, CFAR detectors are often
preferable and widely used; in the following an overview of this type of detector is
given.
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The CFAR detection is based on two elements: an appropriate clutter model
and a detector [Xing et al., 2009]. To keep the actual probability of false-alarm
(PFA) as a given value, the CFAR algorithm analyses the Pixel Under Test (PUT)
by comparing it with a threshold that is generated according to the local back-
ground surrounding the PUT [Qin et al., 2013]. Once the distribution of the sea
clutter has been evaluated and its parameters estimated from the background sam-
ples, a threshold value (Tr) is computed to obtain the constant false alarm desired
(PFA):
PFA = 1−
∫ Tr
−∞
pA(A)dA =
∫ ∞
Tr
pA(A)dA (3.19)
An analytic solution to this problem is not always available and numerical
methods may be needed [Crisp, 2004]. If the assumption of the Gaussian model
is verified, the equation (3.19) can be closed yielding to a computational and time
saving. Consequently, the threshold can be analytically evaluated [Ward et al.,
2006]:
Tr =
√
−σsln(PFA) (3.20)
Tr has to be tuned according to the desired PFA and all the PUTs above
the computed thresholds are regarded as potential targets. In general, the radar
detection processing must be able to estimate the mean power of the sea clutter
(σs).
It is possible to divide CFAR detectors in two main categories:
1. Global threshold algorithms
2. Adaptive threshold algorithms
The former represent the simplest way to search for radar bright objects over
the dark sea clutter. A global threshold is fixed and then any pixel intensity above
this threshold is detected as target of interest [Crisp, 2004]. The main advantage
to set a global threshold is the reduced computational load required; while, from
the other hand, in case of heterogeneous clutter the false alarm rate obtained may
be very different from the desired one.
The latter, instead, are designed to search for pixel values which are unusually
bright compared to those in the surrounding area. This is done by setting a
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Figure 3.8: Typical windows setup for an adaptive threshold detector. The red pixel
represents the PUT, the green middle ring is the guard area and the cyan outer ring the
background area.
threshold which depends on the statistics of the surrounding area (hence the term
adaptive) [Crisp, 2004]. The statistics of the surrounding area are usually analysed
by taking a ring of image samples around the pixel under test. The basic set up
is shown in figure 3.8. It consists of three windows: the target pixel under test, a
guard area and the background area. All windows are moved one pixel at a time
across the whole image [Xing et al., 2009].
The target and the guard windows should present a size in the order of the
smallest ship to be detected and of the largest ship of interest, respectively. Finally,
the background window should be large enough to allow good estimates of the
background statistics without being so large as to include other targets or non-
background objects [Crisp, 2004]. Adaptive threshold obtains better results than
the global threshold but with more complexity and higher computational time.
One of the main problems associated with the CFAR algorithms is the degra-
dation of performance if targets are present in the background area and considered
in the average of the clutter mean intensity. This may be acceptable in very sparse
targets environments but degrades performance in high target density areas [Ward
et al., 2006]. In order to mitigate these issues, some CFAR variants have been pro-
posed in literature:
• Cell-averaging (CA CFAR). It estimates the mean intensity clutter from the
whole background window. It is susceptible to desensitization in regions
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where a high number of ships is present or where the sea clutter presents a
strong tail in its pdf [Ward et al., 2006, Gao et al., 2009].
• Greater of CFAR (GO CFAR). In this configuration, the background window
is divided in two halves and the greatest mean intensity relative to the two
background sides is chosen to compute the threshold Tr. This technique
limits the PFA in the transition region but is susceptible in missing target
detection [Ward et al., 2006].
• Smaller of CFAR (SO CFAR). In this configuration, the background window
is always split in two halves; but, differently from GO CFAR, the smallest
mean intensity is here chosen to compute Tr. It is able to detect close targets
but presents a higher PFA than GO CFAR [Ward et al., 2006].
• Ordered statistics CFAR (OS CFAR). The cells in the background window
are ranked according to their intensity and the clutter mean intensity is
estimated from the k- largest cell. This configuration needs a sort algorithm
and results in higher computational effort than CA CFAR. However the
computational load can be reduced if efficient sorting algorithms are used
[Hyun and Lee, 2011].
• Censored mean (CM CFAR). This approach censors the largest n pixels of
the background window sorted according to their intensity and computes Tr
from the remaining background pixels as a normal CA CFAR. This technique
allows to overcome the poor detection rate typical of GO CFAR but presents
a computational effort similar to OS CFAR [Gao et al., 2009].
CFAR detectors are based on the assumption of steady targets. Indeed, if from
one hand the Doppler shifts of moving ships relative to the sea clutter provide
another potential discriminator; on the other hand in some cases (especially for
small target’s slow velocity) the target Doppler frequency is within the sea clutter
Doppler spectrum. Consequently, techniques based on Doppler discrimination are
not effective [Ward et al., 2006].
However not all pixels detected in this stage are genuine targets. Azimuth
ambiguities, for example, may be included in the detected targets and the false
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alarm rate has to be reduced in the following steps. In [Leng et al., 2015a], a
compound Gaussian CA CFAR is used in conjunction with a spatial distribution
of the target based on the kernel density estimator in order to improve the detection
of the bright targets. Results show a PFA 0.2% lower and a PD (Probability of
Detection) 1% higher than the standard CFAR. Other studies [Kreithen et al.,
1993], instead, have developed a discrimination step based on size, shape and
texture of the targets to derive a one-class quadratic discriminator. The main
issue, concerned with this method, is that the algorithm has to be trained with a
sequence of real targets and, obviously, this information is not always available.
3.5 Sublook detectors
In section 2.2.4, the basic processing steps to extract sub-images (in the frequency
domain) from a single SAR image was briefly explained. Here, the main methodolo-
gies to combine these sub-images for SAR ship detection purposes are introduced.
It is important to underline that the sub-image has a coarser resolution than the
initial image and that the resolution loss is proportional to the ratio between the
reduced and full bandwidth sizes [Marino et al., 2015]. In the following i indicates
the initial image, while in the sub-image n derived by processing the n−th portion
of the spectrum BD.
The first detector to exploit sub-images decomposition was introduced in [Ar-
naud, 1999, Ouchi et al., 2004]. The detection is performed based on the different
behaviours of targets and clutters regarding the sublook coherence: the original
SAR image is firstly decomposed into two sub-images and then the coherence (ρ)
index between the different sub-images is computed, according to the following:
ρ =
| 〈i1 · i∗T2 〉 |√
〈i1 · i∗T1 〉〈i2 · i∗T2 〉
(3.21)
where ∗T denotes the conjugate transpose and 〈 〉 is the spatial average. The
random behaviour of the sea clutter makes the coherence of its pixels close to 0,
while, on the other hand, the targets present a more deterministic behaviour and
a coherence index closer to 1. Operating in this way, it has been demonstrated
that the TCR can be improved up to 2 dB [Souyris et al., 2003].
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A similar approach, always based on the sub-look coherence computation is
presented in [Brekke et al., 2013]. Here, the coherence index (ρ) is not normalized
and the sub-images are obtained by partially overlapping the spectrum domain. In
this way, from one hand it is possible to detect non-stable targets in the frequency
domain; but, from the other hand, the sea clutter cannot be strongly rejected as
before.
When more sub-images are derived from the spectral decomposition, more
coherence indexes should be computed. Alternatively, the covariance matrix of the
stack of sub-images can be estimated, and the entropy of the eigenvalues can be
consequently derived [Marino et al., 2015]. The rationale of this technique is that
a strong target which is completely stable over different portions of the Doppler
band presents an entropy value close to zero. [Schneider et al., 2006]. Being i the
vector of the sub-images where n sub-images are considered (i = [i1, i2, ..., in]
T ),
the covariance matrix can be evaluated as [Ic] = 〈i · i∗T 〉. Denoting λj the j-th
eigenvalue computed by the diagonalization of [Ic], the entropy (He) is evaluated
as:
He = −
n∑
j=1
pjlnpj
pj =
λj
Trace([Ic])
(3.22)
Differently from the sublook coherence detector, it is able to detect targets
which are completely coherent over a portion of the spectrum. The sub-look
entropy detector, already well known in literature and introduced in [Schneider
et al., 2006], has been tested for ship-detection for the first time in [Marino et al.,
2015] and compared with classical sub-look coherence techniques. In addition,
a novel sub-look methodology has been introduced and compared with all the
others. It is based on the GLRT proposed by [Sanjuan-Ferrer, 2013] and on the
characterization of the coherent scatterers behaviour in a Gaussian clutter. The
GLRT can be evaluated as follows:
LG =
| a∗TM−1i |2
(a∗TM−1a)(i∗TM−1i)
(3.23)
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where a is the vector with the location of the scatterer in the resolution cell (as-
sumed in the centre) and M is the theoretical normalized covariance matrix of the
clutter depending on n and the ratio between the total and the sublook spectra. It
has been demonstrated that the bilinear form LG approaches 1 for coherent scat-
terers (i.e. ships) while is close to 0 for non coherent scatterers (i.e. sea clutter).
Therefore, this approach can be used for SAR target-detection in general and for
SAR ship-detection in particular. This technique has been tested using n = 30
overlapping sub-look images (to reduce the resolution loss), each of them having
a bandwidth of 50% of the whole spectrum (approximately 96% of overlapping
between two consecutive sub-images).
The different sublook detectors have been tested over different sites with dif-
ferent sea clutter behaviours at different bands and polarizations and from SAR
images coming from different sensors. It has been noted that the GLRT detector
provides the best performance (higher PD for any given PFA) because it is the
only detector which does not require spatial averaging (it works on single pixels)
and, therefore, it is able to detect smaller targets which are missed applying the
other sublook algorithms [Marino et al., 2015].
Finally, in the next section an overview of the main polarimetric SAR ship
detectors is provided for the sake of completeness of this work of thesis.
3.6 Polarimetric SAR ship detectors
Recently, modern SAR platforms (i.e. RADARSAT-2, ALOS and Sentinel-1A)
provide images with multiple channels: co-polarized channels (HH and VV) and
cross-polarized channels (VH and HV). Consequently, many applications have been
developed to take in account the multiple and full-polarimetric images. On the
benefits of the polarimetric channels, for example, it has been shown in [Rey, 2002]
that the TCR is higher for the cross-polarized channels than the co-polarized chan-
nels for incidence angle lower than 50◦. In [Liu et al., 2004], the four polarimetric
channels are compared using a CFAR algorithm over a dataset acquired from an
airborne platform at C band. It has been figured out that HV polarization is the
one which performs the best among all the single polarization channels; in addi-
tion the full polarimetric data (four channels) are superior to all other single and
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multi-polarization configurations.
A different kind of polarimetric detector is based on the different scattering
properties of the sea clutter and the ship targets which are enhanced with full
polarimetric data. In [Nunziata et al., 2012], the different scattering symmetry
is exploited since a natural surface (i.e. sea clutter) satisfied the symmetry prop-
erty and the correlation between like- and cross-polarized scattering amplitudes
(| 〈SHHS∗HV 〉 |) is null, while the same parameters is not neglectable for man-made
objects (i.e. ships) due to the complexity of the backscattering return from such
structures. Similarly in [Shirvany et al., 2012], the Degree of Depolarization is ex-
ploited to discriminate between ships, oil-spill and sea clutter over images acquired
at C- and L-band with Dual- (HH and VV) and Quad-Pol SAR.
A different approach is proposed in [Marino et al., 2012, Marino and Hajnsek,
2015] where a polarimetric notch-filter is proposed for the first time for ship detec-
tion purposes. This detector can be regarded as belonging to the physical detectors
class and it is based on the assumption that the sea clutter is locally homogeneous
(in polarimetric sense) and it is able to detect non-homogeneous objects over the
sea background. The notch filter has been tested on real full polarimetric SAR
images and compared with the CFAR algorithm and it has been noted that it per-
forms better (lower false alarm rate and higher detectability) all over the datasets
used [Marino and Hajnsek, 2015].
3.7 Conclusion
The main SAR ship detectors have been reviewed in this chapter. Firstly, the basic
principles to understand the backscattering from the sea (assumed as a rough sur-
face) have been provided and, in this context, the analytical and statistical models
have been introduced and analysed. In the second part of the chapter, CFAR,
sublook and polarimetric SAR ship detectors have been discussed and compared.
CFAR algorithms are based only on the sea clutter statistics and are not able to
detect targets which backscattering coefficient is similar to the sea clutter. Con-
versely, sublook detectors are based on the different coherence properties of man-
made objects and natural surfaces and sometimes can detect ships with low TCR.
However, they usually work with a coarser spatial resolution due to the formation
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of sub-images. Finally, some polarimetric detectors have been briefly introduced
and their advantages in the ship-detection contest have been highlighted.
In this thesis, instead, a complete statistical and analytical evaluation of the
most representative backscattering contributions from a canonical ship-sea config-
uration is presented and tested on real SAR images. Firstly, the geometric and the
analytical models are introduced in the next chapter. The electromagnetic model
leads to the identification of a suitable statistical distribution to characterize the
backscattering return from a ship within certain assumptions. Secondly, the novel
model is included in the ship-detection chain and a GLRT-based ship detector is
retrieved. Its performance is computed and compared against the Global CFAR
algorithm using Monte Carlo simulations and real SAR datasets (chapter 5).
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Chapter 4
Backscattering models from a
canonical ship in SAR imagery
In the SAR ship detection scenario, many algorithms have been proposed recently,
but none of them has ever considered the electromagnetic aspects behind the
interactions of SAR signals with the ship and surrounding waters. Consequently,
the detection performance results strongly depend on the thresholding techniques
applied to the SAR amplitude or intensity image.
This chapter introduces a novel model to evaluate the RCS backscattered from
a canonical ship adapted, to the case at issue, from similar existing models devel-
oped for, and applied to, urban areas. The RCS is modeled using the Kirchhoff
approximation within the GO solution. A complete statistical and analytical eval-
uation of the most representative backscattering contributions from the canonical
ship-sea configurations is presented and tested on spaceborne SAR images. The
work leads to the identification of a suitable statistical distribution, for all po-
larizations, to characterize the backscattering return from a ship within certain
assumptions. The χ2 GoF is used to assess the best distribution in modelling the
RCS from such a canonical ship. Then, an analysis of the sensitiveness of the
RCS to the uncertainty on the input scene parameters is performed. Finally, the
new model is validated on two different TerraSAR-X images acquired in November
2012 over the Solent area in the U.K.: the RCS relevant to several isolated ships
is measured and compared with the expected value deriving from the theoretical
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model here introduced.
In this chapter, a consolidated version of the first [Iervolino et al., 2016] journal
paper (also reported in Appendix C), highlighting the above mentioned novelties,
is presented.
4.1 Electromagnetic model
In most of the paper presented in the literature review, the modelling of the ship
is usually neglected to keep the overall detection procedure simpler. As a conse-
quence, the detector may result in a higher PFA [Crisp, 2004] because intrinsic
properties on how the electromagnetic wave is backscattered to the SAR sensor are
completely ignored. However, an extremely simple model for the ship backscatter-
ing is introduced in [Sciotti et al., 2001] and more recently exploited in [Dragosevic
and Dragoevic, 2012] to build a GLRT. The model assumes that the intensity ship
pixels are independent and Gaussian distributed. No evidence is provided to sup-
port this assumption and the same distribution is employed for both the sea clutter
and the ship but with a different standard deviation. In [Iervolino et al., 2013],
instead, the authors show that the overall ship-detection performance improves
with the inclusion of a proper scattering evaluation block in the detection chain,
where the electromagnetic field backscattered from a canonical ship is considered
for the first time and used to reject nonparallelepiped -like targets to improve the
final detection performance. In the next sections, both the geometric and the
analytical model of backscattering are analysed and discussed in details.
4.1.1 Geometrical model of scattering
The modeling of the electromagnetic field backscattered from ships is still poorly
considered in ship-detection algorithms, mainly because of the natural complexity
behind a reliable model. This section aims to show that the ship/sea scenario
has many similarities with urban settlements for which scattering models have
been introduced, and successfully inverted, in the last years for different kinds of
applications (i.e. building height retrieval, flooding depth estimation and dielectric
constant evaluation, see [Franceschetti et al., 2002, Guida et al., 2010b, Guida
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et al., 2008, Iervolino et al., 2015a]). Actually, this ship/sea scenario is even
simpler to model in some situations as, e.g., multiple scattering contributions due
to the interaction of the backscattered signal with other ships does not arise in
open ocean.
Moreover, the isolation of ships makes their backscattering contributions easier
to detect in SAR images. With regard to the non-stationarity of the target and
the dynamic scenery in which it is placed, from the literature, it is well known that
the motion effects of both capillary and gravitational waves, as well as the possible
motion of the ship itself, lead to a change in the Doppler frequencies resulting in
azimuth image shift and smearing [Crisp, 2004]. For example, as a consequence of
its motion, a ship appears shifted along the azimuth direction in the focused SAR
image, far from the position of its wake. However, the study of these undesired
effects, and their inclusion in the model here being proposed, is at the moment
a challenge (see [Ulaby et al., 1981b]) and led the author to assume the ocean
surface stationary and the ship still. These assumptions will simplify the following
analysis without invalidating the model as, essentially, the composition of the
signal backscattered from a canonical ship does not change. These considerations
brought the author to reconsider the scattering models introduced in [Franceschetti
et al., 2002] and, after proper modification, adapt them to this new scenario. In
addition, further assumptions about the canonical shape and size of the ship are
made to reduce the complexity of the problem.
1. The ship is a perfect parallelepiped (hence, superimposed structures and tips
are ignored).
2. Its hull is completely smooth.
3. Its dimensions are much larger than the working radar wavelength.
Moreover, the ships are supposed isolated (i.e., in open ocean and far from
other ships), so that multiple scattering does not arise. Diffraction effects are also
neglected. Indeed, the diffraction contributions are due to the finite dimensions of
the scattering surfaces (in this case, the ship hull); hence, they can be modelled
as contributions from horizontal and vertical edges of the ship. Since the ships
dimensions are very large in terms of wavelength in high regime frequency, edge
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Figure 4.1: Optical photo of a real cargo ship (Celtic Fortune) (a). 3-D model of the
canonical ship drawn in AUTOCAD environment (b).
diffractions are expected to be small with respect to the other reflection contribu-
tions (single and multiple scattering), and errors caused by neglecting diffractions
are certainly smaller than those caused by simplifying hypotheses on the ship
geometry [Franceschetti et al., 2002].
Within these hypotheses, a real cargo such as the Celtic Fortune in figure 4.1(a)
would be more easily modelled with a parallelepiped-like canonical ship forming
a perfect dihedral with the sea surface, as the one in figure 4.1(b) drawn with
AUTOCAD software. However, the deviation of the angle formed by sea and
ship from the right angle of a perfect dihedral is here assumed negligible (as it
happens in several real cases). The canonical ship is regarded as a metallic object
which is decomposed by using a series of rectangular facets. Consequently, the
total component field can be obtained with a vectorial summation of all integral
radiation on each facet [Bennani et al., 2012]. In addition, the computation of
the RCS of large and complex targets involves scattering mechanisms of different
orders [Knott et al., 2004].
It is possible to evaluate single scattering contributions (from both sea and
hull) and multiple scattering contributions when the electromagnetic wave bounces
one or more times between the hull of the ship and the sea surface before being
backscattered to the SAR sensor. At each bounce, the electromagnetic wave loses
intensity and contributions higher than the third order can be regarded weaker
than the surrounding sea clutter and are therefore neglected in the following. In
particular, on real SAR images, it is possible to locate and analyse the following
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contributions:
a. Single Scattering. This contribution arises because of the specular reflection in
the radar direction of both sea and hull surface. Many times contribution from
the side and from the top of the ship are mixed together creating the layover
area.
b. Double Scattering. This contribution arises due to the interaction between
the ship and the sea surface. Two different contributions must be considered:
sea-hull and hull-sea. In the former the wave is firstly deflected by the ocean
surface toward the hull ship and then deflected back to the sensor; viceversa
in the latter the wave is firstly deflected by the ship toward the sea and then
deflected back to the sensor. All the double reflection rays share the same time
delay, equal to that one of the single scattering contribution from the vertex
O (see figure 4.2) [Franceschetti et al., 2003]. This means that all the double
reflection contributions sum up constructively in phase and give a very strong
contribution, which can be easily located on the SAR image.
c. Triple contribution. Analogously to the double reflection, this contribution
Figure 4.2: Cut at constant azimuth of the scene; composition of different contribu-
tions in the SAR image where ϑ is the radar look angle. Model drawn in AUTOCAD
environment.
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arises for the interaction between ship and sea and two different contribu-
tions should be considered: sea-hull-sea and hull-sea-hull. The delays of triple-
scattering returns are distributed over an interval spanning from the vertex O
to the point A (see figure 4.2). Since the triple scattering is often mixed with
the stronger single reflection contribution, it is not easily detectable on the SAR
image.
The corresponding contributions on a SAR image can be mapped or pictorially
represented knowing the elementary shape of the ship and some radar parameters.
In figure 4.2, where the illumination comes from the left side and θ is the radar
look angle, the different scattering contributions are shown for a canonical ship.
According to [Guida et al., 2010b] and [Franceschetti et al., 2003], scanning the
image from near-to-far range at constant azimuth, the following contributions are
expected to be found: first, the layover area (single scattering mechanism from
the top and lateral side of the ship plus single scattering from the sea), followed
by the double-reflection contribution (located in the vertex O), then the single
scattering from the top together with the triple scattering (from vertex O to vertex
A), the single scattering from the top alone and, finally, the dark shadow area
[Franceschetti et al., 2003]. It has already been demonstrated in [Iervolino et al.,
2013] that such a geometrical model is a good discriminator between man-made
objects of different shapes over the sea.
In particular, it was used on a real SAR image acquired from the Airbus air-
borne platform over the Solent area at S band to discriminate between cylindrical
buildings (forts) and ship targets. Differently from the parallelepiped, the cylindri-
cal targets show a remarkable contribution from the edges as explained in [Guida
et al., 2010a]. In figure 4.3(a), an optical photo relative to one of the cylindrical
forts present in the Solent area is shown (No Man’s Land Fort), while in figure
4.3(b) the two edge contributions of the cylinder are highlighted (points A and B)
and it is seen that the double-reflection and the layover (scattering from the roof
and lateral wall) contributions are curve. In figure 4.3(c) a constant azimuth cut
is obtained and the different scattering contributions are shown; moving from left
to right we find: scattering from the first edge (A), layover area (second peak),
double reflection (third peak), scattering from the second edge (B). In addition,
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Figure 4.3: Optical photo relative to No Man’s Land Fort (a). SAR amplitude image
of the cylindrical fort in azimuth (x) / slant range (r) plane acquired from the Airbus
airborne platform in 2010 (b). Cut at constant azimuth and relative grey levels (c).
Figure 4.4: SAR amplitude image of the Celtic Fortune in azimuth (x) / slant range (r)
plane acquired from the Airbus airborne platform in 2010 (a). Cut at constant azimuth
and relative grey levels (b).
evaluating the distance between A and B, it is possible to estimate the diameter
of the fort [Guida et al., 2010a]:
Dˆ =
AB
sinθ
= 69.5 m (4.1)
where AB is the distance between the point A and the point B. The estimated
diameter is very close to the real dimension (D = 72 m) and this enforces the
current study. Analogously, in figure 4.4(a-b) the amplitude of the Celtic Fortune
ship and the grey levels at a constant azimuth are reported. Differently from
the cylinder, the parallelepiped-like does not show contributions from edges, the
double reflection lays on a line and it is consistent with the model introduced in
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this section. From a visual inspection of figure 4.4, the brightest contribution is
perfect parallel to the azimuth direction of the sensor and it is likely that it is due
to a mixture of double reflection and smearing effects caused by the swaying of
the ships superimposed structures. In order to enforce this hypothesis, the whole
contribution has been estimated to be 450 m, much larger than the ship’s length
and width. Unfortunately, general conclusions cannot be drawn since the ground
truth is not complete and many scene parameters are unknown. Finally, it is
worthwhile to underline that these undesired effects are more visible on airborne
acquisitions than on spaceborne images (at least for the datasets used in this thesis)
and, for this reason, are not considered in the modelling of the canonical ship.
In the next section, instead, the analytical model characterizing the different
scattering contributions relative to the canonical ship is presented.
4.1.2 Analytical model of scattering
In order to consider an analytical, closed-form expression for the different scatter-
ing contributions, some further assumptions are here made:
4. The sea clutter is modeled via a Gaussian stochastic process with Gaussian
autocorrelation function (however, more involved stochastic processes can
be easily considered in the following derivation, [Franceschetti and Riccio,
2007])
5. The water is considered infinitively deep, still in terms of working wave-
length, so that multiple bounces do not arise from beneath the water surface
[Iervolino et al., 2015a]
Within these hypotheses and using the KA, it is possible to evaluate the scat-
tered field at each bounce with Physical Optics (PO) or Geometric Optics (GO)
solutions according to the sea roughness. In particular, PO approximation is ap-
plied if kσdev  1, where σdev is the standard deviation describing the stochastic
process of the sea already introduced in section 3.1. Viceversa, if kσdev  1, GO
approximation is applied [Franceschetti et al., 2002, Iervolino et al., 2015a].
Since all the double reflection rays present the same time delay as clarified in
the previous section, the double reflection results to be the dominant scattering
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contribution in this model. The triple and single scattering contributions, instead,
are mixed together and they are not easily detectable on the SAR images. For
these reasons, the following analysis is limited to the double reflection contribu-
tion. For sake of simplicity, the final formulations of the RCS, already computed
in [Franceschetti et al., 2002], are here reported for both GO-PO and GO-GO
approximations. For the GO-PO the RCS is given by:
σGOPO = h | Spq |2T ltanθcosϕexp
(−4k2σ2devcos2θ)×
∞∑
m=1
(−2kσdevcosθ)2m
m!
k2L2
4m
exp
[
−(2kLsinϕsinθ)
2
4m
]
(4.2)
Alternatively, for the GO-GO, the RCS is given by:
σGOGO =
h | Spq |2T ltanθcosϕ
(
1 + tan2θsin2ϕ
)
exp
[
− tan2θsin2ϕ
2σ2dev(2/L
2)
]
8pi2σ2dev(2/L
2)cos2θ
(4.3)
In equations (4.2)-(4.3), | Spq |T is the modulus relative to the generic element
of the scattering matrix for the ship target with p and q standing for horizontal H,
or vertical, V polarization respectively; l is the length of the portion of the ship
belonging to the resolution cell, assuming the ship length larger than the SAR
spatial resolution, L is the correlation length of the stochastic process representing
the sea clutter; ϕ is the angle between the sensor line of flight and the ship hull
to the water surface and h is the portion of the ship height forming the dihedral
surface between the sea and the ship hull. In nautical terms, the latter is also
known as freeboard and represents the distance from the waterline to the upper
deck of the ship. The distance between the waterline and the bottom of the hull,
instead, is known as draught [Derrett, 1999]. However, due to the hypothesis 5,
the draught does not contribute to the double scattering [equations (4.2)-(4.3)]
and is therefore neglected in the following. The freeboard and the draught of a
ship are, finally, shown in figure 4.5.
In equations (4.2)-(4.3), | Spq |T depends on the dielectric constant of the sea
(εSW ), the dielectric constant of the hull (εHULL), ϕ, θ, k and the Fresnel coefficient
according to the polarization of the propagating wave. The equations to compute
| Spq |T , for both GO-GO and GO-PO solutions and for each polarization, are
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Figure 4.5: Side look of a ship where the freeboard and draught are highlighted.
reported in [Franceschetti et al., 2002]. In the next section, some assumptions on
the parameters involved in the electromagnetic model are made in order to model
the distribution of the RCS values for the double reflection contribution.
4.2 Computation of the RCS distribution
In order to compute the RCS relevant to the double reflection contribution, the
parameters involved in equations (4.2)-(4.3) have to be known. Unfortunately, this
a priori knowledge is not completely available. Only some parameters are a priori
known (the radar look angle and the wavelength), others can be retrieved directly
either from the SAR image (the sea roughness parameters) or from the literature
(dielectric constant of the sea), while for the remaining ones (the orientation angle,
the dielectric constant of the hull and the freeboard height) suitable probability
distribution functions can be estimated bringing, in turn, to a probability density
function for the RCS too. In this model, the local incidence angle has been ap-
proximated with the radar look angle assuming a small variation between the two
different angles. However, a pdf which takes in account the local incidence angle
may improve the model itself. Due to the wind, the sea surface is never completely
smooth and presents several capillary waves [Ulaby et al., 1981b]. For this reason,
the GO-GO approximation has been chosen and is the unique solution being anal-
ysed in the following. The wind is considered constant all over the scene; however
it may happen that a ship reduces the wind field in proximity of the hull creating a
smoother surface. In this scenario, the proposed model underestimates the double
reflection contribution from such a ship.
In the following subsections the way to compute the roughness parameters
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directly from SAR images, to retrieve the saline dielectric constant from the liter-
ature and to estimate the unknown input parameters is provided.
4.2.1 Roughness parameters computation
The roughness parameters (the ratio σdev/L) can be computed by minimizing the
absolute error between the RCS (relevant to the single scattering from the sea) of
the sea surface measured on the SAR images and the expected RCS within the
GO solution [Iervolino et al., 2014b]. For the sake of simplicity, the analytical
expression provided in [Franceschetti et al., 2002] for the single backscattering
from a rough surface is reported for the GO approximation:
σGO =
| Spq |2C ab
64pi2cos2θσ2dev/L
2
exp
(
− tan
2θ
4σ2dev/L
2
)
(4.4)
where a and b represent the dimensions of the rectangular portion of the sea where
the RCS is evaluated and | Spq |C is the modulus relative to the generic element of
the scattering matrix for the sea clutter with p and q standing for horizontal H, or
vertical, V polarization respectively. | Spq |C depends on the same parameters as
| Spq |T but the dielectric constant of the hull. Its equations are reported, similarly
to those ones of | Spq |T , in [Franceschetti et al., 2002].
Equation (4.4) does not depend on the roughness parameters σdev and L sepa-
rately, but σGO is a function of the ratio σdev/L. Unfortunately, given the nature
of equation (4.4), it is not possible to invert it retrieving a closed-form expression
for this ratio and numerical calculations need to be employed to compute σdev/L.
At this aim, the absolute error (E) is considered as follows:
E = |σˆGO − σGO| (4.5)
where σˆGO is the RCS of the sea surface measured on the SAR image by averaging
the pixel intensity along the azimuth direction [Iervolino et al., 2014b]. Assuming
an homogeneous clutter, the window where computing the RCS has to be chosen
large enough to allow good estimates of the background clutter without includ-
ing ships and land pixels, similarly to the choice for the background area in the
Adaptive CFAR algorithm described in section 3.4.
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Equation (4.5) can be rewritten as follows:
E =
∣∣∣∣σˆGO − A (εSW , a, b, θ)σ2dev/L2 exp
(
− B(θ)
σ2dev/L
2
)∣∣∣∣ (4.6)
where:
A =
| Spq |2C ab
64pi2cos2θ
B =
tan2θ
4
(4.7)
In this way, the expression of E is only function of the roughness parame-
ters and, consequently, σdev/L can be estimated as the ratio which minimises the
absolute error E:
σˆGO
L
: E
(
σˆGO
L
)
is minimum (4.8)
The estimation procedure of the roughness parameters has been tested on three
different TerraSAR-X images acquired over the Solent area (the channel between
the Isle of Wight and Portsmouth) in November 2012. The details about the ac-
quisition parameters of the TerraSAR-X images are reported in Appendix B, while
Figure 4.6: HH amplitude image of the Solent area in slant range (r axis)/azimuth (x
axis) plane acquired by the TerraSAR-X sensor on 7th November 2012 (Spotlight) (a),
on 9th November 2012 (Stripmap) (b) and 12th November 2012 (Stripmap) (c).
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Parameter 7th Nov 9th Nov 12th Nov
Wind speed [kn] 11.2 9.3 5.4
Wind speed [m/s] 5.8 4.8 2.8
Wind direction [deg] 267◦ 203◦ 192◦
Table 4.1: Sea state (wind speed and direction) relative to each dataset, where the
North direction corresponds to 0◦, the West to 270◦, the South to 180◦ and the East to
90◦.
in figure 4.6 the amplitude of the SAR images is shown for the TSX-1 Spotlight
[figure 4.6(a)] and TSX-2 and TSX-3 Stripmap datasets [figure 4.6(b)-(c)], respec-
tively. A Region of Interest (ROI) of 400x400 pixels including the Bramblemet
weather station has been isolated and used for the roughness parameter estima-
tion. The sea state (wind speed and direction) in the proximity of the buoy station
has been also retrieved from [SSG, 2012] and reported in table 4.1.
The RCS for each range line of the three ROIs are shown in figure 4.7(a). The
RCS of the first two images (acquired on the 7th November and the 9th November)
is very similar, but since the first one is acquired with a greater look angle it should
represent a rougher sea surface; the RCS of the third image (acquired on the 12th
November), instead, is much lower due to a weaker wind, see table 4.1.
The estimations of σdev/L are shown in figure 4.7(b) where the scattering plots
of the ROI of each image are reported. The green cross of each scattering plot
represents the mean value of the estimated ratio σdev/L [Iervolino et al., 2014b].
As expected from the RCS plots, the roughest surface corresponds to the image
acquired on the 7th November, while the smoothest to the image acquired on the
12th November where, due to the really weak wind, most of the incident radiation
is reflected in the specular direction and only a small amount is backscattered to
the sensor. Furthermore, the ratio σdev/L relative to the image acquired on the 9th
November is greater than that one of the image acquired on the 12th November
because of the stronger wind speed; but it is lower than the ratio σdev/L relative to
the image acquired on the 7th November because the radar look angle is smaller
(41◦ against 52◦) while the sea state conditions and the measured RCS are similar.
It has to be said that the comparison between the Spotlight and Stripmap datasets
is not completely fair; indeed the standard deviation relative to the estimated
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Figure 4.7: RCS of the j-th range lines for each ROI of the three SAR images (a).
Scattering plot of the ratio σdev/L relative to the ROIs of the three SAR images where
the mean value of each ROI is represented by a green cross (b).
σdev/L value is much higher in the Spotlight image as depicted in the scattering
plot of figure 4.7(b) and shown in [Iervolino et al., 2014b].
Preliminary results are consistent with both the GO solution and with the
ground truth retrieved at the Bramblemet buoy station and this procedure has
been used to compute the ratio σdev/L as one of the input parameters of the
equation (4.3).
4.2.2 Retrieval of the dielectric constant of the sea
The dielectric constant of the sea water can be computed according to the double-
Debye dielectric model introduced in [Matzler, 2006] and reported in [Ulaby and
Long, 2014]. The real (ε′SW ) and the imaginary part (ε
′′
SW ) of the saline water are
function of the working frequency (f), water conductivity (σSW ), water salinity
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Figure 4.8: Micrawave spectra of the permittivities (a) and relative loss factors (b) of
pure water (εW ) and saline water (εSW ) at T = 20
◦C and Sa = 33h. [Ulaby and Long,
2014]
(Sa) and temperature (TSW ) according to the following:
ε′SW = εSW∞ +
εSW0 − εSW1
1 + (2pifτSW1)2
+
εSW0 − εSW∞
1 + (2pifτSW2)2
ε′′SW =
2pifτSW1(εSW0 − εSW1)
1 + (2pifτSW1)2
+
2pifτSW2(εSW0 − εSW∞)
1 + (2pifτSW2)2
+
σSW
2piε0f
(4.9)
where ε0 is the permettivity of the free space, εSW∞ is a constant equal to 4.9,
εSW0, εSW1, τSW1 and τSW2 are quantities depending on both Sa and TSW .
The water salinity is expressed in parts per thousand (h) and the dielectric
costant of the saline water reduces to that one of the pure water when Sa = 0h
[Ulaby and Long, 2014]. Figures 4.8(a)-(b) depict the frequency response of ε′SW
and ε′′SW respectively for both pure and saline water at 20
◦C and Sa = 33h using
the double-Debye dielectric model.
For the case at issue, the datasets used to validate the ship model were acquired
on the North Sea from the TerraSAR-X platform (X band). The average infor-
mation about the salinity and the temperature are retrieved from [Joyce, 2004]:
T = 19◦C and Sa = 35h. At 9.65 GHz, the resulting dielectric constant of the
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sea is:
εSW = ε
′
SW + jε
′′
SW = 71.82− j37.78 (4.10)
4.2.3 Unknown parameters estimation
In this section, some assumptions on the remaining input parameters (ϕ, h and
εHULL) are made in order to estimate suitable distribution functions. With regard
to the angle ϕ, it is assumed to work in the worst case scenario where the orien-
tation angle can be retrieved neither from the ship signature nor from a visible
wake. This consideration drives the choice of describing the angle ϕ statistically as
uniformly distributed between 0◦ and 45◦ [ϕ ∼ U(0; 45)deg]. Obviously, when the
heading angle is greater than 45◦, one side of the hull will always present an angle
with the projection of the sensor on the sea smaller than 45◦ and, consequently,
ϕ ∼ U(0; 45) takes in account all the possible scenarios.
The range of values for the freeboard height is selected according to the amend-
ments of the 1974 SOLAS Convention which regulates the freeboard of the ships
of 24m length or more [Watson, 1998]. Ships are divided into two categories (Type
A and Type B) and for each ship length (from 24m to 365m) the freeboard is pro-
vided. Freeboard values range between 0.2m and 5.3m, [Watson, 1998]. Having the
latter as the only available information about the size of the ship, h is consequently
selected uniformly distributed between 0.2m and 5.3m [h ∼ U(0.2; 5.3)m].
The dielectric constant of the hull is chosen by performing a weighted average
of several dielectric constants of materials which mainly compose the structure of
a ship. First of all, it is assumed that the canonical ship is made mostly of steel
(with a percentage uniformly distributed between 60% and 90%, values based on
empirical evaluations made by the author observing about 50 ships of different kind
in the Solent area) and for the remaining part of a mixture (equally distributed)
of glass, aluminium and fused silica. Within these hypotheses, εHULL can be
computed as already done in [Iervolino et al., 2015a, Guida et al., 2008]:
εHULL = pε
′
st +
q
3
(εa + εg + εsi) (4.11)
where p ∼ U(0.6; 0.9), q = 1 − p and εst, εa εg and εsi are the complex relative
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Material
εReq
S C X
Steel 3.1− j1.12106 3.1− j6.66105 3.1− j1.12105
Aluminium 9.4− j1.99108 9.4− j1.18108 9.4− j6.63107
Glass 6.2− j0.021 6.2− j0.025 6.2− j0.037
Fused Silicia 3.8− j0.0008 3.8− j0.0011 3.8− j0.0010
Table 4.2: Relative dielectric constants (εReq) of the ship materials at S (3.2 GHz), C
(5.4 GHz) and X (9.6 GHz) bands.
Parameters Estimation
Radar look angle θ [deg] Radar ancillary data
Radar working frequency f [Hz] Radar ancillary data
Roughness parameters σdev/L Equation (4.5)
Length of the ship l [m] Set equal to the SAR
spatial resolution
Dielectric constant of the sea εSW Equation (4.9)
Dielectric constant of the ship hull εHULL Equation (4.11)
Orientation angle ϕ [deg] U(0; 45)
Freeboard height h [m] U(0.2; 5.3)
Table 4.3: Estimation of the parameters needed to compute the RCS of the ship.
dielectric constants of steel, aluminium, glass and fused silica respectively. Their
values are listed in table 4.2 at S, C and X band, according to [Guida et al.,
2008, Bussey et al., 1964].
Finally, in table 4.3 the way to estimate all the input parameters, needed
to compute the RCS relevant to the double reflection line (see equation 4.3), is
summarised.
4.3 RCS distribution
Once all parameters are estimated or statistically modelled, the RCS relevant
to the double reflection contribution of the canonical ship can be modelled too.
Equation (4.3) has been implemented using a MATLAB script with 106 samples
for each polarization (HH, VV and HV). In figure 4.9 the histograms of the RCS
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Figure 4.9: Histogram of the RCS values relevant to the double-reflection contribution
for HH polarization at X band in m2 at the top (mean=0.24 m2 and std=0.30 m2) and
in dBsm at the bottom.
values in m2 and dBsm are shown for HH polarization at X band (9.65 GHz).
Similarly, in figures 4.10-4.11 the histograms for the VV and HV polarizations are
reported.
It has been figured out from the analysis of equation (4.3) by performing a
parametric study that the greatest values of the RCS are obtained when the free-
board is high and when the ship is parallel or near parallel to the SAR flight
direction (low ϕ angle). Instead, when the freeboard is small or the angle ϕ great,
the RCS is reduced severely resulting in missing targets in ship-detection algo-
rithms. All the assumptions made on the input parameters make the canonical
ship a heterogeneous target and this is witnessed by the large standard deviation
(compared to the mean value) of the RCS, as reported in figures 4.9-4.11. HH and
VV distributions are quite similar in shape, mean and standard deviation while the
HV distribution presents values three orders of magnitude smaller. This is why,
according to the model presented in literature [Franceschetti et al., 2002], the RCS
relevant to the double reflection line of the cross-polarized channel is much weaker
due to the scattering coefficient SHV being proportional to sin2ϕ. As a conse-
quence, there is no cross-polarized double reflection component in the case of an
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Figure 4.10: Histogram of the RCS values relevant to the double-reflection contribution
for VV polarization at X band in m2 at the top (mean=0.18 m2 and std=0.24 m2) and
in dBsm at the bottom.
Figure 4.11: Histogram of the RCS values relevant to the double-reflection contribution
for HV polarization at X band in m2 at the top (mean=4.4 10−4m2 and std=3.7 10−4m2)
and in dBsm at the bottom.
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ideal dihedral perfectly aligned with the sensor azimuth direction (ϕ = 0). Fur-
thermore, in many real cases, when ϕ 6= 0 the double reflection component may
be lower than the noise floor level and undetectable on SAR images. However, it
has been demonstrated that on real SAR images the RCS relevant to the cross-
polarized channels is not negligible and can be useful to improve the performance
of the SAR detectors [Crisp, 2004, Touzi, 1999]. For these reasons, and for the
sake of completeness, the results relative to the cross-polarized channel have been
added in this thesis.
Similar distributions can be computed also at C and S bands. In the next
section the distributions retrieved at X band are compared, for each polarization,
with standard distributions in order to find the best fitting distribution.
4.4 Goodness of Fit Test
In this section, the pdf and the cdf (cumulative distribution function) for each
polarization (HH, VV and HV) are compared to those ones of standard distribu-
tions. In particular, the Inverse Gaussian, the G0, the Gamma, the Rayleigh and
the Weibull distributions, [Forbes et al., 2010, Bustos et al., 2002], are analysed.
The pdfs of all the aforementioned distributions are reported in table 4.4.
The parameters of all the distributions (except those of the G0 distribution)
are estimated through the maximum likelihood method and using the MATLAB
mle function. The shape (αˆ) and the scale ( γˆ) parameters of the G0 distribution,
instead, are estimated through the mixed estimator method introduced in [Bustos
et al., 2002], according to the following equations:
Q =
2√
pi
(
αˆ
√
0.5− 1
)0.5 Γ(−αˆ)
Γ(−αˆ− 0.5)
γˆ =
4
pi
m21
(
Γ(−αˆ)
Γ(−αˆ− 0.5)
)2 (4.12)
where Q is the median of σ/E[σ] and m1 is the first σ moment.
In figures 4.12-4.14, the pdfs and the cdfs are shown for all the aforementioned
distributions and compared with the histogram data at X band for HH, VV and
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Distribution pdf parameters
Inverse Gaussian
√
λ
2pi(σ)3
exp
[
− λ
2µ2σ
(σ − µ)2
]
λ > 0: scale parameter
µ > 0: location parameter
G0
−2ασ
γ
[
1+σ
2
γ
]1−α α < 0: shape parameter
γ > 0: scale parameter
Gamma 1baΓ(aσ
a−1exp
[−σ
b
] a > 0: shape parameter
b > 0: scale parameter
Rayleigh σ
b2
exp
[
− σ2
2b2
]
b > 0: scale parameter
Weibull b
a
(
σ
a
)b−1
exp
[
− (σ
a
)b] a > 0: scale parameter
b > 0: shape parameter
Table 4.4: Probability distribution functions.
HV polarization respectively. It is possible to note that the distribution with one
parameter (Rayleigh, plotted in cyan) is not able to fit the heterogeneity of the data
for all polarizations. The best fittings, instead, are obtained using the Gamma (in
purple) and the Weibull (in green) for all the polarizations. In order to verify if and
how well these distributions approximate the histograms of the RCS data, a GoF
test has been performed. In table 4.5 the χ2 GoF test [D’Agostino and Stephens,
1986] is performed considering a significance level of 5% for all the distributions for
each polarization and, consequently, the pχ2 value is computed. The test is passed
if pχ2 ≥ 0.05. From the analysis of the results in table 4.5, the Gamma distribution
results the best fitting distribution for the co-polarized channels where a pχ2 value
of 52.54% and 39.01% is obtained for HH and VV polarization respectively. No
other distribution passes the χ2 GoF test. In the cross-polarized channel (HV),
the Gamma distribution still passes the test (pχ2 = 10.03%), but it is no longer
the best distribution. The Weibull distribution indeed presents a higher pχ2 value
(63.15%), while all the other distributions fail the test at the same way as the
co-polarized channels.
Once the best fitting distribution is found, a Fidelity Region (FR) may be
chosen. The FR represents the interval [σαl ;σ1−αu ] of the most probable σ values.
In particular, σαl and σ1−αu represent the percentile αl − th and (1− αu)− th of
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Figure 4.12: Comparison of pdfs (at the top) and cdfs (at the bottom) at X band for
the HH polarization.
Figure 4.13: Comparison of pdfs (at the top) and cdfs (at the bottom) at X band for
the VV polarization.
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Figure 4.14: Comparison of pdfs (at the top) and cdfs (at the bottom) at X band for
the HV polarization.
σ. In formula:
αl : Pr (σ ≤ σαl) = Fσ (σαl) = αl
1− αu : Pr (σ ≤ σ1−αu) = Fσ (σ1−αu) = 1− αu
(4.13)
where Fσ(·) is the cdf of σ. In particular, the lower threshold can be chosen
according to the sensitivity of the SAR antenna and it can be set 3dB greater than
Distribution
pχ2 value (%)
HH VV HV
Inverse Gaussian 0 0 0
G0 0 0 0
Gamma 52.54 39.01 10.03
Rayleigh 0 0 0
Weibull 0.24 0.31 63.15
Table 4.5: pχ2 value (%) relative to the χ
2 GoF test at X band for each polarization.
88 Chapter 4. Backscattering models from a canonical ship in SAR imagery
the system NESZ. In formula:
Pr
(
σ0 ≤ NESZ + 3) = Fσ0 (NESZ + 3) (4.14)
where σ0 is the Normalized Radar Cross Section (NRCS), which is linked to the
RCS by the following [Freeman, 1992]:
σ0 =
σ
δxδr/sinθ
(4.15)
For example, by considering the distribution of the RCS values at X band and
HH polarization, choosing the Gamma distribution to approximate the RCS data,
assuming a typical NESZ=-23 dB for the TerraSAR-X platform [DLR, 2014] and
setting αu = 0.01, it results that σαl = 9.10 · 10−2m2 and σ1−αu = 1.26m2 and,
consequently, FR=[9.10 · 10−2; 1.26] m2. Different choices may be suggested to set
the lower and the upper threshold. However, as general guideline, it is advised to
perform a sharper cut to the lower tail because, in that region of RCS values, the
sea clutter and the SAR azimuth ambiguities are normally included.
4.5 Uncertainty on Input parameters and Model
inaccuracy
In this section, the accuracy of the RCS relevant to the double reflection contribu-
tion from equation (4.3) is analysed. According to the proposed model, the error
sources are the uncertainty on the knowledge of the input parameters and the
inaccuracy of the model itself in describing all the details of a complex reflecting
object as a ship. These uncertainty sources are described in details in the following
subsections.
4.5.1 Uncertainty on Input Parameters
With regard to equation (4.3), the parameters that are a priori known (θ and k)
and retrieved from the literature (εSW ) are not considered as sources of uncertainty.
Viceversa, the uncertainty on the estimated value σ of the unknown parameters (h,
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ϕ and εHULL) and the parameters that are measured directly on the SAR images
(σdev/L) is considered in the following, where each source of error is regarded
separately from the other ones.
Let us firstly consider the uncertainty ∆σh on the estimated value σ, caused
by an uncertainty ∆h on h.
∆σh =
∣∣∣∣∂σ∂h
∣∣∣∣∆h = σh∆h⇒ ∆σhσ = ∆hh (4.16)
Equation (4.16) suggests that the relative uncertainty on σ is equal to the
relative uncertainty on h; in other words if h has been estimated with a certain
error, the computed σ will present an error of the same order.
As regards the uncertainties on ϕ and εHULL, instead, deriving their analytical
expressions is less useful. Precisely, even if the relative derivatives can still be
computed, the retrieved analytical expression would be so involved that useful
considerations about the influence on σ estimation could not be carried on. For
this reason, the analytical expressions in closed form of the errors have not been
computed, but they have been evaluated with the support of a MATLAB code.
For sake of brevity, only the graphical representation of the results are reported
here. In the MATLAB code employed, the a priori known parameters, σdev/L
and εSW are set according to the indications in table 4.3 and the radar parameters
of the TerraSAR-X datasets included in Appendix B. The unknown parameters,
instead, are set equal to their mean values according to the distribution functions
reported in table 4.3.
Again, considering the uncertainty ∆σϕ on the orientation angle ϕ, it can be
written:
∆σϕ =
∣∣∣∣∂σ∂ϕ
∣∣∣∣∆ϕ (4.17)
In figure 4.15,
∣∣∣ ∂σ∂ϕ ∣∣∣ is shown at X band for HH, VV and HV polarization.
Co-polarized channels present the worst case when ϕ is about 15◦, where even a
minimum error on the knowledge of the orientation angle results in a completely
wrong estimation of the RCS. The best range of values, instead, is included between
ϕ = 35◦ and ϕ = 45◦ where a non-perfect knowledge of the orientation angle does
not affect the estimation of the RCS. It is important to underline that, in this
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Figure 4.15: Plots of the uncertainty relative to the angle ϕ for each polarization at
X band.
same range, the performance of the ship-detection algorithm is worse because
most of the incidence radiation from SAR is reflected in the specular direction and
consequently the ship could appear as dark as the sea clutter in the final SAR
image. The cross-polarized channel, instead, presents two relative maxima (when
ϕ = 10◦ and ϕ = 30◦), while the best case is represented by ships with orientation
angle around 20◦.
The analysis concerning the dielectric constant of the hull is divided into two
parts in order to consider separately the permittivity and the conductivity. The
permittivity is supposed to be unknown in the first part, and the conductivity
is supposed to be unknown in the second one, as already done in [Guida et al.,
2010b]. However, a general equation can be derived for the uncertainty ∆σεx based
on the uncertainty on the permittivity/conductivity of εHULL:
∆σεx =
∣∣∣∣ ∂σ∂εx
∣∣∣∣∆εx (4.18)
where εx is the real or the imaginary part of εHULL according to the case at issue.
In figures 4.16-4.17,
∣∣∣ ∂σ∂εx ∣∣∣ is shown at X band for HH, VV and HV polarization for
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Figure 4.16: Plots of the uncertainty relative to the real part of the dielectric constant
of the hull εHULL for each polarization at X band.
the real and the imaginary part of εHULL respectively. In figure 4.17, the plot is
given in semi-logarithmic scale due to the wide variability of the imaginary part
of εHULL.
From the analysis of the real part of the dielectric constant (figure 4.16), the
range of variability is several orders of magnitude smaller than the mean value of
σ as it appears in the plots of figures 4.9-4.11 for each polarization. Consequently,
the influence from a non-perfect knowledge of the hull permittivity is negligible
for any ship.
Moving to the imaginary part of the dielectric constant (figure 4.17), sim-
ilar considerations can be drawn. The term
∣∣∣ ∂σ∂εx ∣∣∣ presents remarkable varia-
tions for small values of the imaginary part of εHULL, but it approaches 0 for
Im(εHULL) > 10
3 for both co- and cross-polarized channels. As a consequence,
since the Im(εHULL) of the metals is much greater than 10
3 (as it is shown in
table 4.2), the uncertainty relative to an imperfect knowledge of the conductivity
is null if the ship is mostly made by metal, hypothesis certainly verified in many
real cases.
Let us finally consider the uncertainty ∆σσdev/L on the estimated value σ,
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Figure 4.17: Plots of the uncertainty relative to the imaginary part of the dielectric
constant of the hull εHULL for each polarization at X band.
caused by an uncertainty ∆ (σdev/L) on the roughness ratio σdev/L.
∆σσdev/L =
∣∣∣∣ ∂σ∂ (σdev/L)
∣∣∣∣∆σdevL (4.19)
In figure 4.18, the term
∣∣∣ ∂σ∂(σdev/L) ∣∣∣ is shown at X band for HH, VV and HV
polarization, respectively. The trend of the function and the position of the relative
minima and maxima are exactly the same for all the polarizations because the
difference in polarization is given by the term | Spq |T , which represents only a
scale factor for the derivative
∣∣∣ ∂σ∂(σdev/L) ∣∣∣. The uncertainty ∆σ tends to zero when
the sea surface is smooth (σdev/L → 0) and when the sea surface is extremely
rough (σdev/L → ∞). The worst case occurs when σdev/L = 0.10, while the best
case occurs when σdev/L = 0.16.
Finally, it is possible to write down the total uncertainty ∆σtot on the estimated
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Figure 4.18: Plots of the uncertainty relative to the roughness ratio σdev/L for each
polarization at X band.
value σ for all the sources of error:
∆σtot =
∣∣∣∣∂σ∂h
∣∣∣∣∆h+ ∣∣∣∣∂σ∂ϕ
∣∣∣∣∆ϕ+ ∣∣∣∣ ∂σ∂εx
∣∣∣∣∆εx + ∣∣∣∣ ∂σ∂ (σdev/L)
∣∣∣∣∆σdevL (4.20)
Obviously, for the considerations carried out from figures 4.16-4.17, the third
term of equation (4.20) can be neglected and, therefore, the only sources of uncer-
tainty are the freeboard h, the orientation angle ϕ and the ratio of the roughness
parameters ratio σdev/L.
It is important to underline that the local incidence angle is assumed equal to
the radar look angle and is not considered as a source of uncertainty. However, in
real cases the local incidence angle is different from the radar look angle and can
be randomised to perform a sensitivity analysis similar to those ones performed
for the other input parameters.
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4.5.2 Model Inaccuracy
In this sub-section, the errors on the RCS due to approximations on the shape of
the canonical ship are analysed. The simple basic parallelepiped model assumed
for the ship (described in section 4.1) is certainly a valuable starting basis, but it is
not able to describe all the scattering mechanisms which occur in a real scenario.
Neglecting the superimposed structures of a ship (ship upper decks and masts),
for example, leads to an underestimation of the dihedral surface, which contribute
to the double reflection mechanism, with a consequent underestimation of the final
RCS. Depending on the dimensions (length and heights) of masts and decks and
the orientation angle of the ships, these contributions may be more or less relevant.
In addition, the same superimposed structures may originate also strong trihedral
reflection mechanisms [Knott et al., 2004] with an even worse estimation.
The local incidence angle has been assumed equal to the radar look angle and,
obviously, a model which takes in account the wave undulation could improve the
overall performance. The wind and the roughness parameters are considered con-
stant all over the scene, but sometimes the ship can reduce the wind field creating
a smooth surface where the double reflection mechanism occurs and, as a conse-
quence, the model proposed leads to an underestimation of the RCS. Conversely,
the angle between the ship and the sea surface is supposed to be right for all the
ships and this brings to an overestimation of the RCS.
Finally, a way to assess the inaccuracies deriving from the employment of the
simplified ship model is provided in the next section, where the proposed model is
compared with the RCS of several ships measured on real SAR images.
4.6 Validation Results
The model proposed for the RCS of a canonical ship is tested on two different
TerraSAR-X images acquired over the Solent area in the south of the U.K., in
November 2012. The acquisition parameters of the two Stripmap images are re-
ported in Appendix B. Before processing the images, the absolute calibration is
performed in order to minimise the radiometry differences and to compare the
images. The pixels intensities are scaled according to the following formula [DLR,
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2014]:
σ0 = ks | DN |2 sinθ −NESZ (4.21)
where ks is the absolute calibration factor, | DN | is the amplitude of each pixel
and NESZ is the noise equivalent sigma zero of the TerraSAR-X platform. Both
ks and NESZ are provided with the ancillary data of the images. In figure 4.19
the intensity of the SAR images is shown in the slant range/azimuth plane. Some
AIS data from [ShipAIS, 2015] are collected and used as ground truth to validate
Figure 4.19: HH intensity SAR image of the Isle of Wight in the slant range (r-
axis)/azimuth (x-axis) plane acquired by the TerraSAR-X sensor on (a) 9th November
and (b) 12th November. In both images, the red rectangles enclose the ship signatures
with available AIS data. The green rectangle includes the signature of a ship which does
not fulfill the proposed model.
96 Chapter 4. Backscattering models from a canonical ship in SAR imagery
the electromagnetic model proposed. However, the available ground truth is not
complete since more ships signatures are clearly detectable from both SAR images
[Iervolino et al., 2013]. The RCS relevant to the double reflection contribution
of eight ships (four from the first SAR image and four from the second one) is
measured on the SAR image by averaging the intensity of the double reflection
line along the ϕ direction, as already performed in [Guida et al., 2010b, Iervolino
et al., 2015a]. In formula:
σˆj =
1
Nj
Nj∑
i=1
σˆij j = 1, 2, ..., 8 (4.22)
where σˆj is the RCS of the j-th ship, σˆij is the intensity of the i-th pixel of the
double reflection contribution of the j-th ship and Nj is the number of resolution
cells in the double-reflection line relative to the j-th ship. Nj is linked to the
azimuth resolution according to the following:
Nj =
lTj
δx
(4.23)
where lTj is the length of the j-th ship target.
The RCS estimation is performed by averaging those pixels as already done
in [Iervolino et al., 2011, Franceschetti et al., 2007, Guida et al., 2010b, Iervolino
et al., 2015a]. In those papers the aim was to evaluate the building heights or the
flooding depth by inverting the direct models there presented. The retrieval was
obtained by comparing the RCS relevant to the double reflection line of one target
and that of two gauges in order to take in account multiplicative and additive
calibration constants. The ratio of these RCSs was then performed to minimise
the amplitude loss due to the periodic sampling of the SAR signal between the
building target and the two gauges. Due to the sampling, there is not certainty that
the SAR signal is sampled exactly in the maximum of the sinc function (assuming
to deal with single scatterers points) and the loss may vary from the target to
the gauges. For these reasons, the averaging was there performed to compute the
RCS.
In the case of this thesis, instead, the calibration is performed retrieving the
ancillary data about the NESZ and the absolute calibration factor (ks) given
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with the ancillary data of the TerraSAR-X sensor; therefore no more comparison
is needed for the retrieval procedure of the RCS. However, it results that the mean
is still the best estimation of the RCS relevant to the double reflection contribu-
tion. Choosing the maximum value among all the double reflection contributions,
indeed, may lead to an overestimation of the RCS because it is more likely to
select a double reflection value where superimposed structures are present. Let us
consider the first ship highlighted in figure 4.19(a) as example. In figure 4.20(a)-
(b) the SAR signature and the relative optical image are shown respectively. The
superimposed structures (decks) are easily identifiable in the middle. Three differ-
ent cuts at constant azimuth are isolated and analysed: one at the top of the ship
(segment AB), one in the middle (segment CD) and one at the bottom (segment
EF). From the analysis of the RCS distribution in figure 4.20 (c)-(e), it is clear
Figure 4.20: Region of interest relative to the SAR intensity image acquired by
TerraSAR-X on the 9th November 2012 in slant range (r)/azimuth(x) plane where the
signature of the ships 1 (Red Funnel) and 2 of figure 4.19(a) is shown. Three cuts at
constant azimuth are drawn to analyse the Red Funnel’s signature: AB at the front,
CD in the middle and EF at the bottom (a). Optical image of the Red Falcon ship.
Courtsey of www.vesselfinder.com (b). RCS distribution relative to the cut AB (c).
RCS distribution relative to the cut CD (d). RCS distribution relative to the cut EF
(e).
98 Chapter 4. Backscattering models from a canonical ship in SAR imagery
that the maximum value is obtained in the middle of the ship (segment CD) and it
is much bigger than the other double reflection contributions. Differently from the
freeboard height, the superimposed structures (decks and masts) are not regulated
by the 1974 SOLAS Convention [Watson, 1998] and their shapes and dimensions
usually change for different kinds of ships. For these reasons, the author has chosen
to neglect the superimposed structures and to mitigate their contributions to the
RCS of the ship by averaging all the contributions relevant to the double reflection
line (see equation (4.22)).
The measured RCS on the SAR image is affected by speckle noise and it is
possible to evaluate the relative uncertainty ∆σˆ [Franceschetti et al., 2002, Guida
et al., 2010b]:
∆σˆ ≤ σˆj√
Nj
j = 1, 2, ..., 8 (4.24)
In equation (4.24),
σˆj√
Nj
represents the uncertainty in the worst case of fully
developed speckle where each contribution is independent from the others (a col-
lection of random variables that are independent and identically distributed).
The signatures of the eight ships under test are highlighted by red rectangles
in figure 4.19. The measured RCSs (σˆj), instead, are reported in table 4.6 and
compared to the RCSs deriving from the electromagnetic model (σj). The angle
ϕ is computed from the ship bearing provided with the AIS data. The freeboard
height h, instead, is evaluated from the ship length according to the 1974 SOLAS
Convention [Watson, 1998] because AIS data provide only ship length, width and
draught. The values of ϕ and h are shown in table 4.6 for each ship signature
analysed. All the other parameters involved in the electromagnetic model are
either retrieved from the ancillary data of the SAR sensor (k and θ) or set equal to
the mean value of the distribution function shown in table 4.3. For each ship the
absolute (Ej) and the relative (ej) error of measurement are computed according
to the following and reported in table 4.6:
Ej = σj − σˆj j = 1, 2, ..., 8
ej =
σj − σˆj
σj
j = 1, 2, ..., 8
(4.25)
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Target j-th h [m] ϕ [deg] σj [m
2] σˆj [m
2] Ej [m
2] ej
1 1.2710 10◦ 0.2253 0.2467 -0.0214 -0.0950
2 0.5859 8◦ 0.1151 0.1721 -0.0570 -0.4952
3 0.5102 0◦ 0.1198 0.1309 -0.0111 -0.0927
4 1.3124 13◦ 0.1904 0.2495 -0.0591 -0.3104
5 2.2000 2◦ 0.5110 0.6627 -0.1517 -0.2969
6 1.1582 4◦ 0.2604 0.3435 -0.0831 -03191
7 0.9231 6◦ 0.1961 0.2751 -0.0790 -0.4029
8 0.2500 11◦ 0.0417 0.0958 -0.0591 -1.2974
Table 4.6: RCS measured on real SAR images compared to the RCSs computed from
the electromagnetic model.
Results highlight that the electromagnetic model always underestimates the
measured RCS on real SAR images. In particular, the average absolute error of
measurement is −0.0646 m2 while the average relative error of measurement is
−0.4137 so, in other words, the model underestimates the measured RCS of 1.5
dB on average. The discrepancy between the model and the measured RCSs may
be caused by the simplified geometry of the canonical ship where no superimposed
structure is taken in account.
Outcomes show also that all the measured RCSs are included in the FR iden-
tified in section 4.4 (σαl = 9.10 · 10−2 m2 and σ1−αu = 1.26 m2). Therefore,
the matching between the measured RCSs and the proposed ship model with
the Gamma distribution for the HH polarization can be considered suitable. As
counter-example, a region of interest, highlighted with a green rectangle [figure
4.19(b)], is selected in the second SAR image. It represents the signature of a ship
whose RCS is greater than the upper bound of the FR chosen in the proposed
model. A zoom of the ship signature is shown in figure 4.21. Unfortunately, the
AIS signal of this ship is not available and, therefore, it is not possible to retrieve
any information about the shape and the size of the ship. However, from the
analysis of figure 4.21, a big mast (at the back) and some superimposed structures
are clearly identified. As already underlined in section 4.5.2, in this particular
scenario, the electromagnetic model introduced leads to an underestimation of the
RCS because it is not able to describe all the scattering mechanisms. The mea-
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Figure 4.21: HH intensity image of the ship signature highlighted in the green rectangle
in figure 4.19(b).
sured RCS is 3.21 m2 but, excluding the mast contribution from the evaluation of
the double reflection contribution, the RCS is reduced to 1.07 m2 thus falling in
the selected FR of the model.
4.7 Conclusions
In this chapter, a novel model-based approach for the RCS evaluation of a canonical
ship has been presented. The pdfs that better approximate the simulated RCS
for each polarization at X band within the hypotheses introduced on the input
parameters of the model have been identified and they are the Gamma and the
Weibull distribution for the co- and the cross-polarized channels respectively (see
table 4.5). The same analysis can also be performed at different microwave bands.
The influence of an imperfect knowledge of the input parameters on the retrieval
of the RCS of the canonical ship has been evaluated through an uncertainty anal-
ysis: the proposed model is affected by the uncertainties on the freeboard height,
the orientation angle (see figure 4.15) and the ratio of the roughness parameters
(see figure 4.18), while it is robust respect to the uncertainty on the dielectric
material composing the hull of the ship (see figures 4.16-4.17). In general, when
a better knowledge on the input parameters is available, different distributions
could be considered for them, leading to a different shape and distribution of the
RCS values. For example, in specific areas characterised by high maritime traffic
4.7. Conclusions 101
and/or geographical straits, ship routes may be more bounded. In these cases, the
orientation angle can be more easily evaluated.
Preliminary results are promising as a good match between the measured RCS
on real SAR images and the theoretical RCS has been found on a good number
of different ships. The hypotheses made in order to work with a simplified model
of the ship may lead to an underestimation of the real RCS due to superimposed
structures and evaluated to be 1.5 dB on average (see table 4.6). However, this
underestimation of the RCS is a minor issue in the SAR ship-detection algorithms
meaning that such targets can only be more easily detectable in real scenarios.
The model introduced can be easily included in a SAR-based tool for ship-
detection. A likelihood-ratio test can indeed be performed at the detector stage
leading to an improvement of the overall performance (lower false alarm rate and
higher probability of detection) of SAR ship-detection algorithms. A GLRT, based
on this target model, will be derived and its performance compared to that one of
a standard CFAR on both simulated SAR images and real SAR images in chapter
5.
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Chapter 5
A new GLRT-based detector for
ship-detection in SAR imagery
It has been already highlighted in the present thesis (chapter 3) that the target
model (both analytical and statistical) is not usually considered in SAR ship-
detection algorithms to reduce the complexity of the detector itself. However, the
optimal detector should take in account the target modeling too. In the previous
chapter a novel model, based on the scattering mechanisms of a canonical ship
target, has been introduced; the double reflection contribution has been character-
ized and a suitable distribution function for the canonical ship has been derived
for all the polarizations.
Here, instead, starting from the outcomes derived in chapter 4, a novel GLRT,
based on the likelihood functions of both the sea clutter and the ship target, is
built. First of all, chapter 5 shows how the GLRT for the ship-detection in SAR
imagery is derived; then the TCR is analytically evaluated at different bands (S,
C and X) for a typical ship target. Finally, the GLRT and CFAR algorithms are
compared through Monte Carlo simulations and the novel ship detection algorithm
is applied to real datasets acquired from different spaceborne and airborne sensors.
In this chapter, an extended version of the second journal paper (under review
by editors of the IEEE JSTAR and reported in Appendix D) is presented. It
mainly contains the inclusion of the backscattering models in the ship-detection
chain and shows the outcomes on both simulated and real SAR images.
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5.1 GLRT detector
In section 2.1, it has been already underlined the growing interest in the Earth
Observation from radar platforms. Many SAR sensors are already in orbit and
many others will be launched in the next couple of years. This scenario is going
to be crucial to support SAR data applications, with a coverage capability never
reached before. The joint use of these SAR sensors will drastically reduce the
revisit time; however this successful upstream work has not been followed yet by
an adequate exploitation of remote sensing data and all the downstream activities
are still relatively underdeveloped. In this framework, it is clear that the current
research is timely and it aims at filling this gap by developing a novel ship detec-
tion algorithm for the joint exploitation of current and future SARs operating at
different working frequencies.
As highlighted in section 3.4, SAR is very capable in detecting targets over
the sea surface due to the low backscattering of sea areas compared to that of
ships and vessels: the flatness and smoothness of waters, when it is the case, let
most of the incidence wave impinging on them reflect in the specular direction
causing a low backscattering coefficient in the data corresponding to those areas.
This is the main reason why so far SAR ship-detection algorithms have been based
on a CFAR method in which the sea clutter background is modeled according to
a suitable distribution and a threshold is set to achieve a given PFA. However,
the optimal detector has to take the target in account too, [Crisp, 2004]. In this
section, a GLRT detector is derived by exploiting the ship model and the results
of the previous chapter.
In order to implement a GLRT, both the likelihood functions of the sea clutter
and the target (the canonical ship in our case) must be defined. While the defini-
tion of a suitable distribution for the sea clutter is largely addressed in literature
[Cui et al., 2013, Leng et al., 2015b], not much modelling of the ship backscatter
has been undertaken in ship-detection. In [Sciotti et al., 2001], for example, an ex-
tremely simple model for the ship target is presented to set a GLRT; the intensity
ship pixels are assumed independent and Gaussian distributed with a zero mean,
but no evidence is provided to support this assumption. In this section, instead,
as already underlined in the introduction, the target distribution is derived from
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[Iervolino et al., 2016] where the double reflection contribution (the main scatter-
ing mechanism occurring in ship/sea scenario) is modelled from the GO theory
within the KA in high frequency regime.
It is well known from literature [Kay, 2011], that the optimum statistical test
relies on the target statistical distribution. Before deriving the statistical test, it
is possible to define the test hypotheses:
H0 : sea clutter
H1 : canonical ship
(5.1)
Differently from other detectors in literature [De Maio et al., 2009, Conte et al.,
1995], the background clutter is here related to the target distribution. Indeed, the
hypothesis H1 refers to the double reflection contribution which occurs between the
sea surface and the ship, hence is linked to the sea clutter through the roughness
parameters of the GO model as highlighted in [Franceschetti et al., 2002, Guida
et al., 2010b]. This scattering contribution has been already analysed and its
distribution derived in [Iervolino et al., 2016]. The test which maximizes the
probability of detection for a given false alarm probability (optimum test) is the
LRT (Likelihood Ratio Test), defined as follows [Kay, 2011]:
ΛL (σx) =
p (σx/H1)
p (σx/H0)
> Tr (PFA)←→ Detected (5.2)
where ΛL (·) is the likelihood ratio function, σx is the RCS of the pixel under test,
p (σx/H1) and p (σx/H0) are the pdfs of σx given, respectively, the target or the
clutter is present and Tr (PFA) is the threshold according to the desired PFA.
The LRT requires an explicit knowledge of the pdfs involved; however, in
most of real cases, the parameters of the pdfs are unknown and need to be esti-
mated. When these parameters are estimated through maximum likelihood meth-
ods (MLE), the LRT becomes a GLRT defined as follows [Kay, 2011]:
ΛG (σx) =
p (σx/H1, αˆt)
p (σx/H0, αˆc)
> Tr (PFA)←→ Detected (5.3)
where ΛG (·) is the generalized likelihood function, αˆt and αˆc are the MLE es-
timators relative to the target (hypothesis H1) and the clutter (hypothesis H0)
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Figure 5.1: Block diagram for a GLRT detector.
distribution parameters respectively. The equation (5.3) can be rewritten as fol-
lows:
ΛG (σx) =
maxαt p (σx/H1,αt)
maxαc p (σx/H0,αc)
> Tr (PFA)←→ Detected (5.4)
where αt and αc are the parameters vectors of the target and clutter distribution
respectively. In figure 5.1, the block diagram to implement the GLRT is shown.
The diagram is made up of two branches: one to estimate the clutter parameters
αc (Clutter estimation block) and the other to estimate the target parameters αt
(Target estimation block). The GLRT is then performed: firstly, the likelihood
ratio function is applied to all the pixels in the image; secondly, the sea clutter is
statistically analysed and a threshold is computed according to the desired PFA,
which is an input to the GLRT block; finally, the pixels with a ΛG (·) greater than
the threshold are detected.
The GLRT is not the optimum statistical test but, if the pdfs of both clutter
and target are well defined, it can improve the TCR as shown in figure 5.2. Indeed,
considering the mean clutter RCS value (σc) it results ΛG << 1, while ΛG >> 1
when considering the mean target RCS value (σt). Consequently, the output of the
GLRT is an image where the clutter is attenuated and the targets are enhanced.
The thresholding, therefore, can better operate and the performance of the GLRT
is better compared with the standard CFAR algorithms.
However, the GLRT needs to estimate the target parameters vector (αt) and
not only the clutter parameters vector (αc) as CFAR algorithms do. As a conse-
quence, the GLRT presents a computational load higher than CFAR algorithms
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Figure 5.2: RCS distribution relative to the sea clutter and the ship target in a canon-
ical scenario.
as it will be shown in the simulation in section 5.3.
In the next section, the analytical TCR is evaluated for a typical target within
the GO solution at different bands (S, C and X).
5.2 Target-To-Clutter Ratio for a canonical ship
target
In this section, the TCR of a typical ship target at different bands (S, C and
X) is evaluated with the purpose of identifying the most suitable band for ship-
detection in SAR imagery. Indeed, it results that the higher the TCR, the higher
the detectors performance.
It has been shown that both the RCS of the canonical target and the sea clutter
can be modelled according to the GO solutions [Iervolino et al., 2016, Iervolino
et al., 2014b] and the relative formulations have been already reported in chapter
4 for GO-GO [equation (4.3)] and GO solution [equation (4.4)], respectively. Here,
the TCR can be computed as ratio of the target RCS (σGOGO = σtarget) to the sea
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Figure 5.3: | SHH |T , | SHH |C against the sea temperature for different values of the
water salinity.
clutter RCS (σGO = σclutter), according to the following equation:
TCR =
σGOGO
σGO
=
σtarget
σclutter
(5.5)
Before computing the TCR, some assumptions on the dielectric parameters
need to be done. Here, εSW is computed according to the saline-water double-
Debye dielectric model shown in [Ulaby and Long, 2014] as function of the water
salinity (Sa), water temperature (T ) and the sensor working frequency (f) [see
equation (4.9)]. εHULL is evaluated by performing a weighted average of several
dielectric constants which compose the canonical hull of a ship [Iervolino et al.,
2016] and assuming that the typical target is made of steel (70% ), glass (10% ),
aluminium (10% ) and fused silica (10% ). εHULL has bee computed from equation
(4.11) by setting p = 0.7 and q = 0.3.
In table 5.1, all the parameters used to compute the TCR are shown. Finally
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Parameters Value
Radar look angle θ [deg] 40◦
Radar working frequency f [GHz] [3.2; 5.4; 9.6]
Roughness parameters σdev/L 0.2
Length of the portion of the ship l [m] 10.0
Sea portion a [m] 10.0
Sea portion b [m] 10.0
Dielectric constant of the sea εSW Equation (4.9)
Salinity Sa h [30; 35; 40]
Dielectric constant of the ship hull εHULL Equation (4.11)
p = 0.7 q = 0.3
Orientation angle ϕ [deg] 5◦
Freeboard height h [m] 3.0
Table 5.1: Parameters values needed to compute the analytical TCR.
| SHH |T , | SHH |C and the relative TCR (in dB) are reported in figure 5.3 at
different bands (S=3.2 GHz, C=5.4 GHz and X=9.6 GHz) for HH polarization
by letting the water salinity and temperature vary. The average values about
the water temperature and salinity can be retrieved from the World Ocean Atlas
2009 Figures (WOA09F) available at [NOAA, 2009]. In this study, no assumption
is made on the particular area where the SAR images could be acquired and,
therefore, the ranges of water temperature and salinity are set as wide as possible
after analysing the atlas (T = [0◦; 35◦]C and Sa = [30; 40]h). It is worthwhile to
notice from figure 5.3 that | SHH |T>| SHH |C ; however from the computation of
equations (4.3)-(4.4), the RCS of the clutter is lower than the RCS of the target.
In general, it results that the backscattering coefficients of both target and clutter
only slightly change with the variation of water temperature and salinity with the
TCR about 12.6 dB for all the working frequency analysed. As a consequence,
a significant variation of the ship detectors performance is not expected with a
frequency variation as it will be demonstrated in the next section.
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Figure 5.4: Block diagram for the SAR images simulation. The cylindrical blocks
represent the memories where the input parameters are stored: RP (Radar Parameters),
DEM (Digital Elevation Model), DC (Dielectric constant of Clutter), DT (Dielectric
constant of Target), TP (Target Parameters), RS (Radar Sensitivity). The rectangular
blocks are the processing operations.
5.3 Monte Carlo simulations
In this section, the performance of the new GLRT technique is compared to that
of the standard CFAR algorithm through simulations. At this aim, several SAR
images are simulated trough a Monte Carlo approach [Lee and Pottier, 2009] as
shown in the flow chart in figure 5.4.
Firstly, 200x200 sea clutter pixels are simulated with a Monte Carlo method
in the Sea Scattering block assuming the clutter Exponentially-distributed where
the mean value is set equal to the single scattering contribution from a rough sea
surface within the GO approximation of equation (4.4) [∼ E(σGO)]. Secondly, all
the pixels with normalized RCS lower than a typical NESZ of the SAR sensor are
set equal to the NESZ producing the ic(x, r) image where x and r represent the az-
imuth and range distance respectively. In all the simulations, it has been assumed
a typical NESZ of -25 dB, which represents the mean value for the TerraSAR-X
sensor [DLR, 2014]. However, the sensitivity of most SAR sensors can be bound
between -20dB (worst case) and -30dB (best case); so a mean value of -25 dB
can be assumed for all simulations operating at different bands without loss of
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Parameter
Band
S C X
Mean NRCS 0.088 0.086 0.085
std NRCS 0.110 0.108 0.107
pχ2 value (% ) 53.89 77.34 80.17
Table 5.2: Mean value and standard deviation of the NRCS along with the pχ2 value
(% ) relative to the χ2 GoF test at HH polarization for each band.
generality. Thirdly, in the Target Scattering block, 100 values of RCS relative to
the targets are simulated according to the canonical model presented in [Iervolino
et al., 2016] and the vector t(x, r) is retrieved. In the last step, the simulated
targets are placed in random positions in the simulated SAR image in the Merging
block retrieving the final i(x, r) SAR image, which can feed the detector block
shown in figure 5.1 and explained in section 5.1.
First of all, the GLRT and the CFAR algorithms are compared at S, C and X
bands in a typical scenario: the ROC curves are derived by computing the PD and
PFA for several threshold values and, then, the computational load is evaluated
for both approaches. The radar and roughness parameters employed to simulate
the SAR images are the same employed to analytically evaluate the TCR in the
previous section and are reported in table 5.1. Furthermore, the values T = 20◦C
and Sa = 35h have been assumed for the characterization of the sea clutter.
In figure 5.5 (left panel), the pdfs relative to the histogram of the NRCS and
the fitting with a Gamma distribution are shown for HH polarization at S, C and
X band.
γ distribution passes the χ2 GoF for all the bands and so it can be used to
model the backscattering return of the double reflection contribution of the canon-
ical target. The relative pχ2 values along with the mean value and the standard
deviation of the histogram are reported in table 5.2. As expected, there is not
a great difference with the frequency variation and, consequently, the detectors
performance will be also similar.
In figure 5.5 (right panel), the ROC curves are retrieved after repeating the
test for both GLRT and CFAR 100 times for each threshold. In general, it results
that the performance of the novel GLRT-based technique is better (higher PD for
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Figure 5.5: Histogram of the NRCS relevant to the double reflection contribution for
HH polarization and the Gamma distribution on the left side. ROC curves comparison
between the GLRT and CFAR detectors on the right side at S band (top row), C band
(middle row), X band (bottom row).
any given PFA) than for the standard CFAR algorithm for each band analysed.
For example, fixing PFA= 10−1 and performing a quadratic interpolation, the
probability of detection, for the GLRT and CFAR respectively, results: PD= 0.64
and PD= 0.60 at S band; PD= 0.63 and PD= 0.58 at C band; PD= 0.65 and
PD= 0.61 at X band. The best performance is obtained at X band for both CFAR
and GLRT; however, it is clear that all the bands are almost equally good and
there is not really a more convenient range of frequency in which the detectors
performance significantly improves.
In table 5.3, the computational times to derive a single dot (coming from the
processing of 4 · 105 pixels) relative to the simulations shown in figure 5.5 for both
the CFAR and GLRT are reported. As already anticipated describing the block
diagram in figure 5.1, the computational time of the CFAR is lighter compared to
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Operation CFAR [s] GLRT [s]
Clutter parameters estimation 0.296 0.296
Target parameters estimation n.a. 1.385
GLRT evaluation n.a. 0.193
Thresholding 0.361 0.361
TOT 0.657 2.235
Table 5.3: CFAR and GLRT computational load for analyzing 4 · 105 pixels.
the GLRT. This has been evaluated using an Intel Pentium i5-2400 processor at
3.10 GHz. It results that the CFAR is more than 3 times faster than the GLRT for
size of dataset used (200x200 pixels). Indeed, CFAR does not need to estimate the
target parameters [Iervolino et al., 2015b]; however it is important to underline
that clutter and target parameters need to be estimated only once in a Global
Threshold algorithm [Crisp, 2004], while the thresholding phase (the most time
demanding step) is directly proportional to the number of pixels to process. As
a consequence, the difference in the computational load between the CFAR and
GLRT decreases when the pixels of the image increase.
Other simulations have been performed by letting the radar look angle (θ) and
the roughness parameters vary (σdev/L) in order to get a complete picture of the
GLRT detectors performance. Only the X band at HH polarization and the GLRT
algorithm are considered in the following simulations. Results are shown in figure
5.6.
Looking at the ROC curves on the left of figure 5.6, where the radar look angle
is fixed (40◦) and the roughness ratio varies, it is shown that the performance gets
worse when σdev/L increases because the radar backscattering from the sea clutter
increases due to a rougher surface and, consequently, the TCR is reduced.
Looking at the ROC curves in the middle of figure 5.6, instead, where σdev/L is
fixed (0.2) and the radar look angle varies, it is highlighted that the performance
gets better for an increase of the radar look angle because most of the incidence
radiation of the sea clutter is reflected in the specular direction. However, for very
high look angles (θ ≥ 50◦) also the RCS relevant to the target double reflection
contribution diminishes and the TCR does not increase any more. As a conse-
quence, the performance of the detectors at θ = 50◦ is worse than the performance
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Figure 5.6: ROC curves relative to the GLRT at X band and HH polarization for
different value of the roughness ratio (σdev/L) on the left panel, different radar look
angles (θ) in the middle panel and different Equivalent Number of Looks (ENL) on the
right panel.
at θ = 40◦ [Iervolino et al., 2015b].
Finally, looking at the right panel of figure 5.6, the ROC curves are derived fix-
ing the ratio σdev/L and the angle θ and by multilooking the SAR simulated data.
In the case of fully developed speckle, each clutter contribution is independent from
others and the clutter can be seen as a collection of random variables that are inde-
pendent and identically distributed. Within these hypotheses, the resulting clutter
(after the multilooking operation) is Gamma distributed ∼ γ(ENL;σGO/ENL)
[Lee and Pottier, 2009] and the speckle is reduced by a factor 1/
√
ENL [Iervolino
et al., 2016, Guida et al., 2010b].It is possible to notice that the performance in-
creases sharply with the increase of ENL because the multilooking reduces the
speckle of the sea clutter while the behaviour of the target response is unaltered
because the canonical ship is a coherent scatterer. In other words, by performing
a multilooking the standard deviation of the sea clutter distribution is multiplied
by 1/
√
ENL while the mean value is unchanged; consequently, since the clutter
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distribution becomes more concentrated around its mean value, it is less likely that
some clutter pixels present RCS greater than the targets RCS and the detector
presents a much higher PD for a fixed PFA. For example, considering PFA=10−1,
PD increases from 0.58 for ENL=1 to 0.89 for ENL=20. Conversely, with the
increase of the ENL the spatial resolution is reduced by a factor 1/ENL; conse-
quently ENL has to be chosen according to the minimum size of the targets that
have to be detected and according to the original spatial resolution. As a general
advice, the higher the original spatial resolution is, the higher ENL can be chosen.
Finally, it is important to underline that the simplified assumptions made to
model the canonical target lead to an underestimation (evaluated to be around
1.5dB at X band for HH polarization) of the real RCS as demonstrated in [Iervolino
et al., 2016] and discussed in the previous chapter. However, this underestimation
can be regarded as a minor issue, meaning that targets in real scenario are more
easily detectable and the detector performance is consequently higher than the one
computed in this section.
In the next section, the GLRT algorithm is finally tested over real SAR images
acquired from different sensors.
5.4 Outcomes on real datasets
The novel GLRT algorithm is tested and compared against the CFAR on three SAR
meaningful datasets: one acquired from TerraSAR-X at X band over the Solent
Channel in UK, one acquired from Sentinel-1 at C band over the Portsmouth
harbour and the last one acquired from the Airbus airborne SAR demonstrator
simultaneously at S and X band over the Angle Bay in the Pembrokeshire in UK.
The acquisition parameters for each dataset are reported in Appendix B.
The flow-chart of the ship-detection scheme based on the GLRT and here im-
plemented is shown in figure 5.7. It consists of three main stages: pre-processing,
detection and discrimination.
In the pre-processing, the land pixels are rejected to avoid detecting false pos-
itives in the following steps by using DEM data and excluding, from further anal-
yses, all the pixels which height is greater than zero.
The detection represents the core of the ship-detection algorithm and here the
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Figure 5.7: Ship detection flow-chart where the rectangles represent the steps needed
to perform the GLRT algorithm. The chart is divided into three main stages: pre-
processing (masking), detection (clutter/target estimation and GLRT) and discrimina-
tion (clustering and ambiguities removal).
main novelty of the algorithm is present: the likelihood function of the canoni-
cal ship is computed and, consequently, the GLRT is derived. The GLRT-based
detector has been already analysed and discussed in detail in section 5.1.
The main aim of a discrimination step, instead, is to reject all the man-made
objects which are not ships but have passed the previous detection stage. In lit-
erature, several discriminator algorithms have already been presented: in [Wang
et al., 2014], for example, the discriminator is based on the kernel density esti-
mation of the ship, the aspect ratio and the number of pixels of the target. A
new discrimination process, made up of two phases (clustering and ambiguities re-
moval) is introduced in this paper. First of all, the targets detected in the previous
stage are gathered in clusters and a threshold TCL for the minimum cluster size is
chosen and applied. Of course, this choice is made according to the minimum ship
size which has to be detected and the image resolution. In this way, all the clusters
with size lower than TCL are rejected (clustering phase). This step is based on the
assumption that each pixels has got 8 neighbors (8-connectivity rule) and the pro-
cess is performed by using the Segmentation routine provided by Envi software. In
the second step, the azimuth ambiguities, due to the side lobes of the azimuth an-
tenna pattern, are removed by evaluating the relative distance between the target
and the replica as already done in [Brusch et al., 2011] (ambiguities removal). The
azimuth displacement (∆x) between the target and the first order ambiguities is
evaluated by considering the equation (2.16). Actually, more efficient techniques
to remove azimuth ambiguities in SAR images exist in literature and are based, for
example, on the Weiner selective filter [Monti Guarnieri, 2005, Di Martino et al.,
2014b]. Their implementation can be potentially suggested also here for an overall
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better performance of the ship detection algorithm.
In the next sections, the novel GLRT-based algorithm is applied to each dataset
and performance compared to that of a CFAR algorithm in term of TCR and
computational load. In addition, the detectors outcomes are compared, when
possible, with AIS data retrieved from [ShipAIS, 2015]. Unfortunately, as already
underlined in [Iervolino et al., 2016, Iervolino et al., 2013], the available ground
truth looks incomplete because more ship signatures are visible in the SAR images
than those recorded with the AIS. As a consequences, it is not possible to retrieve
the PFA and the PD from the real datasets and only the TCR has been evaluated
according to the following equation:
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where E[·] represents the mean operator,
(
σˆ0j
)
T
is the NRCS of the j-th ship
and
(
σˆ0k
)
C
is the NRCS of the k-th clutter range line. At numerator,
(
σˆ0ij
)
T
is the
intensity of the i-th pixel of the double reflection contribution of the j-th ship, Nj
is the number of the resolution cells in the double reflection line relative to the j-th
ship (Nj = lTj/∆x where lTj is the length of the j-th ship) and NT is the num-
ber of targets with AIS data available. At denominator,
(
ˆσ0mk
)
C
is the intensity
of the clutter pixels which coordinates are (m, k) and Nr and Na are the num-
bers of clutter pixels analysed in the range and azimuth coordinate respectively.
The TCR is evaluated before and after performing the GLRT [equation(5.3)] and,
consequently, the TCR gain can be computed.
5.4.1 TerraSAR-X dataset
The first dataset used to test the novel GLRT algorithm is the Single Look Complex
(SLC) Stripmap image acquired from the TerraSAR-X sensor (X band) over the
Solent area in UK on 9th November 2012 (labeled as TSX2 in Appendix B). A crop
from the original image (5336x2869 pixels in azimuth and slant range respectively)
has been chosen and the relative intensity is shown in figure 5.8(a).
First of all, the image is calibrated according to the process described in [DLR,
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Figure 5.8: SAR intensity image from the TerraSAR-X dataset acquired in HH polar-
ization and X band in slant range (r)/azimuth(x) plane (a). Land masking outcomes
(b). GLRT SAR image (c). The green rectangle is the ROI (200x190 pixels) isolated to
analyze the TCR.
2014] and by retrieving the information about the TerraSAR-X NESZ and the
absolute calibration constant from the ancillary SAR data. A land mask is then
performed by employing Shuttle Radar Topography Mission (SRTM) 3 arc-second
data (approximately 90 m resolution) and by using the Sentinel-1 tool [ESA, 2013]
developed by the European Space Agency (ESA) to deal with SAR images. The
masking results are shown in figure 5.8(b) where the white pixels represent the
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land (masked out from the following processing steps) and the black ones the sea
areas. The registration error is of the order of the DEM resolution, about 90m.
Smoother masking results could be achieved if SRTM data with a better resolution
were available. However, the land masking is not the primary aim of this thesis
and the results obtained can be considered satisfactory.
In figure 5.8(c) the GLRT image is shown after computing the ΛG(·) function
and assuming the clutter Gaussian distributed with the relative intensity Expo-
nentially distributed. The details about the goodness of the fitting concerning
the sea clutter and the γ distribution have been already shown in figure 3.6 when
the formation of the speckle and the relative statistical models were dealt. The
roughness ratio σdev/L, instead, has been computed according to the methodology
discussed in section 4.2.1 with the results shown in figure 4.7.
From a visual inspection of the SAR image, it results that the clutter is atten-
uated as it appears darker, while the targets are enhanced. In order to quantify
the improvement in the TCR, a ROI of 200x190 pixels in azimuth and slant range
respectively is isolated. The ROI is highlighted with a green rectangle in figure
5.8 and includes the signature of 2 out of 7 available AIS signals.
In figure 5.9, the intensity relative to the ROI is shown at the top before and
after applying the generalized likelihood function; while the relative NRCS profile
is shown at the bottom and evaluated in dB. At this point, it is possible to evaluate
the TCR relative to the original image and to the enhanced image by applying
equation (5.6). In figure 5.9, T1 and T2 are the signatures of the targets with the
AIS data available while T3 is the signature of a much smaller craft without AIS
signal. It is computed that the TCR varies from 16.7 dB to 43.3 dB on average
before and after applying the ΛG(·) function with an increment of 26.6 dB. It is
clear from this analysis, that the GLRT algorithm is able to detect ships with an
RCS very close to the sea clutter RCS and, therefore, it is expected to retrieve more
targets than a standard CFAR when the same PFA is fixed for both algorithms.
A PFA of 10−7 with a global threshold is employed at the detector stage for
both the GLRT and CFAR algorithms. Following the detection chain shown in
figure 5.7, all the clusters of points with dimensions lower than 20m are rejected
(TCL = 11) in the clustering phase. The displacement relative to the first order
azimuth ambiguities is computed according to the equation (2.16) where λ =
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Figure 5.9: ROI Intensity image from TerraSAR-X sensor before and after applying
the generalized likelihood function band in slant range (r)/ azimuth(x) plane at the top.
T1, T2 and T3 are the targets signatures. NRCS profile relative to the ROI before and
after applying the generalized likelihood function at the bottom.
0.03m, PRF = 4.06 kHz, r0 = 681km and v = 7km/s. It results ∆x = 5.76 km;
however from the image analysis no ambiguity arises.
The performance of both detectors is shown in table 5.4. Both the GLRT and
CFAR have correctly detected the AIS signals available (seven in total); however
the GLRT is able to detect more targets (54 against 33 retrieved by CFAR) since
it presents a much better TCR (49.9 dB against 21.2 dB) as already underlined in
the analysis of figure 5.9. The TCR is evaluated by computing equation (5.6) for
the 7 AIS signals.
Conversely, the computational load required by the CFAR is lighter compared
to the GLRT because the CFAR does not need to estimate the target parameters
and it results in a faster detection process. Indeed, the CFAR is now only 1.5 time
faster than the GLRT, taking 26.26s to process the over 15 million pixels while
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CFAR [s] GLRT [s]
TCR [dB] 21.2 49.9
AIS detected 7 7
Total targets detected 33 54
Computational time 31.5 48.3
Table 5.4: CFAR and GLRT performance computed on TSX2 dataset.
against the 48.3s of the GLRT. The computational time is evaluated by using the
same processor described in the simulations of section 5.3.
5.4.2 Sentinel-1 dataset
The second image is a GRD (Ground Range Detected) dataset acquired from
the Sentinel-1 sensor at C band over the Portsmouth harbour on 1st December
2014. Differently from the previous dataset, the SAR image is multilooked (6x6
equivalent to 34.4 ENL) to achieve a spatial resolution of 23 m in both azimuth
and ground range. By the time the dataset was acquired, only this image was
available in HH polarization while many more were available in VV polarization
(the standard acquisition mode of the Sentinel-1 sensor), both SLC and GRD
products. However, this HH GRD image was selected for a fairer comparison
with the TerraSAR-X images where, differently, only HH images were available.
The GRD image is obtained from the SLC product after performing the slant-
to-ground range projection and multilooking. As a consequence, the information
about the phase is lost in this product; however both the algorithms used in this
section (CFAR and GLRT) rely only on the amplitude (or intensity) information.
Therefore, no degradation of performance is expected for the processing of GRD
products.
The calibration and the land masking are both performed by using the Sentinel-
1 tool for SAR images [ESA, 2013]. In figure 5.10(a), the intensity, relative to the
crop (3500x5500 pixels in azimuth and ground range direction respectively) taken
from the original SAR image is shown. In figure 5.10(b) the masking outcomes
are displayed. As for the previous SAR image, land pixels are rejected by using
SRTM 3 arc-sec data. White pixels always represent the land and the black ones
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Figure 5.10: SAR intensity image from the Sentinel-1 dataset acquired in HH polar-
ization and X band in slant range (r)/azimuth plane(x) (a). Land masking outcomes
(b). GLRT SAR image (c). The green rectangle is the ROI (400x400 pixels) isolated to
analyze the TCR. The yellow rectangle is the ROI (200x100 pixels) from which the sea
clutter statistics are evaluated.
the sea clutter. Here, the land mask appears smoother since the spatial resolution
of the SAR and DEM data are closer.
Dealing with Level-1 GRD images from Sentinel-1, the sea clutter can be mod-
elled with a Gaussian distribution which L-look intensity is Gamma distributed
[Lee and Pottier, 2009] (see section 3.3.2). The results of the GLRT operation are
finally displayed in figure 5.10(c).
In figure 5.11, the fitting of the γ distribution to the clutter histogram of the
multilooked HH intensity image is shown at the top. As expected, the χ2 GoF is
passed and it results pχ2 = 77.24%. The estimation of σdev/L, instead, is depicted
at the bottom of figure 5.11 where the scattering plot relative to the yellow ROI
(highlighted in figure 5.10) is reported. The green crosses represent the mean value
of the estimated ratio σdev/L = 0.13.
As done before for the TSX2 dataset, in order to evaluate the improvement in
the TCR, a ROI of 400x400 pixels is isolated. The ROI is highlighted in green in
figure 5.10 and includes the signatures of 6 (out of 8) AIS signals. At the top of
figure 5.12, the green ROI intensity of the image is shown before and after applying
the generalized likelihood function; while the relative NRCS profile is shown at the
bottom and evaluated in dB. From equation (5.6), it can be computed that the
TCR improves from 18.92 dB to 48.96 dB with an increment of more than 30 dB
[Iervolino et al., 2015c].
As for the TerraSAR-X dataset, a PFA of 10−7 with a Global Threshold is used
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Figure 5.11: Fitting of the γ distribution to the clutter histogram at the top. Scattering
plot of the ratio σdev/L relative to the yellow ROI of figure 5.10 where the mean value
is represented by the green cross at the bottom.
to evaluate the GLRT and CFAR algorithms. In the discrimination step, all the
isolated points are rejected (TCL = 2) at the clustering step. In other words, all the
targets with a length less than 20m are ignored. The azimuth ambiguities, instead,
are eliminated after evaluating the equation (2.16) where λ = 0.06m, PRF = 1.65
kHz, r0 = 856km and v = 7km/s. Consequently, it results ∆x=5.5km.
A zoom in proximity of the Portsmouth coast of the GLRT SAR image is
provided in figure 5.13 where most of the azimuth ambiguities are present. Azimuth
ambiguities are mainly located in this area because there are several tall buildings
and skyscrapers in the proximity (Spinnaker tower and the university campus).
In addition, the replicas relative to some strong scatterers over the sea (tankers
and cargos) are also visible. The first order replica (A4), relative to the target
T4 of figure 5.12 is highlighted in figure 5.13. In addition, the green rectangles
represent the ship signatures with available AIS data shown in figure 5.12; the
yellow rectangles indicate the azimuth ambiguities and the red rectangles three
cylindrical forts situated in the area. These forts are found on the SAR image
by matching their latitude and longitude on atlas reporting the position of forts
and buoys in the Solent area (available at [Club, 2015]). The same forts could
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Figure 5.12: ROI Intensity image from Sentinel-1 sensor before and after applying the
generalized likelihood function band in slant range (r)/ azimuth(x) plane at the top. Ti
with i = 1, ...6 are the targets signatures. NRCS profile relative to the ROI before and
after applying the generalized likelihood function at the bottom.
be rejected and included in the land mask if DEM data with a higher resolution
were available. Alternatively, they can be also rejected by evaluating the different
scattering contributions from a canonical target as performed in [Iervolino et al.,
2013] and discussed in section 4.1.1 where the geometrical model of the canonical
ship was introduced. Azimuth replicas and fort signatures are not included in the
detection analysis and not in the results reported in table 5.5. All the other bright
points in the SAR images of figure 5.13, instead, can be regarded as potentially
genuine targets.
Finally, results are reported in table 5.5 in terms of TCR, objects detected and
computational time. The GLRT and CFAR algorithms have correctly detected the
eight AIS signals available; however the GLRT is able to detect more targets (26
against 21 retrieved by CFAR) since it presents a higher TCR (48.96 dB against
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Figure 5.13: GLRT SAR image in proximity of the Portsmouth coast. Available AIS
signals (green rectangles), azimuth ambiguities (yellow rectangles), cylindrical forts (red
rectangles). T4 and A4 are a ship target and its first order replica respectively.
18.92 dB) but, from the other hand, its computational load is heavier (40.85 s
against 26.26 s) [Iervolino et al., 2015c].
5.4.3 Airbus dataset
The last dataset was acquired from the Airbus airborne demonstrator over the
Angle Bay in the Pembrokeshire in UK on 28th July 2010. The airborne sensor
acquired a dataset both at S and X band simultaneously. This dataset is mean-
ingful because it allows us to compare directly the detection performance at two
different bands acquired with the same clutter and kind of targets. Unfortunately,
the ground truth is not available and no AIS signal is retrieved for this dataset.
In addition, since it is an airborne acquisition, the radar look angle greatly varies
between the near and the far range (with an excursion of 37◦) as reported in the
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CFAR [s] GLRT [s]
TCR [dB] 18.9 48.9
AIS detected 8 8
Total targets detected 21 26
Computational time 26.3 40.9
Table 5.5: CFAR and GLRT performance computed on Sentinel-1 dataset.
Figure 5.14: SAR intensity images from the Airbus airborne demonstrator acquired
in HH polarization in slant range (r)/ azimuth(x) plane at S band (a) and X band (b).
The green rectangle is the ROI (200x180 pixels) isolated to analyze the TCR.
parameters acquisition of Appendix B.
Before processing the images (at S and X band), the absolute calibration is
performed as described in [Freeman, 1992] by using a square trihedral reflector
with a 0.80 m side. In figure 5.14(a)-(b), the intensity SAR image is shown at S
and X band respectively. It is clear that the NRCS relative to the sea clutter is
much higher in proximity of the near range and it decreases with the increasing
of the range distance as shown in figure 5.15, where the NRCS of the sea clutter
is plotted against the variation of the radar look angle θ at both bands. Most of
the electromagnetic radiation is backscattered in specular radiation and, in the
near range proximity where the sensor is almost pointed at the nadir (θ = 7◦), the
5.4. Outcomes on real datasets 127
pixels present a high NRCS (around 3dB for both X and S band) and consequently
appear much brighter than the sea pixels in the far range region (where the NRCS
is below -20 dB for both X and S band).
From a visual inspection of the intensity images of figure 5.14, it is possible to
notice a low tide region between the open sea and the land. While at X band it is
easier to distinguish this area, at S band it is easier to detect the objects present
in the same region. However, we are interested in the detection of ships in the
open sea and, for this aim, a ROI of 200x180 pixels in azimuth and slant range
respectively is isolated in the open sea area. The ROI is highlighted with a green
rectangle in figure 5.14 and presents an average look angle of 30◦, typical of most
spaceborne SAR acquisitions. In figure 5.16, the ROI intensity with eleven ship
signatures and the relative NRCS profile are shown at S and X band. By applying
again equation(5.6), it results that TCR is 17.5 dB at S band and 18.1 at X band.
In order to apply the generalized likelihood function ΛG(·), an E distribution
has been assumed for the clutter intensity. The GLRT SAR intensity relative to
the ROI and the relative NRCS profile are displayed in figure 5.17 at S and X
band and it results that the TCR is greatly improved (50.1 dB and 50.4 dB at S
and X band respectively) after applying the function ΛG(·). The discrimination
Figure 5.15: NRCS plot relative to the sea clutter against the radar look angle (θ) for
a cut at constant azimuth at X band (red line) and S band (blue line).
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Figure 5.16: ROI Intensity from Aibus airborne demonstrator in slant range (r)/
azimuth(x) plane at the top. Ti with i = 1, ...11 are the targets signatures. NRCS
profile relative to the ROI at X and S band at the bottom.
step has not been applied to this dataset because only a small portion (containing
11 targets) of the SAR image has been selected around θ = 37◦.
Outcomes for both bands and algorithms (CFAR and GLRT) are finally sum-
marized in table 5.6 where a PFA=10−7 with a Global Threshold is used. Both
CFAR and GLRT are able to detect the eleven targets included in the ROI at
both bands. However, as already underlined in the analyses of figures 5.16-5.17,
the GLRT presents a much higher TCR (more than 32 dB at both bands) but, as
expected, its computational time is more than three times slower.
5.5 Conclusions
This chapter has introduced a novel GLRT-based technique for ship-detection
in SAR imagery. Differently from the traditional CFAR algorithm, the GLRT
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Figure 5.17: GLRT ROI Intensity from Aibus airborne demonstrator in slant range
(r)/ azimuth(x) plane at the top. Ti with i = 1, ...11 are the targets signatures. NRCS
profile relative to the GLRT ROI at X and S band at the bottom.
approach is based also on the target distribution, which is modeled according to
the GO model already presented in chapter 4.
The theoretical TCR has then been evaluated at HH for S, C and X bands.
Results show only a slight difference in the TCR with the band variation (as shown
in figure 5.3) and, therefore, the detector performance is also similar at different
bands as has been demonstrated through the Monte Carlo simulations (see section
5.3). ROC curves, derived from SAR simulation, show that GLRT performs better
than CFAR (higher PD for any fixed PFA) at every band (as depicted in figure 5.5).
Conversely, the CFAR results more than 3 times faster than the GLRT because it
requires fewer steps to be processed. The MLE estimation of target parameters is
not indeed required for the CFAR. However, both algorithms can be used in RT
or NRT applications where the number of pixels to analyze is in the order of tens
or hundreds millions.
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S band X band
CFAR GLRT CFAR GLRT
TCR [dB] 17.5 50.1 18.1 50.4
AIS detected Na Na Na Na
Total targets detected 11 11 11 11
Computational time [s] 0.6 1.9 0.6 1.9
Table 5.6: CFAR and GLRT performance computed on Aibus demonstrator dataset.
Other simulations have demonstrated that the GLRT detector performs better
for σdev/L = 0.2 and θ = 40
◦ (see figure 5.6). In addition, it is advisable to perform
a multilooking operation if a high resolution SAR image is available. Indeed, it
has been shown that the detectors performance greatly improves with the increase
of ENL but, at the same time, the spatial resolution is reduced by a factor 1/ENL.
The novel GLRT technique has finally been tested and compared to the CFAR
on three different real datasets acquired from TerraSAR-X (at X band), Sentinel-1
(at C band) and the Airbus airborne demonstrator (at S and X band). Outcomes
show that the GLRT is able to detect more targets (see tables 5.4, 5.5, 5.6) when
the PFA is fixed and present a much higher TCR (between 28dB and 32dB on
average), even if it is slightly slower as already expected from the simulations
results.
The two main findings of the GLRT-based approach can be summarized as
follows:
• Firstly, all the bands analysed are equally good in the SAR ship detection
and so, in the future, SAR images acquired from different sensors working
at different bands can be conjunctively used to constantly monitor sea areas
and harbours of particular interest. In this way, it will be possible to increase
the synergy among the different SAR sensors.
• Secondly, it has been demonstrated on both SAR simulations and real datasets
that the GLRT provides benefits compared to the traditional Global CFAR
algorithm. These benefits are evident when the detection is more challenging
(low TCR). Conversely, the CFAR is a faster algorithm and presents close
performance in case of high TCR as shown for the AIS signatures detected
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by both approaches for the TerraSAR-X and Sentinel-1 datasets. The GLRT
should be therefore used in the area of low TCR where it is able to detect
more targets than the CFAR algorithm.
Next chapter introduces the NovaSAR-S sensor and its innovative Maritime
Mode based on LPRF concept. An innovative way to solve the azimuth ambiguities
in this new mode will be presented and tested on an airborne SAR image acquired
from Airbus platform with Stripmap mode and then downsampled to obtain an
LPRF image.
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Chapter 6
NovaSAR-S and the Maritime
Surveillance
Chapter 6 introduces a novel approach for ship-detection and ambiguities removal
in images acquired from SAR operating in LPRF mode. The procedure is based
on the evaluation of the Range Cell Migration (RCM) pattern and on the isolation
of the stationary point of the range curve, corresponding to the actual position of
the target.
First of all, an insight about the future NovaSAR-S and its innovative Mar-
itime mode is provided; then the rationale to detect targets and discriminate them
from azimuth ambiguities is explained and a new algorithm to implement the pro-
cedure is introduced. Finally, preliminary results are shown and discussed on a
real dataset acquired from the Airbus airborne demonstrator over the Solent har-
bour in 2010 in Stripmap mode and then downsampled to obtain an LPRF image.
Some considerations about the method and the future perspectives of research are
included in last section.
In this chapter, an extended version of the conference paper presented at EU-
SAR2014 ([Iervolino et al., 2014a]) is presented and a further case study with the
presence of two close ships is shown. The conference paper is also reported in
Appendix E.
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Mode Incidence Spatial Swath Number of Average revisit times (days)
Angle [deg] Resolution [m] [km] looks 1 satellite 3 satellites
ScanSAR 16◦ - 30◦ 20 100 4 4.0 1.4
Maritime 34.5◦ - 57.3◦ 6x13.7 >400 1 1.8 0.6
Surveillance
Stripmap 16◦ - 31◦ 6 15-20 4 3.6 1.3
ScanSAR 14◦ - 32◦ 30 55-140 4 3.1 1.1
(wide)
Table 6.1: NovaSAR-S baseline modes
6.1 NovaSAR-S applications
NovaSAR-S is a spaceborne SAR platform developed by Surrey Satellite Technol-
ogy Ltd (SSTL) and Airbus Defence and Space (Airbus DS) with support from the
UK Government [Bird et al., 2015]. NovaSAR-S will be a constellation of three or
more SAR sensors and each sensor will operate in S-band, a frequency still unex-
plored. Thanks to the highly efficient S-band solid state technology, NovaSAR-S
is a low cost and lightweight satellite compared with any other SAR mission. The
first of the three sensors will be launched in 2016 [Bird et al., 2015]. Three are the
main fields of applications of NovaSAR-S [Bird et al., 2013]:
• disasters and flooding monitoring
• forestry assessments
• maritime surveillance
The main applications of the maritime mode will be: ship detection and track-
ing, oil spill detection and monitoring, iceberg and ice edge monitoring and track-
ing. The sensor will support flexible modes of operations: Stripmap, ScanSAR,
wide ScanSAR and Maritime Surveillance. The main parameters for all the oper-
ational modes are summarized in table 6.1 [Whittaker et al., 2011, SSTL, 2015].
Among all the modes of operations, the Maritime Surveillance is the one actu-
ally suitable for ocean and marine applications thanks to a really large swath (more
than 400 km) and a short revisit-time (less than 2 days with one satellite and less
than 15 hours considering 3 satellites). Maritime mode reaches this huge swath
combining the ScanSAR operational mode with an LPRF (Low PRF); the main
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Figure 6.1: NovaSAR-S platform built in the SSTL cleanroom at the top. Payload
antenna built at Airbus UK at the bottom [Bird et al., 2015].
drawback of this technique is that several ambiguities arise in the finale image,
and this leads to the need to further process the image to correctly discriminate
between genuine targets and ambiguous responses [Iervolino et al., 2014a].
Finally in Table 6.2, NovaSAR-S specifications, including orbital and radar
parameters, are reported [Whittaker et al., 2011, SSTL, 2015], while in figure 6.1
the NovaSAR-S antenna and platform are shown.
6.2 Ship-detection in LPRF imagery
The LPRF system employs a PRF significantly (more than 10 times) lower than
that required by the Nyquist criterion for sampling of the illuminated Doppler
Bandwidth (BD). The lower bound of equation (2.13) is not fulfilled and, as a
consequence, it results in severe azimuth ambiguities in the final image. The lower
the PRF is the higher the number of strong ambiguities appearing in the SAR
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Imaging frequency band S-band (3.1-3.3 GHz)
Antenna Microstrip patch phased array (3m x 1m)
Polaritazitions HH, HV, VH, VV (non-coherent)
Design life 7 years
Mass < 500 kg
Optimum orbit 580 km
Payload duty cycle > 2 min per orbit
Payload data memory 544 GBytes
Downlink rate 500 Mbps
Table 6.2: NovaSAR-S specifications
image, as described in [Richard et al., 2010]. Due to this presence of azimuth
ambiguities, the LPRF imaging mode is optimized for acquiring vessels at sea over
a very large wide swath; in particular, it is oriented for ship detection and not
for land imaging. One of the main advantage of this technique is that reducing
the number of pulses, the power consumption and the needed storage memory are
extremely reduced [Richard et al., 2010].
Very few articles about this novel imaging mode have been published in liter-
ature at the moment. In [Di Martino and Iodice, 2015], for example, the authors
propose an approach to solve the azimuth ambiguities deriving from the LPRF
imaging mode based on the transmission of two interlaced sequences of pulses
both with sub-Nyquist PRF. Each sequence is separately processed via standard
focusing algorithm (see section 2.2.1) and two final aliased images are obtained.
Both images present a low PRF and a reduced number of samples; in addition,
since they have been acquired with a different PRF, the azimuth replica displace-
ment varies from one image to the other [see equation (2.16)]. In order to eliminate
the azimuth ambiguities, a fused image is obtained from the two aliased images by
simply choosing the minimum amplitude value for each pixel. In this way, where
an azimuth replica is present in one image only sea clutter is present in the other
and its smaller modulus is selected. Conversely, the genuine target is located at
the same position on both images having a similar high amplitude; so that a bril-
liant pixel is obtained even selecting the smallest modulus [Di Martino and Iodice,
2015].
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6.2.1 LPRF in NovaSAR-S
The solution with two LPRF sequences may be applied to future SAR missions
allowing a reduction of on-board memory, transmitted power and downlink capac-
ity; in this section, instead, a method to solve the azimuth ambiguities in an LPRF
mode with a single pulse sequence (similar to that of the future NovaSAR-S) is
presented. The method exploits the range migration pattern relative to a single
point scatterer as it will be explained in the following.
It is well known from literature that the instantaneous slant range change with
azimuth time [see equation (2.1)]; consequently the locus of the target and its
replicas migrates through range cells during the exposure time1. Equation (2.1)
can be rewritten and expanded in power series, resulting in a linear RCM term
and in a quadratic one [Cumming and Wong, 2005] according to the following:
r (t) = r (t0) +
v2t0
r0
(t− t0) + 1
2
v2
r0
(t− t0)2 + ... (6.1)
where t0 is the azimuth time at zero Doppler and r0 = r(t0). Higher order terms
have been ignored and the zero squint angle assumption has been made in the
computation of the equation (6.1). When processing radar data the quadratic
component is sometimes ignored in the RCM correction block as negligible com-
pared to the linear component which instead is there corrected [Cumming and
Wong, 2005]; so, in principle, it should be possible to exploit the uncorrected sec-
ond order term to eliminate the ambiguities. The maximum quadratic RCM, from
now indicated as ∆rquad, can be evaluated as:
∆rquad =
1
2
v2
r0
(
Te
2
)2
=
λ2r0
8L2a
(6.2)
where Te = λr0/Lav is the exposure time. From equation (6.2), it is evident that
the quadratic component is greater at lower carrier frequencies and, therefore, it
is expected that sensors working at S-band, as NovaSAR-S, will present a higher
quadratic component than sensors working in X-band. Considering that r0 =
H/cosθ, it is possible to plot ∆rquad versus θ for different sensors. The parameters
1the time in which the target stays in the main beam of the azimuth antenna pattern
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TerraSAR-X Sentinel-1 NovaSAR-S Airbus
demonstrator
La [m] 5.0 12.3 3.0 0.5
H [km] 514 710 580 3
λ[cm] 3.1 5.6 9.3 9.3
Table 6.3: Platform parameters.
Figure 6.2: ∆rquad versus θ for TerraSAR-X, Sentinel-1, NovaSAR-S and the Airbus
SAR demonstrator sensors.
for TerraSAR-X [DLR, 2007], Sentinel-1 [ESA, 2015], NovaSAR-S [SSTL, 2015]
and the Airbus airborne demonstrator are reported in table 6.3, while, in figure
6.2, ∆rquad is plotted for the same sensors.
As expected, at fixed look angle, the highest ∆rquad values are obtained for the
sensors working in S-band. TerraSAR-X and Sentinel-1 present, instead, similar
values of ∆rquad because they have a similar λ/La ratio as reported in table 6.3.
Moreover, the NovaSAR-S Maritime mode will be characterized by a large inci-
dence angles in the interval 34◦-53◦ to which an even larger ∆rquad will correspond
as figure 6.2 shows.
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Figure 6.3: Ship-detection flow chart for LPRF SAR imagery where the rectangles
represent the processes needed to perform the algorithm.
6.2.2 Ship-detection scheme
Since the target is located at the zero-Doppler point, which represents the station-
ary point (minimum) of equation (2.1), it is possible to discriminate between the
genuine target and ambiguities by interpolating the locus of target and ambigu-
ities and evaluating the stationary point of the resulting curve. It is important
to underline that the higher ∆rquad is the more noticeable the interpolated curve
is and, therefore, S-band is preferable to X- and C-band for the application of
the technique here proposed. The flow-chart relative to the novel ship-detection
algorithm is depicted in figure 6.3 and is composed of four steps: Detection, Max
selection, Interpolation and Stationary point evaluation.
The algorithm accepts as input a ROI in which both target and ambiguities
are supposed to be present. First of all, a detection step (i.e. CFAR algorithm) is
performed in order to discriminate between the sea clutter and bright points (target
and ambiguities). Once clusters of pixels have been detected, a representative pixel
for each cluster is chosen (through the Max selection block). In this algorithm,
the maximum amplitude (or intensity) pixel is chosen as representative of the
cluster. The isolated pixels are then interpolated with a second order function
(Interpolation block) and, finally, the stationary point corresponding to the zero-
Doppler and the target position is computed in the last step. The current approach
is applied to two different ROIs of the case study in the next section.
6.3 Case study and results
This novel ship-detection approach has been tested on a dataset acquired in 2010
from the Airbus airborne demonstrator in the Solent harbour in the UK. The
acquisition parameters are reported in Appendix B. This Stripmap dataset has
been downsampled by a factor of 20 in order to simulate a Stripmap LPRF image,
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Figure 6.4: LPRF amplitude images from the Airbus airborne demonstrator acquired
in HH polarization in ground range (y)/ azimuth(x) plane at S band. The green and
the red rectangles are two ROIs selected.
thus resulting in a ratio BD/PRF = 7.68. The ratio BD/PRF indicates the
number of ambiguities arising in the SAR image where the Doppler bandwidth
has been approximated with the null to null bandwidth of the main lobe of the
azimuth antenna pattern as done in [Cumming and Wong, 2005]. However, in
the case of SAR images over sea areas, the side lobes of the real targets (ships
and vessels) are often above the surrounding ocean clutter and consequently more
ambiguities may be present and then detected.
The image was acquired employing only one subswath since the Airbus airborne
platform was not able to implement ScanSAR imaging (the future Maritime mode
image of NovaSAR-S, instead, will have three subswaths).
In figure 6.4 the amplitude of the LPRF image is shown where two ROIs are
isolated: the green ROI (63x969 pixels in ground range and azimuth respectively)
includes the St. Claire cargo signature, while the red ROI (385x785 pixels in
ground range and azimuth respectively) includes the signatures of two close smaller
ships.
It is clear from figure 6.4 that such operational mode cannot image land areas
due to the severe azimuth ambiguities which arise in the final image. For this
reason, the Maritime Mode of the future NovaSAR-S will operate only in open
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Figure 6.5: SAR amplitude of the green ROI in ground range (y axis)/azimuth (x
axis) projection (a). Detector output (b). Maximum selection (blue dotted point) and
Interpolation output (continuous curves) where the zero-Doppler point (target position)
is highlighted with a red circle(c).
sea and two ROIs, only including ship signatures, the relative azimuth ambiguities
and sea clutter, are isolated and used as input of the ship-detection flow-chart (see
figure 6.3) to test the algorithm.
In figure 6.5(a) the amplitude relative to the green ROI in ground range/azimuth
projection is shown. In figure 6.5(b) the output of the detection step is shown where
a CFAR algorithm is employed with a Gaussian sea clutter and PFA = 10−6. Re-
sults show that 11 clusters have been detected for St. Claire cargo. Then, the
detected mask is manually divided in patches and, in the following stage, the
maximum amplitude pixel is chosen as representative of each patch. Output,
highlighted with blue points, is shown in figure 6.5(c). Finally, the 11 isolated
points are interpolated through the polyfit Matlab function of second order and
the stationary point is automatically computed, as displayed in figure 6.5(c) where
the red circle represents the point at the zero-Doppler and the actual position of
the ship.
Similarly, in figure 6.6 the outcomes relative to the red ROI are shown and
the position of the two close ships is located in the same way already described
for the St. Claire cargo. Results suggest that the algorithm is able to correctly
discriminate between genuine targets and azimuth ambiguities; furthermore it is
able to detect the position of close targets in range, separated in azimuth.
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Figure 6.6: SAR amplitude of the red ROI in ground range (y axis)/azimuth (x axis)
projection (a). Detector output (b). Maximum selection (blue dotted point) and Inter-
polation output (continuous curves) where the zero-Doppler point (target position) is
highlighted with a red circle for both ships (c).
It is now possible to evaluate the azimuth displacements between the target
and the relative ambiguities considering the equation (2.16). The azimuth dis-
placement for each replica is listed in tables 6.4-6.5 for the green and the red ROI
respectively, where ∆xi,i+1 is the distance between the i − th and (1 + 1) − th
replica. Consequently, considering the radar parameters (listed in Appendix B)
and the distances measured in tables 6.4-6.5, the absolute error (Ex) is evaluated
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i− th replica ∆xi,i+1 [m]
1 152
2 140
3 152
4 140
5 142
6 144
7 144
8 142
9 162
10 154
Table 6.4: Azimuth displacements relative to the green ROI.
i− th ∆xi,i+1 [m] ∆xi,i+1 [m]
replica top ship bottom ship
1 162 176
2 144 156
3 124 140
4 168 128
5 110 132
6 136 144
7 174 152
8 148 148
Table 6.5: Azimuth displacements relative to the red ROI.
according to the following:
Ex =| ∆x− ∆ˆx | (6.3)
where ∆ˆx is the average displacement for each target. It results that Ex = 2.64m
for the St. Claire (green ROI), while Ex = 1.25m and Ex = 3.00m for the ship at
the top and at the bottom of the red ROI respectively. Results are very promis-
ing since the absolute error is lower than the azimuth resolution for each target
[Iervolino et al., 2014a].
Finally the maximum RCM between the actual position of the target and
the replicas position is computed and its absolute error (Er) from the theoretical
144 Chapter 6. NovaSAR-S and the Maritime Surveillance
Target Ex [m] Er [m]
Green ROI
2.64 12.50
St. Claire
Red ROI
1.25 0.70
top target
Red ROI
3.00 2.7
bottom target
Table 6.6: Azimuth and RCM absolute error for each target in the green and red ROI.
quadratic RCM component is evaluated according to the following formula:
Er =| ∆rquad − ˆ∆rquad | (6.4)
where ˆ∆rquad is the RCM measured on the SAR image.
According to [Cumming and Wong, 2005], the maximum quadratic RCM com-
ponent (∆rquad) is achieved when the target stays in the maximum of the main
beam and the ambiguity in the null of the main beam [see equation (6.2)]. As
previously underlined, the side lobes of the targets may be above the surround-
ing clutter and, therefore, these side lobes should be taken in account for ∆rquad
computation. This is the case of the green ROI, where the side lobes of the St.
Claire cargo are above the surrounding clutter and the azimuth ambiguities are
visible also in the input SAR image with full PRF. Consequently, the total number
of azimuth replicas (11) is higher than BD/PRF = 7.68 leading to an absolute
RCM error much greater than the spatial resolution and the azimuth absolute
error (Er = 12.50m).
Conversely, the targets included in the red ROI are much smaller than the St.
Claire cargo and no azimuth ambiguity arises in the SAR image with full PRF.
As a consequence, for both the targets the number of total azimuth ambiguities
(8) is similar to the ratio BD/PRF and the RCM error is close to the theoretical
RCM and the average azimuth displacement. It results Er = 0.7m and Er = 2.7m
for the target at the top and at the bottom of the red ROI respectively. Finally,
Ex and Er are reported in table 6.6 for each target analysed in the green and the
red ROI.
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6.4 Conclusions
A brief introduction about the future NovaSAR-S sensor and its innovative Mar-
itime mode, based on the LPRF concept, has been presented. The chapter intro-
duces a new technique to remove the ambiguities in the LPRF SAR images for
ship-detection applications by evaluating the RCM shift between real targets and
azimuth ambiguities and computes the zero-Doppler point of the ship to determine
the position of the real target. Even if the approach has general applicability it
will perform better at low SAR frequencies (S band) and large incidence angles as
those presented by the upcoming UK NovaSAR-S Maritime mode images.
Preliminary results show a good match with theoretical expectations for the
absolute azimuth error computed for every target and ROI. Conversely, the RCM
shift measured on the SAR images is close to the theoretical one only for the two
targets in the red ROI, but the theoretical RCM is not consistent with outcomes
deriving from the St. Claire cargo because of the side lobes which should be taken
in account in the RCM computation (see table 6.6).
It is important to underline that, here, the new algorithm has been tested on
a SAR image with one subswath (continuous strip). The applicability to images
with more than one subswath has still to be investigated but might be limited
by the presence of some ambiguities in the burst of a different subswath. In this
situation the target may not be at the closest range distance from the sensor since
only a section of the azimuth antenna beam is employed for each subswath.
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Chapter 7
Conclusions
The main objective of this thesis was to develop a novel ship-detection algorithm
for SAR images. The new algorithm is based not only on the sea clutter intensity
(as many algorithms already presented in literature do), but also on the RCS
backscattered from a canonical ship. The research presented not only accomplishes
the main objective, but also demonstrates that the novel algorithm performs better
than the standard CFAR presenting a higher PD for a given PFA on both simulated
and real SAR images. All the contributions of this thesis, their theoretical and
practical implications, along with some future directions, are presented in this
chapter, and organized as follows. The first section briefly presents the motivation,
background and objectives of this thesis. The second section shows its findings
and main contributions. The third section discusses the implications of previous
contributions. Finally, some areas of future work are identified in the last section.
7.1 Introduction
SAR sensors are a valuable and unique source for Earth Observation purposes
thanks to their particular ability to image Earth surface independently from weather
and light conditions. In addition, SAR represents an important asset for remote
sensing of inaccessible regions where in-situ measurements are totally absent. In
particular, SAR is capable to detect bright targets over dark clutter and, therefore,
ship-detection is one of the main applications which can be developed from SAR
imagery and is considered a topic of great interest in the recent past.
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So far, SAR ship-detection has been based on CFAR algorithms: the sea clutter
is modeled according to a suitable distribution function and then a threshold is
derived to achieve a fixed PFA. Even if many distribution functions have been
considered in literature along with several algorithm variants (see section 3.4),
CFAR algorithms do not take in account a target model and, sometimes, result
in a high false alarm rate. Indeed, they are not able to detect targets with an
intensity level close to the clutter intensity level.
In all the detectors already present in literature, the target model (analytical
and statistical) is not generally considered to reduce the complexity of the detector
itself. This gap is filled in this thesis where a novel target model, based on the
scattering mechanisms of a canonical ship, is introduced (see chapter 4). At this is-
sue, firstly the double reflection contribution has been characterised and a suitable
distribution function for the canonical ship has been derived and then a novel ship
detector based on both the sea clutter and ship distributions has been derived (see
chapter 5). The new methodology relies on the GLRT and shows better detection
performance when compared with CFAR; it has a general applicability and can
be used on datasets deriving from actual and future SAR missions operating with
different modes and working frequencies.
Finally, an ad-hoc algorithm has been developed for the Maritime Mode of the
upcoming NovaSAR-S sensor. This mode is of particular interest because enables
a monitoring in wide sea areas (swath larger than 400 km, see chapter 6), but
it employs a PRF which does not fulfill the Nyquist criterion resulting in severe
azimuth ambiguities. The procedure has been tested on a downsampled airborne
SAR image and can be adapted for the future images of the NovaSAR-S Maritime
mode.
7.2 Findings
The first and the main contribution of this thesis is the derivation of the elec-
tromagnetic model for the characterization of the backscattered field from the
canonical ship, modelled as a perfect parallelepiped with the dimensions much
larger than the radar wavelength. The best pdfs relevant to the double reflection
contribution have been identified for each polarization (see sections 4.3-4.4) and
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an error budget analysis has been carried out (see section 4.5). It has been figured
out that the proposed model is not affected by the uncertainty on the dielectric
material composing the hull of this ship, while is strongly affected by a lack of
knowledge of the roughness parameters and orientation angle. Measurements on
real SAR images show a good match between the RCS computed on SAR images
and the RCS derived from the electromagnetic model proposed; however it has
been discovered that the simplified hypotheses of the model lead to an underes-
timation of the measured RCS (see section 4.6). This underestimation can be
regarded as a minor issue since the ship detectors can easily identify such targets
since the TCR measured on SAR images will be higher than the TCR resulting
from the proposed model.
Then, the backscattering model has been included in the ship-detection chain
and a GLRT algorithm has been derived and compared to a standard CFAR.
Monte Carlo simulations show that GLRT presents better performance in term
of ROC curves (higher PD for any fixed PFA) at every band (S, C and X), but
its computational time is more than three times slower than the standard CFAR
(see section 5.3). Outcomes on real datasets, instead, show that the GLRT is able
to detect more targets than CFAR and presents a much higher TCR (around 30
dB on average), but is slightly slower (now only 1.5 times) as already expected
from simulation (see section 5.4). In conclusion, the major benefit deriving from
applying the GLRT is the ability to detect targets with a low TCR; in other words
the GLRT can detect those targets with a RCS comparable to the clutter RCS
because it is able to enhance the TCR of the initial SAR image.
Finally a novel ship-detection technique has been presented for SAR images
operating in LPRF mode. Genuine targets and azimuth ambiguities are discrimi-
nated by exploiting the RCM pattern and by isolating the stationary point (rep-
resenting the zero Doppler) of the curve (see chapter 6). Preliminary results show
that the algorithm is able to detect the real target and its position. In addition,
a good match between the theoretical and the measured absolute azimuth error
has been found, while the RCM shift measured on the SAR images is close to the
theoretical one only for small targets. Larger targets (i.e. cargo ships) present a
measured RCM shift much greater than the theoretical one due to the higher level
of their side lobes.
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7.3 Implications
This thesis has contributed in providing a model to characterize geometrically and
analytically a canonical ship and in including such model in the SAR ship-detection
chain. The ship model has been derived from a previous model developed for urban
areas and adapted for the maritime scenario. The same model has been already
efficiently inverted and applied for different kinds of applications: building height
retrieval, flooding depth estimation and dielectric constant evaluation. Here, it has
been successfully applied to characterize the backscattering behavior of a canonical
ship and represents a further remark of the robustness and the validity of this
electromagnetic model.
The novel GLRT detector has a general validity and can be applied to any
SAR image acquired from any platform operating at any band. This ship-detection
algorithm can be used as an additional and valuable source of information for those
tools (such as TELESTO and SafeSeaNet), presented in the introduction, which
rely on multiple input and technologies (i.e. AIS, LRIT, IMO reports and SAR)
to get a real-time picture of the state of ships, cargoes and vessels over the sea. In
particular, SAR can be very useful to detect non-cooperative targets: ships with
broken transceiver system, small targets which are not obliged to transmit any
AIS signal and ships which does not have any willing to be tracked (i.e. smugglers
and traffickers).
7.4 Future prospectives
The following can be considered as possible areas of future work:
1. Several aspects of the electromagnetic model of the canonical ship here pro-
posed can be improved. The wave undulation can be considered for the
evaluation of the local incidence angle; a different angle could be taken in
account for the dihedral area between the ship hull and the sea surface.
The wind field could be varied in the scene so that the roughness parame-
ters would assume only a local meaning. In addition, the sea surface could
not be considered stationary anymore and azimuth smearing due to swaying
movements of superimposed structures could be accounted in the detection
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processing. Finally, a more accurate estimation of the freeboard height could
be performed since it represents one of the main causes of RCS underesti-
mation of the actual model.
2. Some efficient azimuth removal techniques (i.e. based on the Weiner filter)
can be included in the detection chain and a complete unsupervised tool for
SAR ship-detection can be derived. It can be applied to any SAR image to
track ships over sea areas of particular interest (i.e. ports, straits, harbour).
3. The novel GLRT algorithm could be tested over more datasets where a het-
erogeneous clutter is present. In this case, the Gaussian hypothesis may not
be satisfied anymore due to the heavy tail of the clutter and an iterative
algorithm (using a moving window) can be implemented where the clutter
and the targets parameters are computed at each iteration.
4. Detector performance can be analytically evaluated (in terms of PFA and
PD) if a closed solution is found for the pdfs relative to the generalized
function given the null and the target hypotheses.
5. Current approach can be extended by considering full polarimetric data; at
this aim the full polarimetric covariance matrix relative to the ship target
has to be evaluated.
6. GLRT performance can be compared with sublook and improved CFAR
(i.e. OS CFAR and CM CFAR) detectors. At this aim, a proposal within
the COSMO-SkyMed Radar Science and Innovation Research (CORSAIR)
programme will be presented to obtain COSMO-SkyMed products deriving
from both archives and new acquisitions, from which a more complete ground
truth can be retrieved.
7. The LPRF algorithm, developed for a Stripmap SAR image, can be adapted
for the ScanSAR image and then tested on the Maritime Mode images coming
from the future NovaSAR-S sensor.
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Appendix A
Special Functions
A.1 Euler Gamma Function
The Euler Gamma function is defined for argument z ∈ C and <(z) > 0 [Andrews
and Phillips, 2005]:
Γ (z) =
∫ ∞
0
tz−1e−tdt (A.1)
A.2 Modified Bessel function of the Second Kind
Modified Bessel function of the second kind, also called Bessel K function, is
defined for the order ν ∈ R and argument z ∈ C [Weisstein, 2015]:
Kν (z) =
Γ(ν + 1/2)(2z)ν√
pi
∫ ∞
0
cos u
(u2 + z2)ν+1/2
du (A.2)
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Appendix B
Datasets
Different datasets have been used in this work of thesis acquired from different
sensors operating at different bands from both spaceborne and airborne platforms.
In particular, the SAR images have been employed to verify the most suited sta-
tistical model for the backscattering return from marine surface (chapter 3), to
estimate the roughness parameters of the sea (chapter 4), to validate the novel
backscattering model of the canonical ship (chapter 4), to apply the CFAR and
the GLRT algorithms for ship-detection purposes (chapter 5) and to verify the
ship-detection procedure in SAR LPRF images (chapter 6).
B.1 TerraSAR-X datasets
Three TerraSAR-X images (two Stripmap and one Spotlight) acquired over the
Solent area in November 2012 have been used and are here labeled as TSX1, TS2
and TSX3. The amplitude of the three images overlaid to the Google Earth map
is shown in figure B.1 while the acquisition parameters are reported in table B.1.
TSX1, TSX2 and TSX3 have been used to estimate the roughness parameters of
the sea surface (results are shown in chapter 4), TSX2 and TSX3 have been used
to verify the electromagnetic model for the backscattering from the canonical ship
(chapter 4), while TSX2 has been employed to verify the fitting between the sea
clutter histogram and the statistical distributions (chapter 3) and to apply the
CFAR and GLRT ship-detection algorithms (chapter 5).
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Figure B.1: The Solent images acquired by TerraSAR-X on November 2012 overlaid
to the Google Earth map.
Parameter TSX1 TSX2 TSX3
Acquisition Date 07 Nov. 2012 09 Nov. 2012 12 Nov. 2012
Acquisition Time 06:10 17:52 06:17
Data Type SLC SLC SLC
Spotlight Stripmap Stripmap
Number of azimuth pixels 6255 29638 32511
Number of range pixels 9966 15146 15872
Azimuth resolution [m] 1.10 3.30 3.30
Range resolution [m] 1.18 1.77 1.77
Azimuth pixel spacing [m] 0.86 1.90 1.90
Range pixel spacing [m] 1.18 1.36 1.36
Radar look angle [deg] 52◦ 41◦ 43◦
Working frequency [GHz] 9.65 9.65 9.65
Polarization HH HH HH
Number of looks 1x1 1x1 1x1
ENL 1 1 1
PRF [kHz] 3.54 4.07 4.07
Platform velocity [km/s] 7.5 7.5 7.5
Table B.1: TerraSAR-X acquisition parameters.
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B.2 Sentinel-1 dataset
A single Sentinel-1 image has been used in this thesis, the dataset was acquired
over the Portsmouth harbor on December 2014 and employed to test the CFAR
and GLRT algorithms in chapter 5. The amplitude of the Sentinel-1 image overlaid
to the Google Earth map is shown in figure B.2 while the acquisition parameters
are reported in table B.2.
Figure B.2: Portsmouth image acquired
by Sentinel-1 on December 2014 overlaid to
the Google Earth map.
Parameter Sentinel-1
Acquisition Time 17:48
Data Type GRD
Number of azimuth pixels 12690
Number of range pixels 8104
Azimuth resolution [m] 23
Range resolution [m] 23
Azimuth pixel spacing [m] 10
Range pixel spacing [m] 10
Radar look angle [deg] 35◦
Working frequency [GHz] 5.41
Polarization HH
Number of looks 6x6
ENL 34.4
PRF [kHz] 1.65
Platform velocity [km/s] 7.7
Table B.2: Sentinel-1 acquisition param-
eters.
B.3 Airbus datasets
The last datasets used were acquired from the Airbus airborne demonstrator during
the 2010 campaign. The first dataset was acquired over the Angle Bay at S- and
X- band and was employed to compare the CFAR and the GLRT algorithms (see
chapter 5), while the second dataset was acquired over the Solent area and the
Portsmouth harbor only at S band. This dataset was downsampled and used to
verify the ship-detection procedure in SAR LPRF imagery (see chapter 6). The
amplitude of the two images overlaid to the Google Earth map is shown in figure
B.3(a)-(b) while the acquisition parameters are reported in table B.3.
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Figure B.3: SAR images acquired by Airbus airborne platform in 2010 over the Angle
Bay (a) and the Solent area (b) in UK overlaid to the Google Earth map.
Parameter Angle Bay Solent area
Acquisition Date 28 Jul. 2010 16 Jun. 2010
Acquisition Time 15:38 18:10
Data Type SLC GRD
Number of azimuth pixels 39409 13754
Number of range pixels 1165 3658
Azimuth resolution [m] 0.35 4.20
Range resolution [m] 0.84 4.20
Azimuth pixel spacing [m] 0.35 2.00
Range pixel spacing [m] 0.84 2.00
Radar look angle [deg] 7◦-41◦ 53◦-75◦
Working frequency [GHz] 3.25 3.25
Polarization HH HH
Number of looks 1x1 3x1
ENL 1 Na
PRF [kHz] 0.73 0.73
Platform velocity [m/s] 68.5 68.5
Table B.3: Airbus acquisition parameters.
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A Model for the Backscattering From a Canonical
Ship in SAR Imagery
Pasquale Iervolino, Student Member, IEEE, Raffaella Guida, Member, IEEE, and Philip Whittaker
Abstract—Synthetic aperture radar (SAR) sensors represent
one of the most effective means to support activities in the sec-
tor of maritime surveillance. In the field of ship detection, many
SAR-based algorithms have been proposed recently, but none of
them has ever considered the electromagnetic aspects behind the
interactions of SAR signals with the ship and surrounding waters,
with the detection step and rate strongly influenced by relative
thresholding techniques applied to the SAR amplitude or intensity
image. This paper introduces a novel model to evaluate the radar
cross section (RCS) backscattered from a canonical ship adapted,
to the case at issue, from similar existing models developed for, and
applied to, urban areas. The RCS is modeled using the Kirchhoff
approximation (KA) within the geometrical optics (GO) solu-
tion and, following some assumptions on the scene parameters,
derived by empirical observations; its probability density function
is derived for all polarizations. An analysis of the sensitiveness
of the RCS to the uncertainty on the input scene parameters
is then performed. The new model is validated on two different
TerraSAR-X images acquired in November 2012 over the Solent
area in the U.K.: the RCS relevant to several isolated ships is mea-
sured and compared with the expected value deriving from the
theoretical model here introduced. Results are widely discussed
and ranges of applicability finally suggested.
Index Terms—Electromagnetic modelling, radar cross-sections,
radar detection, synthetic aperture radar (SAR).
I. INTRODUCTION
M ARITIME surveillance is a topic of great importanceand growing interest during the recent years. It is esti-
mated that oceans cover fully 70% of the Earth’s surface and
support more than 80% of the global trade [1]. With regard
to the European Union (EU), almost 90% of the external
freight trade is seaborne, short sea shipping represents 40%
on the intra-EU exchanges, and more than 400 million pas-
sengers embark and disembark in European ports each year
[2]. Looking at the U.K., 50% of the energy supplier is pro-
vided by oil shipping. Moreover, Britain’s Sea Trade brings
substantial revenue to the Treasury, with a projected value of
700 billion by the end of 2017 [3]. In this context, the U.K.
National Maritime Information Centre (NMIC) has the role to
monitor and track maritime activity around the U.K. and areas
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of national interest [4]. Furthermore, NMIC has to support both
government and industry decisions in time of need, enabling a
better understanding of maritime security issues [4].
One of the main applications of the maritime surveillance is
the ship detection. In this context, there is a need for persistent
wide-area (global coverage) surveillance. The requirements,
which an identification system should provide, are: high prob-
ability of detection and low probability of false alarm; accurate
geo-locating; ship identification; and ability to operate in all
weather and day conditions [5].
While there are several ways to monitor and track ships, there
is no single mean which can meet all the above requirements.
As part of the coastal-based surveillance systems, the automatic
identification system (AIS) represents nowadays the most used
technique. AIS systems were originally designed for safety rea-
sons and mainly for collision avoidance. They are basically
shipborne systems by which ships inform each other and the
coastal receivers about their position, course, speed, and name.
However, the system is able to cover up to only about 40 km off
the coast and obviously requires that the on-board AIS works
correctly [6]. The main drawbacks concerning land-based AIS
systems are limited spatial coverage, impossibility of berth-
to-berth tracking, and need for land-based means. In order to
overcome the limitation on the spatial coverage, it has been
recently demonstrated that AIS signals can be well received
using spaceborne systems [6]. The detection of the AIS signal
transmitted from a ship is possible in the entire radio visibility
range of a satellite equipped with an AIS payload. For exam-
ple, for a satellite at an altitude of 650 Km, the average field
of view is above 20 million square kilometers [6]. In 2011, a
SatAIS system was launched by the German Aerospace Centre
(DLR) to enable observations of worldwide ship movements by
means of AIS [6]. In the next couple of years, space agencies
are planning to launch further SatAIS payloads to enhance the
reception of AIS messages as the U.K. NovaSAR-S [7].
A useful support to the ship identification techniques based
on AIS could be brought by synthetic aperture radar (SAR)
sensors. A spaceborne SAR can be considered a complemen-
tary means to the traditional ones, thanks to its peculiar ability
to acquire images independently from daylight, meteorological
conditions, and national borders. SAR sensors are very useful
in the detection of noncooperative ships and in the tracking of
small ships without AIS on-board [8]. Modern SAR sensors
offer wide spatial coverage and, if operated in constellation,
allow for a reduction in the revisit time and, consequently, a
better control of open sea areas. The main issue concerned with
spaceborne SAR sensors is the impossibility to identify ships,
1939-1404 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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although high-resolution SAR (HR-SAR) and its submeter
resolution can recognize at least the ship type [9].
So far, traditional SAR ship-detection algorithms have been
based on constant false alarm rate (CFAR) methods [10]: the
sea background is characterized statistically and then the detec-
tor looks for individual pixels (or small group of pixels) whose
brightness values are statistically unusual [10]. A commonly
used statistical model for CFAR detector is the Gaussian dis-
tribution. This is often applicable according to the central limit
theorem stating that the average of a large number of identically
distributed random variables tends to have a Gaussian distribu-
tion [11]. Obviously, the more independent the scatterers are in
a resolution cell, the more adequate the Gaussian model is. With
this underlying model, closed forms of CFAR ship-detection
algorithms can be found with a substantial computational sav-
ing compared to others based on different distributions [6], [11].
In modern HRSARs, the spatial resolution is tremendously
improved and, consequently, the number of independent scat-
terers in the resolution cell is decreasing. In this framework, the
Gaussian distribution is unlikely to stay the one which better
models the sea clutter and, indeed, previous works prove that
the K distribution and the Generalized Gamma distribution fit
much better [12], [13]. Some CFAR algorithms compute the
statistics of the sea clutter globally (defining, in turn, a global
threshold), while others evaluate the clutter distribution param-
eters locally to take into account the variability of the sea (and
propose an adaptive threshold). The adaptive threshold algo-
rithms are obviously less efficient in terms of computational
load but, generally, present better performance than the Global
Threshold algorithms [10].
The main limitation of CFAR algorithms is that targets with
intensity values very similar to those of sea clutter might not
be detected; moreover, the parameters’ estimation distribution
and the threshold definition are computationally expensive pro-
cedures for non-Gaussian models. A different ship-detection
approach relies on the subaperture decomposition where no
assumption about the sea background is needed [14]–[17]. The
detection is performed based on the different behaviors of tar-
gets and clutters regarding the sublook coherence: the original
SAR image is decomposed into sublooks (generally between
two and four) and then the coherence index between the differ-
ent sublook images is computed. The random behavior of the
sea clutter makes the coherence of its pixels close to 0, while, on
the other hand, the targets present a more deterministic behavior
and a coherence index closer to 1. In this way, the signal-to-
clutter ratio can be increased up to 2 dB [14]. Consequently,
from one hand, the targets can be detected easily, but, from
the other hand, the spatial resolution is reduced depending on
the number of subapertures employed [14]. In [17], the spatial
resolution loss is reduced by computing the cross-correlation
over partially overlapping subapertures (30%). In [18] and
[19], instead, a novel prescreening algorithm, based on the
Wavelet Transform (WT), is presented. This approach shows
some similarities with the subaperture method. The WT stud-
ies a complex phenomenon dividing it into different simpler
pieces by projecting the input signal in a particular function
space (wavelet space). In this way, the WT is able to char-
acterize the local regularity of the signal: the existence of
discontinuities in the original images produces large wavelet
coefficients, while homogeneous areas, on the contrary, present
small coefficients [18]. In [20] and [22], instead, polarimet-
ric analyses are employed to detect ship targets over the sea
clutter pointing out that, generally, SAR polarimetry improves
ship-detection performance.
In all the papers cited, the modeling of the ship, whether sta-
tistical or analytical, is generally neglected to keep the overall
model simple. As a consequence, the detector may result in a
higher false-alarm rate [10] since intrinsic properties of a ship,
such as its peculiar way to backscatter the transmitted signal,
are completely ignored. An extremely simple model for the ship
backscattering is introduced in [23] and more recently exploited
in [24] to build a generalized likelihood ratio test (GLRT).
The model assumes that the ship pixels are independent and
Gaussian distributed. No evidence is provided to support this
assumption and the same distribution is employed for both the
sea clutter and the ship but with a different standard deviation.
In [11], instead, the authors show that the overall ship-
detection performance improves with the inclusion of a
proper scattering evaluation block in the detection chain,
where the electromagnetic field backscattered from a canon-
ical ship is considered for the first time and used to reject
nonparallelepiped-like targets to improve the final detection
performance.
In this paper, a complete statistical and analytical evalu-
ation of the most representative backscattering contributions
from canonical ship-sea configurations is presented and tested
on spaceborne SAR imagery. The work leads to the identifi-
cation of a suitable statistical distribution to characterize the
backscattering return from a ship within certain assumptions.
In future, the retrieved distribution can be employed to build
a GLRT-based detector and improve the performance of SAR
ship-detection algorithms by considering the model for both the
ship and the sea clutter.
This paper is organized as follows. In Section II, the elec-
tromagnetic model characterizing the different scattering con-
tributions of the canonical ship is presented. In Section III, the
canonical ship model is derived and its distribution is shown
for all combinations of transmitted/received polarizations. The
goodness-of-fit (GoF) test is performed in Section IV to derive
the best distribution in modeling the radar cross section (RCS)
relevant to the double scattering from the ship. In Section V,
the analysis of the sensitiveness of the RCS to the errors on the
knowledge of the model parameters is presented. In Section VI,
the proposed model is validated on actual spaceborne SAR
images. Finally, in Section VII, some concluding remarks are
reported.
II. ELECTROMAGNETIC MODEL
The modeling of the electromagnetic field backscattered
from ships is still poorly considered in ship-detection algo-
rithms, mainly because of the natural complexity behind a reli-
able model. This section aims to show that the scenario ship sea
has many similarities with urban settlements for which scatter-
ing models have been introduced, and successfully inverted, in
the last years for different kinds of applications, see [25]–[27].
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Fig. 1. (a) Optical photo of a real cargo ship (Celtic Fortune). (b) 3-D model of the canonical ship drawn in AUTOCAD environment.
Actually, it is even simpler to model in some situations as, e.g.,
multiple scattering due to the interaction of the backscattered
signal with other ships does not arise in open ocean.
Moreover, the isolation of ships makes their backscattering
contributions easier to detect in SAR images. With regard to
the nonstationarity of the target and the dynamic scenery in
which it is placed, from the literature, it is well known that
the motion effects of both capillary and gravitational waves, as
well as the possible motion of the ship itself, lead to a change
in the Doppler frequencies resulting in azimuth image shift and
smearing [10]. For example, as a consequence of its motion, a
ship appears shifted along the azimuth direction in the focused
SAR image, far from the position of its wake. However, the
study of these undesired effects, and their inclusion in the model
here being proposed, is at the moment a challenge (see [28])
and led the authors to assume the ocean surface stationary and
the ship still. These assumptions will simplify the following
analysis without invalidating the model as, essentially, the com-
position of the signal backscattered from a canonical ship does
not change. These considerations brought the authors to recon-
sider the scattering models introduced in [25] and, after proper
modification, adapt them to this new scenario. In addition, fur-
ther assumptions about the canonical shape and size of the ship
are made to reduce the complexity of the problem.
1) The ship is a perfect parallelepiped (hence, superimposed
structures and tips are ignored).
2) Its hull is completely smooth.
3) Its dimensions are much larger than the working radar
wavelength.
Moreover, we suppose that the ships are isolated (i.e., in
open ocean and far from other ships), so that multiple scatter-
ing does not arise. We also neglect any diffraction effects. The
diffraction contributions are due to the finite dimensions of the
scattering surfaces (in this case, the ship hull); hence, they can
be modeled as contributions from horizontal and vertical edges
of the ship. Since the ships dimensions are very large in terms
of wavelength in high regime frequency, edge diffractions are
expected to be small with respect to the other reflection contri-
butions (single and multiple scattering), and errors caused by
neglecting diffractions are certainly smaller than those caused
by simplifying hypotheses on the ship geometry [25].
Within these hypotheses, a real cargo such as the Celtic
Fortune in Fig. 1(a) would be more easily modeled with a
parallelepiped-like canonical ship forming a perfect dihedral
Fig. 2. Cut at constant azimuth of the scene showing composition of different
contributions in the SAR image with ϑ the radar look angle. Model drawn in
AUTOCAD environment.
with the sea surface, as the one in Fig. 1(b) drawn with
AUTOCAD software. However, the deviation of the angle
formed by sea and ship from the right angle of a perfect dihedral
is here assumed negligible (as it happens in many real cases).
The canonical ship is regarded as a metallic object which
is decomposed by using a series of rectangular facets.
Consequently, the total component field can be obtained with
a vectorial summation of all integral radiation on each facet
[29]. In addition, the computation of the RCS of large and com-
plex targets involves scattering mechanisms of different orders
[30]. The corresponding contributions on a SAR image can
be mapped or pictorially represented knowing the elementary
shape of the ship and some radar parameters. In Fig. 2, where
the illumination comes from the left side and ϑ is the radar
look angle, the different scattering contributions are shown for
a canonical ship. According to [26] and [31], scanning the
image from near-to-far range at constant azimuth, the follow-
ing contributions are expected to be found: first, the layover
area (single scattering mechanism from the top and lateral side
of the ship plus single scattering from the sea), followed by the
double-reflection contribution (located in the vertex O), then
the single scattering from the top together with the triple scat-
tering (from vertex O to vertex A), the single scattering from the
top alone and, finally, the dark shadow area [31]. It has already
been demonstrated in [11] that such a geometrical model is a
good discriminator between man-made objects over the sea of
different shapes.
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In order to consider an analytical, closed-form expression for
the different scattering contributions, some further assumptions
are made.
1) The sea clutter is modeled via a Gaussian stochastic
process with Gaussian autocorrelation function (how-
ever, more involved stochastic processes can be easily
considered in the following derivation [32]).
2) The water is considered infinitively deep, still in terms of
working wavelength, so that multiple bounces do not arise
from beneath the water surface [27].
Within these hypotheses and using the Kirchhoff approxi-
mation (KA), it is possible to evaluate the scattered field at
each bounce with physical optic (PO) or geometrical optic
(GO) solutions according to the sea roughness. In particular,
PO approximation is applied if kσdev  1, where k is the radar
wavenumber and σdev is the standard deviation describing the
stochastic process of the sea. Vice versa, if kσdev  1, GO
approximation is applied [25]–[27].
Since all the double-reflection rays present the same time
delay [31], the double reflection is the dominant scattering con-
tribution. The triple and single scattering contributions, instead,
are mixed each other and they are not easily detectable on
the SAR images. For these reasons, the following analysis is
limited to the double-reflection contribution. For the sake of
simplicity, the final formulations of the RCS, already com-
puted in [25], are here reported for both GO–PO and GO–GO
approximations. For the GO–PO, the RCS is given by
σ = h|Spq|2l tanϑ cosϕ exp
(−4k2σ2devcos2ϑ)
×
∞∑
m=1
(2kσdev cosϑ)
2m
m!
k2L2
4m
exp
[
− (2kLsinϕsinϑ)
2
4m
]
.
(1)
Alternatively, for the GO–GO, the RCS is given by
σ=
h|Spq|2l tanϑ cosϕ
(
1+tan2ϑsin2ϕ
)
exp
[
− tan2ϑsin2ϕ
2σ2dev(2/L2)
]
8π2σ2dev (2/L
2) cos2ϑ
.
(2)
In (1) and (2), σ represents the RCS relevant to the double-
reflection contribution; Spq is the generic element of the scat-
tering matrix with p and q standing for horizontal H, or vertical
V polarization, respectively; l is the length of the portion of the
ship belonging to the resolution cell, assuming the ship length
larger than the SAR spatial resolution; σdev and L are the stan-
dard deviation and the correlation length, respectively, of the
stochastic process representing the sea clutter; ϕ is the angle
between the sensor line of flight and the ship hull to the water
surface; ϑ is the SAR look angle and h is the portion of the
ship height forming the dihedral surface between the sea and the
ship hull. In nautical terms, the latter is also known as freeboard
and represents the distance from the waterline to the upper deck
of the ship. The distance between the waterline and the bottom
of the hull, instead, is known as draught [33]. However, due to
the hypothesis e), the draught does not contribute to the double
scattering [(1) and (2)] and is therefore neglected in the follow-
ing. The freeboard and the draught of a ship are, finally, shown
in Fig. 3.
Fig. 3. Side look of a ship where the freeboard and draught are highlighted.
In (1) and (2), Spq depends on the dielectric constant of the
sea (εSW ), the dielectric constant of the hull (εHULL), ϕ, ϑ,
k, and the Fresnel coefficient according to the polarization of
the propagating wave. The equations to compute Spq , for both
GO–GO and GO–PO solutions and for each polarization, are
reported in [25].
In the next section, some assumptions on the parameters
involved in the electromagnetic model are made to model
the distribution of the RCS values for the double-reflection
contribution.
III. COMPUTATION OF THE RCS DISTRIBUTION
In order to compute the RCS relevant to the double-reflection
contribution, the parameters involved in (1) and (2) have to
be known. Unfortunately, this a priori knowledge is not com-
pletely available. Only some parameters are a priori known (the
radar look angle and the wavelength), others can be retrieved
directly either from the SAR image (the sea roughness parame-
ters) or from the literature (dielectric constant of the sea), while
for the remaining ones (the orientation angle, the dielectric con-
stant of the hull, and the freeboard height), suitable probability
distribution functions can be estimated bringing, in turn, to a
probability density function for the RCS too.
Due to the wind, the sea surface is never completely smooth
and presents several capillary waves [28]. For this reason, the
GO–GO approximation has been chosen and is the unique
solution being analyzed in the following.
A. Estimation of the Input Parameters
As anticipated, some parameters are a priori known. In par-
ticular, ϑ and k can be retrieved from the ancillary data of the
SAR sensor, while εSW is computed according to the model
presented in [34] where the real (ε′SW ) and the imaginary
(ε′′SW ) part of the saline water are given by
ε′SW = εSW∞ +
εSW0 − εSW∞
1 + (2πfτSW )
2
ε′′SW =
2πfτSW (εSW0 − εSW∞)
1 + (2πfτSW )
2 +
σSW
2πε0f
(3)
where f is the working frequency, ε0 is the permittivity of free
space, εSW∞ is a constant equal to 4.9, σSW (S) is the con-
ductivity of the sea depending on the salinity S, εSW0 (T, S)
and τSW (S, T ) are quantities depending on both the salinity
S and the sea temperature T . The average information about
the salinity and the temperature of the North Sea (where the
datasets used in this study were acquired) are retrieved from
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TABLE I
RELATIVE COMPLEX DIELECTRIC CONSTANTS (εReq ) OF THE SHIP
MATERIALS AT S (3.2 GHZ), C (5.4 GHZ),
AND X (9.6 GHZ) BANDS
[35]: T = 19 ◦C and S = 35%. At X band (9.65 GHz), the
resulting dielectric constant of the sea is
εSW = ε
′
SW + jε
′′
SW = 71.82− j37.78. (4)
The roughness parameters (σdev/L) can be estimated,
instead, by minimizing the absolute error between the RCS (rel-
evant to the single scattering from the sea) of the sea surface
measured on the SAR images and the expected RCS within the
GO solution, as shown in [36].
With regard to the angle ϕ, the authors assume to work in the
worst-case scenario where the orientation angle can be retrieved
neither from the ship signature nor from a visible wake. This
consideration drives the choice of describing the angle ϕ sta-
tistically as uniformly distributed between 0◦ and 45◦ [ϕ ∼
U (0; 45)]. Obviously, when the heading angle is greater than
45◦, one side of the hull will always present an angle with
the projection of the sensor on the sea smaller than 45◦ and,
consequently, ϕ ∼ U (0; 45) takes into account all the possible
scenarios.
The range of values for the freeboard height is selected
according to the amendments of the 1974 SOLAS Convention
which regulates the freeboard of the ships of 24-m length or
more [37]. Ships are divided into two categories (Type A and
Type B) and for each ship length (from 24 to 365 m), the free-
board is provided. Freeboard values are included between 0.2
and 5.3 m, [37]. Having the latter as the only available infor-
mation about the size of the ship, h is consequently selected
which is uniformly distributed between 0.2 and 5.3 m [h ∼
U (0.2; 5.3)m].
The dielectric constant of the hull is chosen by performing
a weighted average of several dielectric constants of materials
which mainly compose the structure of a ship. First of all, it is
assumed that the canonical ship is made mostly of steel (with a
percentage uniformly distributed between 60% and 90%, values
based on authors’ empirical evaluations) and for the remaining
part of a mixture (equally distributed) of glass, aluminum, and
fused silica. Within these hypotheses, εHULL can be computed
as already done in [27] and [38]
εHULL = pεst +
q
3
(εa + εg + εsi) (5)
where p ∼ U (0.6; 0.9), q = 1− p and εst, εa, εg , and εsi are
the complex relative dielectric constant of steel, aluminum,
glass, and fused silica, respectively. Their values are listed in
Table I at S, C, and X bands, according to [38] and [39].
In Table II, the way to estimate all the parameters, needed to
compute the RCS in (2), is summarized.
TABLE II
ESTIMATION OF THE PARAMETERS NEEDED TO COMPUTE THE RCS OF
THE SHIP
Fig. 4. Histogram of the RCS values relevant to the double-reflection contri-
bution for HH polarization at X band in m2 at the top (mean = 0.24 m2 and
std = 0.30 m2) and in dBsm at the bottom.
B. Distribution of the RCS Values
Once all parameters are estimated or statistically modeled,
the RCS relevant to the double-reflection contribution of the
canonical ship can be modeled too. Equation (2) has been
implemented using a MATLAB script with 106 samples for
each polarization (HH, V, and HV). In Fig. 4, the histograms
of the RCS values in m2 and dBsm are shown for HH polar-
ization at X band (9.65 GHz). Similarly, in Figs. 5 and 6, the
histograms for the VV and HV polarizations are reported.
The greatest values of the RCS are obtained when the
freeboard is high and when the ship is parallel or near parallel
to the SAR flight direction (low ϕ angle). Instead, when the
freeboard is small or the angle ϕ great, the RCS is reduced
severely resulting in missing targets in ship-detection algo-
rithms. All the assumptions made on the input parameters make
the canonical ship a heterogeneous target and this is witnessed
by the large standard deviation (compared to the mean value)
of the RCS, as reported in Figs. 4–6. HH and VV distributions
are quite similar in shape, mean, and standard deviation, while
the HV distribution presents values three orders of magnitude
smaller. This is why, according to the model presented in
literature [25], the RCS relevant to the double-reflection line
of the cross-polarized channel is much weaker due to the
scattering coefficient SHV being proportional to sin2ϕ. As
a consequence, there is no cross-polarized double-reflection
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Fig. 5. Histogram of the RCS values relevant to the double-reflection contri-
bution for VV polarization at X band in m2 at the top (mean = 0.18 m2 and
std = 0.24 m2) and in dBsm at the bottom.
Fig. 6. Histogram of the RCS values relevant to the double-reflection contribu-
tion for HV polarization at X band in m2 at the top (mean = 4.4 10−4 m2
and std = 3.7 10−4 m2) and in dBsm at the bottom.
component in the case of an ideal dihedral perfectly aligned
with the sensor azimuth direction (ϕ = 0). Furthermore, in
many real cases, when ϕ 6= 0, the double reflection component
may be lower than the noise floor level and undetectable on
SAR images. However, it has been demonstrated that on real
SAR images, the RCS relevant to the cross-polarized channels
is not negligible and can be useful to improve the performance
of the SAR detectors [10], [20]. For these reasons, and for the
sake of completeness, the authors have added here also the
results relative to the cross-polarized channel.
Similar distributions can be computed also at C and S bands.
In the next section, the distributions retrieved at X band are
compared, for each polarization, with standard distributions to
find the best-fitting distribution.
TABLE III
PROBABILITY DISTRIBUTION FUNCTIONS
IV. GOF TEST
In this section, the probability distribution function (pdf) and
the cumulative distribution function (cdf) for each polarization
(HH, VV, and HV) are compared to those ones of standard
distributions. In particular, the Inverse Gaussian, the G0, the
Gamma, the Rayleigh, and the Weibull distributions, [40], [41],
are analyzed. The pdfs of all the aforementioned distributions
are reported in Table III.
The parameters of all the distributions (except those of the
G0 distribution) are estimated through the maximum likelihood
method and using the MATLAB mle function. The shape (αˆ)
and the scale (γˆ) parameters of the G0 distribution, instead, are
estimated through the mixed estimator method introduced in
[41], according to the following equations:
Q =
2√
π
(
αˆ
√
0.5− 1
)0.5 Γ (−αˆ)
Γ (−αˆ− 0.5)
γˆ =
4
π
m21
(
Γ (−αˆ)
Γ (−αˆ− 0.5)
)2 (6)
where Q is the median of σ/E [σ], m1 is the first σ moment,
and Γ (·) is the gamma function.
In Figs. 7–9, the pdfs and the cdfs are shown for all the
aforementioned distributions and compared with the histogram
data at X band for HH, VV, and HV polarization, respectively.
It is possible to note that the distribution with one parameter
(Rayleigh, plotted in cyan) is not able to fit the heterogene-
ity of the data for all polarizations. The best fittings, instead,
are obtained using the Gamma (in purple) and the Weibull
(in green) for all the distributions. In order to verify if and
how well these distributions approximate the histograms of
the RCS data, a GoF test has been performed. In Table IV,
the χ2 GoF test [42] is performed considering a significance
level of 5% for all the distributions for each polarization and,
consequently, the p value is computed. The test is passed if
p ≥ 0.05.
From the analysis of the results in Table IV, the Gamma dis-
tribution results the best-fitting distribution for the copolarized
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Fig. 7. Comparison of pdfs and cdfs at X band for the HH polarization.
Fig. 8. Comparison of pdfs and cdfs at X band for the VV polarization.
channels where a p value of 52.54% and 39.01% is obtained for
HH and VV polarizations, respectively. No other distribution
passes the χ2 GoF test. In the cross-polarized channel (HV),
the Gamma distribution still passes the test (p = 10.03%), but
it is no longer the best distribution. The Weibull distribution
indeed presents a higher p value (63.15%), while all the other
distributions fail the test at the same way as the copolarized
channels.
Once the best-fitting distribution is found, a fidelity
region (FR) may be chosen. The FR represents the interval
[σαl ;σ1−αu ] of the most probable σ values. In particular, σαl
and σ1−αu represent the percentile (αl)th and (1− αu)th of
σ. In formula
αl: Pr (σ ≤ σαl) = Fσ (σαl) = αl
1− αu: Pr (σ ≤ σ1−αu) = Fσ (σ1−αu) = 1− αu
(7)
Fig. 9. Comparison of pdfs and cdfs at X band for the HV polarization.
TABLE IV
P VALUE (%) RELATIVE TO THE χ2 GOF TEST AT X BAND FOR EACH
POLARIZATION
Where Fσ (·) is the cdf of σ. In particular, the lower threshold
can be chosen according to the sensitivity of the SAR antenna
and it can be set 3dB greater than the system noise equivalent
sigma zero (NESZ). In formula
Pr
(
σ0 ≤ NESZ + 3) = Fσ0 (NESZ + 3) (8)
where σ0 is the normalized RCS and it is linked to σ by the
flowing [43]:
σ0 =
σ
ΔxΔr/sinϑ
(9)
where Δx and Δr are the spatial resolution in azimuth and slant
range, respectively.
For example, by considering the distribution of the RCS
values at X band and HH polarization, choosing the Gamma
distribution to approximate the RCS data, assuming a typical
NESZ = −23 dB for the TerraSAR-X platform [44] and setting
αu = 0.01, it results that σαl = 9.10 · 10−2m2 and σ1−αu =
1.26 m2 and, consequently, FR =
[
9.10 · 10−2; 1.26]m2.
Different choices may be suggested to set the lower and upper
thresholds. However, as a general guideline, the authors advice
to perform a sharper cut to the lower tail because, in that region
of RCS values, the sea clutter and the SAR azimuth ambiguities
are normally included.
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V. UNCERTAINTY ON INPUT PARAMETERS AND MODEL
INACCURACY
In this section, the accuracy of the RCS relevant to the
double-reflection contribution from (2) is analyzed. According
to the proposed model, the error sources are the uncertainty on
the knowledge of the input parameters and the inaccuracy of the
model itself in describing all the details of a complex reflecting
object as a ship.
A. Uncertainty on Input Parameters
With regard to (2), the parameters that are a priori known
(ϑ and k) and retrieved from the literature (εSW ) are not con-
sidered as sources of error. Vice versa, the uncertainty on the
estimated value σ of the unknown parameters (h, ϕ and εHULL)
and the parameters that are measured directly on the SAR
images (σdev/L) is considered in the following, where each
source of error is regarded separately from the other ones.
Let us first consider the uncertainty Δσ on the estimated
value σ, caused by an uncertainty Δh on h
Δσ =
∣∣∣∣∂σ∂h
∣∣∣∣Δh = σhΔh ⇒ Δσσ = Δhh . (10)
Equation (10) suggests that the relative uncertainty on σ is
equal to the relative uncertainty on h; in other words, if h has
been estimated with a certain error, the computed σ will present
an error of the same order.
As regards the uncertainties on ϕ and εHULL, instead, deriv-
ing their analytical expressions is less useful. Precisely, even
if the relative derivatives can still be computed, the retrieved
analytical expression would be so involved that useful consid-
erations about the influence on σ estimation could not be carried
on. For this reason, the analytical expressions in closed form of
the errors have not been computed, but they have been evaluated
with the support of a MATLAB code. For the sake of brevity,
the authors report here only the graphical representation of the
results. In the MATLAB code employed, the a priori known
parameters, σdev/L, and εSW are set according to the indica-
tions in Table II and the radar parameters of the datasets that
will be introduced in the next section. The unknown parame-
ters, instead, are set equal to their mean values according to the
distribution functions reported in Table II.
Again, considering the uncertainty on the orientation angle
ϕ, it can be written as
Δσ =
∣∣∣∣∂σ∂ϕ
∣∣∣∣Δϕ. (11)
In Fig. 10,
∣∣∣ ∂σ∂ϕ ∣∣∣ is shown at X band for HH, VV, and
HV polarizations. Copolarized channels present the worst case
when ϕ is about 15◦, where even a minimum error on the
knowledge of the orientation angle results in a completely
wrong estimation of the RCS. The best range of value, instead,
is included between ϕ = 35◦ and ϕ = 45◦ where a nonperfect
knowledge of the orientation angle does not affect the esti-
mation of the RCS. It is important to underline that, in this
same range, the performances of the ship-detection algorithm
Fig. 10. Plots of the uncertainty relative to the angle ϕ for each polarization at
X band.
are worse because most of the incidence radiation from SAR
is reflected in the specular direction and, consequently, the
ship could appear as dark as the sea clutter in the final SAR
image. The cross-polarized channel, instead, presents two rela-
tive maxima (when ϕ = 10◦ and ϕ = 30◦), while the best case
is represented by ships with orientation angle around 20◦.
The analysis concerning the dielectric constant of the hull
is divided into two parts to consider separately the permittiv-
ity and the conductivity. The permittivity is supposed to be
unknown in the first part, and the conductivity is supposed
to be unknown in the second one, as already done in [26].
However, a general equation can be derived for the uncertainty
Δσ based on the uncertainty on the permittivity/conductivity of
εHULL
Δσ =
∣∣∣∣ ∂σ∂εx
∣∣∣∣Δεx (12)
where εx is the real or the imaginary part of εHULL accord-
ing to the case at issue. In Figs. 11 and 12,
∣∣∣ ∂σ∂εx ∣∣∣ is shown
at X band for HH, VV, and HV polarizations for the real
and the imaginary part of εHULL, respectively. In Fig. 12, the
plot is given in semi-logarithmic scale due to the wide vari-
ability in the imaginary part of εHULL. From the analysis of
the real part of the dielectric constant (Fig. 11), the range of
variability of
∣∣∣ ∂σ∂εx ∣∣∣is several orders of magnitude smaller than
the mean value of σ as it appears in the plots of Figs. 4–6 for
each polarization. Consequently, the influence from a nonper-
fect knowledge of the hull permittivity is negligible for any
ship. Moving to the imaginary part of the dielectric constant
(Fig. 12), similar considerations can be drawn. The term
∣∣∣ ∂σ∂εx ∣∣∣
presents remarkable variations for small values of the imaginary
part of εHULL, but it approaches 0 for Im (εHULL) > 103 for
both co- and cross-polarized channels. As a consequence, since
the Im (εHULL) of the metals is much greater than 103 (as it
is shown in Table I), the uncertainty relative to an imperfect
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Fig. 11. Plots of the uncertainty relative to the real part of the dielectric constant
of the hull εHULL for each polarization at X band.
Fig. 12. Plots of the uncertainty relative to the imaginary part of the dielectric
constant of the hull εHULL for each polarization at X band.
knowledge of the conductivity is null if the ship is mostly made
by metal, hypothesis certainly verified in many real cases.
Let us finally consider the uncertainty Δσ on the estimated
value σ, caused by an uncertainty Δ(σdev/L) on the roughness
ratio σdev/L
Δσ =
∣∣∣∣ ∂σ∂ (σdev/L)
∣∣∣∣ΔσdevL . (13)
In Fig. 13, the term
∣∣∣ ∂σ∂(σdev/L) ∣∣∣ is shown at X band for HH,
VV, and HV polarizations, respectively. The trend of the func-
tion and the position of the relative minima and maxima are
exactly the same for all the polarizations because the difference
in polarization is given by the term Spq , which represents only a
scale factor for the derivative
∣∣∣ ∂σ∂(σdev/L) ∣∣∣. The uncertainty Δσ
tends to zero when the sea surface is smooth (σdev/L → 0) and
when the sea surface is extremely rough (σdev/L → ∞). The
Fig. 13. Plots of the uncertainty relative to the roughness ratio σdev/L for each
polarization at X band.
TABLE V
SAR IMAGES ACQUISITION PARAMETERS
worst case occurs when σdev/L = 0.10, while the best case
occurs when σdev/L = 0.16.
Finally, it is possible to write down the total uncertainty
Δσtot on the estimated value σ for all the sources of error
Δσtot=
∣∣∣∣∂σ∂h
∣∣∣∣Δh+∣∣∣∣∂σ∂ϕ
∣∣∣∣ϕ+∣∣∣∣ ∂σ∂εx
∣∣∣∣Δεx+∣∣∣∣ ∂σ∂ (σdev/L)
∣∣∣∣ΔσdevL .
(14)
Obviously, for the considerations carried out from Figs. 11
and 12, the third term of (14) can be neglected and, there-
fore, the only sources of uncertainty are the freeboard h, the
orientation angle ϕ, and the ratio of the roughness parameters
σdev/L.
B. Model Inaccuracy
In this section, the errors on the RCS due to approximations
on the shape of the canonical ship are analyzed. The simple
basic parallelepiped model assumed for the ship (described in
Section II) is certainly a valuable starting basis, but it is not able
to describe all the scattering mechanisms which occur in a real
scenario.
Neglecting the superimposed structures of a ship (ship upper
decks and masts), e.g., leads to an underestimation of the
dihedral surface, which contributes to the double-reflection
mechanism, with a consequent underestimation of the final
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Fig. 14. HH intensity SAR image of the Isle of Wight in the slant range (r-axis)/azimuth (x-axis) plane acquired by the TerraSAR-X sensor on (a) 9th November
and (b) 12th November. In both images, the red rectangles enclose the ship signatures with available AIS data. The green rectangle includes the signature of a ship
which does not fulfill the proposed model.
TABLE VI
RCSS MEASURED ON REAL SAR IMAGES COMPARED TO THE RCSS COMPUTED FROM THE ELECTROMAGNETIC MODEL
RCS. Depending on the dimensions (length and heights) of
masts and decks and the orientation angle of the ships, these
contributions may be more or less relevant. In addition, the
same superimposed structures may also originate strong trihe-
dral reflection mechanisms [30] with an even worse estimation.
Finally, a way to assess the inaccuracies deriving from the
employment of the simplified ship model is provided in the next
section, where the proposed model is compared with the RCS
of several ships measured on real SAR images.
VI. VALIDATION RESULTS
The model proposed for the RCS of a canonical ship is
tested on two different TerraSAR-X images acquired over the
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Solent area (the channel between the Isle of Wight and the
Portsmouth’s harbor), in the south of the U.K., in November
2012. The acquisition parameters of the two Stripmap images
are reported in Table V.
Before processing the images, the absolute calibration is per-
formed to minimize the radiometry differences and to compare
the images [44]. The pixels intensities are scaled according to
the following formula [44]:
σ0 = ks|DN |2sinθ −NESZ (15)
where ks is the absolute calibration factor, |DN | is the ampli-
tude of each pixel, and NESZ is the NESZ of the SAR system.
Both ks and NESZ are provided with the ancillary data of the
images. In Fig. 14, the intensity of the SAR images is shown
in the slant range/azimuth plane. Some AIS data from [45] are
collected and used as ground truth to validate the electromag-
netic model proposed. However, the available ground truth is
not complete since more ship signatures are clearly detectable
from both SAR images [11]. The RCS relevant to the double-
reflection contribution of eight ships (four from the first SAR
image and four from the second one) is measured on the SAR
image by averaging the intensity of the double-reflection line,
as already performed in [25] and [27]. In formula
σ̂j =
1
Nj
Nj∑
i=1
σ̂ij j = 1, 2, . . . , 8 (16)
where σ̂j is the RCS of the jth ship, σ̂ij is the intensity of the
ith pixel of the double-reflection contribution of the jth ship,
and Nj is the number of resolution cells in the double-reflection
line relative to the jth ship (Nj = lsj/Δx where lsj is the length
of the jth ship). The mean operation let us mitigate the overall
contributions of the superimposed structures leading to a less
relevant underestimation of the RCS.
The measured RCS is affected by speckle noise and it is
possible to evaluate the relative uncertainty Δ σ̂ [25], [26]
Δσ̂ ≤ σ̂j√
Nj
j = 1, 2, . . . , 8. (17)
In (17), σ̂j√
Nj
represents the uncertainty in the worst case
of fully developed speckle where each contribution is indepen-
dent from the others (a collection of random variables that are
independent and identically distributed).
The signatures of the eight ships under test are highlighted
by red rectangles in Fig. 14. The measured RCSs (σ̂j), instead,
are reported in Table VI and compared to the RCSs deriving
from the electromagnetic model (σj). The angle ϕ is computed
from the ship bearing provided with the AIS data. The freeboard
height h, instead, is evaluated from the ship length according to
the 1974 SOLAS Convention [37] because AIS data provide
only ship length, width, and draught. The values of ϕ and h
are shown in Table VI for each ship signature analyzed. All
the other parameters involved in the electromagnetic model are
either retrieved from the ancillary data of the SAR sensor (k
and ϑ) or set equal to the mean value of the distribution func-
tion shown in Table II. For each ship, the absolute (Ej) and the
Fig. 15. HH intensity image of the ship signature highlighted in the green
rectangle in Fig. 14(b).
relative (ej) errors of measurement are computed according to
the following and reported in Table VI:
Ej = σj − σ̂j j = 1, 2, . . . , 8
ej =
σj − σ̂j
σj
j = 1, 2, . . . , 8.
(18)
Results highlight that the electromagnetic model always
underestimates the measured RCS on real SAR images.
In particular, the average absolute error of measurement is
−0.0646 m2, while the average relative error of measurement
is −0.4137 so, in other words, the model underestimates the
measured RCS of 1.5 dB on average. The discrepancy between
the model and the measured RCSs may be caused by the sim-
plified geometry of the canonical ship where no superimposed
structure is taken into account.
Outcomes also show that all the measured RCSs are included
in the FR identified in Section IV (σαl = 9.10 · 10−2m2 and
σ1−αu = 1.26 m
2). Therefore, the matching between the mea-
sured RCSs and the proposed ship model with the Gamma
distribution for the HH polarization can be considered suitable.
As a counter-example, a region of interest, highlighted with
a green rectangle [Fig. 14(b)], is selected in the second SAR
image. It represents the signature of a ship whose RCS is greater
than the upper bound of the FR chosen in the proposed model.
A zoom of the ship signature is shown in Fig. 15. Unfortunately,
AIS signal of this ship is not available and, therefore, it is not
possible to retrieve any information about the shape and the
size of the ship. However, from the analysis of Fig. 14, a big
mast (at the back) and some superimposed structures are clearly
identified. As already underlined in Section V-II, in this partic-
ular scenario, the electromagnetic model introduced leads to an
underestimation of the RCS because it is not able to describe
all the scattering mechanisms. The measured RCS is 3.21 m2
but, excluding the mast contribution from the evaluation of the
double-reflection contribution, the RCS is reduced to 1.07 m2,
thus falling in the selected FR of the model.
VII. CONCLUSION AND FUTURE EXTENSIONS
In this paper, a novel model-based approach for the RCS
evaluation of a canonical ship has been presented. The best
pdfs have been identified for each polarization at X band
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within the hypotheses introduced on the input parameters of
the model: the Gamma and the Weibull distribution are the pdfs
which best approximate the simulated RCS data for the co- and
cross-polarized channels, respectively (see Table V). The same
analysis may also be performed at C and S band.
The influence of an imperfect knowledge of the input param-
eters on the retrieval of the RCS of the canonical ship has been
evaluated through an error budget analysis: the proposed model
is affected by the uncertainties on the freeboard height, the
orientation angle (see Fig. 10), and the ratio of the roughness
parameters (see Fig. 13), while it is robust respect to the uncer-
tainty on the dielectric material composing the hull of the ship
(see Figs. 11 and 12).
In general, when a better knowledge on the input parame-
ters is available, different distributions could be considered for
them, leading to a different shape and distribution of the RCS
values. For example, in specific areas characterized by high
maritime traffic and/or geographical straits, ship routes may be
more bounded. In these cases, the orientation angle can be more
easily evaluated.
Preliminary results are promising as a good match between
the measured RCS on real SAR images and the theoretical
RCS has been found on a good number of different ships. The
hypotheses made, in order to work with a simplified model of
the ship, may lead to an underestimation of the real RCS due to
superimposed structures and evaluated to be 1.5 dB on average
(see Section VI-II). However, this underestimation of the RCS
is a minor issue in the SAR ship-detection algorithms mean-
ing that such targets can only be more easily detectable in real
scenarios.
The model introduced is interesting especially in consid-
eration of its applicability scenarios. The authors are already
working at its inclusion in an SAR-based tool for ship detection.
A likelihood-ratio test can indeed be performed at the detec-
tor stage leading to an improvement of the overall performance
(lower false alarm rate and higher probability of detection) of
the algorithms.
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Abstract 
Ship detection with Synthetic Aperture Radar (SAR) images, acquired at different working 
frequencies, is presented in this paper where a novel technique is proposed based on the 
Generalized Likelihood Ratio Test (GLRT). Both the sea clutter and the ship electromagnetic 
models are considered in the novel technique in order to improve the detector performance. 
The GLRT is compared to the traditional Constant False Alarm (CFAR) algorithm through 
Monte Carlo simulations in terms of ROCs (Receiver Operating Characteristic curves) and 
computational load at different bands (S, C and X). Alternatively, performances are also 
compared through simulations with different orbital and scene parameters at fixed values of 
band and polarization. The GLRT is then applied to real datasets acquired from different 
sensors (TerraSAR-X, Sentinel-1 and Airbus airborne demonstrator) operating at different 
bands (S, C and X) over the Solent channel and the Pembrokeshire in UK. An analysis of the 
Target to Clutter Ratio (TCR) is then performed and detection outcomes are fused with AIS 
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data when available. Results show that the GLRT presents better ROCs and greatly improves 
the TCR, but its computational time is slower when compared to the CFAR algorithm.  
 
 
I. Introduction 
The request for maritime security and safety applications is increased in the recent years due 
to the growing interest in maritime surveillance. In this scenario, one of the main applications 
is the ship-detection. The requirements, which any identification system has to provide, are: 
high probability of detection (ideally 1), low probability of false alarm (ideally 0), accurate 
geo-location, ship identification and ability in operating in all weather and light condition. 
There are several ways to monitor and track ships even if there is no single mean which can 
address all the above requirements. For this reason, novel monitoring techniques, which 
merge data coming from different sources and combine their advantages, are being 
developed. The Defence Science and Technology Laboratory (DSTL) in UK, for example, 
has designed, developed and deployed a system called TELESTO [1], a ship tracking 
software based on Automatic Identification Systems (AIS) networks [2] and other sources 
such as the Long-Range Identification and Tracking (LRIT) systems [3], the International 
Maritime Organization mandatory reporting sites and the commercial fleet tracking services. 
The European Maritime Safety Agency (EMSA), instead, has developed tools for both oil 
spills identification (CleanSeaNet) [4] and ship detection (SafeSeaNet) [5]. These tools rely 
also on Synthetic Aperture Radar (SAR) images, because SARs are regarded as very useful in 
the detection of non-cooperative ships and in the tracking of small vessels without AIS on 
board [2] being able to offer complementary capability to AIS and LRIT systems. 
CleanSeaNet and SafeSeaNet services aim to strengthen operational responses to accidental 
and deliberate discharges from ships and cargos assisting UE States to locate and identify 
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polluters in areas under their jurisdiction [4-5]. In particular, the services employ three polar 
orbiting SAR satellites: the Canadian RADARSAT-2 [6], the Italian COSMO-SkyMed [7] 
and the European Union’s ENVISAT [8] (used until May 2012), which will be replaced by 
the novel Sentinel-1[9] from late 2015 [4]. 
Other SAR sensors are already in orbit, such as the German TerraSAR-X and Tandem-X [10] 
and the Japanese ALOS-2[11], while many more are currently being designed and tested for 
future launch (NovaSAR-S [12] and SAOCOM [13]). Furthermore, modern SARs operate in 
constellation and offer a wide spatial coverage. In future, it will be possible to synergically 
exploit the SAR images acquired from different sensors in order to drastically reduce the time 
elapsed between two consecutive observations of the same geographic area. In this way, a 
Real Time (RT) or Near Real Time (NRT) control of the ocean and open sea will be 
available. 
Unfortunately, this successful upstream work has not been followed by an adequate 
exploitation of remote sensing data and all the downstream activities are still relatively 
underdeveloped. In this framework, it is clear that this research is timely and it aims at filling 
this gap by developing a novel ship detection algorithm for the joint exploitation of current 
and future SARs operating at different working frequencies. Indeed, the ESA CoReH2O 
mission is a clear example of multifrequency SAR system in which two frequencies (X- and 
Ku-band) are operative from the same platform and may well need processing algorithms ad 
hoc for the joint exploitation of the double frequency imagery [14].   
SAR is very capable in detecting targets over the sea surface due to the low backscattering of 
sea areas compared to that of ships and vessels: the flatness and smoothness of waters, when 
it is the case, let most of the incidence wave impinging on them reflect in the specular 
direction causing a low backscattering coefficient in the data corresponding to those areas. 
This is the main reason why so far SAR ship-detection algorithms have been based on a 
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Constant False Alarm Rate (CFAR) method in which the sea clutter background is modelled 
according to a suitable distribution and a threshold is set to achieve a given Probability of 
False Alarm (PFA) [15].  Several clutter distributions have recently been analysed; however, 
CFAR algorithms are not able to detect targets with intensity values close to the sea clutter 
and the threshold computation represents a time-consuming procedure if a compound-
Gaussian model is adopted [16]. 
In [17], a compound Gaussian CFAR is used in conjunction with a spatial distribution of the 
target based on the kernel density estimator in order to improve the detection of the bright 
targets. Results show a PFA 0.2% lower and a PD (Probability of Detection) 1% higher than 
the standard CFAR. 
Other studies, instead, are based on the sublook decomposition and analysis [18-21]. The 
original SAR image is divided into sublooks and then the coherence index is computed 
between the sublooks. Coherent targets show a higher coherence index while the sea clutter 
pixels are usually uncorrelated. It has been shown that the Target to Clutter Ratio (TCR) 
improves up to 2 dB [18]. The main drawback of the sublook analysis is that the resolution is 
reduced depending on the number of sublooks (usually up to four) employed while, on the 
positive side, no assumption is made (and then required) on the sea clutter. In [20], the 
resolution loss is partially overcome by computing the coherence index over partially 
overlapping sublooks. In [21], instead, the authors introduce an alternative approach to detect 
coherent scatterers over a clutter background based on the evaluation of the sublook entropy. 
The main difference, compared to the sublook correlation approach, is that the number of 
sublooks employed for the evaluation of the sublook entropy can be greater than four thus 
providing more flexibility in the evaluation of spectral correlation at a cost of a further 
resolution loss [21]. 
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Finally, other approaches rely on full polarimetric data [22-24] where an improved 
performance in target detectability is clearly demonstrated.  
In all the detectors already present in literature, the target model (analytical and statistical) is 
not generally considered to reduce the complexity of the detector itself. However, as 
suggested in [15], an optimal detector should take the target into account too. In [25-26], the 
authors introduced a novel model based on the scattering mechanisms of a canonical ship 
target. The double reflection contribution has been characterized and a suitable distribution 
function for the canonical ship has been derived.  
In this paper, starting from the outcomes derived in [25], the authors build a Generalized 
Likelihood Ratio Test (GLRT) based on the likelihood functions of both the sea clutter and 
the ship target. 
The paper is organized as follows: in Section II the derivation of the GLRT for the ship-
detection is explained; in Section III the TCR is analytically evaluated at different bands (S, 
C and X) for a typical ship target; in Section IV the GLRT and CFAR algorithms are 
compared through Monte Carlo simulations; in Section V the novel ship detection algorithm 
is applied to real datasets acquired from different spaceborne and airborne sensors and, 
finally, in Section VI conclusions are drawn. 
 
 
II. GLRT Detector 
In order to implement a GLRT, both the likelihood functions of the sea clutter and the target 
(the canonical ship in our case) must be defined. While the definition of a suitable 
distribution for the sea clutter is largely addressed in literature [15-17], not much modelling 
of ship backscatter has been undertaken in ship-detection. In [27], for example, an extremely 
simple model for the ship target is presented to set a GLRT; the intensity ship pixels are 
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assumed independent and Gaussian distributed with a zero mean, but no evidence is provided 
to support this assumption. In this paper, as already underlined in the introduction, the target 
distribution is derived from [25] where the double reflection contribution (the main scattering 
mechanism occurring in the scenario ship/sea) is modelled from the Geometric Optic (GO) 
theory within the Kirchhoff approximation in high frequency regime.  
It is well known from literature [28], that the optimum statistical test relies on the target 
statistical distribution. Before deriving the statistical test, it is possible to define the test 
hypotheses: 
                                                         0
1
 sea clutter
 canonical ship
:
:
H
H
                                                       (1) 
Differently from other detectors in literature [29-30], the background clutter is here related to 
the target distribution. The hypothesis H1 indeed refers to the double reflection contribution 
which occurs between sea surface and ship, hence is linked to the sea clutter through the 
roughness parameters of the GO model as highlighted in [31-32]. This scattering contribution 
has been already analysed and its distribution derived in [25].  
The test which maximizes the probability of detection for a given false alarm probability 
(optimum test) is the LRT (Likelihood Ratio Test), defined as follows [28]: 
                    
 
 
 1
0
   Detected
x
L x
x
p H
Tr PFA
p H

 

                                         (2)               
where  L    is the likelihood ratio function, x  is the Radar Cross Section (RCS) of the 
pixel under test,  1xp H  and  0xp H  are the probability distribution functions (pdfs) of 
x  given, respectively, the target or the clutter is present and     Tr PFA is the threshold 
according to the desired PFA. 
The LRT requires an explicit knowledge of the pdfs involved; however, in most of real cases, 
the parameters of the pdfs are unknown and need to be estimated. When these parameters are 
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estimated through maximum likelihood methods (MLE), the LRT becomes a GLRT defined 
as follows [28]: 
                 
 
 
 1
0
   Detected
α
α
x t
G x
x c
ˆp H ,
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ˆp H ,

 

                                       (3) 
where  G   is the generalized likelihood ratio function, αtˆ  and  αcˆ  are the MLE estimators 
relative to the target (hypothesis H1) and the clutter (hypothesis H0) distribution parameters 
respectively. The eq.(3) can be rewritten as follows: 
                                       
 
 
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   Detected
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α
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x t
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x c
t
c
max p H ,
Tr PFA
max p H ,

 

                                        (4) 
where αt and αc are the parameters vectors of the target and clutter distribution respectively. 
In fig.1, the block diagram to implement the GLRT is shown. The diagram is made up of two 
branches: one to estimate the clutter parameters αc (Clutter estimation block) and the other to 
estimate the target parameters αt  (Target estimation block). The GLRT is then performed 
according to a desired PFA, which is an input to the GLRT block. Finally, the pixels with a 
 G   greater than the threshold are detected. 
The GLRT is not the optimum statistical test but, if the pdfs of both clutter and target are well 
defined, it can improve the TCR as shown in fig.2.  Indeed, considering the mean clutter RCS 
value ( c ) it results G <<1, while G >>1 when considering the mean target RCS value ( t
). Consequently, the output of the GLRT is an image where the clutter is attenuated and the 
targets are enhanced. The thresholding, therefore, can better operate and the performance of 
the GLRT is better compared with the standard CFAR algorithms.  
However, the GLRT needs to estimate the target parameters vector ( αt ) and not only the 
clutter parameters vector (αc ) as CFAR algorithms do. As consequence, the GLRT presents a 
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computational load higher than CFAR algorithms as it will be shown in the simulation in 
Section IV. 
In the next section, the analytical TCR is evaluated for a typical target within the GO solution 
at different bands (S, C and X). 
 
III. Target-To-Clutter Ratio for a canonical ship target 
In this section, the authors compare the TCR of a typical ship target at different bands (S, C 
and X) with the purpose of identifying the most suitable band for ship-detection in SAR 
imagery since the higher the TCR, the higher the detector’s performance. 
Both the RCS of the canonical target and the sea clutter can be modelled according to the GO 
solutions [25, 31, 32]. In this scenario, the hull dimensions are much larger than the working 
radar wavelength λ and the diffraction contributions can be neglected; the sea clutter, instead, 
is modelled via a Gaussian stochastic process. Single and multiple scattering contributions 
normally arise in this scenario and can be properly modelled. With regard to the target 
however, as anticipated only the double scattering contribution is considered since it 
represents the dominant contribution, while the single scattering contribution from a rough 
surface is considered for the sea clutter [31]. 
For the sake of completeness, the final RCS formulations are here reported for the canonical 
target (GO-GO solution) [25] and for the sea clutter (GO solution) [33]: 
                         
 
 
 
2 2
2
2 2
2 2
2 2 2 2
tan sin
tan cos 1 tan sin exp
2 2
8 2 cos
pq t
dev
GOGO
dev
h S l
L
L
 
   


  
 
  
                             (6) 
2
2
2 2 2 2 2 264 4
pq c
GO
dev dev
S ab tg
exp
cos L L


  
 
  
 
                                 (7) 
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In eqs. (6)-(7), GOGO and GO are the RCS relevant to the double scattering contribution of the 
target and the single scattering contribution of the sea clutter respectively; pq t
S and pq c
S  are 
respectively the modules relative to the generic element of the scattering matrix for the target 
and the clutter with p and q standing for horizontal H, or vertical, V polarization respectively; 
l is the length of the portion of the ship belonging to the resolution cell, assuming the ship 
length larger than the SAR spatial resolution; dev  and L are the standard deviation and the 
correlation length, respectively, of the stochastic process representing the sea clutter;   is the 
angle between the sensor line of flight and the projection of the ship hull onto the water 
surface;   is the SAR look angle; h is the height of the ship which contributes to form the 
dihedral surface between the sea and the ship hull (freeboard) and, finally, a and b are the 
dimensions of the rectangular portion of sea where the RCS is evaluated (generally set equal 
to the SAR spatial resolution). In eqs. (6-7), pq c
S depends on the dielectric constant of the 
sea (
SW ),  ,  , the working wavelength λ and the Fresnel coefficient according to the 
polarization of the propagating wave [31]; while pq t
S depends on the same parameters of 
pq c
S  plus the dielectric constant of the hull ( HULL ). In the computation of the RCS, pq c
S and 
pq t
S represent the only terms depending on the working frequency. Their explicit expressions 
are provided in [31]. 
At this point, the TCR can be expressed as ratio of the target RCS (
argGOGO t et  ) to the sea 
clutter RCS ( GO clutter  ): 
argt etGOGO
GO clutter
TCR

 
                                                                 (8) 
Before computing the TCR, some assumptions on the dielectric parameters need to be done. 
In this study, 
SW  is computed according to the saline-water double-Debye dielectric model 
shown in [34] and it is a function of the water salinity (Sa), water temperature (T) and the 
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sensor working frequency (f). 
HULL is evaluated by performing a weighted average of several 
dielectric constants which compose the typical hull of a ship [25, 35]. Here, it is assumed that 
the canonical target is made of steel (70%), glass (10%), aluminium (10%) and fused silica 
(10%) and, therefore, HULL  can be computed according to the following: 
  
3
HULL st a g si
q
p       
                   
                                   (9) 
where      , q=0.3 and st , a , g and si are the complex relative dielectric constants of 
steel, aluminium, glass and fused silica respectively. Their values are reported in [25] for all 
the bands considered in this paper.  
In Table I, all the parameters used to compute the TCR are shown. Finally HH tS , HH cS and 
the relative TCR (in dB) are reported in fig. 3 at different bands (S=3.2 GHz, C=5.4 GHz and 
X=9.6 GHz) for HH polarization by letting the water salinity and temperature vary. The 
average values about the water temperature and salinity can be retrieved from the World 
Ocean Atlas 2009 Figures (WOA09F) available at [36]. In this study, no assumption is made 
on the particular area where the SAR images could be acquired and, therefore, the ranges of 
water temperature and salinity are set as wide as possible after analysing the atlas (T = [0°; 
35°]C and Sa = [30; 40] ‰ ). In general, it results that the backscattering coefficients of both 
target and clutter only slightly change with the variation of water temperature and salinity 
with the TCR about 12.6 dB for all the working frequency analysed. As consequence, we do 
not expect to notice a significant variation of the ship detector’s performance with a 
frequency variation as it will be demonstrated in the next section. 
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IV. Monte Carlo Simulations 
In this section, the performance of the new GLRT technique is compared to that of the 
standard CFAR algorithm through simulations. At this aim, several SAR images are 
simulated trough a Monte Carlo approach [37] as shown in the flow chart in fig. 4.  
Firstly, 200x200 sea clutter pixels are simulated with a Monte Carlo method in the Sea 
Scattering block assuming the clutter Exponentially-distributed where the mean value is set 
equal to the single scattering contribution from a rough sea surface within the GO 
approximation of eq.(6) (         ). Secondly, all the pixels with normalized RCS lower 
than a typical NESZ (Noise Equivalent Signal Zero) of the SAR sensor are set equal to the 
NESZ producing the ic(x,r) image where x and r represent the azimuth and range distance 
respectively. In all the simulations, it has been assumed a typical NESZ of -25 dB, which 
represents the mean value for the TerraSAR-X sensor [38]. However, the sensitivity of most 
SAR sensors can be bound between -20dB (worst case) and -30dB (best case); so we can 
assume a mean value of -25 dB for all simulations operating at different bands without loss of 
generality. Thirdly, in the Target Scattering block, 100 values of RCS relative to the targets 
are simulated according to the canonical model presented in [25] and the vector t(x,r) is 
retrieved. In the last step, the simulated targets are placed in random positions in the 
simulated SAR image in the Merging block retrieving the final i(x,r) SAR image, which can 
feed the detector block shown in fig.1 and explained in Section II. 
First of all, the GLRT and the CFAR algorithms are compared at S, C and X bands in a 
typical scenario: the ROC (Receiver Operating Characteristic) curves are derived by 
computing the PD and PFA for several threshold values and, then, the computational load is 
evaluated for both approaches. The radar and roughness parameters employed to simulate the 
SAR images are the same employed to analytically evaluate the TCR in the previous section 
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and are reported in Table I. Furthermore, the values T=20° and Sa = 35‰ have been assumed 
for the characterization of the sea clutter.  
In fig. 5 (left panel), the pdfs relative to the histogram and the fitting with a Gamma 
distribution are shown for HH polarization at S, C and X band. The histograms are relative to 
the Normalized RCS (NRCS) defined as: 
 
 0
x g


 
  (9) 
where 0 is the NRCS, x and g the azimuth and ground range resolution respectively set 
equal to a and b from Table I (10m).  The Gamma distribution passes the χ2 Goodness of Fit 
Test [39] for all the bands and so it can be used to model the backscattering return of the 
double reflection contribution of the canonical target. The relative p values along with the 
mean value and the standard deviation of the histogram are reported in Table II. As expected, 
there is not a great difference with the frequency variation and, consequently, the detectors 
performance will be also similar. 
In fig. 5 (right panel), the ROC curves are retrieved after repeating the test for both GLRT 
and CFAR 100 times for each threshold. In general, it results that the performance of the 
novel GLRT-based technique is better (higher PD for any given PFA) than for the standard 
CFAR algorithm for each band analysed. For example, fixing PFA=10
-1
 and performing a 
quadratic interpolation, the probability of detection, for the GLRT and CFAR respectively, 
results: PD=0.64 and PD=0.60 at S band; PD=0.63 and PD=0.58 at C band; PD=0.65 and 
PD=0.61 at X band. The best performance is obtained at X band for both CFAR and GLRT; 
however, it is clear that all the bands are almost equally good and there is not really a more 
convenient range of frequency in which the detectors’ performance significantly improves. 
188
Submitted to IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING 
In Table III, the computational times to derive a single dot (coming from the processing of 4 
105 pixels) relative to the simulations shown in fig. 5 for both the CFAR and GLRT are 
reported. As already anticipated describing the block diagram in fig. 1, the computational 
time of the CFAR is lighter compared to the GLRT. This has been evaluated using an Intel 
Pentium i5-2400 processor at 3.10 GHz. It results that the CFAR is more than 3 times faster 
than the GLRT because it does not need to estimate the target parameters [40]. However, it is 
important to underline that clutter and target parameters need to be estimated only once in a 
Global Threshold algorithm [15], while the thresholding phase (the most time demanding 
step) is directly proportional to the number of pixels to process. As consequence, the 
difference in the computational load between the CFAR and GLRT decreases when the pixels 
of the image increase.  
Other simulations have been performed by letting the radar look angle ( ) and the roughness 
parameters vary ( dev / L ) in order to get a complete picture of the GLRT detector’s 
performance. Only the X band at HH polarization and the GLRT algorithm are considered in 
the following simulations. Results are shown in fig. 6. 
Looking at the ROC curves on the left of fig.6, where the radar look angle is fixed (40°) and 
the roughness ratio varies, it is shown that the performance gets worse when dev / L  
increases because the radar backscattering from the sea clutter increases due to a rougher 
surface and, consequently, the TCR is reduced. 
Looking at the ROC curves in the middle of fig.6, instead, where dev L  is fixed (0.2) and the 
radar look angle varies, it is highlighted that the performance gets better for an increase of the 
radar look angle because most of the incidence radiation of the sea clutter is reflected in the 
specular direction. However, for very high look angles (ϑ≥50°) also the RCS relevant to the 
target double reflection contribution diminishes and the TCR does not increase any more. As 
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consequence, the performance of the detectors at ϑ=50° is worse than the performance at 
ϑ=40° [40]. 
Finally, looking at the right panel of fig. 6, the ROC curves are derived fixing the ratio 
dev L  and the angle   and by multi-looking the SAR simulated data. In the case of fully 
developed speckle, each clutter contribution is independent from others and the clutter can be 
seen as a collection of random variables that are independent and identically distributed. 
Within these hypotheses, the resulting clutter (after the multi-looking operation) is Gamma 
distributed                 [37] and the speckle is reduced by a factor   √    [25, 32], 
where ENL represents the Equivalent Number of Looks. It is possible to notice that the 
performance increases sharply with the increase of ENL because the multi-looking reduces 
the speckle of the sea clutter while the behaviour of the target response is unaltered because 
the canonical ship is a coherent scatterer. In other words, by performing a multi-looking the 
standard deviation of the sea clutter distribution is multiplied by   √    while the mean 
value is unchanged; consequently, since the clutter distribution becomes more concentrated 
around its mean value, it is less likely that some clutter pixels present RCS greater than the 
targets RCS and the detector presents a much higher PD for a fixed PFA. For example, 
considering PFA=10
-1
, PD increases from 0.58 for ENL=1 to 0.89 for ENL=20. Conversely, 
with the increase of the ENL the spatial resolution is reduced by a factor 1/ENL; consequently 
ENL has to be chosen according to the minimum size of the targets that have to be detected 
and according to the original spatial resolution. As a general advice, the higher the original 
spatial resolution is, the higher ENL can be chosen. 
Finally, it is important to underline that the simplified assumptions made to model the 
canonical target lead to an underestimation (evaluated to be around 1.5dB at X band for HH 
polarization) of the real RCS as demonstrated in [25]. However, this underestimation can be 
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regarded as a minor issue, meaning that targets in real scenario are more easily detectable and 
the detector performance is consequently higher than the one computed in this section. 
In the next section, the GLRT algorithm is finally tested over real SAR images acquired from 
different sensors. 
 
V. Outcomes on real datasets 
The novel GLRT algorithm is tested and compared against the CFAR on three SAR 
meaningful datasets: one acquired from TerraSAR-X at X band over the Solent Channel in 
UK, one acquired from Sentinel-1 at C band over the Portsmouth harbour and the last one 
acquired from the Airbus airborne SAR demonstrator simultaneously at S and X band over 
the Angle Bay in the Pembrokeshire in UK. The acquisition parameters for each dataset are 
reported in Table IV. 
In the following, the detectors’ outcomes are fused, when possible, with AIS data retrieved 
from [41]. Unfortunately, as already underlined in [25, 26], the available ground truth looks 
incomplete because more ship signatures are visible in the SAR images than those recorded 
with the AIS. As consequences, it is not possible to retrieve the PFA and the PD from the real 
datasets. However the GLRT and CFAR are compared in terms of computational time and 
TCR. The TCR is evaluated as follows: 
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Where E[] represents the mean operator,  0j
T
  is the NRCS of the j-th ship and  0k
C
  is the 
NRCS of the k-th clutter range line. At numerator,  0ij
T
  is the intensity of the i-th pixel of 
the double reflection contribution of the j-th ship, Nj is the number of resolution cells in the 
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double-reflection line relative to the j-th ship (          where lTj is the length of the j-th 
ship) and NT is the number of targets with AIS data available. At denominator,  0mk
C
 is the 
intensity of the clutter pixels which coordinates are (m,k) and Nr and Na are the numbers of 
clutter pixels analysed in the range and azimuth coordinate respectively. 
The TCR is evaluated before and after performing the GLRT (eq.(3)) and, consequently, the 
TCR gain can be computed. 
 
V.I TerraSAR-X dataset   
The first dataset used to test the novel GLRT algorithm is a Single Look Complex (SLC) 
Stripmap image acquired from the TerraSAR-X sensor (X band) over the Solent area in UK 
on 9
th
 November 2012. In Fig. 7(a) the intensity of the image is shown. 
First of all, the image is calibrated according to the process described in [38] and by 
retrieving the information about the TerraSAR-X NESZ and the absolute calibration constant 
from the ancillary SAR data. A land mask is then performed by employing Shuttle Radar 
Topography Mission (SRTM) 3 arc-second data (approximately 90 m resolution) and by 
using the Sentinel-1 tool [42] developed by the European Space Agency (ESA) to deal with 
SAR images. The masking results are shown in Fig. 7(b) where the white pixels represent the 
land (masked out from the following processing steps) and the black ones the sea areas. 
Smoother masking results could be achieved if SRTM data with a better resolution were 
available. However, the land masking is not the primary aim of the present paper and the 
results obtained can be considered satisfactory. 
In Fig. 7(c) the GLRT image is shown after computing the  G   function and assuming the 
clutter Gaussian distributed with the relative intensity Exponentially distributed. From a 
visual inspection of the SAR image, it results that the clutter is attenuated as it appears 
darker, while the targets are enhanced. In order to quantify the improvement in the TCR, a 
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Region Of Interest (ROI) of 200x190 pixels in azimuth and slant range respectively is 
isolated. The ROI is highlighted with a green rectangle in Fig. 8 and includes the signature of 
2 out of 7 available AIS signals.  
In Fig. 8, the intensity relative to the ROI is shown at the top before and after applying the 
generalized likelihood function; while the relative NRCS profile is shown at the bottom and 
evaluated in dB. At this point, it is possible to evaluate the TCR relative to the original image 
and to the enhanced image by applying eq.(10). In Fig. 8 T1 and T2 are the signatures of the 
targets with the AIS data available while T3 is the signature of a much smaller craft without 
AIS signal. It is computed that the TCR varies from 16.7 dB to 43.3 dB on average before 
and after applying the   G   function with an increment of 26.6 dB. It is clear from this 
analysis, that the GLRT algorithm is able to detect ships with an RCS very close to the sea 
clutter RCS and, therefore, it is expected to retrieve more targets than a standard CFAR when 
the same PFA is fixed for both algorithms. 
A PFA of 10
-7
 with a global threshold is employed at the detector stage for both the GLRT 
and CFAR algorithms. The performance of both detectors is shown in Table V.  Both the 
GLRT and CFAR have correctly detected the AIS signals available (seven in total); however 
the GLRT is able to detect more targets (54 against 33 retrieved by CFAR) since it presents a 
much better TCR (49.9 dB against 21.2 dB) as already underlined in the analysis of Fig.8. 
The TCR is evaluated by computing eq.(10) for the 7 AIS signals. 
Conversely, the computational load required by the CFAR is lighter compared to the GLRT 
because the CFAR does not need to estimate the target parameters and it results in a faster 
detection process. Indeed, the CFAR is now only 1.5 time faster than the GLRT, taking 
26.26s to process the over 15 million pixels while against the 48.3s of the GLRT. The 
computational time is evaluated by using the same processor described in the simulations of 
Section IV. 
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V.II Sentinel-1 dataset   
The second image is a GRD (Ground Range Detected) dataset acquired from the Sentinel-1 
sensor at C band over the Portsmouth harbour on 1
st
 December 2014. Differently from the 
previous dataset, the SAR image is multilooked (6x6 equivalent to 34.4 ENL) to achieve a 
spatial resolution of 23 m in both azimuth and ground range. 
The calibration and the land masking are both performed by using the Sentinel-1 tool for 
SAR images [42].  In Fig.9 (a), the intensity of the SAR image is shown: while in Fig. 9 (b) 
the masking outcomes are displayed. As for the previous SAR image, land pixels are rejected 
by using SRTM 3 arc-sec data. White pixels always represent the land and the black ones the 
sea clutter. Here, the land mask appears smoother since the spatial resolution of the SAR and 
DEM data are closer. 
Dealing with Level-1 GRD images from Sentinel-1, the sea clutter can be modelled with a 
Gaussian distribution which L-look intensity is Gamma distributed [37]. The canonical 
target, instead, is modelled within the GO approximation shown in Fig. 5. The results of the 
GLRT operation are finally displayed in Fig. 9(c). As before, in order to evaluate the 
improvement in the TCR, a ROI of 400x400 pixels is isolated. The ROI is highlighted in 
green in Fig.9 and includes the signatures of 6 (out of 8) AIS signals. At the top of Fig. 10, 
the ROI intensity of the image is shown before and after applying the generalized likelihood 
function; while the relative NRCS profile is shown at the bottom and evaluated in dB. From 
eq.(10), it can be computed that the TCR improves from 18.92 dB to 48.96 dB with an 
increment of more than 30 dB [43]. 
As for the TerraSAR-X dataset, a PFA of 10
-7
 with a Global Threshold is used to evaluate the 
GLRT and CFAR algorithms. Results are reported in table VI in terms of TCR, objects 
detected and computational time.  
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The azimuth ambiguities are removed from the detected objects by evaluating the theoretical 
displacement between the target and its first order replica, as already performed in [2, 26]. 
The azimuth distance between the target and the first order replicas is given by the following 
[2]: 
  
2
az
R
x prf
V

                                                            (11)                                         
where azx is the azimuth displacement, R is the range distance between the target and the 
sensor, λ is the wavelength, prf is the pulse repetition frequency and V is the sensor velocity. 
From the ancillary data, it has been retrieved that λ=0.06m; R=856103 m; prf=1.65 kHz and 
V=7.7 103 m/s and, consequently, azx = 5.510
3
 m. However, more efficient techniques exist 
in literature to reject azimuth ambiguities based on the Wiener selective filter [44, 45] and 
can be used to better clean the SAR images.  
A zoom in proximity of the Portsmouth coast of the GLRT SAR image is provided in Fig. 11 
where most of the azimuth ambiguities are present. Azimuth ambiguities are mainly located 
in this area because there are several tall buildings and skyscrapers in the proximity 
(Spinnaker tower and the university campus). In addition, the replicas relative to some strong 
scatterers over the sea (tankers and cargos) are also visible. The first order replica (A4), 
relative to the target T4 of Fig. 10 is highlighted in Fig. 11. In addition, the green rectangles 
represent the ship signatures with available AIS data shown in Fig. 10; the yellow rectangles 
indicate the azimuth ambiguities and the red rectangles three cylindrical forts situated in the 
area. These forts are found on the SAR image by matching their latitude and longitude on 
atlas reporting the position of forts and buoys in the Solent area (available at [46]). The same 
forts could be rejected and included in the land mask if DEM data with a higher resolution 
were available. Azimuth replicas and fort signatures are not included in the detection analysis 
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and not in the results reported in table VI. All the other bright points in the SAR images of 
Fig. 11, instead, can be regarded as potentially genuine targets. 
The GLRT and CFAR algorithms have correctly detected the eight AIS signals available; 
however the GLRT is able to detect more targets (26 against 21 retrieved by CFAR) since it 
presents a higher TCR (48.96 dB against 18.92 dB) but, from the other hand, its 
computational load is heavier (40.85 s against 26.26 s) [43]. 
 
V.III Airbus dataset   
The last dataset was acquired from the Airbus airborne demonstrator over the Angle Bay in 
the Pembrokeshire in UK on 28
th
 July 2010. The airborne sensor acquired a dataset both at S 
and X band simultaneously. This dataset is meaningful because it allows us to compare 
directly the detection performance at two different bands acquired with the same clutter and 
kind of targets. Unfortunately, the ground truth is not available and no AIS signal is retrieved 
for this dataset. In addition, since it is an airborne acquisition, the radar look angle greatly 
varies between the near and the far range (with an excursion of 37°) as reported in the 
parameters acquisition of table IV 
Before processing the images (at S and X band), the absolute calibration is performed as 
described in [47] by using a square trihedral reflector with a 0.80 m side. In Fig.12(a) and 
Fig.12(b), the intensity SAR image is shown at S and X band respectively. It is clear that the 
NRCS relative to the sea clutter is much higher in proximity of the near range and it 
decreases with the increasing of the range distance as shown in Fig.13, where the NRCS of 
the sea clutter is plotted against the variation of the radar look angle ϑ at both bands. Most of 
the electromagnetic radiation is backscattered in specular radiation and, in the near range 
proximity where the sensor is almost pointed at the nadir (ϑ=7°), the pixels present a high 
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NRCS (around 3dB for both X and S band) and consequently appear much brighter than the 
sea pixels in the far range region (where the NRCS is below -20 dB for both X and S band).  
From a visual inspection of the images, it is possible to notice a low tide region between the 
open sea and the land. While at X band it is easier to distinguish this area, at S band it is 
easier to detect the objects present in the same region. However, we are interested in the 
detection of ships in the open sea and, for this aim, a ROI of 200x180 pixels in azimuth and 
slant range respectively is isolated in the open sea area. The ROI is highlighted with a green 
rectangle in Fig.12 and presents an average look angle of 30°, typical of most spaceborne 
SAR acquisitions. In Fig.14, the ROI intensity with eleven ship signatures and the relative 
NRCS profile are shown at S and X band. By applying again eq.(10), it results that TCR is 
17.5 dB at S band and 18.1 at X band. 
In order to apply the generalized likelihood function  G  , an Exponentially distributed 
clutter it has been assumed for the clutter intensity. The GLRT SAR intensity relative to the 
ROI and the relative NRCS profile are displayed in Fig.15 at S and X band and it results that 
the TCR is greatly improved (50.1 dB and 50.4 dB at S and X band respectively) after 
applying the function  G  . Outcomes for both bands and algorithms (CFAR and GLRT) are 
finally summarized in table VII where a PFA=10
-7
 with a Global Threshold is used. Both 
CFAR and GLRT are able to detect the eleven targets included in the ROI at both bands. 
However, as already underlined in the analyses of Figs.14-15, the GLRT presents a much 
higher TCR (more than 32 dB at both bands) but, as expected, its computational time is more 
than three times slower. 
 
VI. Conclusions 
A novel GLRT-based technique for ship detection in SAR imagery has been introduced. 
Differently from the traditional CFAR algorithm, the GLRT approach is based also on the 
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target distribution, which is modelled according to the GO model already presented in [25] by 
the same authors.  
The theoretical TCR has then been evaluated at HH for S, C and X bands. Results show only 
a  slightly difference in the TCR with the band variation (see Fig.3) and, therefore, the 
detector performance is also similar at different bands as has been demonstrated through the 
Monte Carlo simulations. ROC curves, derived from SAR simulation, show that GLRT 
performs better than CFAR (higher PD for any fixed PFA) at every band (see Fig. 5). 
Conversely, the CFAR results more than 3 times faster than the GLRT because it requires 
fewer steps to be processed. The MLE estimation of target parameters is not indeed required 
for the CFAR. However, both algorithms can be used in RT or NRT applications where the 
number of pixels to analyse is in the order of tens or hundreds millions.  
Other simulations have demonstrated that the GLRT performs better for dev L =0.2 and 
ϑ=40° (see Fig.6). In addition it is advisable to perform a multilooking operation if a high 
resolution SAR image is available. Indeed, it has been shown that the detector’s performance 
greatly improves with the increase of ENL but, at the same time, the spatial resolution is 
reduced by a factor 1/ENL. 
The novel GLRT technique has finally been tested and compared to the CFAR on three 
different real datasets acquired from TerraSAR-X (at X band), Sentinel-1 (at C band) and the 
Airbus airborne demonstrator (at S and X band).  Outcomes show that the GLRT is able to 
detect more targets (see tables V, VI and VII) when the PFA is fixed and present a much 
higher TCR (between 28dB and 32dB on average), even if it is slightly slower as already 
expected from the simulations results.   
The two main findings of the current paper can be summarized as follows: 
 Firstly, all the band analysed are equally good in the SAR ship detection and so, in the 
future, SAR images acquired from different sensors working at different bands can be 
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conjunctly used to constantly monitor sea areas and harbours of particular interest. In 
this way, it will be possible to increase the synergy among the different SAR sensors. 
 Secondly, it has been demonstrated on both SAR simulations and real datasets that the 
GLRT provides benefits compared to the traditional Global CFAR algorithm. These 
benefits are evident when the detection is more challenging (low TCR). Conversely, 
the CFAR is a faster algorithm and presents close performance in case of high TCR as 
shown for the AIS signatures detected by both approaches for the TerraSAR-X and 
Sentinel-1 datasets. The GLRT should be therefore used in the area of low TCR 
where it is able to detect more targets than the CFAR algorithm. 
The authors are currently working at including some efficient techniques for the azimuth 
ambiguities removal in the detection chain. In the future, it may be possible to analytically 
evaluate the detector performance (in terms of PFA and PD) if a close solution is found for 
the ΛG pdf given the hypotheses H0 and H1.  
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FIGURE 
Figure 1 
 
Fig. 1: Block diagram for a GLRT detector. 
 
Figure 2 
 
Fig. 2: RCS distribution relative to the sea clutter and the ship target in a canonical scenario. 
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Figure 3 
 
Fig. 3: 
HH t
S
’ HH c
S  and TCR at S band (top row), C band (middle row) and X band (bottom row) against the 
sea temperature for different value of the water salinity. 
Figure 4 
 
Fig. 4: Block diagram for the SAR images simulation. The cylindrical blocks represent the memories where the 
input parameters are stored: RP (Radar Parameters), DEM (Digital Elevation Model), DC (Dielectric constant of 
Clutter), DT (Dielectric constant of Target), TP (Target Parameters), RS (Radar Sensitivity). The rectangular 
blocks are the processing operations. 
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Figure 5 
 
Fig. 5: Histogram of the NRCS relevant to the double reflection contribution for HH polarization and the 
Gamma distribution on the left side. ROC curves comparison between the GLRT and CFAR detectors on the 
right side at S band (top row), C band (middle row), X band (bottom row). 
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Figure 6 
 
Fig. 6: ROC curves relative to the GLRT at X band and HH polarization for different value of the roughness 
ratio (
dev L ) on the left panel, different radar look angles ( ) in the middle panel and different Equivalent 
Number of Looks (ENL) on the right panel. 
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Figure 7 
 
Fig. 7: SAR intensity image from the TerraSAR-X dataset acquired in HH polarization and X band in slant 
range (r)/ azimuth plane(x)  (a). Land masking outcomes (b). GLRT SAR image (c). The green rectangle is the 
Region Of Interest (ROI) isolated to analyse the TCR.  
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Figure 8 
 
Fig. 7: ROI Intensity image from TerraSAR-X sensor before and after applying the generalized likelihood 
function band in slant range (r)/ azimuth plane(x) at the top. T1, T2 and T3 are the targets signatures. NRCS 
profile relative to the ROI before and after applying the generalized likelihood function at the bottom. 
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Figure 9 
 
Fig. 9: SAR intensity image from the Sentinel-1 dataset acquired in HH polarization and C band in ground range 
(r)/ azimuth plane(x)  (a). Land masking outcomes (b). GLRT SAR image (c). The green rectangle is the Region 
Of Interest (ROI) isolated to analysed the TCR.  
 
Figure 10 
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Fig. 10: ROI Intensity image from Sentinel sensor before and after applying the generalized likelihood function 
band in ground range (r)/ azimuth plane(x) at the top. T1, T2, T3 T4, T5 and T6 are the targets signatures. NRCS 
profile relative to the ROI before and after applying the generalized likelihood function at the bottom. 
 
Figure 11 
 
Fig. 11: GLRT SAR image in proximity of the Portsmouth coast. Available AIS signals (green rectangles), 
azimuth ambiguities (yellow rectangles), cylindrical forts (red rectangles). T4 and A4 are a ship target and its 
first order replica respectively. 
 
Figure 12 
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Fig. 12: SAR intensity images from the Airbus airborne demonstrator acquired in HH polarization in slant range 
(r)/ azimuth(x) plane at S band (a) and X band (b). The green rectangle is the Region Of Interest (ROI) isolated 
to analyse the TCR.  
Figure 13 
 
Fig. 13: NRCS plot relative to the sea clutter against the radar look angle (ϑ) for a cut at constant azimuth at X 
band (red line) and S band (blue line). 
 
Figure 14 
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Fig. 14: ROI Intensity image from Airbus demonstrator in slant range (r)/ azimuth plane at X and S band at the 
top. Ti, with i=1..11, are the targets signatures. NRCS profile relative to the ROI at X and S band at the bottom. 
 
Figure 15 
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Fig. 15: GLRT ROI Intensity image from Airbus demonstrator in slant range (r)/ azimuth plane at X and S band 
at the top. Ti, with i=1..11,  are the targets signatures. NRCS profile relative to the GLRT ROI at X and S band at 
the bottom. 
 
 
 
 
 
 
 
 
 
 
 
TABLE 
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TABLE I: PARAMETERS VALUES NEEDED TO COMPUTE THE ANALYTICAL TCR 
Parameters Value 
Radar look angle   [deg] 40° 
Radar working frequency f [GHz] [3.2; 5.4; 9.6] 
Roughness parameters        0.2 
Length of the portion of the ship l [m] 10.0 
Sea portion a [m] 10.0 
Sea portion b [m] 10.0 
Dielectric constant of the sea SW  Reference [33] 
Salinity Sa ‰ [30; 35; 40] 
Dielectric constant of the ship hull HULL  Eq. (9), p=0.7 q=0.3 
Orientation angle   [deg] 5° 
Freeboard height h [m] 3.0 
 
TABLE II: MEAN VALUE AND STANDARD DEVIATION OF THE NRCS ALONG WITH THE 
P VALUE (%) RELATIVE TO THE    GoF TEST AT HH POLARIZATION FOR EACH BAND  
Parameter 
Band 
S C X 
Mean NRCS 0.088 0.086 0.0854 
std NRCS 0.110 0.108 0.107 
p value (%) 53.89 77.34 80.17 
 
TABLE III: CFAR AND GLRT COMPUTATIONAL TIMES FOR ANALYZING 400000 PIXELS 
Operation CFAR 
[s] 
GLRT [s] 
Clutter parameters estimation 0.296 0.296 
Target parameters estimation n.a. 1.385 
GLRT evaluation n.a. 0.193 
Thresholding 0.361 0.361 
TOT 0.657 2.235 
 
TABLE IV: SAR ACQUISITIONS PARAMETERS 
Parameter TerraSAR Sentinel-1 Airbus dem. 
Acquisition Date 09/11/12 01/12/14 28/07/10 
Acquisition Time 17:52 17:48 15:38 
Data Type SLC GRD SLC 
Number of azimuth pixels 5336 3500 1298 
Number of range pixels 2869 5500 1165 
Azimuth Resolution [m] 3.30 23 0.84 
Range Resolution [m] 1.77 23 0.84 
Azimuth pixel spacing [m] 1.90 10 0.35 
Range pixel spacing [m] 1.36 10 0.35 
Radar look angle [deg] 41° 35° 7° - 41° 
Working frequency [GHz] 9.65  5.41 [3.20; 9.60] 
Polarization HH HH HH 
Number of looks 1x1 6x6 1x1 
ENL 1 34.4 1 
 
TABLE V: CFAR AND GLRT PERFORMANCE COMPUTED ON TerraSAR-X DATASET 
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 CFAR GLRT 
TCR [dB] 21.2 49.9 
AIS detected 7 7 
Total targets detected 33 54 
Computational time [s] 31.5 48.3 
 
TABLE VI: CFAR AND GLRT PERFORMANCE COMPUTED ON Sentinel-1 DATASET 
 CFAR GLRT 
TCR [dB] 18.9 48.9 
AIS detected 8 8 
Total targets detected 21 26 
Computational time [s] 26.3 40.9 
 
TABLE VII: CFAR AND GLRT PERFORMANCE COMPUTED ON Airbus Demonstrator 
DATASET 
 S band X band 
CFAR GLRT CFAR GLRT 
TCR [dB] 17.5 50.1 18.1 50.4 
AIS detected Na Na Na Na 
Total targets detected 11 11 11 11 
Computational time [s] 0.6 1.9 0.6 1.9 
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Abstract 
The paper introduces a novel approach for ship-detection and ambiguity removal in images acquired from Synthetic 
Aperture Radar (SAR) operating in Low Pulse Repetition Frequency (LPRF) mode. The procedure consists of four 
steps. In the detection step, the bright clusters of pixels representative of the ships are isolated using a Constant False 
Alarm Rate (CFAR) algorithm; in the maximum selection step a pixel maximum in amplitude is chosen for each 
cluster; in the third step the isolated pixels are interpolated and, finally, the stationary point of the curve, 
corresponding to the actual position of the target, is computed. The algorithm is tested on an airborne S-band SAR 
image of the Solent in the United Kingdom. 
1 Introduction 
Ship-detection represents one of the main applications 
in maritime surveillance. In this field there is a need for 
a persistent wide area (global coverage) surveillance. 
The requirements, which any maritime surveillance 
system should provide, are: high probability of 
detection, low probability of false alarm, wide area 
coverage, accurate geo-location, ship identification (if 
possible) and the ability to operate in all weather and 
day/night conditions. There are several ways to monitor 
and track ships even if there is no single means by 
which all the above requirements can be met. For 
example, the Automatic Identification System (AIS), as 
part of coastal-based surveillance systems, is able to 
detect, track and identify ships, but provides a limited 
spatial coverage (up to 40 km off the coast) and requires 
ships with AIS on-board transponders operating 
correctly [1].  
 
In this field, novel monitoring techniques are being 
developed that merge data coming from different 
sources and combine their advantages. The Defence 
Science and Technology Laboratory (DSTL), for 
example, has designed, developed and deployed a 
system called TELESTO, a ship tracking software based 
on AIS networks and other sources such as the Long-
Range Identification and Tracking systems, 
International Maritime Organization mandatory 
reporting sites and commercial fleet tracking services 
[2-3]. 
 
A useful source of input to these techniques could be 
brought by SAR sensors. SAR can be considered a 
complementary means to the traditional ones thanks to 
its ability to acquire images independent from daylight 
and meteorological conditions. SAR sensors are very 
useful in the detection of non-cooperative ships and in 
the tracking of small ships without AIS on-board [4]. 
Modern SAR sensors typically offer wide spatial 
coverage and can operate in constellations to reduce 
revisit time and enabling control of open sea areas. On 
the other hand, the main issues concerned with the SAR 
sensors are the difficulty in identifying ships and the 
comparatively high mission costs compared with optical 
sensors.  
 
A new innovation in this field will be brought by the 
UK mission NovaSAR-S, which will be the first 
spaceborne small satellite SAR mission designed and 
produced at a cost comparable with that of an optical 
mission. Furthermore, it will be able to acquire maritime 
data with a wide swath and consequently a short revisit 
interval thanks to its innovative Maritime mode [5]. 
 
This paper is organized as follows: in section 2 an 
insight about the future NovaSAR-S sensor and its 
Maritime Mode is given; in section 3 a novel approach 
to discriminating between target and ambiguities in 
Maritime Mode is analysed; in section 4 preliminary 
results are presented and discussed and, finally, in 
section 5 conclusions and some future perspectives are 
considered.  
2 NovaSAR-S and the Maritime 
Surveillance mode 
The NovaSAR-S mission developed by SSTL Ltd. and 
Astrium Ltd. in the U.K. will be a constellation of three 
or more SAR sensors operating in S-band [6]. The 
sensor will support flexible modes of operations: 
Stripmap, ScanSAR, wide ScanSAR and Maritime
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Figure 1: Ship-detection flow chart. The rounded rectangles represent input and output data, while the rectangles are 
all the processes needed to perform the algorithm. 
Surveillance. Among its modes of operation, the 
Maritime Surveillance mode is devised specifically for 
ship detection in the open sea and offers a very large 
swath (up to 750 km) and a short revisit interval of less 
than 1 day with one satellite and less than 8 hours with 3 
satellites in a suitable constellation [6]. The Maritime 
mode achieves this very large swath by combining large 
subswaths using the ScanSAR technique with a very 
low pulse repetition frequency (LPRF); the main 
drawback of this technique is that strong azimuth 
ambiguities arise in the final image and this leads to the 
need to further process the image to correctly 
discriminate between genuine targets and ambiguous 
responses. The LPRF system employs a PRF 
significantly (more than 10 times) lower than that 
required by the Nyquist criterion for sampling of the 
illuminated Doppler Bandwidth (BD). As a 
consequence, it results in severe azimuth ambiguities in 
the final image. The lower the PRF is the higher the 
number of strong ambiguities appearing in the SAR 
image, as described in [7]. 
3 Methodology 
It is known from literature that the instantaneous slant 
range changes with the azimuth time [8]; consequently 
the locus of the target and its replicas migrates through 
range cells during the exposure time. The hyperbolic 
form of the slant range equation can be expressed as 
follows according to the Pythagorean Theorem [8]: 
                         𝑅(𝑠) = √𝑅 
 + 𝑉 𝑠                            (1) 
where 𝑅(∙) is the slant range to target distance, 𝑅  is the 
slant range when the radar is closest to the target, 𝑉 is 
the radar velocity and 𝑠 represents the azimuth time 
(slow time). The equation (1) can be expanded in a 
power series, resulting in a linear Range Cell Migration 
(RCM) term and in a quadratic one. When processing 
radar data the quadratic component is sometimes 
ignored and only the linear RCM is corrected [8]. 
 
The rationale for eliminating the ambiguities and, 
consequently, for detecting the target in the LPRF 
images, is to exploit the uncorrected RCM quadratic. 
The target is located at the zero-Doppler point which 
represents the stationary point (minimum) of equation 
(1). The flow chart of the ship-detection scheme is 
shown in Figure 1, where all the necessary steps to 
detect the target are reported. 
The algorithm accepts as input a Region of Interest 
(ROI) where both target and ambiguities are included. 
First of all, a detection step is performed in order to 
discriminate between the sea clutter and bright points 
(target and ambiguities). The most common detectors 
are based on a CFAR algorithm, in which the sea clutter 
is modelled according to a suitable statistical 
distribution and a threshold is computed to get a 
constant Probability of False Alarm (PFA) according to 
the following equation [6]: 
 
      𝑃𝐹𝐴 = 1 − ∫ 𝑓(𝑥)
 
  
𝑑𝑥 = ∫ 𝑓(𝑥)𝑑𝑥
 
 
                (2) 
where 𝑓(𝑥) is the sea clutter distribution and T is the 
threshold value [6]. 
 
Once the clusters of pixels have been detected, a 
representative pixel for each cluster is chosen (through 
the max selection block). In this algorithm, the 
maximum amplitude pixel is chosen as representative of 
the cluster. 
The isolated pixels are then interpolated with a second 
order function (interpolation block) and, finally, the 
stationary point corresponding to the zero-Doppler and 
the target position is computed in the last step. The 
current approach is applied to a ROI of the case study in 
the next section. 
4 Outcomes 
This novel ship-detection approach has been tested on a 
dataset acquired from the Astrium airborne 
demonstrator in the harbour between the Isle of Wight 
and Portsmouth in the UK. This Stripmap dataset has 
been down-sampled by a factor of 20 in order to 
simulate a Stripmap LPRF image. The image was 
acquired employing one subswath since the airborne 
platform is not able to implement ScanSAR imaging.  In 
Figure 2 the amplitude of the LPRF image is shown. 
The red rectangle contains the signature of the St. Clare 
cargo ship whose AIS signal is available. In Table 1, 
instead, the acquisition parameters are reported where 
the ratio BD/PRF indicates the number of ambiguities 
which arises in the SAR image. The Doppler bandwidth 
has been approximated with the null to null bandwidth 
of the main lobe of the azimuth antenna pattern [8]. 
However, in the case of SAR images over sea areas, the 
intensity of the side lobes of the real targets (ships and 
vessels) is often greater than the surrounding
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Figure 2: HH amplitude image of Portsmouth harbour in ground range (y axis)/azimuth (x axis) projection. The red 
rectangle identifies the St. Clare cargo signature (both target and ambiguities). 
 
 
 
 
 
 
 
 
 
Figure 3: Detector output of the St. Clare ROI (a). Maximum selection output (b). Interpolation output where the 
zero-Doppler point (target position) is highlighted with a red circle (c). 
Table 1: Portsmouth image acquisition parameters 
Parameter Value 
Polarization HH 
 Azimuth Resolution [m] 4.20 
Range Resolution [m] 4.20 
Azimuth Pixel Spacing [m] 2.00 
Range Pixel Spacing [m] 2.00 
Antenna length [m]  0.47 
Range distance [m] 5580 
Antenna wavelength [m] 0.09 
Platform velocity [m/s] 68.51 
Radar look angle [deg] 53 
PRF [Hz] 38.17 
BD/PRF 7.68 
 
ocean clutter and consequently more ambiguities may 
appear and then detected. 
A region of interest (ROI) of 85x891 pixels, including 
the St. Clare cargo signature without land pixels, is 
isolated and used as input to test the algorithm. In 
Figure 3(a) the output of the detection step is shown 
where a CFAR algorithm is employed with a Gaussian 
sea clutter and T = 10  . Results show that 11 clusters 
have been detected; in the following stage the maximum  
 
Table 2: Azimuth displacement for each replica 
i-th replica 𝚫𝒙 ,    [m] 
1 152 
2 140 
3 152 
4 140 
5 142 
6 144 
7 144 
8 142 
9 162 
10 154 
 
amplitude pixel is chosen as representative of each 
cluster and the output is shown in Figure 3(b). Finally 
the 11 isolated points are interpolated through the polyfit 
Matlab function of second order and the stationary point 
is computed, as displayed in Figure 3(c) where the red 
circle is the point at the zero-Doppler and represents the 
position of the target. 
 
Furthermore it is possible to evaluate the azimuth 
displacements between the target and the relative 
ambiguities considering the equation [9]: 
 
y 
x 
a 
Detector output 
Maximum selection output 
b 
Target position detection 
c 
y 
x 
221
IEEE EUSAR 2014 PROCEEDINGS 
                                    Δ𝑥 =
   
  
𝑃𝑅𝐹                             (3) 
 
where Δ𝑥 is the theoretical azimuth displacement and 𝜆 
is the radar wavelength. The azimuth displacement for 
each replica is listed in Table 2 where Δ𝑥 ,    
represents the distance between the i-th and the i+1-th 
replica. Considering the parameters listed in Table 1 and 
the distances measured in Table 2, it is possible to 
evaluate the absolute error in azimuth  E  according to 
the equation (4): 
 
                           E = |Δ𝑥 − Δ?̂?| = 2.64 𝑚                 (4) 
  
where Δ?̂? is the average of the displacements listed in 
Table 2. These results are promising since the absolute 
error is lower than the azimuth resolution. 
 
Finally the maximum RCM between the actual position 
of the target and the replicas position is computed and 
its absolute error from the theoretical quadratic RCM 
component is evaluated. According to [8], the 
maximum quadratic RCM component is achieved when 
the target stays in the maximum of the main beam and 
the ambiguity in the null of the main beam. In formula: 
 
                                       Δ𝑟 =
    
   
                                  (5) 
  
where Δ𝑟 represents the theoretical quadratic RCM 
component and L is the antenna length in the azimuth 
direction. As already underlined before, the intensity of 
the side lobes of the targets are often greater than the 
surrounding clutter and, therefore, the side lobes should 
be taken in account for the Δ𝑟 computation. In other 
words, the equation (5) represents a lower limit to the 
RCM leading to a greater absolute error if compared to 
the azimuth absolute error. The absolute RCM error E  
is reported in equation (6): 
 
                           E = Δ ̂ − Δ = 12.50 𝑚                   (6) 
 
where  Δ ̂ is the RCM measured in Figure 3(c). 
5 Conclusions 
In this paper a new approach to remove the ambiguities 
in an LPRF SAR image has been presented. The 
approach is able to detect the target and to discriminate 
it from the azimuth ambiguities by exploiting the RCM 
shift between the target itself and its replicas. 
 
The azimuth distances between the target and the 
ambiguities show a good match with the theoretical 
results (see equation (4)), while the RCM shift 
measured on the SAR images is not consistent with the 
theoretical one because of the side lobes which should 
be taken in account in the RCM computation (see 
equation (6)). 
 
The algorithm can be employed for the NovaSAR-S 
Maritime mode images with one subswath (continuous 
strip) while the scenario is somewhat different for 
images with more than one subswath, where some 
ambiguities may fall in the burst of a different subswath 
and the target may not be at the closest range distance 
from the sensor since only a section of the azimuth 
antenna beam is employed for each subswath. The 
authors are currently working to improve the presented 
algorithm and to extend its applicability to LPRF 
images with more than one subswath.  
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