Abstract Introduction: Intervention thresholds (ITs), the 10-year hip fracture risk at which treatment can be considered to be cost-effective, have previously been estimated for Sweden and the UK. Objective: The aim of this study was to provide a Markov cohort model platform for a multinational estimation of thresholds at which intervention becomes cost-effective and to investigate and determine the main factors behind differences in these thresholds between countries. Results and discussion: Intervention thresholds were estimated for Australia, Germany, Japan, Sweden, Spain, the UK and USA using a societal perspective. The model was populated with as much relevant country-specific data as possible. Intervention was assumed to be given for 5 years and to decrease the risk of all osteoporotic fractures by 35%. The societal willingness to pay (WTP) for a qualityadjusted life-year (QALY) gained was set to the gross domestic product (GDP) per capita multiplied by two. In the base case analysis, the 10-year hip fracture probability at which intervention became cost-effective varied across ages and countries. For women starting therapy at an age of 70 years, the IT varied from a hip fracture probability of 5.6% in Japan to 14.7% in Spain. The main factors explaining differences in the IT between countries were the WTP for a QALY gained, fracture-related costs and intervention costs. Conclusion: The ITs presented in this paper are appropriate for use in treatment guidelines that consider health economic aspects, and they can be used in combination with fracture risk prediction algorithms to improve the selection of patients who are suitable for osteoporotic intervention.
Introduction
Intervention thresholds (ITs) can be defined as the absolute disease risk at which an intervention becomes acceptable. Assessing the risk of disease for which it is acceptable or cost-effective to treat with an intervention can serve as a helpful tool for the synthesis of treatment guidelines. In the derivation of ITs, several components related to the disease and the intervention have to be considered. One component is clinical, which relates to the effects of the intervention: for example, fracture risk reduction and potential side effects of the treatment. A second component is epidemiological, which relates to incidence, mortality and morbidity. The third component is economic, which includes diseaserelated costs, the cost of intervention and, potentially, the costs associated with a longer life. The economic component always has to be considered since health care budgets are restricted.
Health economic evaluation has been shown to be a useful tool for the estimation of ITs because it facilitates the integration of these components into the same analytical framework. In recent years cost-effectiveness analyses have been used to estimate ITs in areas such as cardiovascular disease and osteoporosis [1] [2] [3] [4] . With respect to osteoporosis, the IT that is most relevant for use in clinical practice has been defined as the probability of fracture at which intervention becomes cost-effective. The clinical manifestation of osteoporosis is variable due to the different fracture types that may arise, each with different consequences for health and costs. For this reason, the IT has been expressed as the 10-year probability of hip fracture at which intervention is cost-effective. However, when only hip fracture is considered in the IT assessment, the probability at which intervention is considered to be costeffective will be too high since the burden of osteoporosis will be underestimated. The relative importance of hip fracture compared to all osteoporotic fractures differs over age groups. In younger populations (50-60 years), hip fracture represents only about 10% of all osteoporotic fractures, while in elderly populations (80 years and above), about 50% of all fractures occur at the hip. For the purpose of taking all osteoporotic fractures into account when assessing ITs, Kanis et al. estimated age-and genderdifferentiated morbidity of other osteoporotic fractures relative to hip fractures, which they denoted hip fracture equivalents [3, 5] . By adjusting the risk of hip fracture using HFEs, the multiple outcomes of osteoporosis are reduced to a common currency which facilitates the estimation of ITs. To date, ITs, using hip fracture equivalents, have been estimated for Sweden and the UK [2] [3] [4] .
Ideally, data for all components (epidemiological, clinical and costs) should be derived from the country on which the study is based. Fracture risks, morbidity, mortality, costs and the willingness to pay (WTP) for a quality-adjusted lifeyear (QALY) gained vary between countries, leading to different ITs for similar patient groups in different countries. Therefore, it is extremely relevant to the field of health economic evaluation to estimate ITs for each country separately to be able to reflect these differences. The use of inappropriate ITs when assessing the appropriateness of an intervention might lead to the inconsistent allocation of available resources. That is, patients for whom an intervention is not cost-effective could receive treatment, and vice versa. However, a full set of relevant data is available only for a few countries. The main objective of this study was to estimate and investigate the potential differences in ITs for osteoporosis for women in different countries.
In this study ITs were estimated for women in seven countries representative of different regions around the developed world: Australia, Germany, Japan, Sweden, Spain, UK and USA. These countries were chosen because local estimates of age-differentiated hip fracture risk and cost of hip fractures were available. Local data were used to the greatest possible extent, and where data were missing, a uniform procedure was used to convert Swedish data to other countries for the missing variables. Intervention thresholds were estimated both by using hip fracture equivalents, thereby incorporating the multiple outcomes of fractures, and more conservatively by using the hip fracture risk only. The cost-effectiveness analysis was estimated in a societal perspective with the intention to include morbidity costs, indirect costs and costs of increased survival, where available.
Materials and methods
The model A Markov cohort model was used to estimate the probability at which intervention is cost-effective. The cohort model is a simplified version of a bone-specific model that has been used to estimate the cost-effectiveness of osteoporotic treatments in various countries [6] [7] [8] [9] [10] [11] [12] . The model consists of four health states: Well, Fracture, Postfracture and Dead. A cohort of patients starts the simulation at a given age in the Well state and passes through the various transition stages of the model at yearly risks of fracture or dying. If a fracture occurs, the patient moves to the fracture state for 1 year. The following year the patient is at risk of dying or sustaining another fracture. If neither occurs, the patient moves to the Postfracture state, which captures the long-term consequences of fracture. From the Postfracture state it is possible to remain in the same state, the Fracture state or die (Death). The simulation ends when patients die or reach 100 years of age.
Hip fracture equivalents
The pattern and burden of osteoporotic fractures by age and gender were characterised by Kanis et al. [5] . The site of fractures considered to be osteoporotic (i.e. fractures at the hip, vertebrae, wrist, ribs, pelvis, humerus, clavicle, scapula, sternum, other femoral fractures, tibia and fibula) were weighed according to their morbidity. Morbidity was assessed as utility values -i.e. the reduction in quality of life of having a fracture measured on a scale from 0 to 1. The cumulative disutility over time was calculated for each fracture and each age interval over the remaining lifetime. The total morbidity was then estimated from the agedifferentiated incidence for each fracture. The total morbidity for all fractures divided by the hip fracture morbidity resulted in an index of excess morbidity from all fractures in hip fracture morbidity equivalents (HFMQ).
In the latest version, the HFMQ index varies from 6.1 in women between 50 and 55 years of age to 1.5 in women from ages of 80 years and above [3] . In order to take all osteoporotic fractures into account when estimating ITs, the HFMQ indices were multiplied by the population hip fracture risk.
In previous analyses that have estimated ITs for osteoporosis, proportionality was assumed between fracture-related costs and disutility. There is some support for this assumption in the literature [13] , but a recent analysis has found that hip fracture-related costs account for a larger proportion of all fracture costs than does disutility [14] . Failure to take this into account will overestimate the overall fracture-related costs and, consequently, give too low fracture probabilities at which intervention becomes cost-effective. Adjusting the fracture cost downwards using a hip fracture cost equivalent index (HFCQ) (varying from 2.3 at ages of 50-55 years to 1.4 at ages of 85 years and above) in a Markov cohort model gave a markedly better fit compared to a model that included all fractures explicitly as health states [15] . For this reason both the HFMQ and the HFCQ indices were applied when estimating ITs in this study ( Table 1) .
The data used to derive the HFEs are derived mainly from Swedish sources. Thus, when applying the equivalent indices internationally, an assumption is made that the pattern of relative morbidity and costs between fractures is similar to those in Sweden. This assumption appears to hold true for the developed world [5] .
Costing and discounting
All costs are given in the year 2004 values. Costs were, when necessary, inflated using country-specific consumer price indices and converted to the US dollar ($) at the average annual exchange rates for 2004. Both costs and effects were discounted at an annual rate of 3% in the base analysis. In addition, discount rates for costs and effects were based on current recommendations and guidelines for health economic evaluation in the respective countries (a discount rate of 3% in Sweden, Japan and USA, 5% in Germany and Australia, 6% in Spain and 3.5% in the UK [16] ) tested.
Intervention
An intervention of 5 years was assumed, which was chosen to approximate the time period where there are direct or indirect clinical data on intervention effects. However, durations of 3 and 10 years were also tested in the sensitivity analyses. After treatment was stopped, the risk reduction was assumed to reverse in a linear manner (also called the offset time of treatment effect) over a 5-year period [17] [18] [19] in the base case. No offset time of the treatment effect was assumed in the sensitivity analysis. A recent meta-analysis of the effects of bisphosphonates in postmenopausal osteoporosis [20] indicate an efficacy (relative risk reduction; RRR) on vertebral, hip and other nonvertebral fractures of 43, 39 and 19%, respectively. When ITs were estimated using HFEs, an RRR of 35% was assumed. This was computed from the expected distribution of osteoporotic fractures at each age, the associated utility losses [21] and the efficacy estimates given above. For example, at the age of 60 years the proportion of spine, hip and other fractures is 21, 11 and 68%, respectively, but accounts for 40, 33 and 27%, respectively, of the utility loss. Risk reduction, weighed by the latter figures, gives an overall RRR of 35%. This figure was stable with age, increasing to 36.1% at the age of 80 years. In the sensitivity analysis, an effectiveness of 20% and 50% was also tested.
The intervention cost was assumed to include drug costs and monitoring [one visit to the physician yearly and a bone mineral density (BMD) test every second year]. The yearly drug costs were approximated by the lowest average cost of a bisphosphonate (risedronate or alendronate) (daily regimens) treatment in each country. The total annual intervention costs were estimated at $602, $470, $584, $810, $785, $800 and $500 for Sweden, UK, Germany, USA, Spain, Australia and Japan, respectively. In the sensitivity analysis, ITs were also estimated using a same yearly intervention cost ($600) for all countries.
Willingness to pay for QALY gained Intervention thresholds cannot be determined without a set value for the WTP for a QALY gained. However, no health care system has a set explicit cost-effectiveness threshold value [22] . One way to infer threshold values is to base these on past reimbursement decisions and guidelines made by national government agencies, such as in the UK ($32,000-$48,000/QALY), Australia ($28,200-$51,000/ life-year gained) and New Zealand ($10,900/QALY) [22] .
Other threshold values that can be derived from the literature vary quite substantially (from $18,000-$650,000), depending on country, perspective, outcome measure (e.g. life-year or a QALY) and methodology [22] .
The WHO Commission on Macroeconomics and Health have suggested that interventions with a cost-effectiveness ratio lower than threefold the gross domestic product (GDP) per capita for each averted disability-adjusted lifeyear (DALY) can be considered good value for money [23] in undeveloped countries. This criterion has been used in health economics studies by, for example, Murray et al. [24] who categorised interventions that gained a year of healthy life at a cost lower than the GDP per capita as very cost-effective and interventions with a cost-effectiveness ratio below threefold the GDP per capita as cost-effective. Accepting this method of setting threshold values would facilitate a differentiation between countries of affordability for one unit of outcome. However, although the DALY and the QALY are measured on the same scale (0 to 1), they are based on different methodologies and are, therefore, not directly comparable. A comparison of available estimates for different disease areas for the two outcome measures fails to suggest any differences of a magnitude that would lead to any major alteration of the GDP per capita threshold assumption if the QALY were used instead of the DALY [22, 25, 26] . Based on this, we assumed, for the calculation of ITs, a WTP per QALY gained equal to the GDP per capita multiplied by two in each country in the base case analysis ( Table 2 ). The impact of using GDP per capita and GDP per capita multiplied by three as a threshold value was also analysed. Also, ITs were estimated using the same WTP for a QALY ($60,000) for all countries.
Fracture risk
Age-differentiated hip fracture risk for women are available for each country [27] [28] [29] [30] [31] [32] [33] and are shown in Fig. 1 . The hip fracture risk was given within age intervals for all countries. Simple interpolation was used to obtain agespecific risks. In higher age groups for which no fracture risk data were available, extrapolation was used, based on the trend in the last age interval. In the sensitivity analysis, the same hip fracture incidence (Swedish data) for all countries was tested.
Mortality
Age-differentiated mortality for the general female population was derived from various country-specific sources [34] [35] [36] [37] . While hip fracture is associated with an increase in mortality [38] , appropriate data on the hip fracturerelated mortality are relatively scarce. Therefore, data on age-differentiated excess mortality after hip fracture were derived from a Swedish study [39] . These estimates were adjusted for each country by assuming that the relative risk of mortality during the years after a hip fracture was the same as in Sweden. Not all excess mortality following a fracture can be related to the fracture event [38, 40] . Therefore, in line with findings in the literature [38, 40] , it was assumed that only 30% of the total excess mortality could be related to the fracture event.
Quality of life Based on the results in a recent Swedish study estimating cost and the quality of life related to osteoporotic fractures, it was assumed that a hip fracture reduced the quality of life by 21% the first year after hip fracture [41] . For the second and following years after the hip fracture, a 10% reduction in quality of life relative to a healthy individual was used [18, 42] .
Hip fracture cost
Hip fracture-related costs the first year after fracture were available from the literature for all countries [31, [43] [44] [45] [46] [47] [48] . However, the quality of the cost estimates varied quite considerably. None of the estimates were directly comparable for the following reasons, among others: they were based on different methods of collecting data (e.g. prospective/retrospective); they were estimated at different points in time; they did not include all relevant resource items. Sweden is the only country having data on fracture costs that include both direct and indirect costs. The lack of indirect costs does not have any major impact on the results in elderly patient groups since a very low proportion of them will have an active working status. In younger patient groups (below 65 years of age) the exclusion of indirect costs may lead to somewhat underestimated fracture probabilities at which intervention is cost-effective.
In the base case analysis, country-specific hip fracture cost estimates were used. Because of the relatively high variation in the reliability of the country fracture cost estimates, an alternative approach was also tested. Local first-year hip fracture costs were derived from the most recent and comprehensive fracture cost study which had been performed in Sweden [41] . The Swedish hip fracture costs were converted to other country settings by using purchasing power parity (PPP) health care relative price indices where available and general PPP-based relative prices where not [49] . This cost transformation does not incorporate potential differences in the resource use for hip fracture treatment. However, no comparative resource use data appropriate for the use of cost conversion could be found, and this factor was therefore not included.
The long-term cost of a hip fracture (from the second year and on) was based on the proportion (varying from 7% between the ages of 50-54 years to 23% for ages above 85 years) of patients that had to move to a nursing home due to the hip fracture (data on file). All hip fracture cost data are summarised in Table 3 .
Costs of increased survival
It has been argued that the difference in consumption and production in added life-years due to an intervention should be added as a cost component in analyses having a societal perspective [50] . Age-differentiated estimates of the costs in added life-years are only available for Sweden a Source: [49] and the USA [51, 52] . Therefore, ITs were estimated with and without these future costs. The Swedish costs were applied and then converted using the above-mentioned PPP approach for those countries without any available estimates of costs in added life-years. The obvious caveat is that the structure of consumption and production will differ between countries.
Results

Base case analysis
The estimated cost per QALY gained from an intervention compared to no intervention for Swedish patients at the population level of risk of fracture is shown in Fig. 2 . The cost-effectiveness improved with increasing starting age of treatment, which is a result of the rising risk of fracture with increasing age. The difference in cost per QALY gained between the HFE approach (i.e. accounting for all osteoporotic fractures) and when looking at hip fracture alone diminishes with increasing starting age because of the higher relative importance of hip fractures, both in terms of costs and morbidity, with advancing age. The exclusion of costs of increased survival did not have any major impact on the results. However, the impact on the cost-effectiveness of this cost item increased with an increase in the fracture risk because of the improved savings of treatment during life. At starting ages of intervention of older than 75 years, intervention was cost saving for all scenarios. The cost per QALY gained for all seven countries, accounting for all osteoporotic fractures, is shown in Fig. 3 . The costs of increased survival are excluded, but as shown in Fig. 2 , this did not have any major impact on the results of analyses in women at the population level risk of fracture. A consistent finding for all countries was that the cost per QALY gained decreased (i.e. the cost-effectiveness improved) with increasing starting age of intervention. Overall, cost-effectiveness ratios were similar between countries, with the exception of Australia and Spain, which stood out as having markedly higher cost-effectiveness ratios than the other countries investigated. This is mainly explained by a combination of lower fracture risk, lower estimated hip fracture-related costs and relatively high intervention costs. The cost per QALY gained based on hip fracture risk alone is not shown, but it follows the same pattern as seen for Sweden in Fig. 2 .
Intervention thresholds, i.e. the 10-year probability of hip fracture at which intervention becomes cost-effective, based on all osteoporotic fractures and hip fractures only, for different ages and countries are shown in Tables 4 and 5 . The IT, as with fracture risk, rises for all countries with increased starting age of treatment. This trend is more marked when all fractures taken into account than when only hip fracture is accounted for. The reason for this relates to the higher share of the total fracture morbidity that is related to nonhip fractures at younger ages. The Age (years)
Hip fracture incidence (per 1000)
Sweden UK Germany USA Spain Australia Japan Fig. 1 Hip fracture risk among women in the general population a Based on an average cost of three long-term care facilities in Germany inclusion of cost in added life-years (i.e. future cost) gave somewhat higher ITs because of the pattern of higher consumption than production among the elderly. Intervention thresholds were found to be the lowest for the UK and Japan and the highest for Spain. The reason for differences in ITs between countries is due to a combination of a number of different factors which are given in the sensitivity analysis section below. The relative risk of hip fracture (IT related to the fracture risk of the general population) at which treatment became cost-effective varied between countries and decreased with increasing age (Table 6 ). There were differences between countries in relative risk at which it was cost-effective. For example, it was cost-effective to treat women at an average risk of hip fracture from the age of 60 years in Sweden but from the age of 78 years in Spain. This difference is due to the higher population fracture risk in Sweden.
Sensitivity analysis
To estimate the impact of parameters that are sensitive to the results and to analyse which parameters are the main contributors to differences between countries, ITs were estimated for 70-year-old women without including costs in added years of life. The estimated ITs based on all osteoporotic fractures for each country is given in Table 7 . The impact of a change in a parameter on the IT compared to the base case was quantified as the mean relative country change in the estimated IT compared to the base case. The impact of parameter changes on the estimated IT difference between countries was analysed by calculating the standard deviation (SD) of the estimated thresholds over all countries. For example, if an estimated SD after a parameter change was lower than the SD in the base case, then the difference in the IT had diminished.
Impact of discounting
When costs and effects were not discounted, the threshold decreased by about 30% for all countries, and the difference between the estimated thresholds for different countries diminished somewhat. The application of discount rates in line with national health economic guidelines enhanced the differences in the estimated thresholds between countries.
Impact of costs
The use of converted Swedish fracture costs as PPPs for each country neither altered the base case estimate nor markedly affected the differences in thresholds between countries. When Swedish fracture costs were directly applied without any conversion, the difference between Table 5 Ten-year hip fracture probability at which intervention becomes cost-effective when accounting for hip fracture only Age Australia countries decreased somewhat. When the same annual intervention cost was used, the country threshold difference was reduced -for example, at an intervention cost of $600, the SD of the IT between countries was reduced from 0.023 in the base case to 0.013. The IT also seemed to be quite sensitive to changes in the intervention cost -for example, the threshold decreased, on average, by 60% when the cost was set to $400.
Impact of WTP for a QALY
When using GDP per capita as the WTP for a gained QALY, the threshold value increased by about 36% compared to the base case. When the GDP per capita multiplied by three was used as the WTP, the threshold decreased by 35%. When the WTP for a QALY was set to $60,000 for all countries, the difference in the estimated thresholds was slightly reduced.
Impact of mortality and fracture risk
Alterations in the population mortality did not seem to have any major impact on the estimated ITs. Both the SD of an IT between countries and the relative change of the IT compared to the base case were only slightly changed when the same population mortality rate was used for all countries. As for the mortality rate, the population fracture risk did not appear to have a major impact on the threshold estimates. The small changes that were seen were due to different patterns in the gradient of increased risk and mortality with increasing age.
Impact of treatment effect
The IT was found to be relatively sensitive to changes in the treatment effect. At fracture risk reductions of 20 and 50%, the threshold decreased by 41% and increased by 41%, respectively. When no residual effect of treatment after the intervention period was assumed, the IT increased on average by 38%. Changes in the treatment duration (3 and 10 years) did not appear to have any major impact on the ITs compared to the 5-year treatment duration used in the base case.
The variables that appeared to have the largest impact on the ITs were treatment effect, WTP per QALY gained and the intervention cost. The major contributors to the difference in estimated thresholds between countries seemed to be the fracture-related costs, intervention costs and the WTP per a QALY gained. Indeed, when these variables were assumed to be the same, the ITs were more or less equal for all countries.
Discussion
The absolute risk of a disease at which it is cost-effective to treat (i.e., an IT) has been estimated previously for a cholesterol-lowering intervention aimed at preventing cardiovascular disease in Sweden [1] . In the study by Johannesson et al. [1] , the IT was estimated on the basis of cardiovascular disease being defined as a single event. The consequences of osteoporosis (i.e. fractures) are difficult to define as a single event because of the different impacts of different fracture types. This has posed a problem for the estimation of ITs for osteoporosis. It has been resolved by the use of hip fracture equivalents (HFEs) that enable all osteoporotic fractures to be accounted for on a single scale [5] . Previous studies have estimated ITs for Sweden and the UK using hip fracture morbidity equivalents, i.e., total fracture morbidity related to hip fracture morbidity, assuming that the fracture-related costs are proportional to the fracture-related morbidity [2] [3] [4] . A recent study has found, however, that this assumption is not entirely valid and suggests that the hip fracture costs should be converted using hip fracture cost equivalents when estimating ITs for All fractures included and cost in added life years excluded osteoporosis [14] . For this reason, hip fracture cost equivalents were used for the estimation of ITs in this study.
From a health economic viewpoint, it is relevant to base treatment guidelines on the absolute fracture risk rather than on other risk factors such as BMD or prevalent fracture. BMD does not predict fracture risk to an degree of satisfaction; for example, it cannot explain the tenfold difference in hip fracture risk between northern and southern Europe [53] . A hurdle to be overcome with ITs (i.e. the 10-year hip fracture probability at which intervention is cost-effective) is to identify the relevant patients at risk of fracture to be treated. In an ongoing project, an individual fracture prediction model is being developed by a WHO working group [54] [55] [56] [57] [58] [59] ; this model will be able to be used in combination with the IT cost-effectiveness model presented in this study. It is important, however, that the estimated thresholds are relevant for the region in question when making decisions whether to treat or not to treat based on cost-effectiveness thresholds. This is illustrated in the present study in which ITs were estimated for seven countries representative of different regions of the developed world. The ITs were found to vary between countries; for example, the threshold was on average 2.5-fold higher in Spain than in the UK. The analyses show that the most important variables for explaining these country differences are fracture-related costs, intervention costs and the WTP for a QALY gained. These are variables that are likely to continue to differ internationally, consequently making it relevant to estimate country-specific ITs. Variations in fracture risk and mortality were not found to have a major impact on the thresholds and are, therefore, a less important consideration when estimating countryspecific thresholds. Of the three important variables, information on treatment costs and the WTP for a QALY (if based on the GDP per capita approach as in this study) is available for most countries. However, data on fracturerelated costs are scarce and only available for a few countries. Even the fracture cost data used in this study differ quite markedly in quality, which is a contribution factor to some of the uncertainty in the results. The only fracture cost estimates that included all of the relevant information needed for the societal perspective (i.e. direct and indirect costs) were the Swedish costs [41] . However, it is not appropriate to apply Swedish costs directly to other countries due to differences in both resource use and price levels of health care. It is possible, however, to estimate the costs to other countries indirectly by, for example, converting Swedish costs using PPPs (i.e. only considering price levels), as was done in the sensitivity analysis.
The choice of countries included in this study was based on data availability and an attempt to obtain a reasonable geographic distribution. The countries selected are all highincome countries; no low-income countries were included due to a lack of data and because of other major health priorities in these countries which make osteoporosis a less important disease than in their high-income counterparts. It would be more relevant to define ITs in middle-income countries (e.g. in Eastern Europe and East Asia), but the data on which to base this are lacking. A lower economic performance combined with similar costs of medication for these latter countries will lead to higher fracture risks at which intervention becomes cost-effective compared with high-income countries. For example, assuming an intervention cost of $600 and using PPP-converted Swedish fracture costs, the ITs for 70-year-old women can be estimated to be 25% for the average low-income country, 19% for the average middle-income country and 7% for the average high-income country using the World Bank country income categorisation [60] . An alternative could be to estimate ITs for country categories based on economic performance, such as the low-/middle-/highincome classification. However, while such an approach would group countries with similar WTP for a QALY gained, it would ignore different treatment and fracture costs, which are not uncommon.
There are some limitations in the calculation of ITs that need to be considered. The HFEs that are used to take all fractures into account are mainly derived from Swedish data. Thus, using the equivalents in another country assumes that the fracture pattern in that country, in terms of risk, morbidity and costs, are similar to the pattern in Sweden. While there is some evidence that the fracture pattern is similar throughout the Western world [13, 29, 53, 61, 62] , this use of HFEs based on Swedish data does contribute some uncertainty to the results when applied in non-Swedish settings. For this reason we also estimated ITs based on hip fracture only. The latter, of course, gives higher probabilities at which intervention becomes costeffective, since only hip fracture is accounted for, but it can be considered to be a conservative option.
We adopted a societal perspective in this report, which is to say that all costs were included no matter who incurs them. However, country-specific costs in added life-years were only available for Sweden and the USA. Therefore, the Swedish PPP converted values were used for countries for which these data were missing, a factor which may to some extent limit the interpretability of the results when future costs are included.
The societal willingness to pay for a QALY gained, which is needed for the estimation of ITs, is generally not known. In this article we derived country-specific values for a QALY based on the economic performance measured by the GDP per capita, which is a method that has been suggested by the WHO [23, 24] .
For the purposes of this paper, we assumed an average effectiveness of 35% on all osteoporotic fractures and a cost of intervention that would include that of the secondgeneration bisphosphonates. Teriparatide is more expensive but may have comparable efficacy. Calcium and vitamin D are less expensive, but their efficacy may be also less.
The impact of interventions that have generalised extraskeletal benefits and risks would markedly alter cost-effective ITs [6, 10, 63, 64] . The obvious examples are hormone replacement treatment and the selective oestrogen receptor modulators, both of which appear to have an effect on the risk of breast cancer, though perhaps in different directions [65, 66] , and both decrease markers of cardiovascular morbidity [65] [66] [67] , though no favourable effects of hormone replacement on cardiovascular events have been shown [66, 68] .
A key assumption used in the model concerns the duration that an effect persists after treatment has stopped [18] . There is a great deal of uncertainty over the offset time of many treatments. Relatively rapid offset times of a few years have been observed with calcium, calcitonins and vitamin D metabolites. Longer offset times are described for the bisphosphonates, oestrogens, tamoxifen and, more recently, parathyroid hormone [69, 70] . Our assumption of a 5-year offset time is therefore conservative, and longer offset times have been shown to markedly improve cost-effectiveness [18] . A further consideration is that we modelled a fixed treatment time of 5 years; however, altering the duration of intervention has been shown to have only modest effects on the ITs [2] .
The ITs are estimated by comparing intervention to no intervention. The comparison of different osteoporotic treatments is not relevant for the estimation of ITs. The primary purpose of ITs is not to select the most appropriate treatment, but to decide whether to treat at all. In clinical practice the first step is to assess the patient, thereafter comes the decision whether to treat and, finally, which agent to use. Thus, the choice of intervention comes later in the decision-making process and can then be tempered by information about the cost-effectiveness of specific treatment options.
In this paper, ITs were estimated only for women. However, about one third of all fractures occur in men, which makes it relevant to estimate thresholds for both sexes. Men were not included in this paper due to a lack of space. A previous study that estimated thresholds for both men and women in Sweden found the ITs to be broadly similar [3] .
Intervention thresholds have been estimated for Sweden and the UK in earlier studies [2] [3] [4] ; the ITs found for Sweden were slightly lower [3] and those for the UK slightly higher [4] than the estimates in this paper. The introduction of hip fracture cost equivalents, i.e. a down adjustment of fracture costs, reduces the benefit of avoiding fractures and thus leads to the higher probabilities at which intervention becomes cost-effective. This is the main underlying clarification of the slightly higher Swedish ITs estimated in this study. This effect also applies to the UK, but since a higher willingness to pay for a QALY gained [about €60,000 (present study) compared to €48,000 (previous study)] and different discount rates [3% for both costs and effects (present study) compared to 6% for costs and 1.5% for effects (previous study)] were used in this study, the ITs derived were a little lower than those calculated in the previous UK study. This paper presents results based on the best currently available information. However, when new information becomes available (e.g. fracture-related costs, treatment costs, fracture risk reduction or the WTP for a QALY), it will be important to make reassessments of the ITs. For the purpose of facilitating the use of ITs in treatment decisions, an interface version of the model presented in this paper will be made available on the internet (http://www. osteofound.org and http://www.healtheconomics.se). The model will be presented in a user friendly format making it possible for anyone to reassess ITs over a given range of important variables (e.g. treatment effect and costs, treatment duration, discount rates and WTP for a QALY). In addition, more countries than those presented in this paper will be added to the model.
One of the most common uses of cost-effectiveness evaluations is and has been on a health care macro-and mesolevel; for example, giving guidance about reimbursement for the decision makers and in national and regional treatment guidelines. The use of health economic tools has not been all that common at the health care microlevel, i.e. in the decision by the physician of whether to treat the individual patient or not. Through the introduction and use of ITs for osteoporosis in combination with fracture risk score algorithms, cost-effectiveness analysis can also become an important and practical tool in clinical practice.
