Abstract. We prove the L p regularity of the weighted Bergman projection on the Hartogs triangle by using a two-weight inequality on the upper half plane related to the A + p -condition, where the weight is the product of any power of the absolute value of the variable and the norm square of a non-vanishing holomorphic function of the second component.
Introduction
In this paper, we study the L p regularity of the weighted Bergman projection on the Hartogs triangle and its generalization.
The L p regularity of the ordinary Bergman projection is of considerable interest for many years. Classical result shows that it highly depends on the regularity of the boundary of the underlying domain. For domains having sufficiently smooth boundary, see [8] , [21] , [15] , [19] , [16] , [17] , [6] , [1] , [14] , etc. For the non-smooth case, see [13] , [11] , [12] , [26] , etc.
In particular, there are several people recently care about the regularity of the Bergman projection on the Hartogs triangle. In [3] and [4] , Chakrabarti and Shaw focus on the ∂-equation and the corresponding Sobolev regularities on the product domains and the Hartogs triangle. In [7] , we show the ordinary Bergman projection is L p bounded on the Hartogs triangle if and only if p ∈ ( 4 3 , 4). In [5] , Chakrabarti and Zeytuncu show a sharp result for the L p regularity of the ordinary Bergman projection on a weighted space of the Hartogs triangle.
A natural question is that, when we look at some weighted space of the Hartogs triangle, can we obtain the L p regularity of the weighted Bergman projection for a larger range of p? The answer is affirmative. We first use the estimates on the punctured disk D * = D\{0}, with the weight µ(z) = |z| . If we apply the same technique several times, we will obtain the weighted version of the result in [7] . To be precise, for j = 1, . . . , l, let Ω j be a bounded smooth domain in C mj with a biholomorphic mapping φ j : Ω j → B mj between Ω j and the unit ball B mj in C mj . We use the notationz j to denote the jth m j -tuple in z ∈ C m1+···+m l , that is z = (z 1 , . . . ,z l ). Let N = m 1 + · · · + m l + n, we define the N -dimensional Hartogs triangle by
Let λ(w) = |w 1 | s1 · · · |w n | sn , where s 1 , . . . , s n ∈ R. We consider the weighted Bergman projection on (H is L p bounded on the corresponding weighted space. In other words, assume p > 1 and for j = 1, 2, . . . , n we let I j be one of the intervals for p in Theorem 1.1, so that the jth projection above is L p bounded if and only if p ∈ I j , then the weighted Bergman projection on (H N φj , λ) is L p (λ) bounded if and only if p ∈ ∩I j .
Another natural question one may ask is that, can we obtain the L p regularity of the weighted Bergman projection on the Hartogs triangle for a wider class of weights rather than some power of the absolute value of the second component? The answer is partly affirmative. Follow Zeytuncu's idea in [26] , and use the singular integral approach by Lanzani and Stein in [13] , we can use the estimates on the weighted space (D * , µ), where
, s ′ ∈ R and g is a non-vanishing holomorphic function on the unit disk. By applying a Möbius transform, the isolated pole or zero indeed can be any point in the unit disk.
The key observation is that, the weighted Bergman kernel B s ′ (z, ζ) on (D * , |z| 
where µ 1 and µ 2 are two weights on R 2 + . In section 4, we will mainly focus on the inequality (1.1), and show the following. By considering the result in [20] , we are also interested in the variant of Conjecture 1.5 by assuming the "power-bump" the condition. Conjecture 1.6. For p > 1, if the two weights µ 1 and µ 2 satisfy (µ
for some r > 1, then (1.1) holds for some C > 0.
Despite of the fact above, Theorem 1.4 is sufficient for our application.
where g is a non-vanishing holomorphic function on D and s ′ ∈ R. Suppose the weighted Bergman projection
bounded, and suppose the weighted Bergman projection
. Example 1.8. In [26] , if we take g(z) = (z − 1) α for some α > 0, then we see
). Again by inflation, on the Hartogs triangle, if we let λ(z) = µ(z 2 ) |z 2 | −2 , where
for some non-vanishing holomorphic function g on D, then we have the following corollary. Corollary 1.9. Assume p > 1. Let λ be as above, and let p 0 , p 1 be as in Theorem 1.7. Then the weighted Bergman projection
As Chakrabarti and Zeytuncu did in [5] , by applying Theorem 1.4, we can also consider the L p regularity of the weighted Bergman projection mapping from one weighted space to the other. See Corollary 4.18 and the following remarks.
Since the A p condition is closely related to the maximal function theory, we give some results about the "special" maximal operator M + in section 5 (see Definition 5.3). Theorem 1.10. Let f be a measurable funciton on R 2 + , then for any 0 < q < 1,
Theorem 1.11. Assume p ≥ 1, suppose µ 1 and µ 2 are two weights on R 2 + , then we have a weak-type (p, p) inequality, namely, there is a c > 0 so that
). If we consider the following operator
which is the "absolute value" of the Bergman projection on the upper half plane. It is easy to see, for f ≥ 0 and z, z
The special maximal operator M + also has the same property above as B. So we hope the results in section 5 will provide some clue to prove Conjecture 1.5 and Conjecture 1.6.
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preliminaries
Let us temporarily consider the general setting for a moment, and suppose Ω is a domain in C n .
Definition 2.1. A measurable function µ is a weight on Ω, if µ > 0 almost everywhere.
As long as we have a weight µ, we can define the weighted L p (µ) norm for a measurable function f on Ω by
, and the weighted
(Sometimes, we will use a different notation L p (Ω, µ) to emphasize the underlying domain.) Suppose the set of all holomorphic function on Ω is denoted by O(Ω), then we consider the analytic subspace of L 2 (µ) which is denoted by
Definition 2.2. A weight µ is admissible on Ω, if for any compact subset K of Ω, there exists C K > 0 such that
For instance, if µ is continuous and non-vanishing, then it is admissible.
It is easy to see, if µ is admissible on Ω, then
Definition 2.3. For an admissible weight µ on Ω, we define the weighted Bergman projection B Ω,µ to be the orthogonal projection from L 2 (µ) to A 2 µ (Ω). The weighted Bergman projection is an integral operator
where B Ω,µ (z, ζ) is the weighted Bergman kernel with (z, ζ) ∈ Ω × Ω.
It is not hard to see, every basic property of the ordinary Bergman theory can be moved parallelly to the weighted setting.
Definition 2.4. If µ is a non-vanishing weight on Ω, we define the inflation Ω of Ω by
Note that Ω is a Hartogs domain.
Suppose µ is a non-vanishing weight on Ω, and suppose λ > 0 is a function on Ω such that it is admissible on Ω. Then it is easy to see µ m λ is admissible on Ω. Thoughout of this paper, as long as we deal with the weighted Bergman theory, the weight is assumed to be admissible on the corresponding domain.
Before going further, we first give two useful lemmas.
Lemma 2.5. Let F : X 1 → X 2 be an isometry between two Banach spaces X 1 and X 2 . Then it induces an isometry F * : B(X 1 ) → B(X 2 ) between the spaces of the bounded operators by
In particular, if X j = H j is a Hilbert space, j = 1, 2. Let S be a closed subspace of H 1 , and let P : H 1 → S be the orthogonal projection. Then F induces an orthogonal decomposition
Proof. The first part of the lemma is straigthforward, we only prove the second part. Since S is closed in H 1 , and since F is an isometry, it is easy to see F (S) is closed in H 2 .
To prove the equality F (S) ⊥ = F (S ⊥ ), we consider the following. For any
The other direction follows from the same argument with reverse direction.
In the last statement, for any x ∈ H 2 , we have a decomposition x = y + z, where y ∈ F (S) and z ∈ F (S ⊥ ). Then
Corollary 2.6. Let Φ : Ω 1 → Ω 2 be a biholomorphism between two domains in C n . Suppose Ω j is equipped with the weight µ j , j = 1, 2, and µ 2 = µ 1 • Φ −1 . Then we have the transformation formula for the weighted Bergman kernels
Then by above lemma, we have F * (B Ω1,µ1 ) = B Ω2,µ2 . By the uniqueness of the weighted Bergman kernel, we obtain the transformation formula above.
Corollary 2.7. Let Φ : Ω 1 → Ω 2 be a biholomorphism between two domains in C n . Suppose B j is the weighted Bergman projection for (Ω j , µ j ), j = 1, 2, and
In particular, when p = 2, we have F * (B 1 ) = B 2 . Since this F is an isometry for all p ≥ 1, we see from the first part of above lemma, B 1 is
Lemma 2.8. Suppose we have a weight µ 1 > 0 on Ω 1 and a weight µ 2 > 0 on Ω 2 , both non-vanishing. Let T 1 and T 2 be the integral operators with kernels
Conversely, assuming T 1 and T 2 both are non-trivial, if one of these two operator is unbounded, then T is unbounded.
(In fact, the weights can be assumed to be non-negative, i.e. µ 1 , µ 2 ≥ 0, if we adopt the convention 0 · ∞ = 0.)
Proof. By definition, we have
where T 1,η1 and T 2,η2 are operators T 1 and T 2 acting on η 1 and η 2 respectively. If T 1 and T 2 both are bounded,
) . Conversely, without loss of generality, we assume T 1 is unbounded, then there is
≤ c, and
Remark 2.9. This lemma typically applies to the Bergman projection on product space, since it is easy to see B Ω1×Ω2,µ1⊗µ2 = B Ω1,µ1 ⊗ B Ω2,µ2 .
Now we are ready to show the inflation theorem, which generalize corollary 4.6 in [26] .
n be a domain, and µ = |g| 2 for some non-vanishing holomorphic function on Ω.
Suppose Ω ⊂ C m+n is the inflation of Ω via µ, and suppose λ > 0 is a function on Ω such that it is admissible on Ω.
Proof. Since g is holomorphic and non-vanishing, we have the biholomorphism Φ :
the Hortogs triangle and the punctured disk
If we take Ω = D * (the punctured disk) and µ(w) = |w| 2 in Theorem 2.10,
then Ω = H (the Hartogs triangle). So it suggests us to consider the weighted space (D * , |w| 2 λ(w)), for some weight λ on D * . First of all, we look at the special case
Lemma 3.1. For s ′ ∈ R with the unique expression s ′ = s + 2k, where k ∈ Z and
where B 0 (z, ζ) is the ordinary Bergman kernel on the unit disk and (z, ζ) ∈ D * ×D * .
Proof. We first determine an orthonormal basis for the space
Therefore,
is an orthonormal basis. So the weighted Bergman kernel for the space (D * , |z|
where t is the smallest integer satisfying t > − s ′ 2 . Suppose s ′′ = s ′ + 2 and t 1 is the smallest integer such that
2 )(zζ)
Hence, 2 is a "period" of s ′ for the weighted Bergman kernel B s ′ (z, ζ). Let s ′ = s ∈ (0, 2], then t = 0, and from (3.2) we have
Therefore, combine (3.3) and (3.4), we obtain (3.1).
Following the idea in [7] , we need three lemmas.
Lemma 3.2 (Schur's test).
Suppose X is measure space with a positive measure µ. Let T (x, y) be a positive measurable function on X × X, and let T be the integral operator associated to the kernel function T (x, y). Given p ∈ (1, ∞) with its conjugate exponent p ′ , if there exists a strictly positive function h a.e. on X and a M > 0, such that
Proof. See [7] Theorem 4.1, or [9] for details.
where z ∈ D * (the restrictions α > −1 and β > −2 make the integral convergent). Then we have
Proof. See [7] Lemma 3.3.
j+1 diverges when p = 1 and converges when p > 1, as n → ∞. More precisely, we have
for all p > 1, for some c > 0 and for sufficiently small ǫ > 0.
Proof. See appendix (section 6).
The proof of Theorem 1.1 will be essentially the same as the proof of [7] Theorem 1.2. So we will only give a brief outline here. An alternative proof by using a two-weight inequality will be found in section 4. To prove the boundedness part, by Lemma 3.1, we see
So it suffices to apply Lemma 3.2 to the kernel
with the positive function
for some δ, σ ∈ R. By Lemma 3.3, we see
. Therefore, such δ and σ exist when
To show the unboundedness part, we only need to look at p = 
for some ǫ > 0 and some c > 0.
On the other hand, a direct computation shows
It is easy to see
for some ν > 0. So we obtain
Hence, from Lemma 3.4, we see
This completes the proof. Proof of Corollary 1.2. This is a direct consequence by combining Theorem 2.10 with Ω = D * , µ(w) = |w| 2 , and Theorem 1.1(2)(3) with s ′ = −(2 + p 0 ).
To show Corollary 1.3, we need the following lemma.
Lemma 3.6. Let H n * = {z ∈ C n |0 < |z 1 | < · · · < |z n | < 1} be the punctured n dimensional Hartogs triangle. Suppose we have a weight λ(z) = |z 1 | s1 · · · |z n | sn on H n * , where s 1 , . . . , s n ∈ R. Then the weighted Bergman projection B H n * ,λ is L p (λ) bounded if and only if each of the following projections
is L p bounded on the corresponding space.
Proof. As in the proof of Theorem 2.10, we have the biholomorphism Φ :
where w ∈ (D * ) ×n . So we see
which implies the conclusion by Lemma 2.8.
Now we are ready to prove Corollary 1.3.
Proof of Corollary 1.3. Iteratively apply Theorem 2.10 l times to Ω = H n * = {w ∈ C n |0 < |w 1 | < · · · < |w n | < 1} with the same weight |w 1 | 2 , then we will arrive at the space 
Apply Lemma 3.6 to B H n * ,λ , we obtain the desired result.
The two-weight inequality
In order to deal with a wider class of weights on the space (H, λ), by inflation, it suggests to look at the weighted space (D * , µ). If the absolute value of the weighted Bergman kernel on (D * , µ) is bounded by the absolute value of the product of the ordinary Bergman kernel and some function on D * , then it suggests us to look at the following two-weight inequality
Using the Cayley transform φ :
i+z , (4.1) is nothing but the following two-weight inequality on the upper half plane (4.2)
where µ 1 and µ 2 are two weights on R 2 + . Follow Lanzani and Stein's idea in [13] , let us first give the definitions of several variants of the A p condition which was introduced by Muckenhoup (see [18] or chapter 5 of [25] ).
Definition 4.1. For p > 1, let p ′ denote the conjugate exponent of p, we say the two weights µ 1 and µ 2 are in the
there is a positive constant c, so that 
From now on, the symbol c will denote some positive constant independent of the variables and the functions in the context. So two c's in the same equation could be different, but it does not matter at all. 
. We also consider the "absolute value" operator B of B defined as B(f )(z) =
where we replace the kernel − 1 (z−w) 2 by its absolute value. Remark 4.5. We omit the coefficient 1 π in front of the integrals, which does not matter at all. Now, (4.2) becomes (4.3)
We first give a sufficient condition, which will implies Theorem 1.4.
Theorem
. The proof of Theorem 4.6 follows the same pattern as in [13] proposition 4.5. We first need to define a standard "tiling" of R 2 + and the associated averaging operator (or "conditional expectation"). 
Note that each S j,k has side-length 2 k , the interiors of S j,k 's are disjoint, and R 2 + = ∪ j,k S j,k . Define the associated averaging operator E by
for any nonnegative measurable function f on R 2 + . Note that E(f ) can be infinite. Remark 4.8. We have the following basic properties of the operator E. For any nonnegative measurable functions f and g, let p ′ be the conjugate exponent of p, we have (a)
+ . The proof will be found in appendix (section 6).
The key fact is the following proposition whose proof is essentially the same as that of [13] Proposition 4.6, where they only focus on the one weight case. To be self-contained, we will give the details in the appendix.
Proof. See [13] Proposition 4.6 or appendix (section 6). Now we turn to the two-weight A p condition.
Proof. It is easy to see the A p condition is equivalent to the following
for all f ≥ 0 and all squares Q in R 2 . (See an analogue for one weight case in chapter 5 of [25] .)
Let f = χ Q in (4.4), we see µ 1 (Q) ≤ cµ 2 (Q) for all squares Q in R 2 . But the σ-algebra can be generated from the set of squares, we see µ 1 ≤ cµ 2 almost everywhere.
We need one more observation from [13] .
Lemma 4.11. For any f ≥ 0, we have
Proof. See the proof of Proposition 4.5 in [13] or appendix (section 6).
Proof of Theorem 4.6. We first assume µ 2 ∈ A 
We extend E(µ 1 ) and E(µ 2 ) to R 2 by reflection about the x-axis, that is,
. Hence, by Lemma 4.10, E(µ 1 ) ≤ cE(µ 2 ) almost everywhere, and in particular, it is true on R 
In particular, above inequality applies to f ∈ C
Together with the relation E(µ 1 ) ≤ cE(µ 2 ), we obtain
(4.6)
Now, for f ≥ 0, as in [13] Proposition 4.5, by Lemma 4.11 we have
On the other hand, by remark 4.8 (c), we see
For any z = x + iy ∈ S j,k , let x 0 be the real part of the center of S j,k , then
be the special disk of radius 2 k+2 centered at x 0 , so we have z ∈ D ∩ R 2 + , and hence
for some c > 0 independent of S j,k , since µ 2 ∈ A + p (R 2 + ). Therefore, combine (4.7), (4.8) and (4.9), we see
which completes the proof of the case
. Almost the same argument shows that (4.7) becomes
and (4.9) becomes
). This completes the proof. As an application, we have the following corollary. 
and 
Assuming both integrands are integrable, we obtain r (s−2)p . But s ∈ (0, 2) and p > 1, we see the quantity above tends to ∞ as r → 0.
To show (µ 1 , µ 2 ) ∈ A + p (R 2 + ), we consider two integrals
and
where D = D R (x 0 ) is any special disk with radius R centered at x 0 ∈ R.
(i) be the disk with radius 1 2 centered at i. We separate our arguments into two cases.
Case (I), R < 
Since |i − z| ≤ The reason is that, the Bergman kernel is not singular at all on R 2 + , and it should be a two dimensional analogue of the so-called Hilbert integral (see [22] and [23] ). Now we give an alternative proof of Theorem 1.1, and then generalize it to Theorem 1.7.
Alternative Proof of Theorem 1.1.
For s ′ = s + 2k, from Lemma 3.1 we know that 
By the biholomorphism φ : R 2 + → D, where φ(z) = i−z i+z , we see the above inequality is equivalent to
. This is exactly (4.3). Note that As in Proposition 4.13, we consider two integrals
where D = D R (x 0 ) is again any special disk with radius R centered at x 0 ∈ R.
For R < and |i − z|
are locally integrable away from the x-axis.
Denoted by U 1 = {p ∈ (1, ∞)|s + 2k + 2 > (k + 1)p and p(s + k + 1) > s + 2k + 2} the range for p, it is not difficult to see U 1 is an interval. So we obtain (µ 1 , µ 2 ) ∈ A + p (R .) It is not hard to see U 2 is also an interval and we have T 2 is bounded if p ∈ U 2 . Now if both T 1 and T 2 are bounded, then B s ′ is bounded. Since U 1 ⊂ U 2 , we see B s ′ is bounded if p ∈ U 1 . Conversely, for any p / ∈ U 1 but p ∈ U 2 , then T 1 is unbounded and T 2 is bounded. Such p exists, since U 1 U 2 and p can be either less than the left endpoint of U 1 or greater than the right endpoint of U 1 . For these p's, B s ′ is unbounded. Hence, by interpolation we see B s ′ is unbounded for all p / ∈ U 1 . Therefore, for p > 1 B s ′ is bounded if and only if p ∈ U 1 . When s ′ ∈ (0, ∞),
). Remark 4.16. Besides Corollary 4.12, the analysis for T 2 here also supports our Conjecture 1.5, since the "effective" bounds for p is obtained by checking
. Now we generalize the arguments above to show Theorem 1.7.
Proof of Theorem 1.7.
For the Bergman kernel for the space (D, |g| 2 ), we have
(see [26] 
Then using the relation
3) holds both for the first pair
and for the second pair
.
Follow the same argument in the proof above, and note that g is bounded above and below on the disk D 1 2 (i) with radius 
|1−ζη|
2 , where g is some holomorphic function. In this case, one needs to deal with the two weights,
Note that we have
, this seems a measurement of how far away the weight µ can be a norm-square of some holomorphic function.
As a last application, we can use the two-weight inequality to show the L p regularity of the weighted Bergman projection
is the Hartogs triangle, and we have the unique expression s ′ = s + 2k for s ∈ (0, 2] and k ∈ Z. For simplicity, we focus on the case k ≥ −1. 
). Proof. The boundedness of the mapping is equivalent to
By Corollary 2.6, and consider the biholomorphism Φ :
, z 2 ), the inequality above is equivalent to
where B s ′ is the weighted Bergman kernel on (D * , |z| s ′ ). By Lemma 2.8, and the fact that the ordinary Bergman projection on the unit disk is L p bounded for all p > 1, we see the inequality above is equivalent to
Apply the same argument and consider
2 )T 2 as in the proof above. We see T 1 is bounded if (4.3) holds for
and T 2 is bounded if (4.3) holds for Remark 4.20. For the boundedness part, one can also apply the argument in section 3 by using a variant of Schur's test. However, if we apply the two-weight inequality, we can also consider a wider class of weights, namely, µ(z) = |z 2 | 
where z ∈ D ∩ R 
Proof. By definition, for j = 1, 2 we have 1
for all special disks D. Then we see
Combine (5.1) and (5.2), we obtain µ 1 µ
. Before going further, we need two definitions and two lemmas. 
where the supremum is taken over all special disks D centered at the real axis containing z. It is clear that M + (f ) is lower semi-continuous.
Remark 5.4. It is easy to see a weight µ belongs to the class A
The two-weights case is similar.
Remark 5.5. It is easy to see, for z,
whenever ℜ(z ′ ) = ℜ(z) and ℑ(z ′ ) ≤ ℑ(z). Note that the "absolute value" of the Bergman projection on the upper half plane
also has the same property above as M + , for f ≥ 0.
Definition 5.6. Let S be the collection of all the special squares of form
where j, k ∈ Z. Given a special square S j,k , we define
Then we have an analogue of [18] Lemma 7.
Lemma 5.7. Let f ≥ 0 be an integrable function on R 2 + , and suppose α > 0. Then there is a sequence of measurable sets {W l }, and a sequence of special squares { S l } such that
Proof. Follow the idea in [18] , we argue as in the classical Calderón-Zygmund lemma. Since
there is a k 0 ∈ Z + so that for all k ≥ k 0 and all j ∈ Z, we have
For the k = k 0 − 1 level, to each j ∈ Z, we have either (5.3) still true or
The right hand side of (5.4) follows from (5.3) in the k + 1 level. If (5.4) holds for this j, we collect this special square S j,k into the sequence { S l }, otherwise we continue this process to the k − 1 level in this S j,k . Therefore, we obtain a sequence of almost disjoint special squares { S l } satisfying (5.4) with S j,k replaced by { S l }.
S m , and successively let
for l > 1. Properties (1) and (2) are easy to check from this definition. Property (3) follows from S l ⊂ W l and S l satisfies (5.4). If M + (f )(z) > α, then there is a special disk D z = D r (x 0 ) centered at x 0 ∈ R with radius r > 0 so that z ∈ D z and 1
If 2 k1−1 ≤ r < 2 k1 for some k 1 ∈ Z, then D z intersects at most three special squares S j,k1 's and it is contained in the union of these squares. Moreover, we have
Therefore, at least one of such special squares, say S j1,k1 , satisfies
So we obtain
From our construction of the sequence { S l }, S j1,k1 can not be any of those satisfying (5.3), so S j1,k1 is contained in one of the special squares { S l }. Since S j1,k1 intersects D z , we must have z ∈ D z ⊂ S * j1,k1 ⊂ S * l1 for some l 1 . By the definition of {W l }, if z is not in W 1 , . . . , W l1 , then z must be in S m1 for some m 1 , hence z ∈ W m1 , which implies (4).
+ . By definition, there is a sequence of special disks {D n } with z ∈ D n and
for all n ∈ Z + . Let r n be the radius of D n , and let x n be the center, then
If {r n } is not bounded above, by selecting a subsequence, we may assume lim r n = ∞. Then given any z ′ ∈ R 2 + , we have r n ≥ |z ′ − z| for n sufficiently large. In this case, it is easy to see z ′ ∈ D 2rn (x n ), the special disk centered at x n with radius 2r n . From (5.5), we see
for n sufficiently large. This implies M + (f )(z ′ ) = ∞. If {r n } is bounded above, by selecting a subsequence, we may assume lim r n = r, for some r with ℑ(z) ≤ r < ∞. Note that since z ∈ D n , we have ℜ(z) ∈ D n , so D n ⊂ D 3r (ℜ(z)) for n sufficiently large, where D 3r (ℜ(z)) is a special disk centered at ℜ(z) with radius 3r. Therefore, from (5.5), we see
where c = 1 2 πℑ(z) > 0, for n sufficiently large. So we obtain
Now for any z ′ ∈ R 2 + , it is easy to see z ′ ∈ D 3r+|z ′ −z| (ℜ(z)), the special disk centered at ℜ(z) with radius 3r + |z ′ − z|. From the equality above, we see
This completes the proof. Now we are ready to state and prove the following theorems.
Theorem 5.9. Let f be a measurable funciton on R 2 + , then for any 0 < q < 1, the function
Proof. It suffices to show the conclusion for f ≥ 0. By Lemma 5.8, we can assume
+ , otherwise, the conclusion is trivial. If M + (f )(z) = 0 for some z ∈ R 2 + , then it is easy to see f = 0 on R 2 + . In this case, the conclusiong is trivial again. So we may assume 0 < M + (f ) < ∞ on R 2 + . We use an analogue argument of [25] 
, so we may assume M + (f )(z) = 1 and µ(z) = 1. Hence, it suffices to show that there is a c > 0 such that
f and
Since |V α | ≤ |D|, we see the first integral of (5.7) is bounded by cR 2 . For the second integral, since M + (f )(z) = 1 and z ∈ D 2R (x 0 ) ∩ R 2 + , we see f 1 is integrable on R 2 + . By Lemma 5.7, we have
So the second integral of (5.7) is bounded by cR 2 . Hence, so is (5.7). Next, we deal with f 2 . For any ζ ∈ D ∩ R 2 + , we consider an arbitrary special disk D ′ r that contains ζ and whose radius is r. It is easy to see
for any c > 0. When 2r ≥ R, then (2r + R) 2 ≤ 16r 2 , we have
. In either case, we obtain
+ . Therefore, we obtain (5.8)
Combine the fact that (5.7) is bounded by cR 2 and (5.8), we see
which implies (5.6). This completes the proof.
Theorem 5.10. Assume p ≥ 1, suppose µ 1 and µ 2 are two weights on R 2 + , then we have a weak-type (p, p) inequality, namely, there is a c > 0 so that
Proof. We use an analogue argument of [18] Theorem 8. For the sufficient part, we only need to show (5.9) for integrable f ≥ 0. To see this, any measurable function f ≥ 0 can be approximated by the increasing sequence {f χ DR } R>0 , where
is a sequence of special disks centered at x 0 ∈ R with radius R. If we prove (5.9) for f χ DR , the monotonic convergent theorem will imply (5.9) for f . Note that, the set {z ∈ R 2 + | M + (f )(z) > α} is the union of those of the f χ DR 's, and these sets of the f χ DR 's are increasing. But any f χ DR can be approximated by an increasing sequence of simple functions, since the support of f χ DR is bounded, these simple functions are integrable. By the same limiting argument, (5.9) for integrable functions will imply (5.9) for f χ DR .
Let 
Let ǫ → 0 + , we see the inequality above is equivalent to (µ 1 , µ 2 ) ∈ A For p > 1, we consider the function φ(x) = x p , x ∈ (0, 1]. By the mean-value theorem, for each j, we have 
Proof. For (a), the left hand side of the equality is
On the other hand, the right hand side of the equality is j,k S j,k E(f )(z)E(g)(z) d(z) = j,k E(f )(z)E(g)(z)χ S j,k (z) |S j,k | , which equals the left hand side. For (b), we apply Jensen's inequality to the integral − S j,k f (z) d(z), via the convex function x p . We see
for all z ∈ S j,k . Integrate over S j,k and sum over all j, k ∈ Z, then we get the desired inequality. For (c), it is a direct consequence of Hölder's inequality.
Next, we prove Proposition 4.9. For any ζ ∈ S j,k and η ∈ S j ′ ,k ′ , agian we see Therefore, we have
