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L’étude des phénomènes critiques dans les systèmes réels a rapidement été
confrontée aux problèmes de non-idéalité dus aux manifestations du désordre.
Dans ce contexte, Imry et Ma [1] ont ajouté un champ aléatoire statique sur
chaque site d’un modèle d’Ising pour étudier cette forme de désordre, donnant
ainsi naissance aumodèle d’Ising avec champ aléatoire (RFIM). De nombreuses
controverses sont alors apparues sur l’effet de ce type de désordre sur le com-
portement critique. Si théoriquement, le problème est difficile à étudier, expé-
rimentalement, il ne l’est pas moins par la difficulté à identifier des systèmes
physiques purement Ising.
En 1983, Brochard et de Gennes ont proposé de voir dans la séparation de
phase d’un mélange binaire dans un milieu poreux désordonné une réalisation
expérimentale du RFIM [2]. De nombreuses expériences ont alors été menées,
dont celles du groupe de Moses Chan dans les années 1990 [3, 4]. Ils ont inter-
prété leurs mesures sur la transition liquide-gaz de l’hélium ou de l’azote par
un point critique traditionnel, mais déplacé par le désordre. La mesure d’hys-
térésis entre adsorption et désorption à la fois par mes prédécesseurs (Claude
Gabay [5], Thierry Lambert [6] et Fabien Bonnet [7]), et par le groupe de John
Beamish [8] ont remis en question cette interprétation et ouvert la voie à une
nouvelle compréhension du phénomène.
Dans un modèle théorique de gaz sur réseau développé à l’UPMC par Kier-
lik et coll. [9], l’hystérésis entre l’adsorption et la désorption d’un fluide dans
un milieu poreux peut exister avec ou sans transition de phase à l’équilibre
sous-jacente. Ces auteurs n’interprètent pas l’hystérésis comme un problème
empêchant l’expérimentateur d’observer la transition de phase à l’équilibre,
mais comme le problème. Le poreux est responsable de l’apparition de bar-
rières d’énergie infranchissables avec l’énergie thermique disponible. Ils choi-
sissent donc une dynamique athermique pour modéliser la condensation ou
l’évaporation isothermes. Ces phénomènes impliquent alors une évolution par
avalanches successives. Ce système relève donc du RFIM, non pas à l’équilibre,
mais hors-équilibre. Une étude par Sethna et coll. du RFIM où toute activation
thermique est bloquée a permis de mettre en évidence certaines propriétés de
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l’hystérésis et des avalanches [10], propriétés ensuite observées par François
Detcheverry dans l’application du modèle de gaz sur réseau à la condensation
dans un aérogel numérique [11]. C’est cette histoire que nous racontons dans
le premier chapitre.
Les propriétés physiques de l’hélium font de cet élément un candidat de
choix pour l’étude des transitions de phase en général, et pour ce travail en
particulier. Historiquement, c’est la découverte du point λ dans l’hélium qui
a motivé de nombreux travaux théoriques sur les transitions de phase [12].
Pour la présente étude, trois caractéristiques nous intéressent. La courbe de
coexistence liquide-gaz se situe à des températures telles qu’elle nous permet
de travailler avec un système très pur, toutes les impuretés étant solidifiées.
Par ailleurs, l’observation des comportements hors-équilibres déjà évoqués ne
peut se faire qu’avec un désordre suffisamment faible. Les aérogels de silice
offrent une réalisation expérimentale d’un tel désordre. Ces milieux sont très
fragiles, mais la faible tension de surface de l’hélium permet sa condensation
dans ces systèmes sans les déformer oumême les briser par les forces capillaires
des ménisques liquide-gaz. Enfin, une grande partie des résultats obtenus dans
cette thèse repose sur desmesures optiques qui n’ont pu être réalisées que grâce
au fait que l’indice de l’hélium soit proche de l’unité.
Nous décrivons le dispositif expérimental au chapitre 2. Le chapitre 3 traite
de la raideur des isothermes. Celle-ci diverge en dessous d’une certaine tem-
pérature que nous interprétons comme la manifestation d’un point critique
contrôlé par le désordre, terme introduit par Sethna et coll. dans l’étude du RFIM
athermique. Dans le chapitre 4, nous présentons notre quête des avalanches in-
dividuelles par une méthode d’observation des figures de speckle locales. Bien
que celle-ci se soit révélée jusqu’à présent infructueuse, nous présentons ce
qu’elle nous a permis d’apprendre à la fois sur la distribution de matière dans
l’aérogel au cours de la condensation, et sur la méthode de détection par ob-
servation du speckle. C’est par cette méthode que nous avons recherché un
effet bien connu au niveau macroscopique mais, à notre connaissance, jamais
observé expérimentalement au niveau microscopique, la mémoire du point de
demi-tour (RPM). Le chapitre 5 montre que cette propriété, qui existe pour le
RFIM athermique et est prédite dans le cadre de la modélisation de Kierlik et
coll., est observable dans notre système. Ce résultat prouve ainsi le comporte-
ment athermique de notre système.
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Chapitre 1
Effet du désordre sur une
transition de phase
Dans cette thèse, nous nous intéressons à l’effet du désordre sur une tran-
sition de phase du premier ordre, la transition liquide-gaz. Dans un système
sans désordre et à température fixée, cette transition se manifeste, quand on
augmente la pression, par une abrupte modification de l’état du système — de
l’état vapeur à l’état liquide — à une pression bien déterminée, la pression de
vapeur saturante. La pression de vapeur saturante Psat augmente avec la tem-
pérature T , décrivant une ligne de coexistence de phase dans le diagramme
de phase (T, P). Le long de cette ligne, la différence de densité entre les deux
phases diminue avec la température, pour s’annuler continûment à une tem-
pérature critique Tc. Le passage à travers cette ligne à Tc est une transition de
phase du second ordre, caractérisée par l’apparition continue à T < Tc d’un pa-
ramètre d’ordre non nul (la différence de densité entre les deux phases). C’est
l’expérience d’opalescence critique. Cette transition est l’analogue de la transi-
tion paramagnétique-ferromagnétique d’un système magnétique uniaxial, ca-
ractérisée par l’apparition d’une aimantation spontanée en champ nul (±M)
en dessous d’une température critique. Dans ce cas, le paramètre d’ordre est
l’aimantation du système. A température fixe T < Tc, l’aimantation bascule
discontinûment à H = 0 de −M à +M , de la même façon que la densité passe
de celle du gaz à celle du liquide à la pression de vapeur saturante.
A T < Tc (et H = 0 ou P = Psat), le système tend à s’ordonner spontané-
ment, la phase choisie étant sélectionnée par le champ résiduel. Une question
centrale de la physique statistique contemporaine est de comprendre comment
un désordre spatial peut perturber cet ordre et affecter la transition. La nature
du désordre peut être variée : désordre du champ extérieur auquel est couplé le
paramètre d’ordre, désordre des interactions responsables de l’émergence d’un
ordre collectif, désordre de conditions aux limites sur la valeur du paramètre
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d’ordre, etc. Dans tous les cas, le problème est de savoir si le désordre modi-
fie, ou même détruit, la transition du second ordre, ou à température fixée, la
transition du premier ordre quand on change le champ extérieur. Si la tran-
sition du second ordre est préservée, reste-t-elle ou non dans la même classe
d’universalité, caractérisée par le même jeu d’exposants critiques ? Quelle est
la nature de l’état ordonné ? Ce sont ces questions que les théories analytiques
ou numériques, ou les expériences, cherchent à résoudre.
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1.1 Le cas limite dumodèle d’Ising en champ aléa-
toire athermique
Dans ce travail, nous ne nous intéressons pas à l’existence d’un état ordonné
thermodynamique, mais au cas extrême où la température est suffisamment
basse pour que les barrières d’énergie induites par le désordre ne puissent être
franchies par activation thermique sur les échelles de temps expérimentales.
Ce cas limite a été étudié par Sethna et coll. [10] dans le cadre du modèle
d’Ising avec champ aléatoire (Random Field Ising Model, RFIM) à température
nulle.
Le RFIM est une façon parmi d’autres d’introduire du désordre dans un
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modèle d’Ising 1. On ajoute un champ aléatoire hi sur chaque site i du réseau.








en notant σi = ±1 le spin du site i, H le champ extérieur et J la constante de
couplage entre spins plus proches voisins (que nous notons < i, j >).
1.1.1 Dynamique d’évolution du RFIM athermique
Comme toute activation thermique est interdite à température nulle, il faut
se donner une dynamique d’évolution athermique pour décrire l’évolution du
système en fonction du champ extérieur. Sethna et coll. [10] introduisent la
dynamique de spins spécifique :
Un spin donné i se retourne si le champ local




où v(i) désignent les plus proches voisins de i, change de signe (de telle sorte
que le processus soit énergétiquement favorable). Ce retournement peut faire
suite soit à une modification du champ extérieur H, soit au retournement d’un
spin voisin qui se serait lui-même retourné suite à la modification de champ
ou de son environnement direct, etc. Cette dynamique donne lieu à des ava-
lanches, dont un exemple schématique est illustré sur la figure 1.1.
Puisqu’on a interdit tout processus activé, cette dynamique n’assure pas que
le système soit dans l’état de plus basse énergie 2. Le système est donc bloqué
dans un état métastable, tant que celui-ci n’est pas déstabilisé par une variation
du champ extérieur (fig. 1.2).
1. On peut aussi par exemple introduire un désordre de liens, on parle dans ce cas de verre
de spins, ou imposer que certains sites soient inoccupés, on parle alors de modèle d’Ising dilué.
2. Deux états peuvent être séparés par une barrière infranchissable par une dynamique à
un spin, tandis que cette barrière disparaît dans une dynamique à deux spins, comme montré
dans l’exemple ci dessous.
Prenons la configuration de quatre spins suivante ↑↓↓↑. Un spin i pointe toujours dans la
direction du champ local fi . Les champs locaux f2 et f3 sont donc négatifs. Supposons qu’ils
soient tous deux proches de zéro (par rapport au couplage entre spins). Dans ce cas, la confi-
guration ↑↑↑↑ est plus basse en énergie, mais est inatteignable. Il faudrait en effet passer par
l’état ↑↓↑↑ ou ↑↑↓↑ qui eux sont plus hauts en énergie que ↑↓↓↑.
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FIGURE 1.1 – Propagation d’une avalanche. L’intensité du champ aléatoire hi est
symbolisée par la taille du cercle orange sur chaque site. Plus un cercle est gros,
plus hi est élevé. Lorsque le champ extérieur croît, le premier site à se retourner
est celui dont le champ local est le plus fort. Son retournement change le signe du
champ du site situé en dessous, donc provoque son retournement, qui à son tour
entraîne le retournement de son voisin, etc.
→ évolution→
FIGURE 1.2 – L’évolution d’un état métastable vers un autre ne peut se faire qu’en
faisant disparaître une barrière d’énergie à cause d’un changement de conditions
extérieures.
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FIGURE 1.3 – Aimantation du système lorsque le champ extérieur est augmenté
ou diminué. On remarque que le système est hystérétique. D’après [10].
1.1.2 Conséquences de cette dynamique
Sethna et coll. ont étudié les conséquences de cette dynamique en dimen-
sion 3 pour une distribution des hi gaussienne de variance R centrée en 0 [10].
R quantifie le degré de désordre du système. Ces auteurs obtiennent trois ré-
sultats.
Hystérésis
Le premier est l’apparition d’une hystérésis des courbes d’aimantation,
comme le montre la figure 1.3.
L’interprétation en terme de paysage énergétique permet de comprendre
l’origine de cette hystérésis. Si l’évolution du champ dans un sens fait dispa-
raître un minimum local comme schématisé sur la figure 1.2, le système tombe
dans le minimum local le plus proche. Bien que l’évolution inverse du champ
fasse réapparaître ce minimum, la dynamique imposée au système ne lui per-
met pas d’y revenir.
Existence d’un désordre critique R∗
Le second résultat, beaucoup moins trivial, concerne l’existence d’un point
critique pour la distribution de taille des avalanches. Si on note s le nombre
de spins impliqués dans une avalanche, la distribution D(s) des tailles d’ava-
lanches dépend de la compétition entre l’intensité du désordre et le couplage,
caractérisée par le rapport R/J . Si R est grand devant J , le terme de couplage
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FIGURE 1.4 – Forme de la courbe d’aimantation en fonction du désordre R. Le
désordre critique a été estimé ici par les auteurs à R∗ = 2.23. L’insert montre la
distribution de taille d’avalanches D(s), et met en évidence l’invariance d’échelle
à proximité du point critique R∗ [10].
plus proches voisins du hamiltonien (1.1) est négligeable devant le désordre,
le champ local est la somme du champ extérieur et du champ aléatoire local,
et les spins s’alignent indépendamment de leurs voisins. Les avalanches sont
alors essentiellement de taille 1. Par contre, si R≪ J , le terme de couplage est
prédominant, et la taille des avalanches devient significative.
Sethna et coll. ont montré numériquement l’existence d’un désordre cri-
tique R∗ en dessous duquel certaines avalanches sont macroscopique, c’est à
dire impliquent une fraction finie des sites du réseau dans la limite d’un réseau
infini. Quand on approche le désordre critique par valeurs supérieures, la taille
maximale des avalanches diverge. Cette divergence se reflète dans le comporte-
ment des courbes d’aimantation comme l’illustre la figure 1.4. Continues pour
R > R∗, celles-ci deviennent discontinues en dessous. La pente maximale des
isothermes diverge à l’approche de R∗ pour R > R∗, tandis que l’amplitude du
saut d’aimantation croît continûment en dessous de R∗.
Ces propriétés évoquent le comportement observé à proximité du point cri-
tique de la transition paramagnétique-ferromagnétique à l’équilibre pour un
système non désordonné. L’absence de taille caractéristique des avalanches et
l’invariance d’échelle lorsqu’on approche le désordre critique par des valeurs
supérieures, de même que le changement de forme des isothermes, sont ty-
piques du comportement critique d’une transition de phase continue. Cepen-
dant, l’origine de ces propriétés est totalement différente, puisqu’il s’agit d’un
phénomène hors-équilibre. Pour souligner ce point, Sethna et coll. ont introduit
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le terme de point critique contrôlé par le désordre, terme que nous emploierons
désormais.
Mémoire du point de demi-tour – RPM
Enfin, Sethna et coll. ont montré que le RFIM, avec cette dynamique, pré-
sente la propriété de mémoire du point de demi-tour (Return-Point Memory,
RPM). Cette propriété, dont la démonstration figure en annexe D, est illus-
trée sur la figure 1.3 pour l’évolution en champ HA–HB–HC–HB. Au cours de la
boucle mineure HB–HC–HB, l’évolution est hystérétique : le système ne passe
pas par le même chemin à l’aller et au retour. Cependant, lorsqu’on termine
la boucle en HB, on retrouve le même état microscopique que la première fois
où le champ est passé en HB : le système se rappelle l’état du point où on a
fait demi-tour. Cette propriété reste valable pour les boucles partielles, comme
celle passant par le point D, si bien que le système repasse par toute la suite
des points où on a fait demi-tour dans le passé.
1.1.3 Réalisations expérimentales
Motivations de l’approche de Sethna et coll.
Le modèle d’Ising pur (c’est à dire sans désordre) a été introduit par Ernst
Ising en 1925 [13], pour décrire la transition ferromagnétique-paramagnétique.
Pour une dimension de l’espace supérieure ou égale à 2, ce modèle présente
une transition de phase du deuxième ordre à une température critique 3. En
dessous de cette température critique, il existe une aimantation spontanée M0
en champ nul. En fonction du champ, l’aimantation présente une discontinuité
réversible à champ nul, passant de −M0 à M0.
Par rapport à ce cas idéal, une expérience réelle montre le plus souvent une
courbe d’aimantation en fonction du champ non seulement continue, mais qui
plus est hystérétique. Une mesure fine de l’aimantation montre de plus que
celle-ci évolue par sauts de taille variable lorsqu’on balaie le champ : c’est l’effet
Barkhausen [14, 15]. Il peut arriver que les sauts observés d’un site sur l’autre
soient reproductibles (fig. 1.5).
Dans certains systèmes, l’évolution ne se produit que lorsqu’on balaie le
champ, et il semble impossible de relaxer pour atteindre l’état d’équilibre. C’est
3. Ernst Ising (1900, 1998) était étudiant en thèse lorsqu’il a montré qu’il n’y avait pas
de transition de phase ferro/para dans le modèle d’Ising unidimensionnel. Il conclut, un peu
rapidement, que ce modèle ne pouvait expliquer cette transition de phase quelle que soit la
dimension.
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FIGURE 1.5 – Reproductibilité de l’effet Barkhausen pour un ruban de Fe21Co64B15
[16]. On mesure le signal induit pour des balayages successifs du champ magné-
tique. Les 5 balayages du haut sont effectués à une vitesse plus lente que les 5
balayages du bas. On remarque une certaine reproductibilité des groupes de pics.
FIGURE 1.6 – Mesure de l’émission acoustique au cours de deux cycles en tempé-
rature d’un alliage Cu-Zn-Al. Le réseau cristallin change en fonction de la tempé-
rature, c’est la transformation martensitique. On remarque une très bonne repro-
ductibilité entre les deux cycles [18].
ce type d’observations qui a poussé Sethna et coll. à proposer leur modélisation
pour décrire cette classe de systèmes.
On peut observer des avalanches dans une grande variété de systèmes diffé-
rents [17]. Ainsi, en géophysique, un tremblement de Terre est la réponse aux
contraintes emmagasinées dans les zones de subduction. Par ailleurs, en mé-
tallurgie, la transition de phase entre austénite et martensite se manifeste par
l’apparition brutale de domaines de martensite, associée à l’émission de sons
qui permettent de détecter les avalanches et d’en vérifier la reproductibilité
(fig. 1.6). Cependant, à notre connaissance, il n’existe que deux systèmes pour
lesquels on semble observer un point critique contrôlé par le désordre, c’est à
dire la transition d’un régime d’avalanches microscopiques vers un régime où
la plus grande avalanche est macroscopique.
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FIGURE 1.7 – Courbes d’aimantation des films minces Co/CoO en fonction de la
température qui règle le couplage entre les deux couches. TN est la température de
Néel bulk de la couche antiferromagnétique CoO. Au-dessus de TN, seule la couche
de Co est ordonnée, en dessous, un ordre apparaît dans la couche de CoO, intro-
duisant de la frustration à proximité de la frontière entre les deux couches [19].
Films minces de Co/CoO
Berger et coll. [19] ont mesuré des courbes d’aimantation de films minces
Co/CoO (fig. 1.7). En faisant varier la température, ces auteurs font varier le
couplage entre la couche ferromagnétique de cobalt, et la couche antiferroma-
gnétique d’oxyde de cobalt. Ils observent alors un raidissement des isothermes,
qu’ils interprètent comme un point critique contrôlé par le désordre. Cepen-
dant, les exposants critiques qu’ils déduisent sont différents de ceux calculés
pour le RFIM à température nulle par Perkovic´ et coll. [20]. Les films étant
minces, cette écart est justifié par la différence de dimension de l’espace entre
les expériences (2D) et les simulations (3D).
Alliages Cu-Al-Mn
Un autre système magnétique, cette fois clairement 3D, a été étudié par
Marcos et coll. [21]. Ces auteurs mesurent des boucles d’hystérésis dans diffé-
rents alliages de Cu-Al-Mn en faisant varier la concentration demanganèse et la
température. Les propriétés magnétiques de ces alliages non stoechiométriques
proviennent de moments magnétiques localisés sur les atomes de manganèse,
dont la concentration contrôle le rapport des interactions ferromagnétiques et
antiferromagnétiques. Ces auteurs déduisent de leurs mesures des exposants
critiques compatibles avec ceux de Berger et coll. [19], donc différents de ceux
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du RFIM 3D. Ils en concluent que le système étudié par Berger et coll. est pro-
bablement tridimensionnel, et que la différence avec le RFIM est sans doute
liée à la présence d’échange aléatoire dans les deux systèmes.
RPM
Les auteurs des deux articles ne reportent ni l’un ni l’autre, des mesures de
RPM dans leurs systèmes respectifs. La seule mesure de RPM microscopique
dont nous ayons connaissance a été réalisée dans des multicouches Co/Pt par
Pierce et coll. [22, 23, 24]. Grâce à une mesure de speckle X, ils concluent
que, malgré une certaine similarité, leur système ne revient pas au même état
microscopique au bout d’une boucle, bien que revenant au même point sur la
boucle d’hystérésis macroscopique. Une modélisation numérique leur permet
de suggérer que l’absence d’un RPM parfait résulte de la présence d’échange
aléatoire dans leur système. De fait, la démonstration du RPM proposée par
Sethna et coll. [10] et reprise en annexe D n’est valable que pour les systèmes
purement ferromagnétiques.
Il faut aussi mentionner les expériences de Lilly et coll. [25] qui ont observé
du RPM macroscopique en mesurant par une technique capacitive la quantité
d’hélium superfluide condensé dans des films de polycarbonate avec une forte
densité de trous quasi cylindriques.
1.1.4 Bilan : la complexité des systèmes magnétiques
Aucun système expérimental dont nous ayons connaissance n’est donc dé-
crit sans ambiguïté par le RFIM athermique. La grande différence entre les
différents systèmes expérimentaux et le modèle provient de la présence de
couplages antiferromagnétiques.
Dans ce travail, nous recherchons le comportement du RFIM athermique
dans un système ne présentant que des couplages de type ferromagnétique : la
condensation d’un fluide dans un milieu poreux. Nous justifions dans la partie
suivante le bien-fondé de cette affirmation.
1.2 RFIM et transition liquide-gaz dans les mi-
lieux poreux
1.2.1 Modèle d’Ising et transition liquide-gaz
La transition liquide-gaz bulk fait partie de la classe d’universalité Ising 3D.
On peut la modéliser grâce au modèle de gaz sur réseau, qui est une réécriture
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FIGURE 1.8 – Diagramme de phase schématique de l’hélium 4 (semi-log) et dia-
gramme de phase du modèle d’Ising pur. La topologie des deux diagrammes est
similaire. Dans les deux cas, la ligne de la transition de phase considérée (en
rouge) se termine par un point critique noté c. Au delà de ce point, une seule
phase existe, la phase supercritique (SC).
de la formulation classique du modèle d’Ising. Au lieu d’avoir un spin pointant
vers le haut ou vers le bas, chaque site est occupé par 0 ou 1 particule. Un
échange de type ferromagnétique favorise une occupation identique des sites
plus proches voisins, modélisant ainsi l’énergie de surface qui tend à limiter
les interfaces entre le liquide et le gaz 4. La densité du fluide se calcule en
moyennant l’occupation de tous les sites.
Dans Ising comme dans le système liquide-gaz, il existe deux phases or-
données en dessous d’une température critique (aimantation globale négative
ou positive, phase peu dense ou dense). Le passage, à température constante,
d’une phase ordonnée à l’autre est une transition de phase du premier ordre.
Dans les deux cas, il n’y a pas de changement de symétrie au cours de cette
transition de phase. Rien n’interdit donc de passer continûment d’une de ces
phases à l’autre. Ceci rend possible l’existence d’un point critique sur les dia-
grammes de phase qui sont représentés à la figure 1.8.
1.2.2 Manifestation du désordre dans la transition liquide-
gaz
Brochard et de Gennes ont proposé en 1983 que le RFIM pouvait modéliser
le comportement de la transition liquide-gaz ou la séparation de phase d’un
mélange binaire dans un milieu poreux désordonné [2].
4. Cet échange ferromagnétique modélise l’interaction attractive entre particules. Si deux
sites plus proches voisins ne sont pas pareillement occupés, cela coûte de l’énergie au système
(comme la tension de surface).
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Dans les deux cas, selon le signe de l’interaction avec la matrice poreuse, on
favorise, au contact de la matrice, une des deux phases par rapport à l’autre.
Pour la transition liquide-gaz, un substrat mouillant favorise la phase liquide,
tandis que, pour un mélange binaire A-B, un substrat plus attractif pour A que
pour B favorise la phase riche en A.
1.2.3 Description en champ moyen local
Description du modèle
Dans cette optique, Kierlik et coll. [9] ont introduit un modèle athermique
de gaz sur réseau désordonné pour décrire de façon unifiée la condensation
capillaire de fluides dans des matériaux poreux, quelle que soit leur structure.
La modélisation part du hamiltonien








τiηi(1−η j) +τ jη j(1−ηi)
 (1.3)
où wff et wsf sont les couplages attractifs fluide/fluide et fluide/solide. τi vaut
1 si le site i est occupé par le fluide, et 0 dans le cas contraire. ηi vaut 0 si le
site est occupé par une particule de silice, 1 sinon. Le désordre est défini par
la donnée de {ηi}.
Le premier terme de la somme favorise l’occupation par du fluide de deux
sites voisins non occupés par la silice (ηi = η j = 1), tandis que le second
favorise l’occupation par du fluide des sites voisins de la silice.
Ce modèle présente plusieurs différences avec le RFIM. D’une part, les sites
de silice ne sont pas accessibles aux particules de fluide dont on étudie la dis-
tribution. Ce modèle est dilué. D’autre part, le champ aléatoire est uniquement
attractif, reflétant l’interaction attractive entre un atome d’hélium et la silice de
la matrice poreuse. En outre, le désordre aléatoire ressenti par les spins n’est
pas purement local, puisqu’il est induit par les sites voisins occupés par de la si-
lice. Il résulte de ces différences que le hamiltonien du système est identique à
celui d’un modèle d’Ising dilué avec champ aléatoire non symétrique et corrélé
spatialement. La question se pose alors de la validité des résultats de Sethna et
coll. dans ce cas.
On souhaite connaître l’occupation de chaque site i où il n’y a pas de par-
ticule de silice (ηi = 1) dans l’ensemble grand-canonique (température T et
potentiel chimique µ). On commence par écrire l’énergie libre comme fonc-
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tionnelle de la densité. Dans l’approximation de champ moyen, on a














[ρi lnρi + (1−ρi) ln(1−ρi)]
(1.4)
où ρi = 〈ηiτi〉. Le dernier terme provient du fait que, pour pouvoir écrire la
fonctionnelle, on a du se placer dans l’approximation de champ moyen local.
On fixe la taille d’un nœud du réseau par l’échelle physique dumatériau poreux
à l’intérieur duquel on étudiera la condensation (de l’ordre de un nanomètre).
Un tel noeud contient donc quelques centaines ou milliers d’atomes d’hélium,
et possède à ce titre une entropie de configuration. Il en résulte que la tempé-
rature influe sur le paysage énergétique. Pour autant, comme Sethna et coll.,
les auteurs étudient bien le cas d’une dynamique athermique.
Le potentiel thermodynamique qu’il faut minimiser dans l’ensemble grand-
canonique est le grand-potentiel, qui peut donc lui aussi s’écrire comme fonc-





En annulant la dérivée de ce potentiel par rapport aux variables ρi, on obtient









j∈v(i)(wffρ j + wsf (1−η j))
 (1.6)
où v(i) désigne les voisins du site i (et β = 1/kBT). Ce système peut avoir un
grand nombre de solutions, qui peuvent être des minima, des points-selles ou
des maxima du grand potentiel.
La résolution itérative de ce système en partant d’une configuration quel-
conque assure de tomber sur un minimum [11]. En l’absence d’activation ther-
mique, cette solution est métastable. Pour un potentiel chimique très négatif,
l’itération en partant d’un état où tous les sites sont vides conduit à l’état d’équi-
libre (unique). Lorsqu’on augmente le potentiel chimique d’un petit incrément,
cet état n’est plus solution du nouveau système à résoudre. L’itération de (1.6)
produit alors une solution actualisée. Kierlik et coll. observent que cette so-
lution correspond à l’état métastable le plus proche de l’état initial obtenu en
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ne faisant que descendre dans le paysage de grand potentiel. Si aucune bar-
rière d’énergie entourant l’état métastable initial n’a disparu dans l’intervalle
de potentiel chimique considéré, la solution trouvée correspond à cet état mé-
tastable, déplacé par la modification du potentiel chimique. Cette évolution est
équivalente à suivre réversiblement le minimum. Si, par contre, le minimum
initial a disparu, la solution trouvée est le nouveau minimum le plus proche.
Comme pour le modèle de Sethna et coll., cette évolution est alors irréversible.
Résultats sur un poreux aléatoire
Kielik et coll. ont étudié ce modèle en utilisant commematériau poreux une
matrice aléatoire [9]. Ils ont calculé des courbes d’hystérésis globales (entre les
deux états saturés vide et plein), ainsi que ce qu’on appelle des courbes de ba-
layage (scanning curves), c’est-à-dire des courbes obtenues en inversant le signe
de l’évolution du champ extérieur à différents points sur les branches d’adsorp-
tion ou de désorption globales 5. Ces courbes ressemblent qualitativement aux
courbes mesurées dans certaines classes de poreux.
Pour chaque potentiel chimique, Kierlik et coll. ont ensuite cherché les états
de plus basse énergie en échantillonnant l’ensemble des états métastables (en
tirant au hasard la configuration initiale du système (1.6) . Ils ont ainsi pu
mettre en évidence qu’en dessous d’une température critique, on avait coexis-
tence de deux minima absolus du grand potentiel, correspondant à une vraie
transition de phase sous-jacente entre une phase légère et dense. Cependant,
l’hystérésis de leur modèle existe de part et d’autre de cette température cri-
tique, contrairement à ce qui serait le cas pour un système sans désordre décrit
par l’équation d’état d’un fluide de Van der Waals.
Application du modèle à un poreux réaliste
Tous ces résultats ont été obtenus avec un matériau poreux aléatoire. Les
sites solides sont tirés au hasard dans le cube de la simulation, et ne sont donc
pas corrélés. Ce n’est évidemment pas représentatif d’un matériau poreux phy-
siquement envisageable, où les particules solides doivent toutes être connexes.
Durant sa thèse, François Detcheverry [11] a donc appliqué ce modèle à
l’adsorption de l’hélium dans des aérogels de silice numériquement synthétisés
par un algorithme d’agrégation d’amas limitée par diffusion (Diffusion Limited
Cluster Agregation, DLCA [26, 27]). Ces travaux répondaient aux questions sou-
levées par les travaux expérimentaux qui seront présentés plus loin (§ 1.3.1).
Il a montré que la forme des isothermes dépendait à la fois de la porosité de
5. Ces boucles sont l’équivalent des boucles dites mineures en magnétisme, telles que celles
représentées sur la figure 1.3.
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FIGURE 1.9 – Effet de la porosité des aérogels et de la température sur la forme des
isothermes d’adsorption du modèle en champ moyen local. De gauche à droite, la
porosité vaut 87% , 90% , 92% , 95%. Pour chaque porosité (représentée par une
couleur), la température est croissante de gauche à droite [30].
l’aérogel [28], mais aussi, pour un désordre donné, de la température [29].
Ces résultats sont résumés sur la figure 1.9.
Rôle de la température Pour une porosité donnée, les auteurs observent
que la boucle d’hystérésis disparaît à haute température, et se raidit quand
la température diminue [29]. Cette évolution résulte de la modification de la
forme du paysage énergétique. À basse température, le terme U domine −TS
et le paysage de grand potentiel est fortement accidenté par le désordre, ce
qui donne lieu à l’hystérésis entre condensation et évaporation. À assez haute
température, le terme entropique domine les deux autres termes dans l’équa-







si, ηi=1(ρi) = −kB (ρi lnρi + (1−ρi) ln(1−ρi)) (1.8)
l’entropie d’un site occupé par du fluide. Comme la fonction −Tsi a un seul
minimum en ρi = 0.5, le terme entropique a tendance à lisser le paysage. On
peut ainsi comprendre que l’hystérésis disparaisse au-dessus d’une température
assez élevée.
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T/Tc




FIGURE 1.10 – Schéma du diagramme de phase (T , fraction volumique de si-
lice) des isothermes d’adsorption dans les aérogels numériques. En dessous de
la courbe en trait continu T ∗ = f (fraction volumique de silice), l’isotherme d’ad-
sorption est abrupte, au-dessus elle est graduelle. Cette ligne est une ligne de
points critiques, la taille des avalanches diverge lorsqu’on suit les flèches oranges.
La courbe en pointillés sépare les régimes avec et sans hystérésis (d’après [29,
30]).
Diagramme de phase température–porosité Pour une porosité donnée,
Detcheverry et coll. [30] ont montré par une analyse en taille finie qu’en
dessous d’une température T ∗, les isothermes d’adsorption deviennent ver-
ticales. Ce changement signe l’apparition d’une macroavalanche remplissant
tout l’échantillon pour un pas de potentiel chimique infinitésimal.
T ∗ augmente avec la porosité. Plus la porosité est grande (plus la fraction
volumique de silice est faible 6), plus T ∗ se rapproche de Tc. Inversement, en
dessous d’une porosité critique, T ∗ est nulle : les isothermes sont continues
à toute température. Ce comportement est schématisé par le diagramme de
phase (T , fraction volumique de silice) de la figure 1.10. En dessous de la
courbe en trait continu T ∗ = f (fraction volumique de silice), les isothermes
d’adsorption sont raides du fait de la présence d’une macroavalanche remplis-
sant l’échantillon d’un coup. Au-dessus de cette courbe, il n’y a pas d’avalanche
macroscopique et les isothermes sont continues 7.
La courbe T ∗ du diagramme de phase est une ligne de points critiques
contrôlés par le désordre (cf. § 1.1.2). La taille des avalanches diverge quand
6. fraction volumique de silice= 1− porosité.
7. Notons bien que l’hystérésis peut subsister au-dessus de cette courbe.
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FIGURE 1.11 – Scaling de la dérivée des isothermes numériques pour diffé-
rentes températures T et porosités Φ proches de la ligne de points critiques
(cf. fig. 1.10) [30].
on suit les flèches de la figure 1.10, soit en réduisant la fraction volumique de
silice, soit en diminuant la température. Ce comportement critique implique
que la forme des isothermes suit une fonction de scaling (fig. 1.11), avec des
exposants critiques compatibles avec ceux trouvés pour les courbes d’aiman-
tation du RFIM à température nulle [31]. La fraction volumique de silice de
l’aérogel joue donc le rôle du désordre.
1.2.4 Bilan
Suffisamment peu désordonnés tout en étant physiquement réalisables, les
aérogels semblent être des bons candidats expérimentaux pour observer l’exis-
tence d’un point critique contrôlé par le désordre et ses conséquences.
1.3 Historique de la transition liquide-gaz dans
les aérogels
Le cadre théorique que nous venons de décrire s’est construit en parallèle
aux résultats expérimentaux dont nous allons maintenant brosser une rapide
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revue. Nous commencerons par les résultats mettant en jeu l’hélium, puis dé-
crirons des systèmes avec d’autres fluides.
1.3.1 Un bref historique de l’hélium dans les milieux poreux
L’hélium en dessous de sa température critique liquide-gaz (Tc ≈ 5.195K [32])
est un système de choix pour étudier les transitions de phase. Bien que tra-
vailler à basse température soit très contraignant expérimentalement, cela se
révèle être un avantage pour ce type d’études en terme de pureté du système.
En effet, à si basse température, les impuretés se solidifient nous permettant
d’étudier un système bien contrôlé 8. Par ailleurs, la transition superfluide, ar-
chétype d’une transition de phase continue, ne s’observe que dans l’hélium (3
ou 4).
Quelques années après la découverte par Keesom et coll. (1932) de la tran-
sition λ, le premier effet d’un milieu poreux en contact avec de l’hélium est
observé : c’est l’effet fontaine [33] découvert par Allen et Jones à Cambridge
(UK). Depuis lors, l’hélium a été intensivement étudié dans de très nombreux
milieux poreux, comme résumé dans un article de revue de Reppy [34]. Nous
nous intéressons ici aux dernières étapes de l’aventure qui ont suscité les re-
cherches présentées ici.
Les mesures de la transition superfluide de l’hélium 4 dans un échantillon
de Vycor, un matériau poreux commercial 9 ayant pour cette expérience des
pores de diamètre environ 60A, ont montré que la transition superfluide sur-
vivait à ce type de confinement, et que l’exposant critique ζ (reliant la fraction
superfluide à la température) avait la même valeur que pour du liquide bulk
[35]. Vers la fin des années 1980, la transition superfluide a été mesurée dans
d’autres types de matériaux poreux, les aérogels de silice, où en plus du confi-
nement, l’effet d’un désordre gelé peut être étudié. De la même manière, la
transition superfluide de l’hélium 4 survit dans ces matériaux, se produisant
à une température bien définie malgré l’environnement désordonné des sub-
strats utilisés. Par contre, l’exposant critique ζ est fortement modifié [36] par
rapport à sa valeur bulk. Il est remarquable que l’aérogel, qui n’occupe dans
le cas de Chan et coll. que 6% de l’espace (porosité de 94%), ait un effet si
important sur la transition de phase.
D’autres transitions de phase peuvent être étudiées dans l’hélium à basse
température. Assez naturellement, l’influence des aérogels sur la transition
8. Les seules impuretés que nous ne maîtrisons pas sont les traces d’hélium 3 naturellement
présentes dans l’hélium 4 que nous utilisons.
9. Corning Inc.
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FIGURE 1.12 – Domaine de coexistence liquide-vapeur de l’hélium 4 dans un aé-
rogel mesuré par Wong et Chan [3]. L’insert est un zoom des points de la figure
principale, situés sous la courbe de coexistence - en tirets- de l’hélium pur.
liquide-gaz a été mesurée 10 par Wong et Chan [3]. Ces auteurs ont réalisé
des mesures de chaleur spécifique isochores, et des isothermes de condensa-
tion pour l’hélium confiné dans un aérogel de porosité 95%. Ils ont interprété
leurs résultats en termes d’une transition de phase à l’équilibre, déplacée par
le désordre. Cette interprétation donne lieu au diagramme de phase à l’équi-
libre, représenté à la figure 1.12, avec un point critique liquide-gaz diminué de
31mK par rapport à sa valeur bulk, et un domaine de coexistence beaucoup
plus étroit.
Cependant, des mesures ultérieures d’isothermes avec un pendule de tor-
sion réalisées par Claude Gabay durant sa thèse [5, 37, 38], confirmées ensuite
par des mesures réalisées par Lambert et coll. [6] et Herman et coll. [8], ont
montré que, même sous le point critique présumé, les isothermes avaient des
pentes finies (non résolues dans les expériences de Wong et Chan [3]). Elles
ont également révélé une forte hystérésis entre le remplissage et la vidange,
qui montre que la condensation et l’évaporation de l’hélium dans les aérogels
est un processus hors d’équilibre.
1.3.2 Autres systèmes de deux fluides dans un aérogel
La recherche d’un comportement de type RFIM dans des systèmes fluides a
donné lieu à de nombreuses recherches. A la suite de ses travaux sur l’hélium,
10. Le diagramme de phase (concentration, température) du mélange 3He-4He ou la transi-
tion superfluide de l’hélium 3 ont aussi été étudiés dans les aérogels.
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le groupe de Chan a également étudié la condensation d’azote dans un aéro-
gel (Wong et coll. [4]) et a pareillement conclu à l’observation d’un véritable
comportement critique déplacé par le désordre 11 .
La séparation de phase de mélanges binaires confinés dans un aérogel a
également été étudiée. De façon similaire à la condensation, il doit y avoir une
séparation en deux phases non miscibles lorsque la température décroît (dé-
mixtion). Si une des espèces fluides a une affinité plus importante que l’autre
avec la matrice poreuse, celle-ci peut modifier le comportement de la transi-
tion de phase. Originellement, la séparation de phase de différents systèmes
binaires a été étudiée dans du Vycor, mais les résultats se sont révélés plu-
tôt interprétables en termes de mouillage différentiel de la surface des pores
qu’en termes de démixtion macroscopique. A la suite des travaux sur l’hé-
lium dans les aérogels, la séparation de phase de mélanges lutidine-eau ou
acide isobutyrique-eau a également été étudiée dans des hydrogels. Des me-
sures de diffusion de la lumière ou de neutrons ont mis en évidence des dyna-
miques lentes au voisinage de la transition de phase du système pur. Ultérieu-
rement, des mesures directes de la concentration d’acide isobutyrique (IBA)
(l’équivalent d’isothermes d’adsorption) ont révélé l’existence d’un plateau (à
l’échelle de la résolution des mesures) de la concentration en IBA en fonction
du potentiel chimique en dessous d’une température inférieure à la tempéra-
ture critique du mélange non confiné [40]. Le diagramme de phase résultant
est analogue à celui rapporté par Wong et coll. pour l’hélium et l’azote [3, 4].
Dans tous les cas, les auteurs font l’hypothèse d’une transition de phase à l’équi-
libre.
Cependant, des études de diffusion de neutrons sur CO2 confiné dans un
aérogel à proximité du point critique de la transition liquide-gaz n’ont pas ob-
servé la signature attendue pour une telle transition [41] : les longueurs de
corrélations dans le fluide restent finies, en accord avec une suppression de la
transition de phase à cause du désordre.
Ces différents résultats sont incompatibles dans l’hypothèse d’une transi-
tion de phase à l’équilibre. Par contre, ils ne le sont pas si on suppose que
l’apparition d’une partie raide dans les isothermes résulte de la transition de
phase hors-équilibre proposée par Sethna et coll.
11. Cependant, dans le cas des isothermes à l’azote, Herman et coll. ont mesuré que la dé-
formation de l’aérogel due aux forces de tension de surface étaient conséquentes [39], défor-
mation qui n’est pas prise en compte dans l’analyse de leurs résultats par Wong et coll. [4].
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FIGURE 1.13 – Isothermes d’adsorption de deux aérogels de porosité 95% à diffé-
rentes températures [42]. Seul l’échantillon synthétisé en milieu basique montre
une transition en fonction de la température.
1.4 À la recherche de la transition hors-équilibre
Outre le fait que la condensation de l’hélium dans un aérogel est un proces-
sus hors-équilibre, les mesures de Lambert et coll. [6] et Herman et coll. [8]
avaient révélé un raidissement des isothermes à basse température. Comme
l’avaient montré Detcheverry et coll., ce comportement est qualitativement
compatible avec celui attendu théoriquement dans l’hypothèse d’une transi-
tion hors-équilibre contrôlée par le désordre. Il n’a cependant été observé que
pour des aérogels synthétisés en milieu basique (correspondant effectivement
au processus DLCA) (fig. 1.13). Pour un aérogel synthétisé en milieu neutre,
la raideur des isothermes ne dépend que très peu de la température (tout du
moins dans le domaine exploré). Cette différence a été qualitativement inter-
prétée en termes de désordre élevé des aérogels neutres (leur synthèse corres-
pond à un processus DLA — Diffusion Limited Agregation— donnant lieu à des
aérogels fractaux sur un grand domaine d’échelle de taille).
Suite à ces travaux, la thèse de Fabien Bonnet visait à démontrer l’existence
d’une ligne de points critiques contrôlés par le désordre et à tracer un dia-
gramme de phase en fonction de la porosité pour la condensation de l’hélium
dans des aérogels basiques. La transition entre les deux régimes de condensa-
tion prédits par le modèle doit s’observer enmesurant la raideur des isothermes
d’adsorption. Fabien Bonnet [7] a ainsi mesuré les isothermes d’adsorption de
deux aérogels basiques, B35 (98% de porosité) et B102 (95.5% de porosité).
Pour ces deux échantillons, les mesures reproduites à la figure 1.14 montrent
un raidissement des isothermes quand la température baisse et la porosité aug-
mente. Le fait que la forme de l’isotherme dépende de la température ne peut
être expliqué par un simple modèle de condensation capillaire. Dans ce type de
modèles, la forme de l’isotherme dépend surtout de la distribution de la taille
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P − Psat(T ) (mbar)
Φ
B102 (95 % de porosité) B35 (98.5 % de porosité)
FIGURE 1.14 – Isothermes d’adsorption et de désorption dans deux échantillons
de porosités différentes à différentes températures. Les flèches montrent le sens
de parcours des isothermes .
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des pores, et peu de la température [43, 44]. Par contre, ces résultats vont dans
le sens du diagramme de phase sur la taille des avalanches tracé dans le cadre
des prédictions du modèle en champ moyen local (fig. 1.10, [30]). Cependant,
on n’observe jamais de divergence de la pente des isothermes.
Des mesures optiques ont montré les premiers signes de la transition entre
un régime de condensation abrupt vers un régime de condensation mou en
fonction de la température [42].
Notons au passage que les aérogels basiques sont les seuls matériaux où
les signes de ce point critique contrôlé par le désordre ont été observés. Ainsi,
par exemple, Fabien Bonnet n’a pas observé d’évolution avec la température
de la forme des isothermes d’adsorption d’hélium dans du Vycor [44]. Dans ce
cas, la fraction volumique de silice est tellement importante (c.-à-d. désordre
tellement fort) qu’on ne peut pas passer sous la ligne séparant les régimes
abrupts et graduels de la figure 1.10.
1.5 Conclusion
L’étude de la condensation de l’hélium dans les aérogels de silice s’inscrit
donc dans la lignée des études de l’influence du désordre sur les transitions de
phase. Un des intérêts de l’hélium par rapport aux autres fluides réside dans la
très faible tension de surface entre le liquide et le gaz. Cela lui permet alors de
se condenser dans un aérogel sans (trop) le déformer (Herman et coll. [39]).
Proposée comme une réalisation expérimentale du RFIM à l’équilibre, la
condensation de l’hélium dans un aérogel a été observée comme telle avant que
ne soit mis en évidence le caractère hystérétique du phénomène. Detcheverry et
coll. ont alors développé un modèle en champ moyen local pour expliquer la
dépendance en température de la forme des isothermes.
Si la condensation de l’hélium dans un aérogel est effectivement bien dé-
crite par le modèle en champ moyen local, elle doit se faire par avalanches
successives dont la taille obéit à une certaine distribution. À notre connais-
sance, jusqu’à présent, les seules observations d’avalanches dans ce type de
systèmes ont été réalisées avec de l’hélium superfluide dans des membranes
(Lilly et coll. [25, 45]). Cependant, aucun signe de transition entre un régime
de condensation molle et abrupte n’est évoqué.
Les résultats que nous présentons dans ce travail montrent que la conden-
sation de l’hélium dans un aérogel basique est bien décrit par ce modèle. Nous
observons à la fois la manifestation du point critique contrôlé par le désordre
introduit par Sethna et coll. (chapitre 3), et le caractère athermique du sys-
tème, avec en particulier l’observation du RPM microscopique (chapitre 5).
Aucune avalanche individuelle n’a pu être isolée, et nous donnons au chapitre 4
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quelques arguments permettant de le comprendre. Avant de décrire les résul-
tats, nous commençons par décrire le dispositif expérimental qui a permis de




À l’équilibre, la transition liquide gaz peut s’observer soit en faisant varier
la température à pression fixée, soit en faisant varier la pression à température
fixée. Comme celles demes prédécesseurs, les expériences réalisées au cours de
cette thèse l’ont été à température fixe en variant la pression, ce qui correspond
au cas étudié par Sethna et coll.
Réaliser une isotherme consiste à fixer la température de l’échantillon et du
fluide, et à mesurer la quantité de matière condensée au cours d’une excursion
de pression.
Dans ce chapitre, nous décrivons dans un premier temps les échantillons
sur lesquels nous avons travaillé (§ 2.1). Le dispositif expérimental est ensuite
décrit dans deux parties : le cryostat au paragraphe 2.2 et le contrôle des iso-
thermes au paragraphe 2.3. Nous terminons cette description par quelques ré-
sultats de diffusion élastique de la lumière utiles pour l’analyse des données
au paragraphe 2.4.
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Chapitre 2. Dispositif expérimental
2.1 Échantillons
Un aérogel est un matériau poreux synthétique issu d’un gel, dont la com-
posante liquide a été remplacée par du gaz. Il en résulte un matériau solide
ayant une porosité allant de 85% à 99.9%. L’utilisation des aérogels reste pour
le moment assez confidentielle avec quelques applications mettant en jeu les
propriétés isolantes remarquables des aérogels. Leur indice optique ajustable
sur une large gamme leur permet de servir dans les détecteurs Cˇerenkov [46],
tandis que leur densité particulièrement faible a permis de freiner, sans les dé-
grader, des particules de la comète Wild 2 lors de sa traversée par la sonde
américaine Stardust en 2004.
La synthèse des aérogels de silice implique une réaction de polymérisation
d’organométalliques à base de silicium. Le pH du milieu de synthèse joue sur
la cinétique de la réaction de polymérisation, et in fine sur la structure des
aérogels synthétisés.
Pour synthétiser des aérogels numériques ayant les mêmes propriétés struc-
turales que les aérogels réels, les synthèses numériques miment le mécanisme
de formation de l’aérogel. Les aérogels numériques utilisés par François Det-
cheverry durant sa thèse pour réaliser ses simulations ont été synthétisés par
l’algorithme DLCA 1 (Diffusion Limited Cluster Aggregation [26, 27, 28]). L’al-
gorithme DLCA reproduit les structures observées dans le cas des aérogels syn-
thétisés en conditions basiques [47]. Afin de se rendre compte du type de struc-
tures obtenues par DLCA, la figure 2.1 représente un aérogel numérique que
j’ai synthétisé.
Mon travail expérimental s’est concentré sur B102, un aérogel synthétisé
sous conditions de pH basique ayant une densité de 102g.L−1. Par ailleurs,
j’ai analysé des données acquises par Fabien Bonnet durant sa thèse sur B35
(synthèse basique, 35g.L−1) et N102 (synthèse neutre, 102g.L−1). 102g.L−1 et
35g.L−1 correspondent à des porosités respectives de 95% et 98.5%. Tous ces
aérogels sont des cylindres de 14mm de diamètre et de 3.7mm d’épaisseur. La
longueur de corrélation de la silice vaut environ 20nm pour B102 [42]. Celle-ci
fixe ensuite les échelles de taille dans les aérogels numériques.
Ces aérogels ont été synthétisés spécialement pour ces expériences par Fa-
bien Bonnet durant sa thèse, en collaboration avec Florence Despetis du Labo-
ratoire Charles Coulomb de Montpellier. Une attention particulière a été por-
tée à l’état des surfaces des échantillons. En effet, les expériences réalisées
1. On commence par placer la quantité de matière au hasard sur un réseau. On fait ensuite
diffuser ces particules. Dès que deux particules se touchent, elles s’agrègent pour former un
amas. Les amas diffusent d’autant moins vite qu’ils sont gros, et dès que deux amas se ren-
contrent, ils se collent pour ne former plus qu’un amas. L’algorithme s’arrête lorsque toutes les
particules appartiennent au même amas.
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FIGURE 2.1 – Visualisation d’un Aerogel de 99% de porosité synthétisé par un
algorithme DLCA. Il n’y a qu’un amas (les conditions aux limites sont périodiques).
jusque-là l’étaient avec des disques d’aérogels découpés dans des barreaux cy-
lindriques. Or, la découpe dégrade les surfaces et les fait diffuser fortement la
lumière, perturbant alors les mesures optiques sur lesquelles repose en grande
partie cette étude. Pour s’affranchir de l’opération de découpe, les aérogels ont
été synthétisés dans des moules aux dimensions de la cellule expérimentale
du cryostat. Le moule est constitué d’une bague en verre placée entre deux
plaques de Téflon polies, qui sont en contact avec les faces du cylindre, ce qui
assure un bon état de surface. La matière est introduite dans ces moules par
un trou effectué dans la bague en verre.
2.2 Cryostat
Une fois synthétisé, l’échantillon est placé dans une cellule expérimentale
refroidie dans un cryostat à hélium 4.
2.2.1 Accès optique
Le cryostat que j’ai utilisé durant ma thèse possède des accès optiques per-
mettant de visualiser directement l’échantillon. Claude Gabay avait mesuré du-
rant sa thèse une phase dite blanche à la pression de vapeur saturante dans un
aérogel. Ces mesures, réalisées avec un pendule oscillant, montraient que la
densité de l’échantillon était inférieure à ce qu’elle aurait dû être si il avait
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FIGURE 2.2 – Position schématique des écrans thermiques du cryostat optique.
Les écrans à 77K et à 4K sont en cuivre et en contact thermique avec les fluides
cryogéniques. Les hublots des écrans à 77K et 4K sont thermalisés aux écrans en
cuivre pour évacuer la chaleur absorbée.
été plein de liquide. Le mélange liquide-gaz devait alors diffuser la lumière,
d’où le nom de phase blanche, et un accès visuel à l’échantillon devait donc
permettre de mettre cette phase en évidence. Ce cryostat optique a alors été
réalisé par Thierry Lambert durant sa thèse [6], à partir d’un cryostat initiale-
ment construit pour effectuer des mesures de diffusion de neutrons.
Pour pouvoir refroidir un échantillon, il est nécessaire de réduire au maxi-
mum tous les apports extérieurs de chaleur. La chaleur se propage par conduc-
tion, convection ou rayonnement. La conduction et la convection sont limitées
par un vide d’isolement entourant les parties froides du cryostat. Habituelle-
ment, le rayonnement est limité par les réservoirs des fluides cryogéniques du
cryostat qui jouent le rôle d’écrans thermiques.
Cependant, les réservoirs des cryostats utilisés pour faire des mesures avec
des neutrons s’arrêtent au-dessus de la zone d’étude pour éviter que les fluides
ne diffusent les neutrons. Les écrans thermiques protégeant la cellule sont alors
des pièces conductrices thermalisées à 77K et à 4K par conduction au contact
avec les réservoirs d’azote et d’hélium (cf. fig. 2.2).
Cette conception avec des écrans métalliques permet d’avoir un accès op-
tique direct sans passer à travers les fluides cryogéniques en ébullition, d’où
le choix initial de partir de ce cryostat pour neutrons pour réaliser ce cryostat
optique. Des fenêtres sont donc percées dans les écrans, de manière à lais-
ser passer la lumière visible. Cependant, il faut limiter autant que possible le
rayonnement thermique à 300K (infrarouge) susceptible d’être absorbé par
l’échantillon et la cellule, et donc de les chauffer. Une étude détaillée a été réa-
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lisée sur ce cryostat pour optimiser les filtres optiques servant de hublots des
cryostats optiques [48, 7].
La cellule doit assurer une bonne thermalisation de l’échantillon. Elle est
donc en cuivre, et ses fenêtres sont en saphir (qui a une conductivité thermique
bien supérieure à celle du verre). Nous décrivons au paragraphe suivant le
principe et les performances de la régulation de température de la cellule.
2.2.2 Régulation de température
Réaliser une isotherme de condensation, c’est mesurer la quantité de li-
quide condensé en fonction de la pression. Pour déterminer si une isotherme
est raide ou continue, il faut donc mesurer la pression avec la meilleure réso-
lution possible.
La résolution en pression atteinte est dans ce type d’expériences très forte-
ment couplée à la qualité de la régulation en température de la cellule. En effet,
supposons que nous mesurions les propriétés bulk de la transition liquide-gaz.
À la coexistence, si on impose la température, la pression est fixée : c’est la
pression de vapeur saturante. Ainsi, une petite variation de température due à
une mauvaise régulation provoque une petite variation de pression, que nous
mesurerons si notre capteur est suffisamment précis. Entre 4K et 5K, la pente
de la pression de vapeur saturante en fonction de la température est de l’ordre
de 1bar/K. Pour avoir une résolution de pression de 20µbar (c’est ce que nous
avons), nous avons donc besoin d’une cellule régulée à 20µK pour que la me-
sure de pression ne soit pas dominée par les fluctuations de température 2.
Principe
Ce cryostat optique a été optimisé pour avoir une très bonne stabilité ther-
mique entre 1K et 10K. Le mode de refroidissement n’est pas le même suivant
que l’on souhaite travailler au-dessus ou en dessous de 4.2K. En dessous, il
faut utiliser la boîte à 1K ; ce mode n’est pas décrit dans cette thèse puisque
nous n’avons travaillé qu’au-dessus de 4.2K.
Au-dessus de 4.2K, la cellule est refroidie par une circulation d’hélium ga-
zeux. Le gaz est prélevé dans le réservoir d’hélium du cryostat, au-dessus de
l’interface liquide-gaz, et injecté dans un capillaire connecté à une pompe qui
assure la circulation (fig. 2.3). Le gaz passe d’abord à travers le bain d’hélium li-
quide situé dans la partie supérieure du cryostat pour se thermaliser à une tem-
pérature proche de 4.2K. Le capillaire est ensuite enroulé autour d’une masse
2. On peut vérifier expérimentalement que cet argument reste valable sur une isotherme
d’adsorption en provoquant une variation de température au cours de l’isotherme et en mesu-
rant la variation en pression associée, qui est du même ordre que sur la courbe de saturation.
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FIGURE 2.3 – Schéma du principe de refroidissement et de régulation en tempéra-
ture de la cellule. L’hélium est prélevé dans la vapeur du bain. La cellule est isolée
du bain. Les deux échangeurs régulés en température sont notés 1 et 2.
de cuivre suspendue dans le vide munie d’un thermomètre et d’un chauffage
(échangeur noté 1 sur la figure 2.3). La régulation thermique de cette masse
assure une température en sortie de l’enroulement de ±150µK pic-à-pic. Le
deuxième échangeur avec thermomètre et chauffage est quant à lui couplé
thermiquement à la cellule (noté 2 sur la figure 2.3).
En début de refroidissement, l’hélium gazeux en sortie de l’échangeur 2
est très chaud, puisqu’il faut absorber toute la chaleur spécifique de la cel-
lule. Il faut donc éviter de le faire remonter dans le bain d’hélium pour limiter
la consommation d’hélium liquide du cryostat. On opère donc vanne i (pour
initiale) ouverte, et vanne n (pour normale) fermée. Une fois la cellule therma-
lisée, on ferme la vanne i et on ouvre la vanne n. L’hélium remonte alors par
un capillaire couplé thermiquement au capillaire de descente, ce qui permet
de pré-refroidir par contre-courant l’hélium qui descend.
La cellule est découplée du bain d’hélium, et est refroidie principalement
par la circulation d’hélium gazeux. L’association de cette technique et d’une
électronique adaptée (décrite au paragraphe suivant) permet d’atteindre une
stabilité de ±10µK pic-à-pic à 4K sur deux jours 3. Le prix à payer pour une
3. C’est la durée entre deux transferts d’hélium successifs. Au cours d’un transfert, l’état
du système est fortement perturbé car l’électronique de mesure n’a pas le temps d’encaisser
les conséquences des variations brutales de températures des capillaires traversant le réservoir
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telle stabilité de température est le temps que dure la mise à froid à cause du
faible couplage entre la cellule et le bain d’hélium (près de 20 heures).
Performances et régulation en température de l’électronique
Les thermomètres utilisés pour la régulation et la mesure de la température
de la cellule sont deux résistances de germanium Lake Shore GR-200A-1000
ayant une résistance d’environ 1000Ω à 4K.
La régulation de température est effectuée par deux Ponts 4 fils 4, un pour
chacun des échangeurs 1 et 2. En prenant toutes les précautions décrites dans
la thèse de Fabien Bonnet [7] (thermalisation des thermomètres et régulation
en température de l’électronique de mesure pour limiter sa dérive), on peut
atteindre une résolution en température de ±10µK pic-à-pic (fig. 2.4).
La température de la cellule est mesurée indépendamment de la régulation
par un TRMC2 5. Le TRMC2 est un peu plus bruyant que le Pont 4 fils, mais
présente l’avantage d’être moins sensible aux variations de température am-
biante. Ceci nous permet de mettre en évidence l’influence de température de
la salle sur la température de la cellule. La figure 2.5 présente en effet :
— la température de la salle Tclim (dans laquelle se trouvent le Pont 4 fils
et le pré-amplificateur du TRMC2),
— la température de la cellule mesurée par le TRMC2 (en rouge) et le
signal d’erreur converti en température de la régulation de température
de la cellule effectuée par un Pont 4 fils (en vert),
— et la puissance de chauffage sur la cellule
au cours d’une panne de climatisation. Indépendamment des pics sur le signal
d’erreur (dus, comme les variations de puissance de chauffage de la cellule
Wh, non pas à la coupure de climatisation mais à une succession de condensa-
tions et d’évaporations partielles durant cette période), la valeur moyenne de
la conversion en température du signal d’erreur reste nulle durant la panne de
climatisation : c’est par définition la conséquence de la régulation. Par contre,
la température mesurée de manière indépendante par le TRMC2 dérive de
150µK, soit 30µK par degré Celsius. Cette dérive s’explique par la dérive ther-
mique du Pont 4 fils, qu’on peut voir comme une dérive de la résistance de
référence par rapport à laquelle est équilibré le pont. Cette observation justifie
la nécessité de réguler au degré près la température de la salle dans laquelle
se trouve l’électronique de mesure.
d’hélium liquide.
4. Développés par le service électronique du Centre de Recherche sur les Très Basses Tem-
pératures (CRTBT) et commercialisés sous licence ANVAR par Barras-Provence.
5. Thermomètre Régulateur Multi-Capteur version 2, développé au CRTBT et commercia-
lisé sous licence CNRS-ANVAR par Barras-Provence.
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FIGURE 2.4 – Valeur R de la résistance utilisée pour la régulation de la cellule,
conversion de R en température T , et pression P par rapport à leurs valeurs
moyennes, et puissance de chauffage de la cellule Wh en fonction du temps. Les
barres grises désignent les zones à plus ou moins l’écart type. Les oscillations de
pression lues au niveau du capteur sont dues à la manière dont nous régulons la
température de la salle (mode tout ou rien). Le flux de matière résultant dans la



























régulation Pont 4 fils
mesure TRMC2
t (h)
FIGURE 2.5 – Haut : température de la salle Tclim – milieu : signal d’erreur de la
régulation en température de la cellule converti en température (vert) et mesure
de la température de la cellule par le TRMC2 (rouge) – bas : puissance de chauf-
fage imposée sur la cellule par la régulation. Peu après t = 20h, la climatisation
s’est arrêtée.
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FIGURE 2.6 – Circuit d’hélium expérimental. Les capillaires descendant vers la
cellule sont thermalisés par la circulation d’hélium sortant de l’échangeur 2 de la
figure 2.3.
2.3 Contrôle de la quantité de matière
La température de la cellule étant fixée, il faut pouvoir contrôler l’apport
ou le retrait d’hélium dans la cellule pour effectuer une isotherme. On peut
transférer la matière soit par doses et attendre que le système se stabilise, soit
continûment. C’est cette dernière méthode qui est choisie ici.
La cellule est reliée par un capillaire à une boîte de volume calibré située à
l’extérieur du cryostat, et thermalisée à une température comprise entre 77K et
200K (fig. 2.6). On enferme dans le circuit une certaine quantité d’hélium, qui
reste fixée au cours d’une expérience. L’hélium se répartit entre les différents
volumes du circuit, suivant les températures de ces volumes, et la pression
(uniforme aux variations hydrostatiques près).
Une isotherme d’adsorption est donc réalisée en faisant une rampe de tem-
pérature sur la boîte de volume calibré (fig. 2.7). Connaissant la quantité de
matière sortant de la boîte, on peut en déduire la quantité de matière entrant
dans la cellule.
Cette méthode a pour inconvénient qu’on ne peut pas vider la cellule en-
tièrement. Pour vider complètement la cellule, il faudrait pouvoir faire tendre
la pression vers 0, ce qui est impossible avec cette technique. La pression mi-
nimale est obtenue quand la température de la boîte vaut Tboîte = 77K.
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FIGURE 2.7 – Isotherme d’adsorption pour un débit de 0.3 cm3TPN/min avant cal-
cul de la fraction liquide : pression en fonction de la température Tboîte de la boîte
de volume calibré. L’insert détaille la courbe. L’isotherme a été réalisée à 4.60K.
La pression de vapeur saturante à 4.60K vaut 1419.3mbar. Les régimes de com-
pression du gaz, condensation de liquide dans l’aérogel et condensation de liquide
bulk sont indiqués au-dessus de la courbe (cf. § 2.3.1).
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2.3.1 Calcul de la fraction condensée
On trace la pression P dans le circuit d’hélium en fonction de la tempéra-
ture de la boîte Tboîte sur la figure 2.7. On remarque trois régimes différents.
Pour Tboîte < 100K, P est une fonction quasi linéaire de Tboîte. La pression at-
teint ensuite un premier (quasi-)plateau, puis un vrai palier. Ce dernier palier
se situe à la pression de vapeur saturante de l’hélium pour la température à la-
quelle cette isotherme a été réalisée. Il correspond à la condensation de liquide
bulk dans les volumes morts de la cellule (c’est-à-dire les volumes de la cellule
non occupés par l’aérogel). Le quasi-palier précédant le palier bulk correspond
à la condensation de l’hélium dans l’aérogel. Cette affirmation est confirmée
par l’observation optique comme nous le verrons au paragraphe 3.2.2 (p. 52).
Enfin, durant la première partie de l’isotherme, la pression évolue : cela cor-
respond à la compression du gaz situé dans la cellule, aérogel compris. L’étude
optique mettra en évidence la formation d’un film d’hélium liquide à la sur-
face des brins de silice de l’aérogel durant cette partie de l’isotherme (§ 3.2.3
(p. 54)).
À chaque instant, on mesure les températures de chaque endroit du cir-
cuit et la pression (supposée uniforme). Connaissant les différents volumes,
on connaît alors la quantité de matière en chaque endroit du circuit. En parti-
culier, on peut donc savoir combien d’hélium sort de la boîte lorsqu’on chauffe
celle-ci. La quantité d’hélium dans le circuit est scellée en début d’expérience.
La connaissance de la quantité d’hélium dans chaque volume du circuit nous
permet de déduire la quantité d’hélium dans l’aérogel, et donc la densité ρ de
l’hélium confiné.
Si on suppose que le fluide confiné a à l’état liquide la densité du liquide
bulk à la température et à la pression régnant dans la cellule, et à l’état gazeux
la densité du gaz bulk dans les mêmes conditions, on a, en notant Φ la fraction
liquide
ρ = Φ ·ρl(T, P) + (1−Φ) ·ρg(T, P). (2.1)
On peut alors résoudre cette équation pour remonter à la fraction liquide bulk.
En fait, cette équation n’est pas strictement exacte car l’hélium liquide est com-
primé par l’interaction de Van der Waals au voisinage immédiat des filaments
de silice. Cependant, le long du quasi-plateau de pression, l’hélium condensé
est suffisamment loin de ces filaments pour assimiler sa densité à la densité
saturée. Si on se réfère à l’état plein, on a alors
∆ρ = (Φ− 1) · (ρl(T, P)−ρg(T, P)), (2.2)
ce qui permet de remonter à la fraction liquide Φ dans l’aérogel, à partir de la
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FIGURE 2.8 – Fraction liquide Φ en fonction de P − Psat pour l’isotherme à
T = 4.60K de la figure 2.7. La pression de vapeur saturante à 4.60K vaut
Psat = 1419.3mbar.
quantité d’hélium injecté entre le point à Φ et l’état plein 6.
Le traitement des données de la figure 2.7 par la méthode décrite ci-dessus
donne les résultats de la figure 2.8.
2.3.2 Améliorations apportées depuis la thèse de Fabien
Bonnet
Une bonne résolution des isothermes exige un contrôle fin de la tempé-
rature des capillaires connectant la cellule au circuit d’hélium à température
ambiante. En effet, des variations de température, à l’intérieur ou à l’extérieur
du cryostat, changent, pour une pression donnée, la quantité d’hélium dans
les capillaires, ce qui induit une erreur sur le calcul de la quantité d’hélium
dans la cellule, donc sur la fraction condensée. En outre, pour une pression
donnée dans la cellule, la pression lue par le capteur à température ambiante
est inférieure, à cause du poids de la colonne d’hélium contenue dans le capil-
laire connectant le capteur de pression à la cellule. Il importe alors d’éviter la
6. Cette méthode est détaillée dans l’annexe A.
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présence de liquide dans ce capillaire, donc de contrôler sa température à une
valeur supérieure à celle de la cellule.
Les capillaires à l’ambiante sont isolés thermiquement pour filtrer les fluc-
tuations résiduelles de température de la pièce. Les deux capillaires qui relient
la cellule au sommet du cryostat sont soudés sur un barreau de laiton situé
dans un tube sous vide traversant le bain de liquide. Les extrémités du tube
sont ancrées à 300K et à 10K (cf. fig. 2.6). Le diamètre du barreau de laiton est
choisi assez élevé pour que le flux de chaleur conduit soit très supérieur au flux
rayonné vers la paroi froide du tube. Le profil de température est alors approxi-
mativement linéaire entre 300K en haut et 10K au fond, indépendamment du
niveau d’hélium dans le bain. La thermalisation des capillaires s’achève par
un passage dans le circuit de retour de la circulation, en aval de l’échangeur
de régulation de la cellule. Idéalement, si cet échangeur était parfait, le fluide
contenu dans les capillaires serait à la même température que la cellule, donc
nécessairement gazeux (on travaille à P < Psat).
Cependant, durant sa thèse, Fabien Bonnet avait constaté de temps en
temps des anomalies de la pression mesurée au niveau du capteur. Même si le
mécanisme n’était pas complètement compris, il semblait clair que ces évène-
ments étaient liés à de la condensation ou de l’évaporation dans les capillaires
descendant vers la cellule, modifiant ainsi la chute de pression hydrostatique.
Ceci suppose l’existence d’un point plus froid que la cellule à un endroit des ca-
pillaires. Les capillaires sont thermalisés par la circulation d’hélium sortant de
l’échangeur 2 de la figure 2.6. Si l’échangeur n’est pas parfait, la température
de l’hélium de la circulation peut être inférieure à la température de l’échan-
geur et donc de la cellule. La pression de vapeur saturante pour ce point froid
est inférieure à ce qu’elle vaut dans la cellule, ce qui peut donc provoquer la
condensation dans le capillaire.
Dans ce travail, nous avons résolu le problème en rajoutant un chauffage
sur les capillaires situés entre l’échangeur et la cellule (cf. fig. 2.6). En aug-
mentant la puissance appliquée, on constate que la pression mesurée par le
capteur présente dans certains cas une augmentation d’une fraction de mbar
pour une puissance de l’ordre de 0.5mW 7, que nous associons à l’évaporation
du liquide dans les capillaires. En pratique, en travaillant au-delà de cette puis-
sance, nous faisons disparaître les oscillations qui perturbaient les isothermes
de Fabien Bonnet.
En parallèle, en optimisant la lecture de la jauge de pression, nous avons
gagné un chiffre significatif sur la pression par rapport à la thèse de Fabien
Bonnet.
Grâce à ces deuxmodifications, nous avons notablement amélioré la qualité
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FIGURE 2.9 – Comparaison d’isothermes d’adsorption de la thèse de Fabien Bonnet
(en rouge) et aujourd’hui (en vert). Les deux isothermes ont été réalisées autour
4.8K.
des isothermes, comme on peut le constater sur la figure 2.9. Ce progrès a
été indispensable pour démontrer le caractère abrupt des isothermes à basse
température.
2.4 Mesures optiques
Les résultats de cette étude reposent en grande partie sur des mesures de
diffusion élastique de lumière par les échantillons en cours de remplissage. Ces
mesures nous permettent d’avoir accès à certaines informations de corrélation
de matière, inaccessibles aux mesures thermodynamiques jusque-là évoquées.
Lorsqu’une molécule est placée dans une onde électromagnétique, les élec-
trons de la molécules sont soumis au champ électrique oscillant de l’onde,
oscillent à leur tour et deviennent sources secondaires de lumière. C’est ce
phénomène qu’on appelle diffusion de la lumière 8. Tous ces champs rayonnés
interfèrent en tout point donné de l’espace : c’est le signal qu’on enregistre.
8. Si les fréquences de l’onde incidente et des ondes diffusées sont identiques, la diffusion
est dite élastique. C’est le cas dans les expériences présentées ici.
41







FIGURE 2.10 – Décomposition du champ incident par rapport au plan de diffusion.
L’expression exacte de la lumière diffusée par des diffuseurs arbitraires est
une entreprise ardue. Par contre, sous certaines hypothèses, les calculs peuvent
être conduits. L’analyse du signal optique permet alors de remonter aux pro-
priétés de la matière diffusante 9.
2.4.1 Régime de Rayleigh
Le cas le plus simple à dériver est celui de particules petites devant la lon-
gueur d’onde incidente λ = 2pi/k. Dans ce cas, on peut écrire le champ diffusé
par une particule E(θ ) dans une direction faisant un angle θ avec la direction
incidente en fonction du champ incident décomposé suivant la composante pa-
rallèle E0‖ et perpendiculaire E0⊥ au plan de diffusion (cf. fig. 2.10) et de la








Comme nous orientons la polarisation du laser perpendiculairement au
plan de diffusion, l’intensité diffusée par N particules indépendantes s’écrit
donc comme la somme des intensités diffusées par chaque particule,
I(θ )∝ Nk4|α|2I0, (2.4)
avec I0 l’intensité de l’onde incidente. L’intensité est alors indépendante de θ
dans le régime de Rayleigh dans cette configuration.
















On remarque que l’intensité dépend à la fois de la taille a des particules et de
leur nombre N .
Nous verrons que ce cas bien connu de la diffusion de la lumière par des
particules de taille a petites devant la longueur d’onde λ ne peut s’appliquer à
nos expériences, car la diffusion dans le plan perpendiculaire à la polarisation
du laser est anisotrope. Nous avons cependant évoqué ce régime car il nous
sert pour dériver son extension pour des particules plus grandes, le régime de
Rayleigh-Gans.
2.4.2 Régime de Rayleigh-Gans
Dans le cas qui nous intéresse, nous souhaitons mesurer comment l’hélium
liquide d’indice optique nl remplace l’hélium gazeux d’indice ng à l’intérieur
de l’aérogel. La différence d’indice optique entre le liquide et le gaz est petite
(nl = 1.0243 et ng = 1.0032 à 4.2K [32]), nlng − 1
≪ 1. (2.7)
Le régime de Rayleigh-Gans s’applique aux particules d’extension spatiale
a, si en plus de la relation (2.7), on a également
ka
 nlng − 1
≪ 1, (2.8)
où k = 2pi/λ est le vecteur d’onde de l’onde incidente. Cette condition s’in-
terprète comme le fait que l’onde après avoir traversé l’objet diffusant, n’est
pas si différente de ce qu’elle aurait été si la particule n’avait pas été là. On
peut montrer que la relation (2.8) implique que l’onde incidente et l’onde dif-
fusée sont peu perturbées par la présence des particules. Cela correspond à
l’approximation de Born où on considère que le champ incident en un point
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du milieu diffusant est indépendant de la présence du milieu diffusant. Si la
condition (2.8) n’est pas réalisée, la diffusion multiple à l’intérieur d’un diffu-
seur n’est plus négligeable.
Dans ces conditions, on peut écrire à partir des équations de Maxwell que le
champ diffusé en une direction de l’espace par un milieu matériel quelconque
est la somme cohérente des champs diffusés par chaque volume élémentaire
du milieu diffusant, en prenant partout comme champ excitateur le champ
incident. Pour un vecteur de transfert q perpendiculaire à la polarisation du







Cela revient à calculer la diffusion de la lumière par les volumes élémentaires
qui sont alors dans le régime de Rayleigh, puis à les sommer de manière co-
hérente. La diffusion de la lumière permet donc de remonter au facteur de
structure puisque εr(r
′) − 1 est proportionnel à ρ(r) la densité locale de ma-







Si on divise en petits volumes élémentaires une particule ne satisfaisant
pas aux hypothèses du régime de Rayleigh mais satisfaisant aux hypothèses
du régime de Rayleigh-Gans, on peut montrer que l’intensité diffusée par cette
particule s’écrit alors
IRayleigh−Gans = IRayleigh · |R|2 , (2.11)








et IRayleigh est l’intensité diffusée par une particule petite devant la longueur
d’onde.
Cas de sphères
R peut se calculer pour les géométries simples. Pour une sphère de rayon
a, on montre que







(sin x − x cos x). (2.14)
Ainsi, pour N sphères indépendantes de rayon a, l’intensité diffusée dans







a6I0 · G2(2ka sin(θ/2)). (2.15)
On remarque en particulier que pour des petites sphères (ka → 0), l’ex-
pression (2.15) est équivalente à l’expression (2.6) : on retrouve le régime de
Rayleigh.
Nos mesures optiques nous donnent accès au rapport I(45°)/I(135°) qui







On trace sur la figure 2.11 les signaux optiques attendus à 45° et à 135° pour des
billes d’hélium liquide dans du gaz (à 4.2K) avec un laser HeNe à λ = 633nm
en fonction du rayon des billes a. Pour des particules de rayon suffisamment
faible (< 250nm), le rapport d’anisotropie est monovalué de la taille des dif-
fuseurs. On s’attend par exemple à une anisotropie de 2 pour des billes indé-
pendantes de 100nm de rayon, ou de 5 pour des billes de 150nm de rayon.
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FIGURE 2.11 – Signaux proportionnels à l’intensité diffusée à 45° (rouge) et à 135°
(vert) par une assemblée de sphères, et rapport d’anisotropie I45°/I135° (bleu)
en fonction du rayon a des sphères pour une longueur d’onde de 633nm dans
l’approximation de Rayleigh-Gans. L’échelle du haut permet de vérifier la validité
(2.8) de l’approximation de Rayleigh-Gans.
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Point critique contrôlé par le
désordre
Comme nous l’avons exposé au paragraphe 1.1.2 (p. 7), Sethna et coll.
[10] ont montré que les courbes d’aimantation du RFIM à température nulle
passaient d’abruptes à molles pour un désordre critique R∗. Dans ce chapitre,
nous montrons que ce comportement s’observe dans le cas de la condensation
de l’hélium dans les aérogels de silice, en accord avec les prédictions de la
modélisation en champ moyen local de François Detcheverry.
Le caractère hors-équilibre de la condensation de l’hélium dans les aéro-
gels de silice est maintenant reconnu [5, 37, 38, 8] et a été évoqué au para-
graphe 1.4 (p. 23) avec l’observation de l’hystérésis des isothermes. Dans cette
partie, nous montrons que nous pouvons observer la transition entre les deux
régimes de condensation (continu et discontinu) en fonction de la porosité de
l’aérogel (§ 3.1, 3.2, 3.3 et 3.6). Nous évoquons pourquoi nous n’arrivons pas
à faire de scaling sur la forme des isothermes (§ 3.4), mais que le phénomène
observé est bien clairement hors-équilibre et décrit par le modèle en champ
moyen local (§ 3.5). Enfin, nous cherchons à donner une explication physique
de la macroavalanche (§ 3.7). Les résultats de ce chapitre font l’objet d’une
publication [50].
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3.1 Isothermes globales
Grâce à des améliorations expérimentales apportées sur le dispositif de-
puis la thèse de Fabien Bonnet (cf. § 2.3.2 (p. 39)), nous avons mesuré les
isothermes d’adsorption de B102 avec une meilleure stabilité et une meilleure
résolution en pression entre 4.40K et 5.06K. On note Φ la fraction liquide
globale calculée suivant la méthode décrite au paragraphe 2.3.1 (p. 38). Les
résultats sont présentés à la figure 3.1, et sont comparés avec ceux obtenus
par Fabien Bonnet. Les courbes sont toutes décalées horizontalement de P˜(T )
qui est la pression à laquelle la pente de l’isotherme est maximale. Ces courbes
confirment bien la tendance observée par Fabien Bonnet que la pente des iso-
thermes augmente lorsque la température diminue. La meilleure résolution
en pression et le plus grand nombre de températures étudiées montrent ce-
pendant qu’il n’est pas clair que la pente des isothermes sature en dessous de
4.8K, contrairement à ce qui avait été conclu dans la thèse de Fabien Bonnet.
Ces résultats vont dans le sens des résultats numériques de François Det-
cheverry [29] qui prédit que les isothermes deviennent raides à basse tempéra-
ture. Cependant, il prédit que la condensation doit se faire par avalanches, et
que la taille de celles-ci doit diverger en dessous d’une certaine température.
Pourtant, même à la plus basse température étudiée (4.40K), les isothermes
ne sont pas verticales. Nous montrons à présent que cette pente finie à basse
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FIGURE 3.1 – (a) Isothermes d’adsorption de B102 réalisées durant la thèse de
Fabien Bonnet – (b) Isothermes d’adsorption de B102 pour T = 4.40K, 4.50K,
4.60K, 4.70K, 4.80K, 4.90K, 4.95K et 5.06K. P˜(T ) est la pression à laquelle
l’isotherme est la plus raide. Les flèches rappellent le sens dans lequel les données
ont été enregistrées puisque le phénomène est hystérétique. L’échelle verticale est
valable pour la courbe la plus basse, les autres sont décalées de 0.2 par souci de
clarté de la figure.
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3.2 Mesures optiques locales de la condensation
dans B102
De manière générale, les mesures thermodynamiques globales ne donnent
accès qu’à des grandeurs moyennes, et ne permettent pas de pouvoir avoir ac-
cès aux propriétés de corrélation à l’échelle mésoscopique, ou d’hétérogénéité
de l’échantillon à l’échelle macroscopique. Par contre, le fait de pouvoir ima-
ger l’échantillon, et en particulier de résoudre le signal optique diffusé par les
différentes régions de l’échantillon permet d’obtenir des informations locales
sur la répartition de matière.
Grâce à des expériences de diffusion élastique de la lumière, nous mon-
trons, après avoir présenté le montage optique, que nos échantillons ne sont
pas homogènes en densité (§ 3.2.2). Cette hétérogénéité des échantillons élar-
git les isothermes comme celles de la figure 3.1 et nous impose alors d’étudier
la condensation localement. Nous trouvons que la condensation est localement
abrupte en dessous de 4.7K.
3.2.1 Montage optique
Le cryostat possède 8 hublots transparents dans le domaine visible, ce qui
nous permet d’éclairer l’échantillon et de mesurer la lumière diffusée à diffé-
rents angles. Le montage optique est schématisé sur la figure 3.2. Par conven-
tion, nous nommons chaque hublot par un point de la rose des vents.
Deux trajets optiques (1 ou 2) sont possibles : on bloque systématiquement
une des deux sorties du cube séparateur. Dans les deux cas, la lumière traverse
le cryostat dans un sens ou dans l’autre entre les hublots SO et NE, et selon
le cas, les caméras « Vercors » ou « Chartreuse » mesurent la lumière diffusée
à 45° ou à 135° par rapport à la direction incidente du faisceau. Si la lumière
passe par le trajet 2, la caméra « Vercors » mesure l’intensité diffusée à 45°, et
la caméra « Chartreuse » à 135°. C’est la configuration utilisée dans la thèse
de Fabien Bonnet. Dans ce travail, nous avons utilisé le trajet 1 (nous verrons
pourquoi) et la caméra « Vercors » mesure alors la diffusion à 135°.
La lumière étant principalement en régime de diffusion simple, ce montage
permet de « voir » n’importe où à l’intérieur de l’échantillon en le balayant avec
le faisceau. En particulier, on peut placer une lentille cylindrique entre la len-
tille située à l’entrée du cryostat et le cryostat pour étaler le faisceau perpendi-
culairement au plan de la figure 3.2. Cela permet d’observer des coupes à 45°
par rapport aux faces O ou E de l’aérogel, qui peuvent être ensuite imagées à
45° et à 135° par rapport à la direction incidente comme le montre l’image de
la figure 3.3 (a).
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FIGURE 3.2 – Montage optique d’imagerie directe de l’échantillon
FIGURE 3.3 – Image de l’aérogel en train de se remplir à 4.4K. La lumière passe
par le chemin 1, et les images sont prises à 135° par la caméra « Vercors ». La
nappe est créée par une lentille cylindrique.
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FIGURE 3.4 – Observation à 135° de la diffusion de la lumière au cours d’une iso-
therme d’adsorption à 4.4K. Le remplissage se fait de gauche à droite. La lumière
passe par le chemin 1 du schéma 3.2, les images ont été prises avec la caméra
« Vercors » et on a utilisé une lentille cylindrique pour faire la nappe laser. Les va-
leurs de la fraction liquide globale Φ sont indiquées au-dessus de chaque image.
Historiquement, un grand nombre d’expériences de la thèse de Fabien Bon-
net ont été réalisées par le trajet 2. Les deux trajets optiques sont identiques si
l’aérogel est uniforme ou tout au moins symétrique par rapport à son centre.
Au paragraphe suivant, nousmontrons que l’échantillon est hétérogène en den-
sité, et en particulier que les deux faces O et E de l’aérogel ont des propriétés
différentes.
3.2.2 Non-uniformité de l’échantillon
Mise en évidence
Les mesures réalisées avec ce montage optique permettent de mettre en
évidence que la densité de l’aérogel n’est pas uniforme sur son volume.
Au cours d’un remplissage, on prend régulièrement des images comme
celles de la figure 3.3 afin de réaliser une frise comme celle présentée à la
figure 3.4. On observe que le signal optique est uniforme et a la même valeur
lorsque l’aérogel est plein de gaz (Φ→ 0) ou plein de liquide (Φ→ 1). Comparé
à l’indice optique de la silice, les indices du gaz ou du liquide sont quasiment
identiques. C’est pourquoi au premier ordre les images sont aussi brillantes en
début qu’en fin de condensation : c’est le signal optique de diffusion par l’aéro-
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gel 1. La condensation d’hélium dans l’échantillon provoque une augmentation
du signal optique (entre Φ = 0.15 et 0.3). Les images deviennent ensuite claire-
ment non uniformes à partir de Φ = 0.5. On voit apparaître une zone brillante
entourée d’une zone sombre. Nous appellerons cette zone brillante la phase
blanche. Autour de cette phase blanche, la zone sombre est le lieu rempli de
liquide, par continuité avec les images suivantes (dont la dernière qui est prise
lorsque l’aérogel est plein de liquide). Notons que la forme de la phase blanche
est reproductible. Par ailleurs, lorsqu’on fait une pause dans la condensation,
la phase blanche cesse d’évoluer.
Origine de l’hétérogénéité de la diffusion
Comment expliquer la disparition progressive de la phase blanche, c’est-à-
dire le remplissage non-uniforme de l’échantillon ? On peut invoquer soit un
gradient thermique, soit un problème de transport, soit une hétérogénéité des
propriétés de l’échantillon.
Gradient thermique Un gradient de température pourrait provenir soit de la
chaleur libérée au cours de la condensation, soit de l’absorption du rayonne-
ment thermique qui n’a pas été filtré par les fenêtres. La première hypothèse a
été écartée durant la thèse de Fabien Bonnet, car les isothermes se décalent en
bloc lorsque le débit est modifié. La pente de l’isotherme, ainsi que la morpho-
logie de la phase blanche est donc indépendante du débit, donc de la quantité
de chaleur produite au sein de l’aérogel. L’hypothèse de l’absorption du rayon-
nement thermique à 300K non filtré par les fenêtres a été étudiée en installant
des volets amovibles en cuivre thermalisés à 4K devant les fenêtres en saphir
de la cellule [48]. Lorsque les volets sont fermés, le rayonnement thermique
est donc complètement filtré. De temps à autre, les volets sont ouverts, et on
remarque que la morphologie de la phase blanche est identique à la situation
où les volets sont ouverts durant toute l’isotherme. Le rayonnement thermique
à 300K résiduel n’est donc pas responsable de l’hétérogénéité de la diffusion.
Transport de matière On peut aussi invoquer un problème de transport de
matière pour expliquer la non-uniformité. En effet, on voit sur la figure 3.4
que le centre de l’échantillon se remplit après les bords, comme si la matière
avait du mal à pénétrer à l’intérieur de la matrice poreuse. Cependant, on peut
1. Le signal est un peu plus élevé quand l’aérogel est rempli de gaz que lorsqu’il est rempli
de liquide. En effet, quand l’aérogel est rempli de gaz, il existe quelques couches liquides
adsorbées à la surface de la silice. Ces couches augmentent alors le signal de la silice. Ce point
est détaillé au paragraphe 3.2.3.
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FIGURE 3.5 – Reconstruction tomographique de la phase blanche au cours d’une
isotherme d’adsorption à 4.5K.
mesurer le lieu tridimensionnel de la phase blanche pour différents remplis-
sages (fig. 3.5). Ces images ont été reconstruites à partir d’images réalisées en
translatant la nappe laser dans la direction N–S (cf. fig. 3.2). On remarque que
la phase blanche disparaît en fait au bord de l’échantillon, et non au centre.
Cela prouve que ce phénomène n’est pas une conséquence d’un problème de
transport de fluide de la surface vers le centre de l’échantillon.
Hétérogénéité de la densité On peut réaliser ces tomographies à différentes
températures, et on remarque que la phase blanche disparaît toujours aumême
endroit. Cela prouve que cette région se remplit toujours après les autres, donc
que l’échantillon n’a pas les mêmes propriétés sur tout son volume. Il se trouve
que cet endroit est justement la zone où la matière est injectée lors de la syn-
thèse des échantillons (cf. § 2.1 (p. 28)).
On remarque sur la figure 3.4 que la densité de l’aérogel n’est pas symé-
trique par rapport au centre de l’aérogel, puisque la phase blanche se décolle
d’abord du côté droit (Ouest) puis gauche (Est) (cf. fig. 3.4).
L’hétérogénéité de l’échantillon semble donc responsable de celle de la
phase blanche. Cette hétérogénéité élargit les isothermes globales. En effet,
le modèle théorique prévoit que la densité a une influence sur la pression à la-
quelle l’aérogel se remplit (cf. fig. 1.9). C’est pourquoi Les isothermes globales,
qui moyennent sur tout l’échantillon, ne sont pas discontinues même à basse
température.
Dans la suite, nous montrons comment l’analyse quantitative du signal op-
tique diffusé localement permet de tirer des informations sur la distribution de
matière au cours du remplissage, et, en particulier, de mettre en évidence la
transition entre les deux régimes de condensation.
3.2.3 Mise en évidence du régime de film
Jusqu’à présent, les informations tirées des mesures optiques ne sont que
qualitatives. Cependant, l’intensité diffusée dans une direction est, dans un ré-
gime de diffusion simple, une mesure du facteur de structure local pour un
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FIGURE 3.6 – Intensité diffusée par les rectangles dessinés sur la figure 3.4 en
fonction de la fraction liquide globale Φ. L’intensité prédite pour le régime de film
est dessinée en noir, l’approximation linéaire en cyan.
certain vecteur de transfert (cf. § 2.4.2 (p. 43)). Celui-ci est défini par la di-
rection de diffusion et la longueur d’onde de la source lumineuse. L’analyse
de ce facteur de structure permet alors de remonter à des informations sur la
répartition locale de matière au sein de l’échantillon.
La figure 3.6 montre l’intensité diffusée à 135° par quatre régions diffé-
rentes de l’échantillon. Ces régions sont marquées d’un rectangle de la cou-
leur correspondante sur la figure 3.4. La figure quantifie la conclusion du pa-
ragraphe précédent, en montrant que les différentes régions observées ne se
remplissent pas pour la même fraction liquide globale. Ainsi, la courbe rouge à
4.40K nous montre que la région imagée est pleine de liquide lorsque la frac-
tion liquide globale est un peu inférieure à 0.5. La lente décroissance observée
ensuite est un effet de diffusionmultiple dû à la progression de la phase blanche
qui s’éloigne peu à peu de la zone observée comme l’explique le schéma de la
figure 3.7.
L’augmentation presque linéaire du signal optique en début de remplissage
nous permet de mettre en évidence que les premiers atomes d’hélium se dé-
posent sous forme de film à la surface des brins de silice de l’aérogel, avant
qu’apparaissent des domaines liquides corrélés sur des plus grandes distances
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Aérogel
Phase blanche (ϕ < 1)




FIGURE 3.7 – Schéma de la diffusion multiple responsable de la lente décroissance
du signal optique une fois la phase blanche passée.
responsables du pic de signal optique. En effet, la présence d’un film d’hélium
liquide à la surface de la matrice solide renforce le champ diffusé par l’échan-
tillon. On montre en annexe B que si la totalité de l’hélium liquide est répartie
















si Φ→ 0, (3.1)
avec K ≡ ε−1
ε+2 la polarisabilité reliée à ε la constante diélectrique du milieu,
les indices L, G et Si désignant respectivement le liquide, le gaz et la silice. xSi
désigne la fraction volumique de silice, et vaut 0.05 dans le cas présent.
On a tracé sur la figure 3.6 la parabole de l’équation (3.1) ainsi que la droite
équivalente pour les petits Φ en utilisant les valeurs de KL, KG et KSi calculées
à partir de l’indice optique des trois constituants, dépendant de la température
pour le liquide et le gaz.
Il faut noter que la prédiction de l’équation (3.1) ne dépend pas de la struc-
ture de l’aérogel 2 (rayon des brins de silice, distance entre nœuds ou surface
de silice par unité de volume par exemple).
L’accord est très bon pour les petites fractions liquides (Φ < 0.2 à 0.4 suivant
la température), confirmant ainsi que le liquide commence d’abord à se placer
2. La valeur de ISi doit être mesurée lorsque l’aérogel est vide. Le dispositif expérimental
ne nous permet pas de vider complètement l’aérogel, nous mesurons donc ISi avec le moins
d’hélium possible dans la cellule. Les valeurs de ISi utilisées pour tracer la figure 3.6 ont ensuite
été réduites un peu (de 20% à 4.4K et de 10% à 4.7K). Ce changement a pour effet de laisser
la pente environ constante, mais de changer l’ordonnée à l’origine, de manière à ce que les
mesures de IISi − 1 s’extrapolent bien à 0 pour des fractions liquides nulles.
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en couche autour des filaments de silice. Lorsque le remplissage se poursuit,
le signal optique excède la valeur prédite par l’équation (3.1) : les structures
diffusantes de l’hélium liquide ne peuvent plus être expliquées par ce modèle.
La modélisation du régime de film permet en outre d’expliquer la petite dif-
férence de signal optique diffusé entre l’aérogel presque vide et l’aérogel plein
de liquide. La manière dont nous contrôlons la quantité de matière à l’intérieur
de la cellule ne nous permet pas de vider entièrement l’hélium (cf. 2.3 (p. 36)).
Il y a donc forcément un petit film liquide autour des brins de silice pour les
plus faibles fractions liquides atteintes au cours de l’isotherme. C’est ce qui ex-
plique que le signal optique soit plus élevé pour les faibles fractions liquides
que lorsque l’aérogel est plein de liquide 3.
L’amplitude de l’augmentation observée une fois sorti du domaine de va-
lidité du régime de film ne peut pas être expliquée par une assemblée indé-
pendante de diffuseurs de petite taille : l’hélium est donc forcément corrélé
sur des distances plus importantes. En effet, le signal optique est plusieurs fois
plus grand que celui de la silice seule, dont les échelles de tailles sont de l’ordre
de 20nm [42]. Si on suppose que tout l’hélium liquide se répartit sous forme de
gouttes liquides de cette taille, on ne peut pas trouver le bon ordre de grandeur
du signal diffusé car la section efficace de l’hélium liquide est bien inférieure
à la section efficace de la silice. L’augmentation du signal optique correspond
donc à une augmentation de la longueur de corrélation des domaines liquides,
qui devient supérieure aux échelles de tailles de l’aérogel. C’est cette partie du
remplissage que nous décrivons au paragraphe suivant.
3.2.4 Mise en évidence de deux régimes de condensation
On remontre sur la figure 3.8 la frise des images de signal optique diffusé à
135° à T = 4.40K, et on la compare avec la frise correspondante à T = 4.95K.
Par ailleurs, on fait correspondre à chaque image le point de l’isotherme globale
correspondant au moment de la prise de vue. Comme à T = 4.40K, les images
prises à T = 4.95K sont moins brillantes lorsque l’aérogel est vide (Φ = 0.15)
ou plein (Φ = 1) que lorsqu’il est en cours de remplissage : c’est l’intensité
diffusée par l’aérogel plein de gaz ou plein de liquide. Par contre, on remarque
que contrairement à T = 4.40K, la frontière de la phase blanche est moins
bien définie à T = 4.95K.
On peut quantifier cette observation en mesurant l’intensité à l’intérieur
des rectangles de la figure 3.9. Le signal optique en chaque point dépend à la
3. Même sans cet effet, on s’attend quand même à ce que l’aérogel complètement vide
brille un peu plus que l’aérogel plein de liquide, l’indice optique du liquide faisant une petite
adaptation d’indice.
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FIGURE 3.8 – Diffusion de la lumière à 135° en différents points sur les isothermes
de condensation à T = 4.40K et 4.95K. Les fractions liquides globales Φ sont
indiquées au-dessus de chaque image.
4.40 K
0.15< 1 < 1 ≃ 1 1 11111ϕ4.40 K
0.15 0.2 0.3 0.4 0.5 10.90.80.70.6Φ
4.95 K
0.15< 1 < 1 < 1 < 1 11≃ 1< 1< 1ϕ4.95 K
FIGURE 3.9 – Diffusion de la lumière à 135° par rapport à la direction incidente
durant une isotherme d’adsorption dans B102 à T = 4.40K et T = 4.95K. La
fraction liquide globale Φ et les fractions liquides locales ϕ (estimations) dans les
rectangles bleus ou rouges sont indiquées pour chaque image.
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fois de la fraction liquide locale ϕ à l’endroit observé, et de la façon dont les
domaines liquide et gazeux sont répartis 4. Au fur et à mesure que ϕ augmente,
on s’attend à ce que des gouttes de liquide apparaissent, causant une augmen-
tation du signal optique. À un certain point, il y a plus de liquide que de gaz.
La taille des bulles de gaz décroît, causant une diminution du signal optique
jusqu’à une valeur due uniquement à la diffusion par l’aérogel. On peut donc
déduire du signal optique une information sur le remplissage local ϕ comme
c’est fait sur la figure 3.9. Par contre, la forme exacte de la fonction qui trans-
forme le signal optique en fraction condensée locale ϕ nous reste inconnue car
le signal optique ne dépend pas seulement de ϕ, mais aussi de la répartition
spatiale locale de liquide et de gaz. On peut le comprendre en regardant par
exemple l’expression du signal optique diffusé par une assemblée de sphères
dans le régime de Rayleigh qui est proportionnel à Na6 ∝ ϕa3 (cf. § 2.4.1
(p. 42)). À ϕ donné, le signal augmente donc avec la taille des sphères, ou
plus généralement, avec la longueur de corrélation.
Malgré cette difficulté, en se basant sur le fait que I(ϕ) est une fonction
régulière, l’étude du signal optique permet de mettre en évidence l’existence
de deux régimes différents de condensation en fonction de la température. Sur
la figure 3.10, on trace, en fonction de la pression, I135, l’intensité diffusée
à 135° mesurée dans les rectangles de la figure 3.9. Comme on l’a déjà vu
qualitativement aux deux températures de la figure 3.9, en chaque point de
l’aérogel, le signal optique croît, passe par un maximum, puis décroît.
Si le passage par un maximum s’observe quelle que soit la température,
la forme du signal, quant à elle, dépend de la température. Pour des tempé-
ratures supérieures à 4.80K, I135 croît jusqu’à ce que P = P0(T ) (pression où
le signal optique est maximum pour une certaine température), puis décroît
continûment. Par contre, pour T < T ∗ = 4.70K, la décroissance jusqu’à la va-
leur de l’intensité diffusée par l’aérogel plein de liquide se fait sur un intervalle
de pression δP de l’ordre de 30 à 40µbar.
La figure 3.11 interprète qualitativement les signaux I135 en terme de frac-
tion liquide locale ϕ. À haute température, le signal optique croît et décroît
continûment, la fraction liquide locale ϕ est donc continue. Par contre, à basse
température, le saut du signal optique est la signature d’un évènement brusque
dans la répartition locale de matière puisque le signal optique est une fonction
régulière de la répartition de matière. Le signal optique tombe à une valeur
proche de la valeur ISi qu’il a lorsque l’aérogel est plein de liquide, puis décroît
doucement jusqu’à ISi. Nous avons déjà interprété cette queue comme étant un
effet de diffusion multiple dû à la présence de la phase blanche à proximité,
4. Notons que par définition, la moyenne sur l’échantillon de ϕ est égale à Φ, la fraction
liquide globale dans l’échantillon.
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FIGURE 3.10 – Intensité diffusée à 135° dans le rectangle marqué sur l’image du-
rant des isothermes d’adsorption aux mêmes températures que la figure 3.1. P0(T )
est la pression à laquelle le signal optique est maximum pour une température
donnée. L’axe vertical est valable pour la courbe à 4.40K, les autres courbes sont
décalées verticalement de 0.2 chacune.
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FIGURE 3.11 – Interprétation des deux régimes de condensation.
qui en s’éloignant du rectangle observé, l’illumine de moins en moins (fig. 3.7).
Cet évènement est donc la signature de la fin de la condensation locale qui se
fait alors sur un intervalle de pression δP de l’ordre de 30 à 40µbar. L’étude
des isothermes globales (fig. 3.1) nous montrait que l’intervalle de pression
minimum sur lequel l’aérogel peut se remplir complètement est de l’ordre de
∆P = 500µbar à basse température, soit un ordre de grandeur de plus que
δP.
Nous montrons dans le paragraphe suivant que compte tenu de la résolu-
tion spatiale de nos mesures, le δP mesuré est compatible avec des isothermes
de condensation locales abruptes en tenant compte de la résolution de la me-
sure.
3.2.5 Justification de la zone observée et résolution de la
mesure
Pour les mesures de I135 présentées au paragraphe précédent, nous avons
choisi un rectangle d’une largeur de 1 pixel, et d’une hauteur de 30 pixels. Le
rectangle a été choisi du côté droit des images.
Dans un premier temps, nous justifions la taille du rectangle, puis nous
justifions son emplacement, avant de montrer que les résultats présentés ne
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Phase blanche (ϕ < 1)
Liquide (ϕ = 1)
FIGURE 3.12 – Vue du dessus schématique de la topologie de la phase blanche
dans B102 lorsqu’elle ne s’est décollée que d’un côté des images.
dépendent pas significativement de cet emplacement.
Taille du rectangle
Le frontière de la phase blanche se déplace progressivement de l’extérieur
des images vers l’intérieur au fur et à mesure que l’hélium se condense dans
l’aérogel (cf. fig. 3.9). À T = 4.40K, la frontière de la phase blanche passe
à travers le rectangle bleu entre Φ = 0.4 et Φ = 0.5 : c’est le moment où la
fraction liquide locale ϕ passe à 1.
La non-homogénéité dans la diffusion étant une signature de la non-unifor-
mité des propriétés de l’aérogel (en particulier de sa densité, cf. § 3.2.2), il faut
mesurer l’intensité diffusée sur une zone aussi petite que possible pour éviter
de moyenner sur des zones trop différentes. La topologie de la phase blanche
sur les images montre que le gradient de densité est surtout horizontal car la
frontière de la phase blanche est principalement verticale 5. La transition entre
la phase blanche et le remplissage total se fait donc à la même pression sur
une colonne de pixels. C’est pourquoi nous mesurons l’intensité diffusée sur
une colonne de 30 pixels afin d’améliorer le rapport signal sur bruit.
Emplacement du rectangle
La nappe laser traverse l’aérogel dans le sens 1→ 2 de la figure 3.12 et les
images sont prises avec la caméra « Vercors » à 135° de la direction incidente.
La raideur d’une isotherme locale se quantifie en mesurant la raideur de la
décroissance du signal optique jusqu’à sa valeur pour l’aérogel plein de liquide.
Cette décroissance peut se mesurer à n’importe quel endroit dans l’échantillon.
5. C’est un cas particulier pour cet échantillon. Il existe des échantillons où la topologie de
la phase blanche est bien plus compliquée, comme par exemple les échantillons étudiés dans
Bonnet et coll. [42].
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Afin de minimiser les effets d’atténuation de la lumière incidente ou dif-
fusée au sein de l’échantillon (en particulier lors de la traversée de la phase
blanche), il faut minimiser le chemin de la lumière au sein de l’échantillon.
C’est pourquoi il vaut mieux mesurer la décroissance près du bord de l’aéro-
gel, comme présenté sur la figure 3.12.
On aurait pu mesurer la décroissance du signal optique du côté Est de l’aé-
rogel avec une nappe laser traversant l’échantillon dans le sens 2 → 1. On
remarque néanmoins sur les images de la figure 3.9 à T = 4.40K que le signal
optique commence à décroître d’abord à droite (entre Φ = 0.3 et 0.4), puis
à gauche (entre Φ = 0.5 et 0.6). Ce comportement s’observe quelle que soit
la température. On en déduit qu’entre Φ = 0.4 et 0.5 à T = 4.40K, la phase
blanche a schématiquement la forme dessinée sur la figure 3.12. Comme la
frontière de la phase blanche est l’endroit où le signal optique est maximal, la
présence d’une frontière côté Ouest pourrait perturber la mesure de la décrois-
sance côté Est (on a toujours un peu de diffusion multiple).
Tous ces arguments justifient le lieu de la zone observée, ainsi que l’angle et
la manière sous lesquels nous l’avons observée. Il reste cependant à vérifier que
bien que ces conditions soient optimales pour l’observation qui nous intéresse,
cette observation ne dépend pas qualitativement du rectangle observé.
Nous avons mesuré le signal optique pour des rectangles de même taille
à différentes profondeurs dans l’aérogel. La figure 3.13 montre que la forme
du signal, en particulier le δP sur lequel le signal décroît, ne dépend pas qua-
litativement du lieu d’observation. L’intervalle de pression ∆P sur lequel se
remplit l’échantillon globalement est donc expliqué par la variation de la pres-
sion locale de condensation P0 à travers l’échantillon. Ces différentes régions
ne se remplissent pas à la même pression car elles ont des propriétés locales
différentes.
Résolution de la mesure
Un soin particulier a été apporté au montage optique pour réaliser ces me-
sures. On a du trouver un compromis sur l’ouverture du diaphragme de la ca-
méra : trop ouvert, la profondeur de champ est largement inférieure à l’épais-
seur de l’aérogel, et trop fermé, les taches de speckle ont une taille supérieure à
la taille du pixel de la caméra. La figure 3.3 montre que la focalisation est faite
à proximité de la face par laquelle la nappe laser entre dans l’aérogel. C’est à
proximité de cette face que nous avons mesuré le signal optique. Les différents
éléments optiques n’ont pas été touchés durant toute la campagne de mesure,
de sorte que les raideurs des fronts soient comparables à un mois d’intervalle.
Un pixel de la caméra image une région d’une largeur de 40µmdans le plan
focal objet de la caméra. La nappe laser a une épaisseur d’environ 30µm et est
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FIGURE 3.13 – Signal optique brut pour 4 rectangles différents au cours d’une
isotherme d’adsorption à T = 4.40K. Le rectangle 1 est le rectangle utilisé pour
tracer les données de la figure 3.10, les autres rectangles sont décalés de 0.4mm
chacun vers l’intérieur de l’échantillon. La fraction liquide globale Φ est représen-
tée sur l’échelle de droite.
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FIGURE 3.14 – Vue du dessus de la phase blanche reculant vers le centre de l’aé-
rogel. De gauche à droite, le signal optique enregistré par le pixel décroît.
orientée à 45°. Ces grandeurs sont représentées à l’échelle sur la figure 3.14.
Le rectangle de 1× 30 pixels image donc un parallélépipède d’une largeur de
40µm, d’une profondeur dans la direction de visée d’environ 40 + 30
p
2 ≃
80µm et d’une hauteur de 1.2mm.
Supposons que la frontière de la phase blanche soit parallèle au bord de
l’aérogel et d’épaisseur nulle. Pour que le signal optique s’éteigne sur le pixel,
il faut que la phase blanche avance de 80µm en profondeur (cf. fig. 3.14).
D’après la figure 3.13, la frontière de la phase blanche avance de 30 pixels
sur 500µbar. Sur 30 pixels, la phase blanche a reculé de 30×40µm (on néglige
l’épaisseur de la nappe dans ce calcul), soit environ 0.42µbar/µm. Il faut donc
80µm×0.42µbar/µm≃ 30µbar pour que la frontière de la phase blanche sup-
posée d’épaisseur nulle sorte de la ligne de visée d’un pixel. Nous mesurons que
le signal optique tombe sur un δP de l’ordre de 30µbar à basse température.
Nos résultats sont donc compatibles avec des isothermes de condensations lo-
cales abruptes en dessous de T ∗ = 4.70K.
3.3 Transition dans B35
Nous avons analysé les données acquises par Fabien Bonnet sur B35 avec
la même méthode que celle utilisée pour B102 pour mettre en évidence les
deux régimes de condensation. Les résultats sont présentés sur la figure 3.15.
On observe aussi une transition entre un régime de condensation abrupt et un
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FIGURE 3.15 – Intensité diffusée à 135°pour différentes isothermes de condensa-
tion dans B35. La résolution en pression est moins bonne que pour les courbes de




régime de condensation mou, et la transition se situe à une température T ∗
comprise entre 5.0K et 5.1K.
3.4 Loi d’échelle
Tout comme Detcheverry et coll. [11], nous observons que la pente des
isothermes diverge pour une température T ∗ qui dépend de la porosité de l’aé-
rogel. Il est donc tentant de rescaler nos données pour faire apparaître le point
critique contrôlé par le désordre qu’ils observent. Néanmoins, l’évidence que
la pente des avalanches diverge est indirecte : nous mesurons le signal optique
qui est une fonction compliquée de la fraction liquide. En particulier, la distri-
bution des domaines peut très bien dépendre de la température. La fonction
transformant la fraction liquide en signal optique dépend donc probablement
elle aussi de la température. De plus, on s’attend à ce que cette fonction soit en
forme de cloche : à un signal optique correspond deux remplissages possibles.
Il peut être possible de trouver un comportement critique en rescalant les
données lorsque l’observable n’est pas le paramètre d’ordre, mais une fonction
du paramètre d’ordre comme c’est le cas ici. Nous avons essayé de retrouver
un comportement critique en rescalant non pas l’aimantation, mais une fonc-
tion de fonction de l’aimantation du RFIM athermique traité en champ moyen
(cf. annexe C). Toutes les fonctions ne permettent pas de retrouver le compor-
tement critique, en particulier il semble qu’il faille que la fonction passe par
zéro en zéro. Ce n’est clairement pas le cas pour les fonctions qui devraient
transformer l’aimantation en « signal optique ». Il est donc peu probable qu’il
existe une fonction universelle du signal optique.
3.5 Distribution des états métastables
Nous ne pouvons observer le comportement critique de la transition entre
un régime de condensation continue et un régime de condensation abrupte,
mais nous présentons ici des mesures complémentaires mettant en évidence
que notre système est bien décrit par le modèle étudié par Detcheverry et coll.
En particulier, son comportement ne peut pas être expliqué par un point cri-
tique traditionnel à à l’équilibre déplacé par le désordre, comme supposé par
Wong et Chan [3], le premier indice étant la nature hystérétique du phéno-
mène.
Pérez-Reche et coll. ont étudié l’origine de l’avalanche macroscopique dans
un article sur le RFIM à T = 0 sur des graphes aléatoires réguliers [51]. L’intérêt
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FIGURE 3.16 – Schéma de la distribution des états métastables dans le régime de
fort désordre (à gauche) et dans le régime de faible désordre (à droite). Le nombre
d’états métastables croît exponentiellement avec la taille du système dans la zone
coloriée, et est nul à l’extérieur. Les courbes d’aimantation associées aux deux
situations sont représentées par les lignes noires [51]. La ligne bleue correspond
à une boucle mineure où la macroavalanche est supprimée.
de se placer sur ce type de réseau réside dans la possibilité de conduire des
calculs exacts sur la distribution des états métastables.
Les états métastables ne sont pas distribués uniformément dans le plan
(M , H). Ils montrent qu’en fonction du désordre, la distribution d’états change
de topologie. Au cours d’une isotherme, partant d’un état saturé, le système
suit l’enveloppe extérieure de la zone du plan (M , H) où il existe des états
métastables. Quand celle-ci devient réentrante comme sur la figure 3.16(b),
la macroavalanche apparaît du fait qu’il n’existe pas d’état métastable à faible
aimantation au delà de la zone coloriée. Partant d’un état non saturé, on peut
faire disparaître la grande avalanche en suivant par exemple le chemin bleu
de la figure 3.16 : dans ce cas, la distribution des états métastables n’est pas
réentrante, et le système peut suivre un chemin sans avoir à effectuer un saut
macroscopique.
Nous avons réalisé cette expérience avec B102. Les résultats sont présentés
sur la figure 3.17. Nous nous sommes placés à une température T = 4.6K à
laquelle la macroavalanche existe, c’est à dire inférieure à T ∗. Partant d’un état
vide, nous remplissons l’aérogel jusqu’à ce que la région désignée par le point
sur les images de la figure 3.17 (a) soit rempli (chemin rouge jusqu’au point B).
Nous inversons ensuite le débit, et cette région, qui diffusait peu la lumière
car elle était pleine de liquide, commence à diffuser fortement 6 (chemin noir
6. On remarque en outre qu’après une vidange partielle (image D), le signal optique est
bien plus important que ce qu’il peut être au cours d’un remplissage partant d’un état vide
(image A). Cela confirme, en plus de la nature hystérétique du phénomène, que ce que nous
nommons phase blanche ne correspond pas à une vraie phase thermodynamique à l’équilibre.
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FIGURE 3.17 – (a) Images prises au cours de la séquence décrite dans le texte à
T=4.6K (< T ∗) – (b) Signal optique mesuré à l’endroit des points dessinés sur les
images – (c) Distribution hypothétique des états métastables (zone grisée) dans
le plan (P,ϕ), et chemins déduits du signal optique.
jusqu’au point D). C’est le signe que des bulles de gaz sont en train d’apparaître,
donc que cette région est en train de se vider. Avant que cette région ne soit
complètement vide, nous inversons à nouveau le débit pour reremplir l’aérogel
(chemin vert jusqu’au point E).
La raideur des isothermes est mesurée comme précédemment en regar-
dant la décroissance du signal optique jusqu’à la valeur pour l’aérogel plein
(cf. § 3.2). Les résultats de cette mesure sont présentés par la figure 3.17 (b).
Cette décroissance est abrupte pour le premier remplissage (chemin rouge),
comme nous l’avons déjà observé à cette température pour cet échantillon sur
la figure 3.10. Par contre, le signal optique décroît continûment lorsqu’on rem-
plit l’aérogel à partir d’un état non-vide (chemin vert).
Ces résultats sont compatibles avec l’interprétation du schéma 3.17 (c).
Nous avons représenté la fraction liquide locale ϕ de la région désignée par les
points sur les images en fonction de la pression. ϕ est estimé grâce à l’intensité
diffusée à l’endroit du point sur les images. Partant d’une situation où l’aérogel
est vide, le premier remplissage est abrupt à cause de la macroavalanche qui
apparaît à cause de la réentrance de la distribution des états métastables (en
pointillés sur le schéma). Par contre, cette macroavalanche n’existe pas pour le
remplissage à partir d’un état non-vide car le système peut suivre l’enveloppe
des états métastables sans avoir à sauter.
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T ∗





FIGURE 3.18 – Diagramme de phase (T ∗, fraction volumique de silice). La ligne
cyan sépare le régime où les isothermes d’adsorption sont abruptes (en dessous)
du régime où les isothermes d’adsorption sont continues (au-dessus).
3.6 Diagramme de phase
Les données de B35, combinées avec celles de B102, nous permettent d’une
part de tracer le diagramme de phase (T ∗, porosité) et d’autre part d’estimer
l’hétérogénéité de B102. Le diagramme de phase est représenté à la figure 3.18.
On peut extrapoler ce diagramme de phase aux porosités de 100%, c’est à
dire en l’absence d’aérogel. Dans ce cas, les isothermes sont raides en dessous
du point critique liquide/gaz, et continues au-dessus. On a donc T ∗(100%) =
Tc
7.
Ce diagramme de phase est similaire dans sa topologie avec celui établi par
Detcheverry et coll. [30] reproduit à la figure 1.10, avec une fonction T ∗ de
la fraction volumique de silice décroissante. Cependant, la comparaison n’est
que qualitative. Quantitativement, les températures T ∗ attendues théorique-
ment pour des fractions volumiques de silice de 0.015 (98.5% de porosité) et
0.05 (95% de porosité) sont respectivement T ∗/Tc ≃ 0.9 et 0.5 8, soit 4.7K et
2.6K, des valeurs bien éloignées des températures de transition observées. Il
faut cependant être conscient que le modèle en champ moyen local ne prétend
pas être quantitatif. Il y a en particulier un paramètre ajustable qui est le rap-
7. Il faut noter, comme il est rappelé dans [30] et développé en annexe E, que les fluctua-
tions thermiques deviennent significatives par rapport aux barrières d’énergie sur les échelles
de temps accessibles expérimentalement à proximité de Tc.
8. Ces valeurs sont tirées de la figure 13 de la référence [30].
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FIGURE 3.19 – Estimation de l’hétérogénéité en densité de B102
port entre le couplage fluide-fluide et le couplage fluide-solide. Celui-ci a été
ajusté de manière à ce que les isothermes d’adsorption d’un aérogel de 87%
de porosité à basse température ressemblent aux expériences [28].
Au paragraphe 1.4 (p. 23), on voit sur les isothermes que la différence
entre la pression autour de laquelle l’aérogel se remplit P˜ et la pression de
vapeur saturante Psat dépend de la porosité. On représente cette évolution sur
la figure 3.19. B102 se remplit sur ∆P = 0.5mbar, comme on peut le voir sur
la figure 3.13. Ce∆P pourrait donc s’expliquer par une variation de la fraction
de silice de 0.5% autour de 5% entre les premières et les dernières zones à se
remplir 9.
En reportant cette hétérogénéité sur le diagramme de phase de la fi-
gure 3.18, cela correspond alors à une variation de T ∗ d’environ 40mK autour
de 4.70K d’un bout à l’autre de l’échantillon. Ce résultat est cohérent avec le
fait que la condensation est partout abrupte pour T ≤ 4.70K, et partout molle
pour T ≥ 4.80K.
3.7 Origine physique de la macroavalanche
L’observation du point critique contrôlé par le désordre, et l’interprétation
en terme de réentrance de la distribution des états métastables ne donne au-
cune information sur le mécanisme physique de l’avalanche macroscopique.
9. Cette estimation suppose une dépendance linéaire en densité de la silice de la pression
de remplissage (cf. fig. 3.19).
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Tulimieri et coll. [52] ont observé que l’isotherme d’adsorption d’un aérogel
de 98% à 2.34K était abrupte. Ils ont proposé un scénario pour expliquer ce
phénomène. Au début de l’isotherme, les cavités (définies par l’espace entre
deux brins de silice différents) les plus petites se remplissent par condensation
capillaire. Au fur et à mesure que la pression augmente, les cavités de plus
en plus grandes se remplissent, jusqu’à ce qu’un film d’hélium recouvre toute
la structure de l’aérogel faisant apparaître une interface liquide/gaz ayant un
rayon de courbure bien défini et uniforme à travers l’échantillon, et qui di-
minue lorsque la pression augmente. Tulimieri suppose qu’il existe un rayon
critique minimal pour cette interface lié à la géométrie du squelette de l’aéro-
gel. L’instabilité serait ainsi comparable à celle d’une bulle de savon ancrée sur
un anneau circulaire. La question qui se pose alors est de comprendre comment
un rayon bien défini émergerait d’une structure aussi désordonnée qu’un aéro-
gel. Au-delà de ce problème, nous allons montrer ici que nos expériences sont
incompatibles avec l’idée que l’avalanche se produit pour une configuration
donnée du fluide.
3.7.1 Étude optique
Du fait de l’hétérogénéité en densité de l’aérogel, nous devons l’étudier
comme une assemblée de petits échantillons indépendants placés les uns à
côté des autres.
La figure 3.13 montre que la valeur de l’intensité diffusée à 135° juste avant
la grande avalanche (le maximum sur la figure 3.13) ne dépend pas signi-
ficativement de la zone observée. Ceci suggère que, malgré l’hétérogénéité,
la grande avalanche se déclenche pour des configurations similaires dans les
quatre rectangles.
Si le scénario de Tuliemieri et coll. [52] décrivait nos observations correc-
tement, la valeur du rayon de courbure critique ne devrait pas dépendre de
la température, mais seulement de la structure microscopique de l’aérogel. On
s’attendrait donc à ce qu’avant la grande avalanche, la topologie liquide/gaz
soit la même quelle que soit la température T < T ∗.
Comme les distributions spatiales de l’hélium et de la silice sont décorrélées
une fois sorti du régime de film, leurs contributions au signal optique s’ajoutent
de manière incohérente. On peut donc avoir accès à la contribution de l’hélium
en soustrayant du signal optique total la contribution de la silice mesurée pour
l’aérogel vide.
On peut alors comparer la topologie à différentes températures en calculant
la contribution de l’hélium à l’intensité diffusée à 135°, corrigée du carré de la
différence d’indice optique entre le liquide et le gaz (cf. § 2.4.2 (p. 43)). La
figure 3.20 (a) montre que cette quantité varie entre 2.5 pour T = 4.4K et 7.5
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FIGURE 3.20 – (a) Signal optique diffusé à 135° juste avant la grande avalanche
corrigé de la dépendance de la différence des indices optiques du liquide et du gaz
en fonction de la température. La mesure a été réalisée dans le même rectangle
qu’à la figure 3.10 – (b) Anisotropie du signal optique entre les angles 45° et
135° mesurée au centre de l’aérogel avant la grande avalanche en fonction de la
température.
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pour T = 4.7K. Il en résulte que la configuration microscopique liquide/gaz
juste avant la grande avalanche dépend de la température. Cela exclut donc
une interprétation en instabilité des ménisques pour un rayon de courbure bien
défini.
L’intensité diffusée à 135° dépend à la fois de la fraction liquide ϕ et
de sa distribution microscopique du liquide. Comme on l’a montré au para-
graphe 2.4.2 (p. 43), le rapport d’anisotropie I45°/I135° donne une informa-
tion sur cette distribution. Ce rapport 10 varie entre 2 à 4.4K et 5 à 4.7K
(fig. 3.20 (b)). Dans l’hypothèse d’un milieu diffusant constitué d’une assem-
blée de sphères indépendantes dans les conditions de Rayleigh-Gans, la rela-
tion (2.16) montre que la taille des diffuseurs juste avant la grande avalanche
croît avec la température de 200nm à 4.4K à 300nm à 4.7K.
3.7.2 Simulations numériques
Nous avons cherché à comparer ces résultats expérimentaux au modèle
théorique. Pour cela, nous avons effectué les isothermes d’adsorption de 9 aé-
rogels numériques à 95% de porosité pour différentes températures inférieures
à la température du point critique contrôlé par le désordre (pour que la grande
avalanche existe bien). Nous avons représenté sur la figure 3.21 une coupe du
cube de simulation pour la dernière configuration avant la grande avalanche.
La détection de la grande avalanche s’est faite en enregistrant chaque configu-
ration, et en la comparant avec la configuration précédente. On considère que
la grande avalanche a eu lieu si la différence de densité entre deux configura-
tions successives est supérieure à 0.2 11. Cette définition de la grande avalanche
peut être mise en défaut lorsque celle-ci est coupée en deux pour des raisons de
taille finie de l’échantillon. Dans ce cas, on ne détecte pas la grande avalanche,
et la configuration représentée correspond à l’aérogel plein comme c’est le cas
pour deux configurations représentées sur la figure 3.21.
Nos coupes bidimensionnelles ne permettent de mesurer la courbure to-
tale de l’interface liquide-gaz, mais il semble peu probable qu’une valeur bien
définie existe aux échelles de la simulation, contrairement à l’interprétation
proposée par Tulimieri et coll. [52].
Par ailleurs, pour un aérogel donné, les configurations avant la grande
avalanche ne sont pas identiques aux différentes températures ce qui exclut
l’hypothèse que l’avalanche se déclenche pour une configuration de l’interface
10. Pour s’affranchir de l’atténuation par la phase blanche, ce rapport est mesuré au dernier
endroit où la phase blanche disparaît.
11. Cela peut paraître peu, mais la grande avalanche qui finit de remplir l’échantillon est
précédée de petites avalanches qui remplissent l’échantillon jusqu’à des densités proches de
0.6.
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FIGURE 3.21 – Coupes de la dernière configuration avant la grande avalanche pour
différents échantillons de 95% de porosité (colonne) à différentes températures
inférieures à T ∗ (ligne). L’échelle de couleur va du bleu au rouge pour représenter
les densités entre 0 et 1. Le gaz est donc bleu, et le liquide rouge (les températures
représentées sont assez loin de Tc = 2 dans les unités du modèle).
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liquide-gaz bien déterminé. On observe qualitativement que la taille des do-
maines liquide croît avec la température, en accord avec le fait que l’anisotro-
pie du signal optique de l’hélium dépend de la température. Il resterait à voir si
l’anisotropie prédite par le modèle suit une évolution similaire. Ce point n’est
pas évident compte tenu des échelles de taille de la simulation.
3.8 Conclusions
Cette étude en température de la condensation de l’hélium dans deux aéro-
gels de silice différents a permis de montrer que le phénomène était compatible
avec la description faite par Detcheverry et coll.
La condensation dans ces structures poreuses est un phénomène hors
d’équilibre, comme le montre l’hystérésis, et se fait, après un régime initial de
film, suivant deux régimes différents. Dans les deux cas, l’hélium est corrélé sur
des distances supérieures aux distances typiques de l’aérogel. En dessous d’une
certaine température T ∗ dépendant de la porosité de l’aérogel, la condensa-
tion est localement abrupte, en accord avec l’idée de macroavalanche finissant
de remplir l’échantillon. Au-dessus de cette température, les isothermes sont
continues. Nous n’avons pas pu réaliser de critical scaling car nous ne mesurons
pas directement la fraction condensée, mais seulement une fonction complexe
de cette valeur.
Nos expériences permettent de mieux comprendre l’origine de la macroava-
lanche. L’analyse que nous en avons fait montre qu’elles sont compatibles avec
l’idée que le système suit l’enveloppe extérieure de la distribution des états mé-
tastables lors de la condensation. Lorsque celle-ci est réentrante dans le plan
(fraction condensée, pression), la macroavalanche se déclenche. La mesure op-
tique, en accord avec le résultat des simulations numériques, permet en outre




Le modèle en champ moyen local de la condensation de l’hélium dans les
aérogels prévoit l’existence d’un point critique contrôlé par le désordre. Ce
comportement critique se manifeste par une divergence de la taille des ava-
lanches. Les isothermes globales sont élargies par l’hétérogénéité en densité
de l’échantillon. Nous avons accès à une information sur la fraction liquide lo-
cale en mesurant le signal optique, cependant nous ne pouvons pas remonter
à la valeur de la fraction liquide locale avec cette méthode. Par ailleurs, nous
n’avons pas pu observer que le signal optique suivait une loi d’échelle.
Nous souhaitons donc détecter directement les avalanches grâce à une tech-
nique optique. Nous avons imaginé utiliser la sensibilité du speckle aux va-
riations brusques de densité que nous devrions observer dans le scénario des
avalanches.
Nous introduisons dans une première partie le phénomène de speckle
(§ 4.1), puis nous décrivons la technique que nous avons employée pour ac-
quérir des figures de speckle sensibles aux propriétés locales de l’échantillon
(§ 4.2). Enfin, le paragraphe 4.3 démontre que le speckle est bien sensible à la
condensation d’hélium, même si nous n’avons pas pu détecter avec certitude
des avalanches individuelles.
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4.1 Le speckle
4.1.1 Introduction au phénomène
Le speckle 1 apparaît dès qu’une surface rugueuse à l’échelle de la longueur
d’onde est éclairée avec une lumière cohérente. Au lieu d’être uniforme, la dis-
tribution angulaire de l’intensité lumineuse diffusée oscille spatialement entre
des zones brillantes et sombres. Ce phénomène s’observe très facilement en
éclairant n’importe quel objet avec un laser : des taches lumineuses — dites
de speckle — apparaissent sur l’objet éclairé. Le speckle peut aussi apparaître
lorsqu’un faisceau de lumière cohérente traverse un milieu d’indice optique
non uniforme. C’est ce phénomène qui cause le scintillement des étoiles. L’ex-
tension angulaire des taches de speckle dépend uniquement du rapport de la
longueur d’onde de la source lumineuse à la taille de la zone éclairée.
Ce phénomène est dû à la nature cohérente de la lumière. Une fois réfléchie
par une surface rugueuse à l’échelle de la longueur d’onde, on peut décrire la
lumière par une assemblée d’ondes sphériques déphasées les unes par rapport
aux autres à cause de la différence de marche induite par la rugosité de la
surface. Si l’interférence entre toutes ces ondes sphériques est constructive sur
le détecteur, on observera une tache brillante, et vice versa.
En imagerie, le speckle est plutôt une source de bruit puisqu’il affecte la
forme de la surface imagée. C’est pourquoi, dans les expériences du chapitre 3,
nous avons ouvert autant que possible le diaphragme de la caméra, pour que
la taille des taches devienne inférieure à la taille du pixel (cf. § 3.2.5 (p. 63)).
Par contre, du fait de la grande sensibilité de la distribution spatiale des taches
aux détails microscopiques de la surface, le speckle permet de détecter de très
1. Le terme français, tavelure, est très peu (voire pas) utilisé dans la communauté. C’est
pourquoi nous lui préférerons le terme anglais qui, avant le phénomène physique que nous étu-
dions, décrit les petites taches que l’on peut observer sur la peau, un plumage ou un feuillage.
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faibles modifications des propriétés microscopiques de la surface diffusante.
C’est cette propriété que nous utilisons pour détecter finement les changements
locaux de densité d’hélium dans notre expérience.
4.1.2 Pourquoi le speckle ? L’exemple de l’opalescence cri-
tique
Dans une expérience de diffusion dynamique de la lumière (Dynamic Light
Scattering), on envoie un faisceau laser dans un échantillon fluide et on en-
registre le signal diffusé dans une certaine direction [53]. L’intensité diffusée
obéit à la relation (2.10) qui relie le champ diffusé et la transformée de Fourier






Si la matière est uniformément répartie à l’échelle de la longueur d’onde dans
la zone de diffusion, on a I(q)∝ δ(q), et il n’y a de lumière diffusée que dans
la direction incidente : c’est la propagation de la lumière.
Cependant, même le modèle le plus rudimentaire d’un gaz prévoit des fluc-
tuations de densité, donnant lieu à des hétérogénéités instantanées de densité.
Si ces fluctuations existent à des échelles de l’ordre de grandeur de la longueur
d’onde de la lumière incidente, elles diffusent la lumière dans les directions
autres que la direction incidente : on peut observer des taches de speckle. La
structure spatiale du champ de speckle dépend de la distribution spatiale des
fluctuations de densité. Elle fluctue donc dans le temps 2. La taille des taches
de speckle est inversement proportionnelle à la taille de la zone éclairée, d’où
la nécessité de réduire cette zone pour résoudre ces taches.
La sélection spatiale peut s’effectuer en plaçant deux diaphragmes en sé-
rie entre l’échantillon et le photodétecteur comme le montre la figure 4.1. En
jouant sur la taille des diaphragmes, on peut réduire la taille de la région obser-
vée et augmenter la taille des taches de speckle de telle sorte que le détecteur
n’en voit qu’une ou quelques unes. Si le détecteur est alors suffisamment ra-
pide, le signal détecté fluctue. L’échelle temporelle sur laquelle il varie dépend
de la dynamique des hétérogénéités de densité à l’échelle de la longueur d’onde
de la source. L’autocorrélation temporelle de ce signal permet alors de remon-
ter aux temps caractéristiques de ces hétérogénéités. C’est de cette manière
qu’on peut observer l’opalescence critique d’un fluide ou d’un mélange binaire
à proximité du point critique.
2. Les hétérogénéités de densité ayant des temps de vie bien supérieurs au temps qu’il faut
à la lumière pour traverser l’échantillon.
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FIGURE 4.1 – Schéma du montage d’une expérience de diffusion dynamique de
lumière. On illumine une cuve contenant l’échantillon à analyser avec un laser,
et on enregistre l’intensité diffusée dans une direction avec un photodétecteur
suffisamment résolu en temps.
Par ailleurs, l’hypothèse ergodique nous permet de relier la moyenne tem-
porelle de l’intensité à la transformée de Fourier de la fonction de corrélation













Alors que le signal instantané (4.1) reflétant l’évolution de la figure de spe-
ckle donne une information sur la distribution instantanée de matière ρ(r), la
moyenne temporelle de ce signal (4.2) ne dépend plus que de la fonction de
corrélation de paire de cette distribution G(r− r′) = 〈ρ(r)ρ(r′)〉. Cet exemple
montre bien ce que le speckle peut apporter comme information. Nous avons
donc voulu utiliser cette sensibilité du speckle à la configuration locale dans le
but de détecter les avalanches prévues par le modèle en champ moyen local.
4.1.3 Ordres de grandeur pour la détection d’avalanches
Quelle signature sur le speckle attendons-nous si la condensation de l’hé-
lium dans un aérogel est bien décrite par le modèle en champ moyen local ?
Dans ce modèle, on ne fait que rajouter de la matière aux endroits où il n’y en a
pas encore, sans redistribuer la matière existante. Cette situation est différente
d’une situation où la matière se réorganise constamment, comme c’est le cas
dans l’expérience d’opalescence critique.
Signature d’une avalanche individuelle
Dans notre cas, le champ diffusé après avalanche est l’addition du champ
diffusé avant l’avalanche et de la contribution des diffuseurs apparus au cours
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Pour que l’effet soit notable sur l’intensité, il faut que le nombre de diffuseurs
ajoutés soit suffisant pour pouvoir changer la norme du champ (donc son carré,
l’intensité mesurée). Si on ajoute les diffuseurs aléatoirement dans l’espace, le
module du champ total correspond à la distance à l’origine d’une marche au
hasard. C’est ce que montre la figure 4.2. On y a représenté quatre marches
au hasard différentes. Les marches au hasard noire, verte et rouge illustrent
la sensibilité du speckle à la redistribution des diffuseurs (ou des zones diffu-
santes), ce qui correspond à l’expérience d’opalescence critique. Si, au cours de
l’intervalle de temps séparant deux mesures consécutives, les particules n’ont
eu le temps de bouger que d’une petite fraction de longueur d’onde, les angles
des segments varient peu, et l’intensité également. C’est ce que nous avons re-
présenté par la marche au hasard verte, où les angles ont été modifiés d’un
nombre compris entre ±2.5° par rapport à la marche noire. Ce changement a
peu d’effet sur la norme du vecteur vert. Par contre, si les particules ont eu
le temps de se déplacer sur une plus grande distance par rapport à la lon-
gueur d’onde, les angles varient d’une fraction de pi et l’intensité de la tache
de speckle est significativement modifiée. Dans la marche au hasard rouge, on
a ajouté un nombre compris entre ±25° : la norme du vecteur rouge et celle
du vecteur noir sont bien différentes.
Les marches au hasard représentées en bleu et magenta illustrent, elles, la
sensibilité du speckle à l’addition de 1% de diffuseurs, soit répartis aléatoire-
ment (marche bleue), soit dans une région petite devant la longueur d’onde
(marche magenta). La variation du champ est nettement plus importante si
les diffuseurs supplémentaires y contribuent de façon cohérente. C’est ce qui
peut permettre de discriminer des grandes avalanches locales d’une addition
de petites avalanches distribuées.
Ces considérations montrent que la capacité à détecter des avalanches avec
le speckle dépend de la taille des avalanches par rapport à celle de la zone
éclairée, et, également, par rapport à la longueur d’onde. Pour détecter une
avalanche de taille donnée, il faut sonder un volume qui ne soit pas trop grand
devant cette taille. Cette situation est très différente de la diffusion par des
fluctuations temporelles d’intensité. Dans ce cas, tous les diffuseurs bougent
et le signal de décorrélation ne dépend pas de la taille du volume sondé (à
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FIGURE 4.2 – Sensibilité du champ diffusé au mouvement et à l’addition de diffu-
seurs : les segments sont tous de longueur égale, seul l’angle entre segments est
aléatoire. En vert, on a perturbé la séquences des angles de la marche noire de
±2.5°, et en rouge de ±25°. En bleu, on a ajouté 1% de diffuseurs non corrélés
entre eux aux diffuseurs déjà présents, alors qu’en magenta, les diffuseurs ajoutés
en nombre identique sont corrélés.
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condition que l’on reste à l’intérieur d’une tache de speckle).
Il faut noter que, même si on n’arrive pas à satisfaire cette contrainte, il reste
intéressant de tenter cette expérience dans la mesure où on ne peut exclure que
les avalanches s’accompagnent également d’une redistribution de la matière.
En effet, les simulations effectuées par Kierlik et coll. [54] pour un aérogel en
contact avec un réservoir de matière de taille finie (ce qui est le cas dans nos
expériences) montrent de telles réorganisations.
Enfin, on s’attend à pouvoir isoler une avalanche d’autant plus facilement
que sa contribution au signal n’est pas noyée dans un grand nombre d’ava-
lanches. Il faut donc que l’intervalle de temps entre deux figures de speckle
ne soit pas trop grand devant celui séparant deux avalanches dans le volume
considéré, fixé par la masse condensée dans une avalanche et par le débit d’hé-
lium. Dans les expériences décrites dans ce chapitre, nous avons en général
fixé l’intervalle de temps entre images à 10s, pour un débit remplissant tout
l’échantillon en une quinzaine d’heures (≈ 50000s). Pour une condensation
continue, la fraction condensée entre images dans le volume de détection est
alors de l’ordre de 2 · 10−4. Pour fixer les idées, pour un volume de détection
de (50µm)3, une telle fraction correspond à une avalanche unique d’environ
3µm de diamètre 3. Pour améliorer le seuil de détection, nous avons ponctuel-
lement diminué le débit d’un facteur 3 et utilisé une période d’acquisition de
1s. La quantité condensée entre images correspond cette fois à une avalanche
d’environ 4µm de diamètre dans un volume de (200µm)3, ce qui correspond
à nos conditions expérimentales 4.
Cette cadence d’acquisition nous permet d’enregistrer directement les fi-
gures de speckle avec une caméra CCD ordinaire plutôt qu’avec un photodé-
tecteur. C’est heureux car, contrairement à une expérience d’opalescence où
on peut mesurer, en moyennant sur le temps, une fonction d’autocorrélation à
partir d’une seule tache de speckle, nous ne sommes pas dans un cas station-
naire ergodique. La distribution de taille des avalanches doit en effet évoluer en
fonction de la fraction condensée. Ainsi, nous devons effectuer une moyenne
sur plusieurs taches de speckle.
3. Rappelons que la longueur de corrélation de la silice dans B102 est d’environ 20nm [42].
4. Les avalanches observées par Lilly et coll. [25, 45] dans un matériau bien différent
du notre, constitué de pores quasi-cylindriques de 200nm de diamètre et de 10µm de long,
sont de l’ordre de (30µm)3 à (300µm)3. Des avalanches de cette taille seraient probablement
détectables avec notre technique.
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4.2 Localité du speckle
Au chapitre précédent, nous avons vu que notre échantillon n’est pas ho-
mogène (cf. § 3.2.2 (p. 54)). La distribution en taille des avalanches, autour
d’une pression donnée, doit donc dépendre de la région observée. Inversement,
pour une région observée de petite taille, la distribution des avalanches va dé-
pendre de la pression, et on s’attend à ce que, au dessus de T ∗, les avalanches
aient une taille maximale à la pression où la pente de l’isotherme locale est
maximale. Pour interpréter les expériences, il est alors nécessaire de pouvoir
corréler les éventuelles avalanches détectées à l’avancement du processus de
condensation, tel qu’observé sur les images morphologiques. Ceci impose de
savoir situer, à tout instant, la zone observée en speckle sur les images de mor-
phologie de la phase blanche. Afin d’éviter toute ambiguïté nous utiliserons le
terme d’image pour désigner les prises de vue de la phase blanche, alors que
nous préférerons le terme de figures pour désigner les mesures de speckle.
Nous décrivons dans les paragraphes suivants le montage optique qui nous
a permis de sélectionner une zone d’intérêt et de savoir où celle-ci se situe dans
l’échantillon.
4.2.1 Sélection spatiale
Pour isoler une zone de l’espace, nous commençons par éclairer l’aérogel
avec un faisceau focalisé — plutôt qu’avec une nappe — pour limiter la taille
de la zone éclairée.
Nous imageons ensuite l’échantillon grâce à la lentille « relais » de la fi-
gure 4.3. La lentille est placée de telle manière que le grossissement soit de 1
(montage 2f-2f). Sur l’image ainsi formée, nous sélectionnons une zone avec
un diaphragme à iris ou une fente verticale de largeur réglable. La lumière qui
passe à l’ouest du diaphragme est alors celle diffusée par la région de l’aérogel
conjuguée au diaphragme par la lentille relais.
On met la caméra « Speckle » au point à l’infini. Chaque pixel de cette
caméra correspond à une direction de propagation, donc à un vecteur d’onde
diffusé 5. On observe alors des figures de speckle comme celles de la figure 4.4.
Comme on s’y attend, la taille des taches de speckle dépend à la fois de la
largeur du faisceau, et de la taille du diaphragme.
L’extension du champ de speckle est limitée par les angles extrêmes pou-
vant rentrer dans la caméra. Pour maximiser ce champ, donc la statistique sur
5. Stricto sensu, ce montage ne réalise pas une image du speckle à l’infini de l’échantillon,
mais à une distance f , où f est la longueur focale de la lentille relais. Mais, comme f = 15cm
est très supérieure à la taille transverse de l’échantillon observé (≪ 1mm), cette image est
quasiment à l’infini.
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FIGURE 4.3 – Montage optique de détection speckle.
(a) (b) (c)
FIGURE 4.4 – La figure de speckle dépend à la fois de la taille du faisceau et de la
taille du diaphragme. (a) Diaphragme circulaire entièrement éclairé : les taches
sont circulaires. – (b) Faisceau focalisé et fente large : les taches sont allongées
verticalement. – (c) faisceau focalisé et fente étroite : les taches sont allongées
dans les deux directions. Les schémas du dessus représentent ce que verrait la
caméra « Speckle » si elle était au point sur le diaphragme.
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FIGURE 4.5 – Superposition d’une image avec le diaphragme ouvert avec une
image diaphragme fermé afin de contrôler la partie de l’échantillon mesurée par le
speckle. Sur cette image, le diaphragme sélectionne plus d’un tiers de l’échantillon
en largeur.
les taches de speckle, il faut approcher la caméra du diaphragme et ouvrir le
diaphragme de la caméra au maximum. Dans ces conditions, le champ obser-
vable n’est limité que par les fenêtres du cryostat et est d’environ 15°.
4.2.2 Contrôle de la région observée
On souhaite corréler l’évolution des figures de speckle à la morphologie
observée par la caméra « Imagerie ». Il faut donc pouvoir reporter la position
et la taille de la zone sélectionnée par le diaphragme sur les images. Dans ce
but, avant d’acquérir les figures de speckle, on peut mettre au point la caméra
« Speckle » dans le plan du diaphragme, et prendre des images diaphragme
ouvert et fermé pour voir où celui-ci se conjugue sur l’échantillon. On peut
ensuite reporter sa position sur les images de la caméra « Imagerie ». Cette
méthode a été employée dans les premières expériences réalisées (fig. 4.5). Elle
présente l’inconvénient de ne pouvoir vérifier en temps réel que le diaphragme
est toujours à sa position déterminée initialement, ce qui prête à tous les doutes
lorsqu’on observe des signaux difficiles à interpréter.
Par ailleurs, pour corréler le signal speckle à la morphologie observée, on
utilisait une nappe pour illuminer l’aérogel dans les premières expériences de
speckle, la sélection spatiale étant assurée par un diaphragme. Nous avons
souhaité travailler avec un faisceau fin pour augmenter le flux disponible et ré-
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(a) (b)
FIGURE 4.6 – (a) Il est difficile de distinguer la frontière de la phase blanche sur
les images du faisceau. – (b) Visualisation de la phase blanche avec le FSM.
duire le bruit sur la CCD. Cependant, lorsqu’on éclaire avec un faisceau fin, il
est difficile de situer sur les images la frontière de la phase blanche, comme le
montre la figure 4.6 (a). Pour corréler le speckle à la morphologie, il faut alors
réaliser une seconde isotherme identique, en intercalant la lentille cylindrique
sur le faisceau incident pour réaliser une nappe. Il n’est alors pas évident de po-
sitionner la lentille cylindrique de telle sorte qu’elle ne dévie pas latéralement
le faisceau initial, afin que la nappe formée contienne exactement ce faisceau.
Pour résoudre ce dernier problème, j’ai remplacé le miroir « 1 » à l’entrée
du cryostat par un miroir commandable (Newport FSM-300, Fast Steering Mir-
ror). On le fait osciller de haut en bas autour de sa position médiane de façon
à ce que le faisceau balaye l’échantillon perpendiculairement au plan de la fi-
gure 4.3. Compte tenu de la bande passante du FSM (de l’ordre de 150Hz),
nous utilisons une fréquence d’environ 10Hz pour garantir un balayage trian-
gulaire du faisceau. En utilisant un temps d’intégration de la caméra « Image-
rie » égal à un nombre entier de demi-périodes, on obtient alors un éclairage
uniforme des images (cf. fig. 4.6 (b)). Cette méthode garantit que les images
balayées contiennent le faisceau utilisé pour les figures de speckle.
Le mode balayage est cependant incompatible avec l’observation du spe-
ckle car les figures de speckle se brouillent lorsqu’on fait osciller le faisceau
(en outre, on réduit dramatiquement le flux utile). Cette méthode impose de
réaliser deux isothermes, une en mode nappe et une en mode faisceau, ou
de contrôler par programme l’allumage du FSM pour alterner des images de
speckle et des images morphologiques.
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FIGURE 4.7 – Montage optique de détection speckle. Le speckle est produit par le
faisceau rouge, le faisceau bleu sert à visualiser la position de la phase blanche et
celle du diaphragme.
La solution plus simple que nous avons retenue est d’utiliser deux faisceaux
de longueurs d’onde différentes pour la visualisation et l’observation du spe-
ckle. Le montage de la figure 4.7 nous permet ainsi d’observer simultanément
les figures de speckle, la forme de la phase blanche et la zone visée par le dia-
phragme. Dans ce montage, le faisceau rouge est focalisé et produit les figures
de speckle. Un second faisceau parallèle, issu d’un laser bleu, visualise la posi-
tion de la phase blanche par rapport à la zone sélectionnée par le diaphragme.
Dans une première étape, on superpose avec soin la partie du faisceau bleu
empruntant le « trajet 1 » avec le faisceau rouge (en faisant coïncider leurs
images sur la caméra « Imagerie »). On allume ensuite le FSM pour réaliser
une nappe bleue contenant le faisceau rouge. La figure 4.8 (a) montre une
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(a) (b)
FIGURE 4.8 – Images prises par la caméra « Imagerie » pour deux remplissages
différents. (a) Superposition de la nappe bleue et du faisceau rouge. (b) Canal bleu
de la caméra montrant la position relative de la phase blanche et du diaphragme
(ce dernier est marqué par la flèche magenta à gauche de la phase blanche). Dans
cette dernière image, le faisceau rouge a été filtré par le filtre réjecteur de bande
à 633nm.
image de la superposition de la nappe bleue et du faisceau rouge prise par la
caméra « Imagerie ». On place finalement devant la caméra « Imagerie » un
filtre réjecteur de bande autour de 633nm pour obtenir des images comme
celles de la figure 4.8 (b).
Le laser bleu permet également de connaître en permanence la position du
diaphragme. Pour cela, on dérive une partie de son faisceau pour illuminer
le diaphragme, et en former une image sur l’échantillon à travers la lentille
« relais ». La caméra « Imagerie » visualise donc la superposition de la nappe
et du diaphragme (cf. fig. 4.8 (b)).
A cause de la rétrodiffusion de la lumière bleue par les différents éléments
optiques et de l’imperfection du miroir dichroïque utilisé pour injecter le fais-
ceau bleu sur l’axe O-E, un peu de lumière bleue est renvoyé vers la caméra
« Speckle », ce qui bruite les figures de speckle. Pour l’éviter, on place un filtre
interférentiel devant la caméra « Speckle ».
4.2.3 Test de la localité
Lemontage réalisé nous a permis de vérifier la réalité de la sélection opérée.
Nous nous sommes placés à T = 4.6K, c’est-à-dire dans le domaine de tem-
89

















FIGURE 4.9 – Intensité intégrée sur une figure de speckle pour deux largeurs de
fente différentes.
pérature où la condensation est abrupte pour B102, et avons mesuré Ispeckle,
l’intensité moyennée sur toute la figure de speckle, au cours de la condensa-
tion . La figure 4.9 montre la dépendance en pression de cette quantité, pour
deux remplissages successifs, effectués pour un faisceau focalisé et deux lar-
geurs de fente différentes (0.2 et 0.26 mm). Comme on s’y attend, le signal
enregistré avec une fente large est bien supérieur à celui enregistré pour une
fente étroite. Les deux signaux ont un comportement similaire et tombent à 0
au moment où, sur les images morphologiques, la frontière de la phase blanche
traverse l’image du diaphragme.
La transition est élargie par rapport aux expériences du chapitre 3, où, à
4.6 K, l’intensité chutait brutalement. Cet élargissement résulte du fait que la
largeur de la fente est supérieure à celle d’un pixel de la caméra d’imagerie, et
de la moins bonne focalisation du faisceau dans les expériences de speckle 6. À
cette différence près, cette expérience montre que notre montage remplit son
objectif.
6. Dans les expériences de speckle, le faisceau issu du laser He-Ne est élargi par un téléscope
de grandissement 10 avant d’être focalisé par une lentille de focale 300mm. Au chapitre 3, un
second télescope de grandissement 5 était intercalé entre le premier télescope et la lentille de
focalisation pour diminuer la divergence et améliorer la focalisation.
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(a) (b) (c) (d)
FIGURE 4.10 – (a) Effet d’un faisceau rouge trop intense observé avec une nappe
bleue (un filtre coupe complètement le laser rouge). – (b) Le faisceau rouge a
été atténué 5 fois par rapport à l’image (a). – (c) Position du diaphragme rectan-
gulaire. – (d) Faisceau rouge. Remarque : les niveaux de gris de ces images sont
codés sur 256 niveaux (8 bits), la caméra enregistre sur 65 536 niveaux (16 bits).
Il faut donc choisir quels niveaux afficher, d’où la couleur bleue (respectivement
rouge) qui indique les niveaux inférieurs (respectivement supérieurs) au mini-
mum (respectivement maximum) de l’échelle d’affichage.
4.2.4 Choix de l’intensité du faisceau
Notre montage nous a aussi permis de déterminer l’intensité maximale ad-
missible pour le faisceau focalisé.
Plus la fente est étroite, plus la quantité de lumière qui arrive dans la ca-
méra « Speckle » est faible et plus le bruit est important. Nous avons travaillé
avec les valeurs maximales admissibles pour le temps de pose et le gain de
notre caméra. Le seul paramètre variable est alors l’intensité incidente. Elle est
limitée par la contrainte de ne pas chauffer localement l’aérogel. Nous avons
pu déterminer expérimentalement la puissance maximale admissible pour le
faisceau localisé en étudiant comment le faisceau focalisé perturbe la conden-
sation, telle qu’observée simultanément avec la nappe bleue. La figure 4.10
montre ainsi que la forme de la phase blanche est perturbée si on utilise l’in-
tensité maximale (évaluée à 600µW au niveau de la cellule), mais pas si on at-
ténue l’intensité incidente par un facteur 5. Pour l’intensité maximale, la phase
blanche est étirée le long du faisceau, ce qui implique que la condensation est
localement en retard. Cet effet est compatible avec un chauffage induit par
l’absorption de la lumière par l’aérogel. La pression de vapeur saturante aug-
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(a) (b)
FIGURE 4.11 – Speckle enregistré au même instant que les images (a) et (b) de la
figure 4.10.
mentant avec la température, la phase liquide, pour une pression donnée, est
défavorisée au voisinage du faisceau.
On peut évaluer grossièrement l’élévation de température dans le faisceau.
En effet, sur l’axe du faisceau, la position de la phase blanche correspond à
celle obtenue en l’absence de faisceau pour une pression environ 100µbar plus
faible. Ceci correspond à une différence de température de l’ordre de 100 à
200µK au plus. C’est négligeable à l’échelle de la distance à T ∗ , ce qui implique
que la statistique des avalanches n’est sans doute pas perturbée. Par contre, la
déformation de la frontière de la phase blanche provoque un gradient d’indice
moyen qui disperse le faisceau bleu, comme le montre la figure 4.10 (a). Cette
situation n’est probablement pas souhaitable. Pour le futur, il sera prudent de
se limiter à une intensité entre 2 et 5 fois plus faible que l’intensité maximale.
La figure 4.11montre les images de speckle pour les situations avec faisceau
intense et atténué. On remarque que l’image enregistrée avec le faisceau le
moins intense (fig. 4.11 (b)) a une structure verticale (les taches de speckle ont
tendance à être allongées verticalement). Cette structure résulte de la forme
de la région éclairée, le faisceau étant moins large que la fente (fig. 4.10 (c) et
(d)). L’image enregistrée avec le faisceau le plus intense ne montre pas cet effet
(fig. 4.11 (a)), sans doute à cause de l’étalement vertical du faisceau incident).
4.2.5 Stabilité du speckle
Un grand effort a été entrepris pour améliorer la stabilité des figures de
speckle en l’absence de condensation, de façon à assurer que les évènements
sur les images de speckle proviennent non pas de causes extérieures mais bien
de la physique que nous souhaitons mesurer.
Nous utilisons la corrélation comme outil pour qualifier la stabilité des fi-
gures. En changeant différents paramètres, nous regardons comment les fi-
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gures de speckle se décorrèlent avec le temps.
Sans même utiliser cet outil, on peut déjà remarquer que la figure de spe-
ckle est très sensible aux vibrations. Il suffit de toquer sur la table ou sur le
cryostat pour voir la figure de speckle changer brutalement. Ceci résulte du
mouvement de l’aérogel (qui n’est pas rigidement fixé dans sa cellule) par rap-
port au faisceau. La table optique est donc suspendue pour filtrer un maximum
de vibrations transmises par le sol 7.
Par ailleurs, la pièce est régulée en température pour différentes raisons
(contrôle de la quantité de matière dans les capillaires à l’ambiante (§ 2.3.2)
et électronique de mesure sensible aux variations de température (§ 2.2.2)).
La régulation en température est assurée par un groupe brassant de l’air chaud
ou froid selon le mode choisi. Il faut isoler les trajets optiques de ces courants
d’air, car, expérimentalement, ils perturbent la figure de speckle. L’interpréta-
tion probable est que les fluctuations résultantes de l’indice de l’air dévient
légèrement le faisceau incident lors de son trajet dans l’air, ce qui change la
région observée dans l’aérogel . La stabilité est en effet d’autant moins bonne
que le faisceau est focalisé. Pour éviter ce problème, nous avons entouré au
maximum les trajets optiques de tubes en carton 8 de faible diamètre (quelques
cm).
Avec ce montage, nous obtenons une très bonne stabilité sur plusieurs
heures lorsque le cryostat est chaud. La situation est moins favorable en fonc-
tionnement : les changements de niveau des liquides cryogéniques et/ou la cir-
culation de gaz semblent produire des évènements discrets de décorrélation.
Par ailleurs, les transferts d’azote et d’hélium que nous devons effectuer toutes
les 48 heures provoquent un déplacement de la cellule facilement visible avec
la caméra « Imagerie ». Les expériences utilisant la corrélation doivent donc
être effectuées entre deux transferts. Ces évènements sont cependant assez
rares pour ne pas perturber systématiquement les mesures.
Le dernier facteur limitant la corrélation d’image à image en l’absence de
condensation est le bruit de la caméra « Speckle ». Cette corrélation dépend
alors de l’intensité lumineuse mesurée. Pour quantifier le bruit induit sur la
corrélation pour chaque expérience particulière, nous avons régulièrement ef-
fectué des pauses de condensation lors de nos expériences.
7. Et on évite de rentrer dans la salle de manip durant les expériences !
8. De façon surprenante, protéger la table optique par un toit de dalles de styrofoam se
révèle nettement moins performant.
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4.3 À la recherche des avalanches
Le dispositif décrit dans la section précédente a été conçu de façon itérative
pour répondre aux interrogations suscitées par des tentatives infructueuses de
détection d’avalanches. La version finale, qui date de l’été 2013, a surtout été
utilisée pour étudier le phénomène de mémoire du point de demi-tour (RPM),
décrit au chapitre suivant. Dans cette partie, nous faisons un point sur ce que
nos expériences nous ont permis d’apprendre en matière de sensibilité du spe-
ckle à la condensation.
4.3.1 Fonction de corrélation
L’analyse de l’évolution des images de speckle repose sur la fonction de
corrélation entre images. Soient deux images A= [ai] et B = [bi] de N pixels
chacune, on définit la fonction de corrélation de ces deux images CAB par :
CAB =
∑















Si C 6= 1, c’est que la configuration du fluide a changé. Inversement, si
C = 1 et si la figure contient suffisamment de taches de speckle, il est vraisem-
blable que la configuration du fluide est identique à une échelle de l’ordre de
la longueur d’onde.
Lorsqu’on applique cette fonction à deux images A et B = λ · A homothé-
tiques l’une de l’autre, CAB = sgn(λ). En particulier, lorsque les deux images
sont identiques (λ = 1), CAA = 1, et lorsque les deux images sont le négatif
l’une de l’autre (λ = −1), CAA¯ = −1. Cette propriété est intéressante, car elle
implique qu’une fluctuation de l’intensité laser incidente affecte l’intensité dif-
fusée, mais pas la corrélation entre images. La fonction de corrélation permet
ainsi de détecter des variations de configuration dont la contribution à l’inten-
sité diffusée serait noyée dans les fluctuations d’intensité du laser.
Nous utiliserons CAB pour quantifier dans ce chapitre les différences entre
configurations, et dans le suivant la mémoire du point de demi-tour.
4.3.2 Sensibilité du speckle à la condensation d’hélium
Pour illustrer la sensibilité du speckle à la condensation d’hélium, nous nous
sommes placés à une température de 5.0K, nettement supérieure à T ∗. Dans
ces conditions, les images montrent que la condensation se fait de façon re-
lativement uniforme pour des fractions globales inférieures à 60%. Ceci nous
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FIGURE 4.12 – Image prise avec la caméra « Imagerie » de position et taille du
diaphragme et du faisceau dans l’aérogel pour l’expérience de speckle à 5.0K.
permet d’avoir une idée de la fraction dans la région imagée. Pour cette expé-
rience, nous avons utilisé un diaphragme large dont la position et la taille sont
visibles sur la figure 4.12. Le faisceau est également élargi pour tester une zone
dont la profondeur est comparable au diamètre du diaphragme. Le volume de
la zone sondée est alors de l’ordre d’une fraction de mm3. Une telle configu-
ration ne permet pas d’espérer détecter des avalanches individuelles, mais de
tester la sensibilité de la fonction de corrélation à la fraction locale condensée.
Sur la figure 4.13, la courbe rouge représente le signal optique intégré sur
l’ensemble des taches de speckle. Chacune des autres courbes représente la
fonction de corrélation entre une image donnée (celle correspondant au maxi-
mum de corrélation) et les autres images.
On peut dans un premier temps remarquer qu’une image n’est parfaitement
corrélée qu’à elle-même. La corrélation avec les figures de speckle immédiate-
ment antérieure ou postérieure est inférieure à 1, à cause du bruit de la ca-
méra. Au cours du remplissage, l’intensité globale des images (Ispeckle) croît et
le rapport signal sur bruit des images s’améliore, ce qui augmente la corrélation
d’une image avec celles immédiatement voisines.
On peut ensuite remarquer que le speckle évolue même au début de la
condensation, dans une région où l’intensité globale, elle, ne bouge pas (entre
0.5 et 4h). Ce résultat, joint au fait que le speckle n’évolue pas si on ne
condense pas, démontre que le speckle est plus sensible à la condensation
que ne l’est l’intensité moyenne. Il implique au minimum que la condensation
affecte la distribution de fluide dans la zone sondée.
Par ailleurs, l’allure des fonctions de corrélations n’évolue pas de façon
notable avec le remplissage. Si, sans surprise, on ne détecte aucun signal
brusque provenant d’une avalanche, on décorrèle entièrement sur des fractions
de l’ordre du %, indépendamment de la fraction moyenne déjà condensée.
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FIGURE 4.13 – Décorrélation du speckle et signal optique au cours d’une isotherme
à T = 5.0K (l’isotherme n’est pas terminée). À cette température, le remplissage
complet de l’aérogel se fait sur environ 10 heures pour un débit de 0.3 ccTPN/min.
1 heure correspond donc à environ 10% de fraction condensée. La corrélation
d’une image avec la précédente ou la suivante est d’autant meilleure que le signal
optique est important (donc que le rapport signal sur bruit des figures est grand),
d’où l’amélioration de celle-ci au cours de l’isotherme.
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FIGURE 4.14 – Représentation bidimensionnelle de la décorrélation du speckle et
signal optique (courbe verte) au cours d’une isotherme à T = 5.0K (l’isotherme
n’est pas terminée). Sur cette figure l’axe horizontal représente le temps. L’axe
vertical représente le décalage temporel par rapport à l’axe horizontal. Les deux
traînées verticales jaunes correspondent aux moments où le débit d’hélium est
nul. On vérifie bien que la corrélation reste proche pour deux images prises au
cours de la même pause.
Représentation bidimensionnelle
L’inconvénient de la figure 4.13 est qu’elle ne permet pas de suivre conti-
nûment la vitesse de décorrélation. Pour cela, nous introduisons la représen-
tation bidimensionnelle de la figure 4.14. Sur cette figure, le temps au cours
de l’expérience est porté en abscisse, et le temps dans le passé en ordonné.
Pour chaque point de coordonnées (t, ∆t) , on représente ainsi en niveau de
couleur la corrélation de l’image prise au temps t avec l’image prise au temps
t −∆t. En suivant une ligne verticale ascendante, on suit donc l’évolution de
la corrélation de l’image à l’instant t avec les images précédentes.
Cette représentation permet de confirmer à tout instant le résultat de la
figure 4.13 : la condensation décorrèle rapidement le speckle. La corrélation
chute à moins de 20% sur un intervalle de 5 à 10 minutes (soit 1 à 2% en
fraction). La légère inclinaison des courbes iso-couleur indique que le taux de
décorrélation augmente légèrement au cours du remplissage.
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FIGURE 4.15 – Interférence des deux figures de speckle. Le trajet 1 correspond à
la lumière diffusée à 135° de la direction incidente, le trajet 2 à la lumière diffusée
à 45° puis réfléchie par la vitre en saphir.
Oscillations de corrélation
Un zoom sur la ligne de base de la figure 4.13 révèle la présence d’oscilla-
tions dans la fonction de corrélation avec une période de l’ordre de 5 minutes.
Ces oscillations sont également discernables dans la partie violette de la fi-
gure 4.14. Leur présence suggère que la figure de speckle serait l’addition de
deux figures de speckle, déphasées d’une quantité rapidement variable avec le
remplissage. Il nous semble vraisemblable que ces deux figures proviennent,
d’une part, du champ speckle directement diffusé à 135°, d’autre part du champ
diffusé à 45° et réfléchi à 135° par la fenêtre en saphir de la cellule, comme
illustré par la figure 4.15. Le second trajet est globalement déphasé par rapport
au premier par le passage dans l’aérogel et l’hélium qu’il contient. Au cours du
remplissage, l’indice optique moyen de la région traversée augmente, ce qui
augmente le déphasage entre les contributions. L’estimation quantitative de
cet effet permet de reproduire la période observée des oscillations.





où nmoyen est l’indice moyen sur δ. Celui-ci passe de nG (gaz) à nL (liquide)
au cours de l’isotherme. Comme il est proche de 1, l’indice de l’hélium varie







2 − 1) (4.7)
∼ 1+ ρ
ρL(T0)
(nT0 − 1). (4.8)
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Entre le début et la fin de l’isotherme, la différence de trajet optique entre










(nT0 − 1) (4.10)
sur un intervalle de temps
∆t =
V · (ρL −ρG)
m˙
, (4.11)
où m˙ est le débit massique et V le volume libre de l’aérogel. On peut donc cal-
culer la période temporelle moyenne τ des oscillations au cours de l’isotherme
τ=
5λVρL(T0)
8m˙ e · (nT0 − 1)
(4.12)
La période des battements dépend uniquement du débit et de la position
du diaphragme. Dans ce cas, le débit vaut 0.3 ccTPN/min et la période vaut
5 minutes 9. Cette durée est en accord avec les observations, ce qui confirme
notre interprétation.
La détection d’oscillationsmontre alors que les images de speckle à 135° et à
45° restent partiellement corrélées sur des durées très supérieures à 5 minutes.
Nous pensons que ceci résulte de la contribution de la silice au signal diffusé.
Ce résultat est important car il implique que la silice n’est pas significativement
affectée par le processus de condensation. A l’échelle de nos mesures, les effets
de déformation élastique rapportés par Herman et coll. [39] ne semblent pas
détectables.
Analyse de la décorrélation
Les effets d’oscillation ne peuvent expliquer à eux seuls la chute rapide de
corrélation. Si les diffuseurs n’évoluaient pas dans la région observée, la corré-
lation oscillerait, mais sans décroître à zéro. L’observation d’une décorrélation
irréversible quand la fraction augmente ou diminue implique qu’au moins un
des deux champs speckle (probablement les deux !) varie sur l’échelle de temps
observée.
En l’état actuel de notre compréhension, ce résultat semble contradictoire
avec l’hypothèse que la condensation se ferait sans redistribution de matière à
9. nT0 = 1.0243 à T0 = 4.2K, ρL(4.2K) = 125g/L, λ = 633nm, e = 4mm, V ≃ 0.54cm3
(en tenant compte des 5% du volume occupés par la silice).
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l’échelle microscopique. En effet, si on se réfère à la figure 4.2, une variation de
1% de la fraction ne peut affecter notablement l’intensité d’une tache de spe-
ckle que si la matière est ajoutée de façon cohérente du point de vue optique.
Or, pour la taille du volume sondé, 1% correspond à une échelle de longueur
très supérieure à la longueur d’onde, ce qui est contradictoire avec l’hypothèse
d’une addition cohérente.
On peut se demander si la décorrélation rapide ne pourrait pas plutôt pro-
venir d’une augmentation des effets de déphasage par diffusion multiple. Nous
avons donc évalué le libre parcours moyen en mesurant l’intensité transmise
à travers l’aérogel en train de se remplir. L’atténuation est inférieure à 20% en
dessous d’une fraction condensée globale de 50%. On est donc essentiellement
en régime de diffusion simple, et la diffusion multiple ne semble pas pouvoir
expliquer la décorrélation rapide observée à 5 K.
4.3.3 Comportement à T < T ∗
Nous avons comparé le comportement à 5K à celui observé à T < T ∗. Dans
ce dernier cas, la condensation est hétérogène. La fraction locale est donc dif-
férente de la fraction globale mesurée, ce qui rend plus compliquée une inter-
prétation de la décorrélation en termes de sensibilité du speckle à la fraction
locale condensée.
Même si nous ne connaissons pas la fraction locale condensée, nous pou-
vons au moins assurer qu’elle soit relativement homogène en réduisant la taille
de la zone observée par rapport à l’expérience à 5K. Nous avons donc tra-
vaillé avec un faisceau focalisé d’une largeur à mi-hauteur de 110µm. Comme
diaphragme, nous avons utilisé la fente de largeur réglable en la fermant au
maximum, tout en gardant un signal suffisant sur la caméra « Speckle » 10. Sur
les images, nous mesurons une largeur de 200µm, et une hauteur de 500µm
(nous limitons la hauteur avec deux morceaux de ruban adhésif). On peut voir
la position relative du faisceau et du diaphragme sur la figure 4.16.
La figure 4.17 présente alors l’analyse de corrélation des figures de spe-
ckle pour une isotherme à 4.6K. Cette figure a une structure beaucoup plus
compliquée que son analogue à 5.0K (cf. fig. 4.14).
On observe d’abord deux évènements majeurs de décorrélation, à t ≃ 3h
et à t ≃ 7.5h. La comparaison aux images simultanément prises par la ca-
méra « Imagerie » montre que la décorrélation autour de t = 3h correspond
au moment où la frontière de la phase blanche se décolle du bord gauche de
l’échantillon, qui est la face d’entrée du laser rouge. La figure 4.18 montre des
10. L’intensité du laser n’a pas été optimisée. Nous avons juste vérifié que le chauffage induit
par le faisceau n’était pas visible sur les images de la caméra « Imagerie » (cf. fig. 4.10).
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FIGURE 4.16 – Position du diaphragme et faisceau étroit pour l’isotherme à 4.6K.
images du faisceau avant le décollement de la phase blanche, et au moment
où celle-ci se décolle de la face d’entrée du laser. Si on image le faisceau, on
constate qu’il est dévié par le dioptre incliné formé par l’interface liquide-phase
blanche. Le changement de zone éclairée par le faisceau explique la forte dé-
corrélation du speckle.
La décorrélation à t = 7.5h survient au moment où l’intensité du speckle
est maximale, c’est-à-dire au moment où la frontière de la phase blanche rentre
dans la région observée par le speckle. Cet évènement est beaucoup plus rapide
que le précédent : on perd toute corrélation sur 3 images, soit 30 secondes.
Cette durée est cependant supérieure à celle observée dans le cas d’un choc
sur le cryostat, pour lequel la décorrélation est immédiate. Ceci suggère que
cet évènement pourrait avoir une origine différente de celle des évènements
aléatoires observés en l’absence d’hélium (§ 4.2.5). Son origine reste donc à
élucider, même s’il faudrait une meilleure statistique pour affirmer qu’il est lié
à la condensation de l’hélium 11.
Pour t < 3h, lorsque la phase blanche n’est pas encore décollée, on est dans
une situation comparable à celle discutée à 5K. Néanmoins, bien que le débit
massique d’hélium soit le même que dans les deux expériences (0.3 ccTPN), la
décorrélation est globalement plus lente à 4.6K qu’à 5K. C’est ce qui explique
que les oscillations soient beaucoup plus visibles. Leur période est de l’ordre
de 5 minutes comme à 5K, en accord avec l’analyse du paragraphe précédent
qui montre que cette période est indépendante de la température.
Dans la zone 3h < t < 7.5h, entre les deux évènements décorrélants, on
s’attendrait à observer une décorrélation de plus en plus rapide avec le temps.
En effet, dans le modèle théorique, la taille des avalanches à T < T ∗, et donc
la pente locale de l’isotherme, augmentent lorsqu’on se rapproche du potentiel
chimique où se produit l’avalanche macroscopique [30]. Comme, expérimen-
talement, la pression varie presque linéairement avec le temps dans l’intervalle
11. cf. note 14
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FIGURE 4.17 – Décorrélation du speckle et Ispeckle au cours d’une isotherme à T =
4.6K. Largeur de la fente : 200µm. Les images reproduites au-dessus montrent
la position relative de la phase blanche et de la zone d’où les figures de speckle
proviennent. On représente une image toutes les heures.
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(a)
(b)
FIGURE 4.18 – Faisceau avant le décollement (a) et au cours du décollement de
la phase blanche (b).
considéré, la décorrélation par unité de temps devrait s’accélérer, du moins si
elle reflète bien le flux de matière local 12. Ce comportement est contraire à
celui observé : en effet, la largeur de la région orange (CAB > 0.4) croît quand
on s’approche du deuxième évènement décorrélant.
Pour t > 7.5h, la frontière de la phase blanche balaie la zone visée par le
diaphragme. Le signal optique décroît alors. La décorrélation est de plus en
plus rapide au fur et à mesure que la frontière avance dans la zone visée. Pour
le voir, pour chaque image de l’axe des abscisses, on suit une ligne oblique
parallèle à la frontière de la zone noire dans la figure 4.17, ce qui permet de
visualiser la corrélation de cette image avec les images du futur. On constate
alors bien que la frontière orange-violet se situe au bout d’un temps de plus en
plus court au fur et à mesure que le temps de l’image initiale augmente.
Cette accélération de la décorrélation est conforme à ce qu’on attend du
simple fait que la frontière avance dans la zone d’intérêt. Si la phase blanche
était figée et remplacée peu à peu par du liquide, la décorrélation serait quali-
tativement similaire (on élimine peu à peu des diffuseurs). Quantitativement,
partant de la situation où la fente est complètement remplie par la phase
blanche, on s’attendrait, sur la base d’un modèle simple, à une décorrélation de
l’ordre de 50% une fois la fente mi-remplie. La réalité est un peu plus rapide.
La zone visée se remplit de liquide en 4 heures environ, mais la corrélation par
rapport à l’image initiale chute à 50% sur plutôt 90 minutes. Il est possible que
la structure de la phase blanche évolue elle-même au cours de la période où sa
frontière traverse la zone observée. En tout état de cause, l’effet du balayage
est trop important par rapport à l’éventuel effet de structure pour permettre
d’étudier ce dernier.
Si on se concentre alors sur les temps inférieurs à 7.5h, la conclusion princi-
pale est que le signal se décorrèle moins vite qu’à 5K. Cette différence pourrait
s’expliquer si la pente maximale de l’isotherme locale à 4.6K, juste avant l’ava-
12. Bien que le flux global soit constant, le flux local peut varier puisque la frontière de la
phase blanche se déplace.
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lanche macroscopique, était inférieure à la pente de l’isotherme locale à 5.0K.
Ce comportement semble cependant incompatible avec la figure 1.9 (p. 17).
Alternativement, on peut se poser la question d’un rôle de la taille de la région
observée, et ce, d’autant plus que la décorrélation rapide à 5.0K est également
observée dans le régime de film 13.
Nous avons donc examiné le rôle de la taille de la zone observée en répé-
tant l’expérience à 4.6K avec une largeur de fente supérieure (0.26 au lieu de
0.2 mm). L’analyse en corrélation est présentée sur la figure 4.19. L’allure de
la décorrélation est très similaire à celle observée pour la fente de 0.2mm. Les
deux évènements brusques de décorrélation sont présents, et les images prises
avec la caméra « Imagerie » permettent également de corréler le premier évè-
nement avec le décollement de la phase blanche du côté de l’entrée du laser
et le deuxième avec l’entrée de la frontière de la phase blanche dans la zone
mesurée par le speckle 14.
Par contre, on remarque que la décorrélation est globalement plus rapide
quand la fente est plus large. La zone orangée est en effet plus étroite que dans
la figure 4.17. Cette expérience suggère que le comportement encore plus ra-
pide observé à 5.0K pourrait provenir du grand volume de la zone observée
dans ce dernier cas. A l’heure actuelle, nous n’avons pas d’idée sur le méca-
nisme d’une telle dépendance. Rappelons en effet que, dans l’exemple de la
diffusion de la lumière par des fluctuations de densité (§ 4.1.2), le taux de dé-
corrélation ne dépend pas de la taille du volume observé. Il est nécessaire de
clarifier cette question avant d’analyser quantitativement la décorrélation aux
différentes températures. Pour cela, il faudra réaliser et analyser des mesures
systématiques en fonction de la taille et de la température. Ce sera l’objectif de
prochaines expériences.
4.3.4 Recherche d’avalanches individuelles à 4.75 K
Antérieurement aux mesures qui viennent d’être présentées, nous avions
initialement essayé de rechercher la signature des avalanches dans la situation
la plus favorable où elles auraient une taille maximale tout en restant micro-
scopiques, c’est-à-dire à l’approche du point critique contrôlé par le désordre.
13. Dans le modèle simple décrit au § 3.2.3 (p. 54), l’adsorption du film ne fait que multiplier
le champ diffusé. Une adsorption uniforme sur les filaments de silice ne devrait donc pas
modifier la figure de speckle.
14. Une analyse effectuée ultérieurement montre que la corrélation entre le passage de la
phase blanche et l’évènement décorrélant des figures 4.17 et 4.19 est peut être artificielle. En
effet, il se trouve que le niveau d’hélium liquide dans le cryostat était le même dans les deux
cas, d’où la possibilité d’une décorrélation liée à une vibration engendrée par le passage de
l’interface liquide/gaz sur un des écrans thermiques.
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FIGURE 4.19 – Décorrélation du speckle et Ispeckle au cours d’une isotherme à
T = 4.6K. Largeur de la fente : 260µm. La décorrélation est globalement plus
rapide qu’avec une fente de 200µm (cf. fig. 4.17).
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FIGURE 4.20 – Transition entre les deux régimes de condensation observée par la
même technique que pour la figure 3.10.
Pour cela, nous nous sommes placés à 4.75 K, légèrement au-dessus de la tem-
pérature T ∗ = 4.70K déterminée au chapitre précédent. A cette température,
les mesures optiques du chapitre précédent montrent que l’isotherme locale
n’est plus verticale mais reste très raide (cf. fig. 4.20).
Conformément à la discussion du paragraphe 4.1.3, nous avons travaillé
avec un volume de détection aussi faible que possible pour maximiser la sensi-
bilité du speckle (fente très fermée et faisceau focalisé). La taille des taches de
speckle nous indique que la zone sondée est d’une taille similaire à celle des
isothermes à 4.6K. Pour réduire le bruit sur la corrélation des images, nous
avons de plus utilisé le laser sans atténuation. À l’époque, nous ne disposions
pas encore de l’imagerie simultanée, mais nous avons ensuite constaté en l’em-
ployant que le faisceau utilisé provoquait un chauffage local modéré, comme
discuté au paragraphe 4.2.4, ainsi qu’une déformation de la phase blanche. Il
conviendrait dans l’avenir de vérifier que ceci ne modifie pas la décorrélation.
Pour isoler au mieux d’éventuelles avalanches, nous avons enregistré une
image par seconde, et avons débité l’hélium dans la cellule trois fois moins
vite que pour les expériences présentées jusqu’à présent (0.1 ccTPN/min). La
figure 4.21 montre l’autocorrélation des figures de speckle ainsi enregistrées
sur une échelle comparable à celle des figures 4.17 et 4.19 à 4.6K.
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FIGURE 4.21 – Autocorrélation des figures de speckle sur une petite partie d’une
isotherme à T = 4.75K. On débite à 0.1 ccTPN/min qu’entre 30min et 55min.
Pour détecter des avalanches discrètes, nous avons zoomé sur les axes. La
figure 4.22 (a) représente ainsi la décorrélation initiale des figures de speckle
sur un faible intervalle de temps dans le passé (une centaine de secondes).
L’échelle des couleurs est dilatée entre 0.82 et 1. Sur la première partie de
la figure, le débit est nul. On commence ensuite à débiter dans la cellule au-
tour de t = 30min. Le débit d’hélium a un effet visible sur l’autocorrélation
au-delà d’un intervalle de temps de 30s environ, correspondant à une décor-
rélation moyenne de l’ordre du pourcent. Les lignes sombres dans cette figure
correspondent à des décorrélations brutales plus importantes, de l’ordre de
5%. Un zoom sur ces lignes à une échelle 0.95-1 révèle qu’elles correspondent
systématiquement à des couples (ligne verticale, ligne oblique) à l’intérieur
desquels la corrélation est plus forte. Ceci permet d’identifier ces évènements
comme des évènements uniques, mais réversibles, de décorrélation de la figure
de speckle 15. En d’autres termes, ce qu’on observe ne sont pas des avalanches
individuelles, mais un bruit aléatoire, d’origine inconnue, sur la figure de spe-
ckle.
15. Si l’évènement était irréversible, comme on l’attend pour une avalanche, la région entre
les deux lignes serait noire, comme pour les évènements très décorrélants de la figure 4.17.
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Un bilan brutal de ce chapitre est que nous n’avons pas détecté les ava-
lanches individuelles prédites par la théorie, même dans les conditions les plus
favorables permises par notre dispositif. Ceci n’est pas forcément étonnant dans
la mesure où la taille du volume sondé reste très supérieure à ce qu’on pour-
rait attendre pour une avalanche donnant un signal optiquement cohérent. Il
est sans doute possible d’améliorer encore notre sensibilité en réduisant le vo-
lume imagé et en utilisant une caméra plus sensible. Une question que nous
n’avons néanmoins pas abordée est celle de la capacité du speckle à discriminer
la taille des avalanches. Des simulations préliminaires sur un modèle simplifié
suggèrent qu’il n’y a pas de relation nette entre la décorrélation induite par
une avalanche unique et sa taille. Cette dispersion statistique pourrait rendre
impossible la reconstruction de la statistique des avalanches à partir de celle
des évènements décorrélants. Il faudra élucider cette question avant de mettre
en oeuvre des moyens plus sophistiqués de détection optique.
Au-delà de la détection des avalanches individuelles, les résultats présentés
dans cette partie montrent que le speckle est une méthode de choix pour dé-
tecter des changements locaux de la fraction condensée. Néanmoins, il faudra
comprendre le rôle de la taille de la région observée avant de pouvoir tirer des
conclusions quantitatives. En particulier, il est impératif de répéter les expé-
riences à 5K avec une fente étroite et un faisceau localisé pour mesurer le taux
de décorrélation. S’il se confirmait qu’une décorrélation presque complète se
produit pour des changements de fraction de moins de 10%, on pourrait avoir
à remettre en cause l’idée théorique que la condensation se fait sans redistribu-




Mémoire du point de demi-tour
Nous avons montré au chapitre 3 que la condensation de l’hélium dans
un aérogel de silice était compatible avec la description en champ moyen lo-
cal proposée par Detcheverry et coll. [28, 29, 30] en observant les manifesta-
tions d’une ligne de points critiques contrôlés par le désordre. Cependant, nous
n’avons pas pu observer les avalanches prédites par le modèle (chapitre 4).
La technique de contrôle de la configuration locale de fluide développée au
chapitre précédent pour détecter les avalanches nous a permis de montrer que
notre système présentait la propriété de mémoire du point de demi-tour. C’est
le point que nous développons dans ce chapitre, après avoir décrit la propriété
et ses manifestations dans la première partie.
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5.1 Introduction
Les effets de mémoire des systèmes magnétiques sont liés aux propriétés
hystérétiques de l’aimantation en fonction du champ extérieur. Ainsi, on peut
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imprimer une mémoire magnétique en appliquant un champ extérieur suffi-
samment élevé durant un intervalle de temps. Pour que cette mémoire puisse
remplir sa mission (c’est-à-dire restituer une information), il est nécessaire qu’il
reste une trace de ce champ extérieur lors d’une mesure ultérieure de l’aiman-
tation de la mémoire : le retour à zéro du champ extérieur n’a pas fait revenir
l’aimantation à son état initial, mais elle a gardé une aimantation rémanente.
D’autres effets de mémoire peuvent être observés dans ces systèmes ma-
gnétiques. Comme nous l’avons évoqué au paragraphe 1.1.2 (p. 9), Sethna
et coll. [10] ont montré que le RFIM ferromagnétique athermique exhibait
une propriété que nous appellerons en français mémoire du point de demi-tour
(Return-Point Memory (RPM) en anglais). On peut la reformuler ainsi : faisant
évoluer le champ extérieur entre H1 et H2, et ne sortant jamais de l’intervalle
[H1,H2], le microétat atteint en H2 est indépendant du chemin parcouru. En
particulier, on peut atteindre plusieurs fois H2 puis faire demi-tour : les réa-
lisations microscopiques en H2 sont identiques à chaque fois. Le système se
rappelle chaque état où le sens d’évolution du champ extérieur a changé (pour
peu que l’on refasse demi-tour avant de sortir de l’intervalle [H1,H2]), d’où la
dénomination mémoire du point de demi-tour 1.
L’évolution d’un système de spins d’Ising à température nulle étudié par
Sethna et coll. est par nature déterministe de part la dynamique introduite
pourmodéliser l’évolution sous champmagnétique variable. Partant de deux si-
tuations microscopiquement identiques, l’évolution ultérieure sous une même
excursion en champ sera donc strictement identique à l’échelle du spin indivi-
duel. Une manière de mesurer le RPM est donc de mesurer le bruit Barkhausen
(produit par les avalanches de retournement de spins) et de comparer les si-
gnaux d’une boucle à l’autre.
Notons au passage que la propriété de RPM n’est pas spécifique au RFIM
athermique. Un système de Preisach est une modélisation d’un système ma-
gnétique par une collection d’unités indépendantes ayant chacune sa propre
boucle d’hystérésis rectangulaire non centrée en zéro [55]. L’aimantation du
matériau est alors la moyenne des aimantations des unités. On peut montrer
qu’un système de Preisach présente la propriété de RPM [56].
Plus récemment, d’autres effets de mémoire ont été mis en évidence théori-
quement. Deutsch et Narayan [57] ont ainsi montré que les boucles d’hystérésis
d’un verre de spin 2 à température nulle se rebouclaient au bout de plusieurs
cycles de champ magnétique, et non au bout d’une seule boucle comme c’est
le cas pour le RFIM à température nulle.
1. Un cas trivial s’observe si on choisit un H2 suffisamment grand (ou suffisamment petit)
pour saturer l’aimantation : à chaque fois que le champ arrive en H2, le système est dans le
même microétat avec tous ses spins alignés dans la direction du champ extérieur.
2. Les spins interagissent avec leurs plus proches voisins par un couplage aléatoire.
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FIGURE 5.1 – Différentes boucles mineures mesurées sur un système magnétique
montrant du RPM [59].
Bien que la démonstration du RPM pour le RFIM à température nulle
exige que les interactions soient toutes ferromagnétiques (§ 5.1.2), Deutsch et
coll. [58]montrent que le RPM peut exister dans certains cas pour des chaînes
unidimensionnelles de spin d’Ising antiferromagnétiques à température nulle.
Néanmoins, ces résultats ne se généralisent pas aux dimensions supérieures à
1, et ne sont donc pas applicables au système 3D considéré ici.
5.1.1 Manifestations du RPM
Films Mn–Al–Ge
En 1983, Barker et coll. [59] ont présenté des mesures d’aimantation sur un
film de Mn–Al–Ge. Ils ont en particulier réalisé des boucles mineures, comme
celles reproduites sur la figure 5.1. Ces boucles montrent la propriété de RPM
macroscopique : l’aimantation est la même au début et à la fin d’une boucle
mineure. Le RPM est expliqué ici par le fait que le système peut être modélisé
par un système de Preisach.
Les mesures d’aimantation présentées dans l’article sont dites macrosco-
piques puisqu’elles montrent que la moyenne des domaines présente la pro-
priété de RPM. Bien que reposant sur l’observation des domaines magnétiques
par l’effet Farraday, il n’est pas fait mention de RPMmicroscopique, c’est-à-dire
de retour à la même configuration microscopique des domaines.
Condensation capillaire d’hélium superfluide
Lilly et coll. [25] ont effectué des mesures de condensation d’hélium dans
des films de polycarbonate avec une forte densité de trous quasi cylindriques.
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FIGURE 5.2 – RPM et CPM (Complementary Point Memory) dans des multicouches
Co/Pt [23]
Enmesurant par une technique capacitive la quantité globale d’hélium conden-
sée dans l’échantillon, ils mettent en évidence du RPM macroscopique. Ils in-
terprètent ce RPM en terme de propriété d’un système de Preisach (donc de
pores indépendants), bien qu’ils montrent par ailleurs que le matériau se vide
par des avalanches impliquant des millions de pores.
Ces avalanches ne sont pas reproductibles d’une vidange à une autre, ce
qui exclut d’observer tout RPM microscopique. Lilly et coll. [25] interprètent
cette non reproductibilité par une mauvaise stabilité de leur système.
Autres systèmes
Le RPM macroscopique est également observé dans de nombreux systèmes
non magnétiques allant de la métallurgie [60] à la géophysique [61]. Cepen-
dant, pour ces systèmes comme pour tous ceux cités précédemment, il n’y a
pas de démonstration du RPM au niveau microscopique.
Multicouches Co–Pt
Pierce et coll. ont tenté d’observer par une méthode de speckle X le RPM
microscopique dans des échantillons multicouches à base de cobalt et de pla-
tine [22, 23, 24]. Bien que le RPM macroscopique soit parfait d’une boucle
majeure à l’autre, le speckle X leur permet de montrer que les domaines ma-
gnétiques ne sont pas identiques. Ils développent plusieurs modèles pour expli-
quer ce comportement [24], mais l’origine de l’absence de RPM n’est pas très
claire. Elle a sans doute un lien avec la présence de couplages antiferroma-
gnétiques dans leur système. En effet, comme nous le verrons au paragraphe
suivant, la démonstration du RPM dans le cas du RFIM athermique nécessite
des couplages entre spins uniquement ferromagnétiques.
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Notons que ces expériences ne mesurent pas la même propriété que celles
de Barker et coll. Ceux-ci mesurent le RPM au bout d’une boucle mineure,
propriété que nous nommerons RPM mineur. Pierce et coll. mesurent le de-
gré de similitude entre des configurations au cours de deux boucles majeures
successives. Nous nommerons cette propriété RPM majeur 3. Dans la suite de
cet exposé, nous nous référerons systématiquement au RPM mineur, qui est la
propriété démontrée pour le RFIM athermique par Sethna et coll. [10].
5.1.2 Démonstration
Nous avons reproduit la démonstration de Sethna et coll. dans l’annexe D.
Cette démonstration repose sur deux hypothèses : que les spins d’Ising in-
teragissent ferromagnétiquement, et que l’évolution se fasse de manière adia-
batique. Cette démonstration échoue donc dès que le système n’est pas uni-
quement ferromagnétique. Cela explique sans doute pourquoi peu de systèmes
expérimentaux exhibent cette propriété. En effet, il n’existe pas de système ma-
gnétique réel purement Ising ferromagnétique.
Dans l’analogie avec un système magnétique, l’intérêt de la transition
liquide-gaz réside dans son caractère purement ferromagnétique. L’énergie
de surface cherche à minimiser l’interface liquide-gaz. Dans la modélisation
du gaz sur réseau, celle-ci favorise l’occupation de deux sites voisins soit par
du gaz, soit par du liquide.
5.1.3 Simulations numériques
François Detcheverry a montré dans sa thèse que le modèle en champ
moyen local devait avoir du RPM [11]. Pour essayer de mieux appréhender
cette propriété, nous avons effectué des simulations numériques pour vérifier
que le modèle de gaz sur réseau [9] présentait bien la propriété de RPM. Après
avoir rempli un aérogel partiellement, nous le vidons plus ou moins, et le rem-
plissons à nouveau. Les résultats sont présentés à la figure 5.3. On remarque
que les boucles mineures se referment à leurs extrémités, ce qui montre que le
modèle présente bien la propriété de RPM macroscopique.
On peut vérifier la propriété de RPMmicroscopique en regardant si la confi-
guration à l’extrémité supérieure de la boucle mineure est identique entre le
début et la fin de la boucle. Nous choisissons d’observer le remplissage d’une
coupe de l’aérogel au cours de la boucle mineure la plus profonde (fig. 5.4).
On remarque en premier lieu que les motifs de remplissage sont exactement les
3. Les deux propriétés sont cependant liées, le RPM majeur pouvant être vu comme un cas
particulier du RPM mineur en faisant aller la boucle mineure jusqu’à la saturation.
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FIGURE 5.3 – Simulations numériques du RPM pour un aérogel DLCA 95% à
T = 0.9 < T ∗. On a rajouté les isothermes d’adsorption et de désorption en gris
sur la figure pour avoir une idée de la profondeur des boucles mineures. Il faut
cependant noter que celles-ci ont été réalisées avec une couche gazeuse à un bord
de manière à pouvoir simuler la désorption.
FIGURE 5.4 – Coupes au cours de la plus grande boucle de RPM de la figure 5.3
(la rouge). L’évolution au cours de la boucle mineure se fait suivant le sens de la
flèche entourant l’image. Le liquide est représenté en rouge, le gaz en bleu.
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mêmes au début et à la fin de la boucle mineure (les deux images de gauche) :
cela illustre bien la propriété de RPM microscopique. On remarque aussi que
les motifs de remplissage ne sont pas identiques à la vidange et au remplissage
(on s’y attendait car les boucles mineures sont ouvertes sur la figure 5.3).
5.2 RPM de l’hélium dans les aérogels
Sans hystérésis, le RPM est une propriété triviale. En effet, si le système
passe par la même série d’états lorsqu’on enlève de l’hélium et lorsqu’on en
rajoute, il est normal en particulier d’avoir le même état en début et en fin
de la boucle mineure. Nous montrons que nous observons le RPM dans notre
système, et que les boucles mineures sont d’autant plus hystérétiques qu’elles
sont profondes.
5.2.1 RPM macroscopique
Nous vérifions dans un premier temps que le RPMmacroscopique est vérifié
en traçant la fraction globale condensée 4 en fonction de la pression (fig. 5.5).
On effectue trois boucles mineures 5 de profondeur différente à T = 4.75K,
en faisant des pauses à la fois sur l’isotherme globale et au cours des boucles
mineures.
À chaque pause, le système relaxe thermiquement d’où les traînées hori-
zontales. En effet, au cours de la condensation (qui est une réaction exother-
mique), l’aérogel, mauvais conducteur thermique, se réchauffe ce qui provoque
un décalage vers le haut du palier de condensation 6. Le processus inverse se
produit au cours de la désorption.
On remarque que les trois boucles mineures sont fermées dans le plan (pres-
sion, fraction liquide) : c’est la propriété de RPM macroscopique. Après avoir
enlevé et remis la même quantité de matière, le système se retrouve dans le
même état global. Cette propriété n’est remarquable que parce que les boucles
mineures sont ouvertes ! En effet, on constate que les pauses intermédiaires
ne sont pas confondues dans le plan (pression, fraction liquide). Bien que le
4. Le calcul de la fraction globale condensée est décrit au paragraphe 2.3.1 (p. 38).
5. Par opposition aux boucles majeures qu’on effectue entre les saturations haute et basse.
6. Plus la température est élevée, plus la pression de condensation est élevée. Sur une
faible excursion en température, le décalage entre la pression à laquelle l’aérogel se remplit et
la pression de vapeur saturante reste constant. Un décalage de 1mbar comme nous le mesu-
rons sur la figure 5.5 correspond donc à un échauffement local de l’ordre de 1mK. Une étude
détaillée des relaxations thermiques se trouve à l’annexe E.
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FIGURE 5.5 – RPM macroscopique à T = 4.75K pour trois boucles mineures plus
ou moins profondes. Les isothermes d’adsorption et de desorption sont tracées en
noir, les flèches donnent le sens d’évolution. Les boucles mineures sont fermées,
comme le montre l’insert où elles ont été superposées.
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FIGURE 5.6 – Détail de la grande boucle (en vert sur la figure 5.5). La partie noire
de la courbe correspond à l’évolution lorsque le système se trouve encore sur la
boucle parente (en noir sur la figure 5.5).
système passe par deux chemins différents entre l’aller et le retour, il retourne
au même point dans le plan (pression, fraction liquide) à la fin de la boucle.
On remarque que plus la variation de quantité de matière entre les points
extrêmes de la boucle est importante, plus la boucle est ouverte dans le plan
(pression, fraction condensée).
Ces trois boucles ont été réalisées successivement. Juste après la petite
boucle (en rouge sur la figure 5.5), la trajectoire du système dans le plan (pres-
sion, fraction condensée) retrouve la boucle majeure, comme si la boucle mi-
neure n’avait pas eu lieu. C’est la propriété d’effacement (ou de wiping out) :
dès que le système revient sur la boucle parente à partir de laquelle il a fait
demi-tour, il reprend la trajectoire de cette boucle parente comme si rien ne
s’était passé entre temps. Cette boucle parente peut être la boucle majeure
comme c’est le cas ici, ou une autre boucle mineure.
La figure 5.6 montre une différence de pression entre les pauses 2 et 4, bien
que la fraction liquide soit quasiment la même.
Le dispositif expérimental ne nous permet pas de contrôler directement la
pression (qui est le paramètre de contrôle à l’image du champ magnétique
dans les expériences de magnétisme). Nous contrôlons en réalité la tempéra-
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ture d’une boîte reliée par un capillaire à la cellule (cf. § 2.3 (p. 36)). Ces ex-
périences sont réalisées avec comme consigne de débiter l’hélium à un certain
débit, jusqu’à ce que la température de la boîte atteigne une certaine tempé-
rature. Cette manière de faire ne garantit pas une quantité d’hélium débitée
pour les pauses intermédiaires puisqu’il n’y a pas de consigne sur la durée de
débit. Par contre, elle le garantit lorsqu’on observe le RPM.
Notons que si la condition d’arrêt de la pause 4 avait été telle que la pres-
sion soit la même qu’à la pause 2, celle-ci aurait eu lieu plus tôt. Dans ce cas,
la valeur de la fraction condensée globale Φ aurait été encore inférieure à la
valeur de la figure 5.6. La différence de fraction condensée globale entre les
pauses 2 et 4 aurait alors été plus grande. Le système est donc bien hystéré-
tique pour les points statiques : le RPM observé n’est donc pas une propriété
triviale.
5.2.2 RPM microscopique
Le RPM macroscopique montré au paragraphe précédent nous indique
qu’aux deux extrémités d’une boucle mineure, la quantité de matière conden-
sée dans l’aérogel est identique. Par contre, rien n’indique que la distribution
microscopique de matière est similaire dans ces deux situations. C’est cette
propriété de RPM microscopique que nous montrons à présent grâce à la com-
paraison des figures de speckle.
Nous avons montré au paragraphe 4.1 (p. 78) que les figures de speckle
sont sensibles à la distribution de matière à l’échelle de la longueur d’onde.
Nous avons déjà observé que ces figures de speckle sont plus sensibles que
l’intensité lumineuse au changement de quantité de matière à l’intérieur de
l’aérogel (cf. § 4.3.2 (p. 94)). Nous utilisons donc le montage optique décrit
au paragraphe 4.2 (p. 84) pour enregistrer des figures de speckle au cours des
boucles mineures.
Une tache lumineuse ou sombre est le résultat d’une interférence à N ondes
déphasées aléatoirement (cf. § 4.1.3 (p. 80)). L’enregistrement de la totalité du
champ complexe de speckle permet théoriquement de remonter à la distribu-
tion spatiale des diffuseurs. Cependant, nous n’enregistrons qu’une fraction du
champ de speckle avec la caméra. La probabilité que deux distributions de ma-
tière différentes soient à l’origine de la même fraction de champ de speckle est
d’autant plus faible que cette fraction est importante. Nous considérons qu’elle
est nulle avec les fractions de speckle que nous acquérons. La fonction de cor-
rélation de deux images introduite au paragraphe 4.3.1 (p. 94) va donc nous
donner un moyen de quantifier le degré de similitude entre deux configura-
tions microscopiques de fluide. Si elle est proche de 1, les configurations de
fluide sont identiques à l’échelle de la longueur d’onde.
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Pour comparer les figures de speckle acquises au cours des trois boucles
mineures de la figure 5.5 entre elles, nous calculons la corrélation entre toutes
les paires de figures, et nous représentons la matrice d’autocorrélation à la
figure 5.7 grâce à un code couleur. Chaque matrice correspond à une boucle
mineure de la figure 5.5. Les images sont classées chronologiquement. Comme
la fonction de corrélation est commutative, la matrice est symétrique. Nous
choisissons donc de ne tracer qu’une moitié.
De façon triviale, on voit que toutes les valeurs sur la première bissectrice
sont égales à 1 (chaque image est évidemment parfaitement corrélée à elle
même). Notons que cette représentation est différente de celles présentées au
chapitre 4 dans lesquelles l’axe des ordonnées représentait une différence de
temps avec l’axe des abscisses. On passe d’une représentation à l’autre en rame-
nant la première bissectrice des figures de ce chapitre sur l’axe des ordonnées
des figures du chapitre 4.
La diagonale jaune est plus ou moins large. Cela traduit la vitesse à laquelle
la fonction de corrélation diminue, c’est-à-dire la vitesse à laquelle le système
évolue. En particulier, lorsqu’on fait une pause dans l’apport ou le retrait de ma-
tière, on constate que la figure de speckle cesse d’évoluer : c’est la signification
des cinq demi-carrés jaunes proches de la diagonale de chaque matrice.
Les pauses sont numérotées en blanc de 1 à 5 sur chaque matrice d’autocor-
rélation de la figure 5.7. La numérotation est identique à celle de la figure 5.6 :
entre les pauses 1 et 3, on enlève de la matière, avant d’en remettre la même
quantité entre les pauses 3 et 5.
Les trois matrices d’autocorrélationmontrent que les figures de speckle sont
identiques aux extrémités de chaque boucle mineure, puisque les corrélations
entre les figures de speckle prises au cours des pauses 1 et 5 sont proches de
un (ce qui se manifeste par un carré jaune à l’intersection des flèches blanches
sur chaque matrice).
Cette recorrélation indique que le milieu diffusant (aérogel et hélium de
densité non-uniforme) traversé par la lumière en début et en fin de boucle mi-
neure est identique à l’échelle de la longueur d’onde. La distribution de matière
est donc identique entre les pauses 1 et 5. La figure 5.7 prouve donc que nous
avons du RPM quelle que soit la profondeur de la boucle mineure.
Analysons la boucle mineure la moins profonde des trois (fig. 5.7 (petite)).
Nous remarquons une diagonale jaune/orange sur la seconde bissectrice (que
nous nommons antidiagonale). On observe un carré orange signifiant un cer-
tain degré de corrélation entre les figures de speckle des pauses 2 (au milieu
de la vidange) et 4 (au milieu du remplissage). Cela signifie que la répartition
des domaines liquides et gazeux n’est pas si différente entre les pauses 2 et 4.
Le fait de revenir au même état alors que le système est passé par le même che-
min à l’aller et au retour n’est pas une propriété surprenante. Cette propriété
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FIGURE 5.7 – Autocorrélation de la figure de speckle au cours des trois boucles mi-
neures de la figure 5.5, à laquelle se rapportent les indications (petite), (moyenne)
et (grande). Les pauses sont numérotées de 1 à 5.
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est surprenante si les chemins diffèrent. C’est justement le cas pour les boucles
(moyenne) et (grande).
En effet, la corrélation sur l’antidiagonale est beaucoup moins marquée
pour la bouclemineure (moyenne), et absente pour la bouclemineure (grande).
Tout comme les mesures thermodynamiques nous le montraient (§ 5.2.1), les
mesures optiques confirment que les boucles mineures sont d’autant plus hys-
térétiques qu’elles sont profondes. Le RPM subsiste même lorsque la vidange
et le remplissage ne passent pas par le même chemin.
5.3 Boucle mineure complexe
Rappelons la formulation du RPM avec le vocabulaire du magnétisme don-
née dans l’introduction de ce chapitre : en faisant évoluer le champ extérieur
entre H1 et H2 (sans restriction sur le signe de H1−H2) et en ne sortant jamais
de l’intervalle [H1,H2] (ou [H2,H1]), l’état final du système (lorsque H = H2)
ne dépend pas du chemin parcouru entre H1 et H2. En particulier, la boucle
mineure peut être plus complexe qu’un simple aller-retour.
Nous avons réalisé la boucle mineure présentée à la figure 5.8 à une tempé-
rature de 4.6K. Dans le cas présent, nous vidons l’aérogel entre les instants tC
et tE, remplissons entre tE et tF, vidons entre tF et tG et enfin remplissons entre
tG et tI. Cette évolution est résumée sur la figure 5.9 en utilisant les notations
magnétiques.
Sur la figure 5.8, nous remarquons que les points C et I sont confondus dans
le plan (P, Φ), de même que les points E et G. Par ailleurs, les deux trajectoires
partant des points E et G sont confondues tant que la fraction liquide globale
ΦF n’est pas dépassée.
La matrice d’autocorrélation des figures de speckle acquises durant cette
boucle mineure est représentée à la figure 5.10. Pour en faciliter la lecture, on
y a superposé la courbe de la température de la boîte permettant de contrôler
la quantité de matière dans la cellule. Lorsque cette température augmente,
l’hélium sort de la boîte, et rentre dans la cellule.
On remarque dans un premier temps que les figures de speckle prises au
cours des pauses C et I sont corrélées avec un coefficient de corrélation proche
de 1, montrant que la répartition de matière au cours de ces deux pauses est
similaire. Les conditions à remplir pour avoir du RPM sont remplies : il existe un
moment t antérieur à tC où le champ extérieur H(t) est tel que l’excursion en
champ entre les instants t et tI ne sorte jamais de [H(t),HI] (on peut prendre
par exemple t = tA). Comme le champ extérieur est le même en B et en G, les
configurations le sont aussi.
On remarque aussi que les figures de speckle prises au cours des pauses E et
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FIGURE 5.8 – RPM macroscopique à T = 4.6K d’une boucle mineure complexe.












FIGURE 5.9 – Schéma représentant le sens d’évolution du champ extérieur en
fonction du temps au cours de la boucle mineure complexe de la figure 5.8.
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FIGURE 5.10 – Représentation de la matrice d’autocorrélation des figures de spe-
ckle acquises au cours de la boucle mineure complexe à T = 4.6K de la figure 5.8.
La courbe jaune superposée correspond à la température de la boîte permettant
de contrôler la quantité de matière à l’intérieur de l’aérogel. Plus elle est élevée,
plus la quantité de matière dans l’aérogel est importante.
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G sont corrélées entre elles. L’interprétation est la même que précédemment,
en prenant comme intervalle de temps [tC, tG] : on ne sort jamais de l’intervalle
[HG,HC]. Ainsi, comme le champ est le même au cours des pauses E et G, les
configurations le sont aussi.
Enfin, le segment jaune parallèle à la première bissectrice sur la figure 5.10
nous indique que les images acquises lors des remplissages E–F et G–H sont
corrélées deux à deux. A cause du RPM en G, le système est revenu dans le
même état qu’en E. Partant de ce même état, une même évolution fait évo-
luer le système exactement de la même manière 7, ne laissant pas de place à
l’observation de phénomènes activés thermiquement qui, par nature ne sont
pas déterministes. Cette observation confirme une des hypothèses fortes de la
modélisation en champ moyen local qui exclut toute activation thermique.
5.4 Étude en température
Jusqu’à présent, nous avons présenté des mesures de RPM à T = 4.60K et
à T = 4.75K, donc à la fois en dessous et au-dessus de T ∗ = 4.70K pour B102.
Au cours de cette thèse, nous avons réalisé un grand nombre de boucles
mineures entre 4.40K et 5.18K, et avons à chaque fois, sauf accident extérieur,
observé le RPM.
Sur la figure 5.11, nous présentons la matrice d’autocorrélation obtenue
au cours d’une expérience où deux températures ont été testées : 5.15K et
5.18K. Cette expérience a été réalisée avec un diaphragme de 0.5mm de dia-
mètre et un faisceau large (même configuration que l’expérience présentée à
la figure 4.12). Nous avons tracé la fraction liquide globale sur la matrice d’au-
tocorrélation pour en faciliter la lecture.
À t = 0, la température de la cellule vaut 5.15K. Nous commençons
le remplissage de l’aérogel, avant de diminuer le débit de 0.3 ccTPN/min à
0.15ccTPN/min à l’endroit de la cassure de courbe (flèche blanche à t ≃ 6h).
Nous effectuons trois boucles mineures de profondeur variable. On observe
que les figures de speckle au cours des pauses sont corrélées entre elles. La
corrélation entre les figures de la pause A et les figures de la pause B ne sont
pas aussi bien corrélées que les suivantes entre elles. Nous ne pouvons expli-
quer ce résultat, qui illustre la sensibilité des mesures à un grand nombre de
paramètres extérieurs : on observe parfois, pour une raison inexpliquée, une
perte soudaine de corrélation. Après avoir effectué les trois boucles mineures,
on achève le remplissage de l’aérogel.
7. C’est pourquoi les chemins E–F et G–H sont confondus dans le plan (P, Φ) sur la fi-
gure 5.8.
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FIGURE 5.11 – Plusieurs boucles de RPM à T = 5.15K et 5.18K. On voit une ligne
de corrélation entre le remplissage à 5.15K et le remplissage à 5.18K en bas à
droite de la matrice.
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À t ≃ 24h, on vide l’aérogel et on change la température de la cellule de
5.15K à 5.18K. On recommence la même série de boucles mineures, et on
observe là encore du RPM.
En annexe E, nous montrons que l’hystérésis se ferme pour des tempéra-
tures supérieures à 5.17K. Nous avons donc voulu travailler au-dessus de cette
température, dans la zone où le système ne peut plus être modélisé avec une
évolution athermique. On observe que l’antidiagonale 8 est plus marquée pour
les boucles mineures à T = 5.18K qu’à T = 5.15K : c’est une signature de la
fermeture de l’hystérésis.
Ces deux expériences consécutives permettent de faire une autre consta-
tation. En effet, on remarque des valeurs non nulles de corrélation entre les
figures de speckle du remplissage à 5.15K, et les figures de speckle du rem-
plissage à 5.18K. C’est la signification de la ligne mauve en bas à droite de la
figure 5.11. Les trois flèches blanches du bas de la figure permettent de faire le
lien entre un remplissage similaire aux deux températures. C’est le moment où
le débit est passé de 0.3 ccTPN/min à 0.15ccTPN/min au cours de l’isotherme
à 5.18K.
Dans le modèle en champ moyen local, à suffisamment haute température,
l’évolution devient réversible, il n’y a plus d’avalanches(cf. § 1.2.3 (p. 16)).
Le paysage d’énergie est dominé par le terme entropique, qui gomme tous les
maxima locaux résultants de la présence de l’aérogel. Une fois ces maxima
gommés, le remplissage ne dépend de la température qu’à travers la dépen-
dance thermique de la différence de densité entre le liquide et le gaz.
Pour valider cette interprétation, il faudrait réaliser cette expérience à plus
basse température (ce que nous n’avons pas fait). En effet, à plus basse tem-
pérature, le remplissage doit se faire par avalanches dont la taille dépend de
la température. Les configurations n’ont donc aucune raison d’être identiques
au cours de remplissages à des températures différentes.
5.5 Conclusion
À notre connaissance, ce système est le premier système expérimental à
présenter un RPM microscopique quasi parfait.
Même si, contrairement à Lilly et coll. [25], nous n’observons pas d’ava-
lanches individuelles, nous montrons que le système suit les mêmes configura-
tions à l’échelle de la longueur d’onde du laser lors de deux passages succes-
sifs. Cette observation nous permet de justifier pour notre système l’hypothèse
d’évolution athermique inhérente à la modélisation de Detcheverry et coll.




Au cours de cette thèse, nous avons étudié la condensation de l’hélium dans
un aérogel de silice. Nous avons pu mettre en évidence que ce phénomène
présente un comportement similaire à celui simulé par Sethna et coll. pour le
RFIM athermique.
Nous avons dans un premier temps observé la signature du point critique
contrôlé par le désordre prédit par le modèle en champ moyen local. Alors
que globalement, les isothermes sont élargies par l’hétérogénéité des aérogels,
la mesure locale par diffusion de lumière met en évidence deux régimes de
remplissage. À basse température et porosité élevée, les isothermes locales sont
abruptes, tandis qu’à haute température et faible porosité, elles deviennent
continues. Le changement de forme des isothermes est similaire à celui observé
pour un système massif à proximité du point critique à l’équilibre. Pourtant,
son origine physique est totalement autre. Nous sommes ici en présence d’un
phénomène hors équilibre.
Dans la description en champ moyen local, l’adsorption se fait par ava-
lanches successives, dont la taille doit diverger à l’approche du point critique
contrôlé par le désordre. Nous avons tenté de détecter ces avalanches par une
technique optique utilisant la sensibilité du speckle à la configuration de fluide
dans l’aérogel. Cependant, aucune avalanche individuelle n’a pu être isolée de
façon claire. Si ces avalanches existent bien, elles sont sans doute trop petites
pour être détectées avec la taille de la zone observée. Nous avons vérifié que
la mesure était sensible aux changements de remplissage local. Il conviendra
de réaliser des expériences complémentaires pour confirmer le rôle de la taille
de cette zone observée dans la décorrélation du speckle. Une fois que les si-
gnaux seront mieux compris, la décorrélation du speckle permettra de tester
d’éventuelles réorganisations de matière au cours de la condensation.
Même si nous n’avons pas détecté d’avalanches individuelles, nous avons
pu exploiter la sensibilité du speckle pour mettre en évidence le phénomène de
mémoire du point de demi-tour. Bien que cette propriété ait étémesuréemacro-
scopiquement dans divers systèmes, notre étude est la première à la démontrer
au niveau microscopique. Cette propriété prouve que l’hypothèse athermique
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de la modélisation de Detcheverry et coll. est adaptée à la description de notre
système.
La principale tâche restant à accomplir sur notre système reste l’observation
directe des avalanches et la mesure de leur taille. Sur le plan expérimental, on
devrait pouvoir limiter le volume observé à (50 µm)3. Mais il faudrait dévelop-
per des simulations numériques pour tester la capacité du speckle à déterminer
une distribution de taille. De ce point de vue, une méthode qui, comme l’ef-
fet Barkausen, donnerait un signal directement proportionnel au volume de
l’avalanche, serait un atout.
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Annexe A
Calcul de la fraction liquide
Le circuit d’hélium expérimental est rempli avec une certaine quantité d’hé-
lium qui restera constante au cours de l’isotherme. La pression P, supposée
uniforme dans tout le circuit, est mesurée à chaque instant de l’isotherme. Par
ailleurs, on connaît la température de tous les volumes du circuit d’hélium ex-
périmental, ce qui nous permet de remonter à la quantité de matière dans ces
différents volumes grâce à l’équation d’état de l’hélium. Cependant, cette der-
nière n’est pas valable dans la cellule à cause de la présence de l’aérogel. Pour
connaître la quantité de matière dans la cellule nCell, on soustrait à la quantité
de matière totale enfermée dans le système nTot les quantités de matière de
tous les autres volumes calculées à partir de la pression et de leurs tempéra-
tures respectives (cf. fig. A.1 et Table A.1). nCell s’écrit alors





ρ(P, Ti) · Vi, (A.1)
avec MHe la masse molaire de l’hélium.
La quantité de matière d’hélium dans l’aérogel nAero s’obtient alors en sous-
trayant à nCell la quantité de matière d’hélium dans les volumes morts froids
Vmort (volumes de la cellule, donc à 4K, non occupés par l’aérogel)
nAero = nCell −




ρBulk(P, T ) =
¨
ρ(P, T ) si P < PSat(T )
ρVap(T ) si P = PSat(T ).
(A.3)
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FIGURE A.1 – Répartition des différents volumes du circuit d’hélium
V (cm3) T (K)
Volumes morts de la cellule (VMort) 0.264 TCell ≃ 4K
Capillaires de connexion (VCap) 10.0 297
Tableaux de vannes (VC) 49.9 305
Boîte à température variable (VBoîte) 223.0 TBoîte ∈ [77,200]
Volume en permanence à 77K (V77) 0.6 77
Volume entre 77K et TBoîte (VConnexion) 0.7 gradient linéaire
1
TABLE A.1 – Différents volumes du circuit d’hélium. La température de la cellule,
TCell, est mesurée à partir de la pression à la coexistence liquide-gaz en volume.
1. En supposant que l’hélium contenu dans ce capillaire de volume VConnexion est un gaz
parfait (77K < T < 200K) dont la température suit un gradient linéaire entre TBoîte et 77K,
la quantité de matière nConnexion s’écrit
nConnexion =
PVConnexion




avec x = TBoîte77 − 1.
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où P est la porosité de l’aérogel et VAero est le volume calculé à partir des di-
mensions de l’aérogel. La relation (A.5) a été utilisée dans l’annexe E où les iso-
thermes sont tracées en densité. Ce calcul requiert de connaître en plus de tous
les volumes et températures des différents volumes du système (Table A.1), la
quantité de matière totale nTot enfermée dans le système (cf. eq. (A.1)). Les
résultats de l’annexe E ont été obtenus en mesurant précisément la quantité
totale d’hélium introduite dans le circuit à l’aide d’un débitmètre massique.





c’est à dire en supposant que les densités du liquide et du gaz confinés dans
l’aérogel sont identiques à celles en volume, le remplissage se termine avec une
fraction liquide supérieure à 1. En effet, comme observé par Herman et coll. [8]
puis par Fabien Bonnet lors de sa thèse [7], la densité du liquide condensé dans
l’aérogel ρAero est supérieure à celle en volume ρLiq à cause de l’attraction du
fluide par les brins de silice.
Ce problème peut-être résolu en modifiant nTot de telle manière que la frac-
tion liquide en fin de remplissage — c’est à dire lorsque la pression et la tem-
pérature de la boîte valent respectivement Pfin et Tboîte
fin — soit fixée à 1
ρAero(P
fin, TBoîte
fin) = ρLiq(TCell). (A.7)
Cette transformation peut paraître artificielle. Cependant, la fraction liquide
ainsi calculée suppose que l’hélium liquide enlevé (par rapport au cas plein)
est peu comprimé par la silice, ce qui est approximativement correct hors du
régime de film.
Dans l’ensemble de ce travail les isothermes tracées en fraction liquide sont





Mise en évidence du régime de film
On montre ici qu’aux faibles remplissages, l’hélium est d’abord déposé sous
forme de couches liquides à la surface de l’aérogel 1.
De façon générale, le signal optique dans une certaine direction est propor-
tionnel au module au carré de la transformée de Fourier des fluctuations de
constante diélectrique dans la dite direction
I(q)∝ |δε(q)|2 (B.1)
La constante diélectrique d’un milieu diélectrique parfait, homogène et iso-
trope est reliée à la polarisabilité de ses constituants par la relation de Clausius-
Mossotti. Dans le cas d’un mélange, ce sont donc les polarisabilités qui sont
additives. Dans notre cas, le mélange est constitué de silice, d’hélium liquide
et d’hélium gazeux, et la relation s’écrit
ε(r)− 1
ε(r) + 2
= KSiΦSi(r) + KLΦL(r) + KGΦG(r) (B.2)
avec K ≡ ε−1






au premier ordre en δε autour de ε, la moyenne sur l’échantillon de ε (c.-à-d.
ε= ε+δε).
Au premier ordre,
f (ε) = f (ε+δε) (B.4)




1. Toute cette discussion est largement inspirée de [62] et [63].
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On a donc




Or d’après la formule (B.2),
f (ε) = KSiΦSi + KLΦL + KGΦG (B.7)
f (ε) = KSiΦSi + KLΦL + KGΦG (B.8)
f (ε)− f (ε) = KSiδΦSi + KLδΦL + KGδΦG (B.9)
qu’on injecte dans (B.6)




Comme ΦSi+ΦL+ΦG = 1 et ΦSi+ΦL+ΦG = 1, δΦSi+δΦL+δΦG = 0. Finalement,




[(KSi − KG)δΦSi(q) + (KL − KG)δΦL(q)] (B.11)
On suppose que lorsque la fraction liquide est encore faible, tout l’hélium
liquide se met sous forme de film. Dans ce cas, les fluctuations de densité de











































Les valeurs moyennes sur l’échantillon des constantes diélectriques ε et εSi
peuvent être calculées avec Clausius-Mossotti (B.2) :
ε− 1
ε+ 2
= KSiΦSi + KLΦL + KGΦG (B.17)
εSi − 1
εSi + 2
= KSiΦSi + KGΦG (B.18)
Pour l’hélium liquide à 4.2K, l’indice optique n vaut n = 1.0243 [32]. On fait





A T = 4.4K, cela donne des εG et εL tels que KG = 0.00262 et KL = 0.01560.
Or KSi = 0.284, bien plus grand que les deux valeurs pour l’hélium, donc les
























KSi−KG ≈ 1 pour un aérogel à 95% à 4.4K, on peut développer (B.21)
pour les petits xL
I
ISi








Critical scaling d’une fonction du
paramètre d’ordre
Nous donnons ici quelques éléments préliminaires permettant de justifier
pourquoi il nous semble impossible d’observer un comportement critique en
faisant du critical scaling sur les courbes de signal optique.
Pour l’illustrer, nous effectuons quelques tests en se basant sur les résultats
obtenus dans le cadre du traitement en champ moyen du RFIM à T = 0 [64].
La raideur des courbes d’aimantation dépend du désordre R, et en dessous








avec r = Rc−RR , h = H − Hc(Rc) et M± la fonction universelle de scaling (dé-
pendant du signe de r). Hc(Rc) est la valeur (non universelle) du champ ma-
gnétique pour laquelle la courbe d’aimantation a une pente infinie. En champ
moyen, Hc(Rc) = 0.
La fonction universelle de scaling peut se calculer analytiquement pour le
champ moyen, et on représenteM− 1 sur la figure C.1.
Cette fonction M− permet alors de remonter aux courbes d’aimantation
pour différentes valeurs de r < 0, sachant que β = 1/2 et δ = 3 en champ
moyen. On en trace quelques-unes sur la figure C.2. Ces courbes d’aimantation
vérifient par construction la relation de scaling (C.1) pour β = 1/2 et δ = 3,
comme on peut le voir sur la figure C.3.
On introduit maintenant une fonction M 7→ obs(M) qui est la grandeur à
laquelle on a accès avec notre instrument de mesure. Le but est de vérifier si
1. r < 0 est le domaine sur lequel on travaille lorsque T > T ∗ dans nos expériences.
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FIGURE C.2 – Courbes d’aimantation déduites de la fonction universelle de scaling















FIGURE C.3 – Critical scaling des courbes d’aimantation du T = 0 RFIM en champ
moyen. Le data collapse fonctionne par construction puisque les courbes d’aiman-
tation ont été calculées par la fonction universelle.
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il est possible de retrouver un comportement critique en effectuant un critical
scaling sur obs(M) en fonction de la forme que prend la fonction.
Voici les différents cas étudiés :
— obs(M) = 2M (fig. C.4),
— obs(M) = M + 0.1 (fig. C.5),
— obs(M) = M + 0.05 · (rand(0,1)− 0.5) (fig. C.6),
— obs(M) = M2 (fig. C.7),
— obs(M) = sin(10 ·M) (fig. C.8),
— obs(M) = cos(M) (fig. C.9),
— obs(M) = (2+M)(2−M) (fig. C.10),
— obs(M) = (2+M)(2−M)− 4 (fig. C.11).
Lorsque le data collapse est concluant, on colorie en bleu la case de la figure
correspondante.
Ainsi, on remarque qu’on retrouve parfaitement le comportement critique
si on mesure λM , Mα, M plus un bruit ou (2+M)(2−M)− 4 éventuellement
avec des exposants critiques modifiés pour Mα et (2+M)(2−M)−4. En effet,




















β ′ = αβ
δ′ = δ/α
M ′ =M α
(C.3)
On retrouve un comportement critique autour de 0 pour sin(M), qu’on com-
prend car sin(M)∼ M autour de 0.
Par contre, on ne trouve pas de comportement critique si on mesure M+λ,
cos(M) ou (2+M)(2−M). Ces résultats nous poussent à penser que le signal
optique, qui est une fonction en cloche de la fraction liquide ne permettra pas















FIGURE C.4 – obs(M) = 2M
δ
β











FIGURE C.5 – obs(M) = M + 0.1
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δ
β











FIGURE C.6 – obs(M) = M + 0.05 · (rand(0,1)− 0.5)
δ
β


























FIGURE C.8 – obs(M) = sin(10 ·M)
δ
β











FIGURE C.9 – obs(M) = cos(M)
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δ
β











FIGURE C.10 – obs(M) = (2+M)(2−M)
δ
β











FIGURE C.11 – obs(M) = (2+M)(2−M)− 4
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Annexe D
Démonstration du RPM pour le
RFIM athermique
Nous reproduisons ici la démonstration du RPM pour le RFIM à tempéra-
ture nulle issue de la référence [10].
Après avoir introduit une relation d’ordre partielle sur les configurations
de spins, nous démontrons l’interdiction de dépasser, un résultat qui nous sera
utile pour la démonstration du RPM proprement dite.
Relation d’ordre partielle. Soient deux configurations de N spins S= {s1, · · · , sN}
et R = {r1, · · · , rN}. On dira que S ≤ R si ∀i ∈ ¹1,Nº, si ≤ ri. Cette relation est
une relation d’ordre partielle sur l’ensemble des configurations du système.
Démonstration. La relation est réflexive
S≤ S, (D.1)
antisymétrique
(S≤ R et R≤ S)⇒ S= R, (D.2)
et transitive
(S≤ R et R≤ Q)⇒ S≤ Q. (D.3)
C’est donc une relation d’ordre.
Deux configurations quelconques ne peuvent pas forcément être ordonnées
par cette relation d’ordre (par exemple ↑↓ et ↓↑) : elle est donc partielle.
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Interdiction de dépasser. Soient deux systèmes de spins d’Ising ferromagné-
tiques S(t) et R(t) évoluant sous les champs extérieurs HS(t) et HR(t) respective-
ment. Si
— S(0)≤ R(0)
— ∀t, HS(t)≤ HR(t)
alors ∀t, S(t)≤ R(t)
Démonstration. Supposons qu’il existe un temps t tel que S(t) ne soit pas infé-
rieur ou égal à R(t). Cela implique qu’il existe un premier site i où si(t)> ri(t).
Le champ local au spin i est donc supérieur dans la configuration S par rapport
à la configuration R : fS i(t) > fRi(t). Or ce champ s’écrit comme la somme du
champ extérieur, du champ aléatoire au site i et de l’interaction avec les plus
proches voisins
fS i(t) = HS(t) + hi + J
∑
j plus proche voisin de i
s j(t) (D.4)
fRi(t) = HR(t) + hi + J
∑
j plus proche voisin de i
r j(t) (D.5)




j plus proche voisin de i

s j(t)− r j(t)
≤ 0 (D.6)
car J > 0 (spins d’Ising ferromagnétiques) et comme
HS(t)− HR(t)≤ 0 (D.7)
on a donc fS i(t) − fRi(t) ≤ 0, ce qui est absurde. Il est donc effectivement
interdit de dépasser.
Nous utilisons à présent ce théorème pour démontrer le RPM.
RPM. En faisant évoluer le champ extérieur entre Hi et Hf (sans restriction sur
le signe de Hi − Hf) et en ne sortant jamais de l’intervalle [Hi,Hf] (ou [Hf,Hi]),
l’état final du système (lorsque H = Hf) ne dépend pas du chemin parcouru entre
Hi et Hf.
Démonstration. On considère trois configurations de spins S1, S2 et S3 telles
qu’à l’instant t = 0, ces trois configurations sont égales. En particulier, on a
donc S1(0)≤ S2(0)≤ S3(0).














FIGURE D.1 – Trois évolutions du champ extérieur en fonction du temps utiles
pour la démonstration du RPM.
— Au système 2, on fait subir l’évolution en champ A–B–C–D,
— Au système 3, on fait subir l’évolution en champ A–B–D.
On a donc ∀t, H1(t)≤ H2(t)≤ H3(t). Comme
— S2(tB) = S3(tB) et
— S3(tB) = S3(tD),
on a donc S2(tB) = S3(tD). Supposons que l’évolution se fait de manière
adiabatique. Les évolutions en champ H1 et H3 sont donc identiques (elles ne
diffèrent que dans leurs pauses). Par conséquent, au point D, S1(tD) = S3(tD).
Comme il est interdit de se dépasser, on a en particulier S1(tD) ≤ S2(tD) ≤
S3(tD) donc S1(tD) = S2(tD) = S3(tD).





proximité du point critique bulk
Les expériences de Wong et Chan [3] de condensation d’hélium 4 dans des
aérogels de silice ont conclu à une véritable transition de phase à l’équilibre,
avec un point critique déplacé et des exposants critiques modifiés par rapport
au bulk à cause de la présence de désordre. Des conclusions similaires ont été
tirées à la suite d’expériences de condensation d’azote dans un aérogel [4] ou
de séparation de phase du mélange binaire eau-acide isobutyrique également
dans un aérogel [40]. Néanmoins, les résultats expérimentaux obtenus depuis
ont montré que la transition liquide gaz de l’hélium 4 dans un aérogel de silice
était fortement hystérétique [38, 65, 8, 42], mettant à mal l’interprétation faite
dans les références [3, 4, 40].
Dans cette annexe, nous nous intéressons au comportement aux tempéra-
tures proche et au-delà de la fermeture de l’hystérésis. Nous présentons une
analyse des relaxations thermiques de notre système qui permettent de réin-
terpréter certains résultats de la littérature 1.
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Annexe E. Relaxations thermiques à proximité du point critique bulk
E.1 Approche vers l’équilibre
Comme nous l’avons vu dans les chapitres 1 et 3, lors d’isothermes de
condensation ou d’évaporation pour des températures entre 4.40K et 5.06K, le
système est fortement hystérétique, donc hors d’équilibre. Les barrières d’éner-
gie sont trop hautes pour être franchies, et le système n’évolue que lorsqu’un
minimum local cesse d’être suite à une variation de potentiel chimique. Le sys-
tème tombe alors dans l’état métastable le plus proche.
Une étude en température réalisée dans le cadre du modèle de Kierlik et
coll. [29] montre que l’hystérésis se ferme à une température inférieure à Tc,
et ce sans faire intervenir de fluctuations thermiques. L’effet de la température
dans le modèle se borne à modifier la forme du paysage d’énergie libre.
Néanmoins, si la hauteur des barrières diminue de telle sorte qu’elle devient
comparable à l’énergie thermique disponible, le système peut alors passer d’un
état métastable à l’autre par activation thermique sur des échelles de temps
accessibles expérimentalement.
E.1.1 Relaxations thermiques
Nous avons réalisé des isothermes d’adsorption et de désorption à des tem-
pératures proches de Tc
2 (fig. E.1). On a effectué des pauses régulièrement.
On a pu tracer la densité d’hélium (et non uniquement la fraction liquide)
en connaissant précisément la quantité d’hélium enfermée dans le système
(cf. § 2.3.1 (p. 38) et annexe A). On trace les isothermes d’adsorption entre
T = 5.15K et 5.18K en fonction de la différence à la pression de vapeur satu-
rante.
À toutes les températures tracées, on remarque une hystérésis dynamique
entre la condensation (rouge) et l’évaporation (vert). Cette hystérésis dyna-
mique s’explique à plus basse température par des effets thermiques dus à la
chaleur latente de condensation et d’évaporation. Au cours de la condensation,
processus exothermique, de la chaleur est libérée au sein de l’échantillon et est
évacuée vers la cellule. L’aérogel est donc plus chaud que la cellule. Le proces-
sus inverse se produit à l’évaporation. Cette source ou ce puits de chaleur peut
se mesurer en traçant la puissance de chauffage Wh nécessaire pour réguler la
cellule en température (fig. E.2(a)).
Lorsqu’on stoppe la condensation ou l’évaporation, le système relaxe. Il n’y
a plus de flux de chaleur entre l’aérogel et la cellule, et la température au sein
2. Ces expériences ont été réalisées durant la thèse de Fabien Bonnet.
152




















-4 -3 -2 -1 0 1
5.17K
-4 -3 -2 -1 0 1
5.18K
FIGURE E.1 – Isothermes dans B102 à proximité de Tc
de l’aérogel redevient égale à celle de la cellule. On vérifie sur la figure E.1
que l’hystérésis statique disparaît à Tch compris entre 5.16K et 5.17K pour cet
échantillon.
On peut vérifier que ce phénomène est d’origine thermique à basse tem-
pérature en traçant la relaxation de pression ainsi que la puissance de chauf-
fage de la régulation de la cellule (fig. E.2(b)). A T = 4.8K, la pression et la
puissance de chauffe de la cellule relaxent exponentiellement avec un temps
caractéristique similaire de l’ordre de 4 à 5min. Ce temps est du même ordre
de grandeur que le temps diffusion de la chaleur dans une couche de liquide de
même épaisseur que l’aérogel (3.7mm) 3. De plus, si on change la température
de la cellule au cours d’une isotherme d’adsorption, le décalage en pression est
comparable à la variation de pression de vapeur saturante.
E.1.2 Relaxations lentes
On étudie ces relaxations après une pause dans la condensation à des tem-
pératures de part et d’autre de la température de fermeture du cycle d’hystéré-
sis Tch (fig. E.3). On remarque que le temps sur lequel la puissance de chauffage
3. D’après [67], à 4.2K, ρL = 0.125g.cm
−3, λL = 0.271mW.cm−1.K−1 et CpL =
4.48J.g−1.K−1, donc D ≈ 2.103m2.s−1
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T = 4.8 K
n˙= 0.25 µmol/s
FIGURE E.2 – (a) Pression (P) et puissance de chauffe (Wh) lorsque le débit est
successivement nul (off) et non-nul (on) au cours d’une isotherme d’adsorption à
T = 4.8K. (b) Relaxation de la pression (+) et de la puissance de chauffe (×) au
cours d’une pause juste après avoir stoppé l’injection. L’ajustement montre que la
relaxation est exponentielle pour les deux grandeurs, avec un temps caractéris-
tique similaire (entre 4 et 5min).
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FIGURE E.3 – Relaxations de pression et de puissance de chauffe
décroît est similaire à sa valeur à 4.8K. On ajuste la fonction










sur les données expérimentales. Les paramètres d’ajustements sont W T0 et W
T
1
(on a utilisé le temps de relaxation trouvé à 4.8K). L’accord avec les données
expérimentales est plutôt bon.
Par contre, le temps de relaxation de la pression est plus long. On a ajusté
une somme de deux exponentielles





















Les autres grandeurs sont issues des ajustements de la puissance de chauffage
à la température considérée et à 4.8K. La première exponentielle correspond
au terme de relaxation thermique. Elle est donc proportionnelle à l’amplitude
de la relaxation de la puissance de chauffage, et décroît avec le même temps
caractéristique quelle que soit la température. La deuxième exponentielle cor-
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respond à des relaxations plus lentes.
τ5.15KP ≈ 8min (E.3)
τ5.18KP ≈ 12min (E.4)
Ces exponentielles plus lentes sont cohérentes avec l’existence de barrières
d’énergie qui peuvent être franchies.
Le passage de ces barrières d’énergie doit s’accompagner de relaxations
lentes lorsque l’énergie thermique disponible commence à être comparable à
la hauteur des barrières d’énergie. On pourrait s’attendre à ce que le temps de
relaxation soit plus faible lorsque les barrières d’énergie sont moins hautes. On
trouve ici le résultat contraire. Pour T = 5.15K, l’hystérésis est encore ouverte,
ce qui signifie que toutes les barrières ne peuvent être franchies. Par contre,
pour T = 5.18K, l’hystérésis se ferme, et τ5.18KP > τ
5.15K
P nous montre en fait
que certaine barrières infranchissables sur la durée d’observation à 5.15K le
deviennent à 5.18K.
E.1.3 Fermeture de l’hystérésis et équilibre
Nous avons vu que l’hystérésis entre la condensation et l’évaporation se
ferme à 5.16K < Tch < 5.17K pour cet échantillon, soit entre 25 et 35mK en-
dessous de Tc. Ces résultats sont en accord avec [8] pour un aérogel similaire.
Au-dessus de Tch, les isothermes ne présentent pas de plateau de pression,
comme on s’y attendrait pour une transition de phase du premier ordre, et
comme cela a été observé pour l’hélium dans un aérogel par [3]. On ne peut
donc pas observer dans ce système la transition de phase à l’équilibre modifiée
par le désordre. Le domaine où celle-ci peut exister se trouve à des tempéra-
tures plus basses que Tch, et est donc inaccessible. Ce système ne permet donc
pas d’observer le comportement critique d’une transition de phase à l’équilibre
en présence de désordre (RFIM à l’équilibre).
E.2 Signal optique à l’adsorption – Adsorption cri-
tique
Nous avons effectué des mesures de diffusion de la lumière pour ces tempé-
ratures. Ces mesures mettent en évidente le phénomène d’adsorption critique,
et permettent de réinterpréter certaines expériences d’adsorption de fluides
critiques.
Sur la figure E.4, nous traçons l’intensité diffusée à 45° par rapport à la
direction incidente au cours des isothermes d’adsorption de la figure E.1. On
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FIGURE E.4 – Signal optique à 45° à l’adsorption dans B102 autour de Tch. Les
données sont tracées en fonction de la pression.
constate que le signal optique passe par un maximum au cours de l’isotherme,
en accord avec l’interprétation en terme de croissance des domaines liquides
et de décroissance des domaines gazeux. On s’attend donc à ce que ce signal
optique diminue lorsque T → Tc, puisque le signal est alors une fonction crois-
sante de la différence d’indice optique entre le liquide et le gaz. C’est effecti-
vement ce qu’on observe entre 5.15K et 5.18K.
Comme cette différence s’annule à Tc, on s’attend donc à un signal plat au-
delà de Tc. Ce n’est pas ce qu’on observe. Nous avons tracé l’intensité diffusée
à l’adsorption pour deux températures autour de Tc sur la figure E.5. On ob-
serve que même pour T = 5.25K > Tc, le pic dans l’intensité diffusée subsiste,
bien qu’il n’existe plus qu’une seule phase bulk. Celui-ci ne peut donc pas être
expliqué par la croissance de domaines liquides et la décroissance de domaines
gazeux.
Ce pic résulte en fait de l’attraction de l’hélium par la silice combinée avec la
compressibilité importante du fluide autour du point critique. Ce phénomène
d’adsorption critique a été décrit par Fisher et de Gennes en 1978 [68]. Cette
couche d’hélium autour des brins de silice a pour effet d’augmenter le signal
optique, comme cela a été décrit au paragraphe 3.2.3 (p. 54).
Dans un système de particules soumises chacune à un champ extérieur hé-
157



















FIGURE E.5 – Signal optique à 135° à l’adsorption dans N102 pour T > Tc =
5.195K [32].
térogène U(r), le potentiel chimique qui est le potentiel thermodynamique de
chaque particule, et s’écrit
µ = µ0(T, P) + U(r), (E.5)
où µ0 est le potentiel chimique de la particule en l’absence de champ extérieur.
L’équilibre se caractérise par l’uniformité de la température T et du potentiel
chimique µ. La pression P doit donc être hétérogène dans le système de ma-
nière à ce que la variation de µ0 compense la variation de U(r). Par ailleurs,
comme la température est uniforme dans le système, nous omettons la dépen-
dance en T du potentiel chimique par la suite.
Considérons le cas où l’hélium est attiré par un plan de silice. Par symétrie,
le potentiel exercé par le plan sur une particule ne dépend que de z, la distance
au plan. Lorsque z→ +∞, U → 0, donc
µ0(P∞) = µ0(P(z)) + U(z) (E.6)
en notant P∞ = P(z → +∞) la pression loin du plan de silice (c’est-à-dire la
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+ U(z) = 0 (E.7)∫ µ0(P(r))
µ0(P∞)
dµ0(P) + U(z) = 0 (E.8)
À température constante,




avec v le volume par particule, mHe la masse d’une particule, et ρ(T, P) la




dP + U(z) = 0 (E.10)
Avec cette équation, on peut donc connaître P en fonction de U . Par ailleurs,
on peut calculer U en fonction de z. On a donc finalement P en fonction de z,
donc ρ en fonction de z en utilisant l’équation d’état.
Calculons donc U(z), le potentiel d’interaction entre un atome d’hélium et

















Le coefficient de proportionnalité vautα= 1.6·10−37 erg.cm3 = 1.6·10−50 J.m3 [69].















or on connaît la fonction z(ρ) qui est l’inverse de la fonction ρ(z) définie par
l’équation (E.10). On peut donc calculer son intégrale pour trouver la masse
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en excès par unité de surface de plan de silice. Cette masse en excès dépend
de la température et de la pression P∞ mesurée par le capteur. On peut alors
calculer l’intensité diffusée avec la relation (B.21) de l’annexe B. Nous avons
donc tracé avec les lignes noires un signal proportionnel à la masse en excès
sur la figure E.5. Comme on peut le constater, le calcul reproduit assez bien
l’observation.
Des mesures indépendantes d’intensité diffusée à 45° par l’hélium bulk près
de Tc donnent des signaux près de 1000 fois plus faibles que le signal diffusé
à 45° par N102. On voit donc que la contribution fluctuante due à un éven-
tuel comportement critique ne pourrait être mesurée qu’avec une mesure de
diffusion dynamique de lumière.
Toutes ces mesures montrent finalement un comportement assez similaire
à ce qu’ont pu mesurer à l’aide de neutrons Melnichenko et coll. [70] pour
l’adsorption de CO2 supercritique dans des aérogels. Cependant, on voit qu’ex-
traire la densité du fluide à partir du signal de transmission comme le font ces
auteurs serait, dans cette interprétation, incorrect.
E.3 Bilan
Nous avons mesuré que l’hystérésis entre adsorption et désorption se fer-
mait à une température Tch = 5.17K < Tc. Au-delà de cette température, les
barrières d’énergie peuvent alors être franchies, le système ne peut donc plus
être considéré comme athermique.
Des mesures de diffusion de lumière ont mis en évidence le régime d’ad-
sorption critique, bien plus intense que ce qui est attendu pour la contribution
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L’influence du désordre sur les phénomènes critiques est jusqu’à présent essentiellement étudiée
théoriquement. La motivation principale de ces études est de comprendre dans quelle mesure la
différence de comportement entre les systèmes réels et les modèles théoriques idéaux résulte du
désordre. Cette thèse aborde ce problème expérimentalement en étudiant la condensation de l’hé-
lium 4 dans un aérogel de silice. En effet, ce système offre la possibilité de contrôler continûment
l’influence du désordre. Plus précisément, nos résultats indiquent que ce phénomène est une réa-
lisation expérimentale du modèle d’Ising avec champ aléatoire (Random Field Ising Model, RFIM)
athermique étudié par Sethna et coll. (Phys. Rev. Lett., 70, 3347 (1993)). Pour cela, nous observons
deux propriétés spécifiques à ce modèle, en accord avec les simulations numériques effectuées par
Detcheverry et coll. sur un modèle de gaz sur réseau (Phys. Rev. E, 72, 051506 (2005)) : l’exis-
tence de points critiques contrôlés par le désordre ainsi que la mémoire du point de demi-tour
(Return Point Memory, RPM). Les points critiques se manifestent par un changement de forme
des isothermes d’adsorption mesurées par diffusion de la lumière. Nous avons mis au point une
technique utilisant la grande sensibilité du speckle à la configuration microscopique locale des do-
maines liquide-gaz en vue de détecter les avalanches prédites par le modèle de Detcheverry et coll.
Bien qu’aucune avalanche individuelle n’ait pu être isolée de façon claire, cette méthode a permis
la première mise en évidence du RPMmicroscopique dans un système expérimental, justifiant ainsi
le caractère athermique du système. Ces mesures sont les premières à observer le comportement
du RFIM athermique dans un système non-magnétique.
Abstract
Up to now, the effect of disorder on critical phenomena has been mainly studied theoretically. The
motivation of these studies is to understand to what extent the difference between the behavior of
the real systems and the ideal theoretical models is due to disorder. This thesis addresses this prob-
lem experimentally through the condensation of helium 4 in silica aerogels. This system provides
the opportunity to tune the disorder strength. More precisely, we show that this phenomenon is
an experimental realization of the athermal Random Field Ising Model (RFIM) studied by Sethna
et al. (Phys. Rev. Lett., 70, 3347 (1993)). To this end, we observe two properties of this model,
in agreement with numerical simulations done by Detcheverry et al. on a lattice gas model (Phys.
Rev. E, 72, 051506 (2005)): the existence of disorder driven critical points and the Return Point
Memory (RPM). The change of shape of the adsorption isotherms measured by light scattering is
interpreted as the signature of the disorder driven critical points. In order to detect the avalanches
predicted by the Detcheverry et al.’s model, we have developed a technique based on the great
sensitivity of the speckle patterns to the local microscopic liquid-gas domains. Although no sin-
gle avalanche could be clearly resolved, this method allowed the first observation of microscopic
RPM in an experimental system, showing the athermal character of the system. These are the first
measurements to exhibit the athermal RFIM behavior in a non-magnetic system.
