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P R E F A C E 
A Lie group G i s , roughly speaking, an ana ly t ic manifold 
with a group s t ruc tu re such tha t the group operat ions are a n a l y t i c . 
Lie groups a r i se in a natura l way as transformation groups of 
geometric ob jec t s . A vector space g with ce r t a in ru les of 
composition i s ca l led the Lie algebra of G. The s t ruc tures of 
g and G are r e l a t ed by the exponential mapping exp : g > G 
which sends s t r a i g h t l ines through the or igin in g onto one-
parameter subgroups of G. Several p roper t i es of th i s mapping 
are developed in Chapter I because they can be derived as special 
cases of p roper t i e s of the exponential mapping for a su i tab le 
affine connection on G. Although the s t ruc tu re of g i s 
determined by an a r b i t r a r y neighbourhood of the i den t i t y element 
of G, the exponential mapping se t s up a far - reaching r e l a t i onsh ip 
between g and G in the l a r g e . 
The primary tools needed to derive our r e s u l t s on special 
functions are m u l t i p l i e r represen ta t ion of loca l Lie groups and 
represen ta t ion of Lie algebras by general ized Lie 4e>rwVcx4r\o"<j S>. 
These concepts together with a few special-VUV>C-VIOY\J av 
introduced in Chapter I . We shal l show tha t spec ia l functions 
occur as matrix elements and basis vectors corresponding to 
mu l t i p l i e r representa t ion of local Lie groups. The concepts are 
i l l u s t r a t e d by concrete examples of d i f fe ren t Lie groups. 
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The establ ishment of a connection between matrix elements 
of represen ta t ions and specia l functions provides a general method 
of deriving the general p roper t i e s of special funct ions . The 
group theore t ic i n t e r p r e t a t i o n of special functions allows one 
to find the i r na tu ra l genera l i za t ions and are discussed in next 
Chapters. 
In Chapter I I , an attempt i s made to bring in to use the ideas 
of Lie theory for obtaining generat ing function for confluent 
hypergeoraetric s e r i e s iFi* H2-function and V4^,-function. 
In Chapter I I I , a new Lie -a lgebra ic technique based on the 
idea of f r ac t iona l d i f f e r e n t i a t i o n i s evolved for construct ing 
new models of represen ta t ions of the Lie algebras S ( ( 2 , c ) . Some 
of the Lie algebra elements in the new models are d i f f e r i n t eg ra l 
operators while the basis vectors turn out to be solut ions of 
d i f f e r i n t e g r a l equat ions . 
In Chapter IV, we study a pa i r of f i r s t order d i f f e r en t i a l 
operators Hi'+) to generate recurs ion formulae for hypergeometric 
funct ion. Furthermore, the r e s u l t s for the confluent hypergeometrii 
functions also provide a natural basis for construct ing ladder 
operator recursion relations for the coulomb Green functions with 
the out-going wave boundary cond i t ions . 
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CHAPTER - I 
PRELIMINARIES 
1 . 0 INTRODUCTION 
Special function has wide appl ica t ion in the f i e ld of 
Mathematics, Most of these app l i ca t ions l i e in the f i e ld s of 
S t a t i s t i c s , Physics , Engineering, Theory of E l a s t i c i t y , Quantum 
Theory and Lie-Theory. 
In t h i s p re l iminar ies Chapter, we present some basic 
concept needed for the presenta t ion of the subsequent chapters . 
This Chapter has two p a r t s . P a r t - I contains the t h e o r e t i c a l 
background of spec ia l functions l i k e hypergeometric, i t s confluent 
forms, the i r genera l iza t ion including double, t r i p l e and multiple 
s e r i e s and some orthogonal polynomials. A concept of generating 
function i s a lso g iven . in P a r t - I I , we discussed some de f in i t ions 
and examples of Lie-groups and t h e i r L ie -a lgebras . Many of the 
standard n o t a t i o n s , concepts and methods which are useful in the 
de ta i l ed study of group theore t i c approach to specia l functions 
are also mentioned. 
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PART-I SPECIAL FUNCTIONS 
1,1 Gaussian Hypergeoaetric Series 
The term 'hypergeometric' was first used by Wallis in 
Oxford as early as 1655 in his work 'Arithmatrica Infinitorum' 
when referring to any series which could be regarded as a genera-
lisation of the ordinary geometric series 
(1.1.1) E t^ 
n=0 
but the main systematic development of what is now regarded as the 
hypergeometric series of one variable 
(a) (b)_ _n 
(1.1.2) 2F,(a,b;c;z) = E /gs " ~-
was undertaken by Gauss in 1812. 
The Pochhammer symbol (a) , where'a'denotes any number, 
real or complex and 'n any integer positive, negative or zero, 
is defined by 
1 , if n = 0 
(1.1.3) (a)^ = I 
and 
a(a+l) .... (a+n-1), if n 2 i 
(1.1.4) (a)_^ = 1 = ^ for n < 0. 
In particular, (l) = n\ 
hence VrxQ symbal (a),, i s a lso reffered to as the f a c t o r i a l 
funct ion . 
In terms of Gamma Functions, we have 
la+n (1 .1 .5) (a) 
n fa 
f 3 ^ w f ^ x f " • ^ y • • « • 
Furthermore, the binomial coefficient may be expressed as 
(1.1.6) (') =-aii=il--- i i=2±li = 1-''" '•''" 
n 
nt 
Equation (1 .1 .5) a lso y ie lds 
(1 .1 .7) (a) 
also we have 
m+n 
(a ) ^ (a-fm)^ 
( - l ) ' ' ( a ) 
(1.1.8) (a)„^^ -TT^^IKT n 0 < k < n 
For a = 1, 
( - l ) ^ n i 
(1 .1 .9 ) (n-k)l = -p^^y— , 0 < k < n 
which may a l t e r n a t i v e l y be wr i t t en in the form 
r 
(1 .1 .10) ( -n)^ = 
(-1) nl , 0 < k < n (n-k)l - -
0 , k > n 
In ( 1 . 1 . 2 ) , a,b and c are parameters and z i s a va r iab le 
( r e a l or complex) of the s e r i e s . All four of these quen t i t i e s 
may be any numbers r ea l or complex. However (1 .1 .2 ) i s not 
defined if c i s a non-posi t ive in teger i . e . c ^ 0 , - 1 , - 2 , . . . . 
unless one of the a or b i s a lso negative in teger such t h a t 
- c < - a . 
In genera l , i f e i t h e r of the numerator parameters i s a negative 
in t ege r , the s e r i e s te rminates . 
The s e r i e s given by (1 .1 .2) i s convergent when lz | < 1, 
when z = 1, provided tha t Re(c-a-b) > 0 and where z = - 1 , 
provided t h a t Re(c-a-b) > - 1 . 
Generalized Hyperqeoawtric Functions 
A na tu ra l genera l iza t ion of the hypergeometric se r i es 2^1 
i s the general ized hypergeometric funct ion, which i s defined as 
(1.1.11) pFq 
a . , a^j, . . . . a 
0 ^ , D r t , . . . . D 
% ( a . ) 
~ \-y i n , n «> 
_ V 1=1 z _ - [{3)]„ ,n 
n=0 ^ ( b j 
j = l j ' n 
where (3^)^ is Pochammer's symbal given by 
a. + n 
Here p and q are positive integers »r zero. The numerator 
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parameters a , , a„ a and the denomenator parameters 
b , , b^ b take on complex va lues , provided tha t 
b. ^ 0 , - 1 , - 2 , , , . , ; j = 1 , 2 , . . . . q. 
Convergence of F^ 
I E-S 
( i ) If p 1 q, the se r ies converges for a l l f i n i t e z i . e . 
| z | < oo ( r e a l or complex) and diverges absolu te ly when 
\A = 1 . 
(ii) If p = q+1, the series converges for jzj < 1 and 
diverges for |z| > 1. 
(iii) If p > q+1, the series converges only when z = 0 and 
diverges when z 7^  0. 
(iv) If p = q+1, the series is absolutely convergent on circle 
jz| = 1 i.e. 
q P 
Re( L b. - Z a.) > 0 for z = 1 
j=l J j=l J 
and 
/ q P 
Re( Z b. - E a ) > _i for z = -1. j=l J j=l J 
Special Cases 
(i) When p = q = 1 in (1.1.11) reduces to the confluent 
hypergeometric series ,F, named as Kummer's series given by 
6 
E.E, Kummer [34] 
« (a) n 
(1 .1 .12) lira 2^1 (a»b;c; z/b) = ^F^(a,c;z) = I 7 7 7 ^ - ^ 7 
| b l >oo 
( I I ) When p = 2, q = 1 in (1 .1 .11) reduces to the Gaussian 
Hypergeometrie Ser ies 
(a) (b) _n 
(1.1.13) F . ( a , b , c ; z ) = I ? 7 r ~ ° m 
Put z = 1, we get Gaussi theorem 
(1 .1 .4) ^ F , ( a , b , c ; l ) = 4 ^ ' c - a - ^ 
^ ^ Vc-a Tc-b 
NOTE (\-\-0 
If a homogeneous linear differential equation of second 
order has at most three singularities we may assume that there 
are at 0,oo,l. if all of these singularities are 'regular' 
(Cf. Poole [so]), then the equations can be reduced to the form. 
2 
(1.1.15) z(l-z) ^  + [c - (a+b+1) z] |H _ abu ^  0 
where a,b,c [independent of z] are parameters of the 
equation. Equation (1.1.15) is called the hypergeometric 
equation having solution (1.1.2). 
Confluent hvperqeoaetric functions 
Since, the Gauss function f^^ . (a,b;c;z) is a solution of 
differential equation (1.1.15). Replacing z by z/b in 
(1.1.15), we have 
(1.1.16) z(l-z/b) ^  + [c - (1+ i±S) z] §H _ au= 0. 
dz 
Obviously, 2Fi(afb;c; z/b) is a solution of (1.1.16). 
As b ——> oo , 
(1.1.17) lim 2fj^(a,b;c; z/b) = j^ Fj^ (a;c;z) 
b "~^  oo 
is a solution of differential equation 
2 
(1.1.18) z ^  + (c-z) ^  - au = 0 . 
dz 
.F,(a;c;z) is called confluent hypergeometrie function and it 
is also denoted by Humbert's symbol (()(a;c;z). 
Basic Integral representations for ,F, [l3; p.255]. 
The integral representation of (j)(a;c;z) is given by 
(1.1.19) (t)(a;c;z) = r - J ^ r / e^" u^~^ (l-u)'"'^"^ du , 
1(a) |(c-a) 0 
Re c > Re a > 0. 
Another possible choice is 
(1.1.20) V(a;ciz) = -=ir- f e~^^ t^"^ (l+t)"""^"^ dt, 
1(a) 0 
Re a > 0. 
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Fur the r , an important r e l a t i o n between ^i-function and 
V-func t ion [ l3 ;p .257] 
(1.1.21) V(a;c ;z) = - i ^ i = ^ (|)(a;ciz) + " 4 = ^ z^"^ (t)(a-c+l;2-c;z) 
r (a -c+l ) 1(a) 
We are given below some contiguous elementary r e l a t i o n s for 
the (t)-function and V-func t ion [13 ] 
( 1 . 1 . 2 2 ) | j ( t)(a;c;z) = | ( t ) ( a + l ; c+1 ; z) 
= 1 [(tXa-^ ) - <()(.)] = ^ [(|)(.) - (t)(c-)] 
= i [(a-c+z) (t)(.)+(c-a)(t)(a-)]. 
(1 .1 .23) 4 r V ( a ; c ; z ) = a V(a+1; c+1; z) =M.) - y(c"*') dz 
= 1 [(a-c+1) ^(a-') - V ( . ) ] 
= i [(a-c+z) V ( . ) - V ( a - ) ] . 
1.2 Hyperqeometric Function in two variables[Appell*s Function] 
In 1880, Appell [2] was introduced four double hypergeometric 
series, which are given below 
^)n.+nO^ m b') m n 
(1.2.1) F,[a,b,b'5c;x,y] = Z l c) ^^ " ^ 
m,n=0 ^ 'm+n 
m\ n\ 
m=0 m 
a+m, b' ; 
mj • 
c+m ; 
for |x| < 1, |y) < 1. 
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{1 .2 .2 ) F , [ a ,b ,b ' }C , c ' 5X ,y ] 
7 '^ 'm^o ' ">• •<• ' ' ' » xf £. 
a+m, b ' i 
C ; 
for | x | + | y | < 1. 
(1 .2 .3 ) F 3 [ a , a ' , b , b ' ; c ; x , y ] 
(a) ( a ' ) _ (b) ( b ' ) n n 
= Z ^ -^ 
m,n=0 ^ 'm+n mi ni 
a ' , b' ; 
c+m 
.m 
in\ 
for | x | < 1, ly| < 1. 
(1 .2 .4 ) F ^ [ a , b ; c , c ' ; x , y ] 
oo 
= z 
m,n=0 
n 
n~ 
_ <n IB i n Tj 
a+in, b+m ; 
.m 
mv 
For r l x l + VIYI < 1. 
JO 
Here , as u s u a l , the denoBiinator parameter c and c' 
a r e n e i t h e r zero nor a n e g a t i v e i n t e g e r . 
The s t anda rd work on t h e - t h e o r y of Appell s e r i e s i s the 
monograph by Appel l and Kampe de F e r i e t [ 3 ] . See E r o l e l y i e t a l . 
[ 1 3 , p .222-245] f o r a review of the subsequent work on the 
s u b j e c t } see a l s o S l a t e r [57] (1966 , Chap. 8) and Exton [ 1 5 , p . 2 3 - 2 8 ] 
THE HORN FUNCTIONS 
Horn (1931) de f ined the fo l lowing lO-Hypergeometr ic s e r i e s 
in two v a r i a b l e s and denoted then by G. , G2, G^, H , , , Hy. 
Thus he completed the s e t of a l l p o s s i b l e complete hypergeometr ie 
s e r i e s in two v a r i a b l e s . See Appell and Kampe de F e r i e t [3] a l so 
E r d e l y i e t a l . [ l 3 ] . 
We are given below some d e f i n i t i o n s of H o r n ' s F u n c t i o n s . 
~ ^ 3 ) m - | . n ( t ) ) „ „ ( b » ) „ n m n / 1 o K.^  /- / -. K u i . w. t,N — r m-T-n m—n m—n „m , n ( 1 . 2 . 5 ) G j ^ ( a , b , b ' ; x , y j = E JSTiri ^ 
m,n=0 
«» m n 
( 1 . 2 . 6 ) G o ( a , a ' , B , p ' ; x , y ) = E (a ) ( a ' ) (B) ( B ' ) ^ . ^ . 
^ / 2^ » **^*'^ ' *^' ^ ^_p,* 'm^ 'n^^ 'n-m*^ 'm-n m ni 
0 0 
( 1 . 2 . 7 ) G 3 [ a , a ' ; x , y ] = Z ( a ) ^ ^ ^ ( a ' ) ^ iH . ^dl 
<«)m-n^P^m+n^Y^n x"* v" 
( 1 . 2 . 8 ) H , [ a , p , Y ; ^ ; x , y ] = E " " " ( J ^ " ~ - ^ • 
m,n=o m 
J l 
(1.2.9) H,[a,,.r,S,..x.y]= ? ± W ^ V l V i ) , ^ . ^ 
m,n=0 m • • 
(1.2.10) H^[.,p,r,&;x,y] = ^ j ^ ' " 1 ^ ^ " ^ ; ; - ^ - ^ 
The convergence conditions for these series are given in [ 60 ;p.59] 
[15, p.39]. 
Confluent Hypergeometric Series in two Variables 
There are seven confluent forms of the four Appell Series 
were defined by Humbert [ 24 ] and these are denoted by 
^1* ^2' ^ 3»"^1»^2» ^1» ^2-
In addi t ion , there e x i s t 13 confluent forms of the 
10-Horn Se r i e s , which are denoted by 
' 1 * ' 2 * ^1 * * ^11 * 
Thus, Honr's f ina l l i s t consis ted of 14 non-confluent s e r i e s 
and 20 d i s t i n c t l imi t ing forms (confluent) of them including 
four Appel l ' s functions and 7 Humbert funct ions . 
We are given belwo some of the confluent forms from 
Horn l i s t [ l3 ] 
oo (1.2.11) <t),[a,P;Y;x,y] = E JUiTL-Lf f i ^ . ^ ; 
^ m,n=0 ^Y^m+n "". "'. 
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(1 .2 .12) <t52tP'P''Y;x.y] = E f-T ^ ^ - "^ ' 
m,n=0 ^''m+n • ' 
(1.2.13) V,[a,PJY,Y';x,y] = I ^ ^ r ^ / J j ' " i T " ' - ^ ' 
^ m,n=0 ^'^m ^ ' ^n ^l " ' 
for lx | < 1, | y | < « . 
oo (a) m n 
(1.2 .14) V2[a;Y.Y' ;x ,y] = E ly\^'^h,\ ^ 
^ m,n=0 '^^ ^m ^^ 'n ""J 
ni ' 
for I x| < « , jy | < oo. 
M ..n (1.2.15) H,[a,P;Y;x,y] = Z i !^ i i l lS±I l ^ - . 1- . 
^ m,n=0 ^'^m ™' " ' 
X < 1 . 
(1.2.16) H^U.p .Y^Svx.y] = I " ' " ( S >: • • - S i - ^ 
(1.2.17) H , ^ [ a , p , Y . g ; x , y ] = E (C ? ^ ' ^ 
^^ m,n=0 ^0 m^ ""l "1 
|yl < 1. 
The de f in i t i ons and convergence condit ion of a l l 20-Confluent 
forms are given in [13; p.225] 
J3 
The Kaawpe De Ferlet Function 
The four Appell Series are unified and generalized by 
Kampe De Feriet (1921) who defined a general double hypergeometric 
series see [Appell and Kampe de Feriet (3), p.150, (29)]. 
p:q;k 
Kampe de Feriet*s functions, denoted by F and 
t: m; n 
is defined as follows [60,p.27] 
(1.2.18) F 
p: q; k 
jt:m;n 
oo 
= z 
m,n=0 
(a„) : (b„) ; (c.); 
(ai) : (pj ; (Y„); 
x,Y 
m n m\ * n\ 
where , fo r convergence , 
( i ) p+q < i+m+l, p+k < X+n+1, | x| < «., j y | < » . 
( i i ) Also when p+q = (+m+l, p+k = (+n+l and 
, l / ( p - 0 . 1 / (P - / ) 
| x | + |yl < 1 , i f p >/ . 
max p x | , | y n < 1, i f p 1 ( . 
NOTE ( i . i - l ) The Appell F u n c t i o n s a re s p e c i a l ca ses of the 
Kampe de F e r i e t Funct ion as fo l lows : 
J4 
p l r l ; l ^ p ! • 1 • 1 
* ^ 0 : 1 : 1 , ~ ^2 
( 1 . 2 . 1 9 ) 
, 0 : 2 - 2 , ^ 
1:0;0, = F. 
p2:0;0 ^ p 
0 :1 ;1 4 
NOTE ( \ - 2 - l ) 
The Kampe de F e r i e t Ser ies (1 .2 .18) can be expressed in 
terms of general ized Hypergeometric s e r i e s . 
Cl.2.20) pPlgjO " l 
h 
ft * • ^ • ^ * i ^ H ^ » 
• • • • * * p * » » 
x»y 
• • • • P q * » • 
= P% 
- ' 
a ^ , . . . a p 
; x+y 
Pl ' - * -Pq 
'^•2-2i) Fg;?:^ 
: a j ^ . . . •*n»^i* * • * *^r' 
• : p j ^ . . . . p ; ^ j ^ , . . . .>^g; 
x , y 
P ^ / s 
Yi » • • • • » Y j . i 
^J^ » • • • • » Og » 
(1-2-22) F l^olJ 
' i ffp* — Y ; < J ; 
L P I » — P q — ; 
x . x 
p+l^q 
a 1* »"p' ^ '^°* 
• • • • f p«; 
J 5 
1.3 Mult iple Hvperqeometrlc S e r i e s 
Laur iee l la S e r i e s in n^variables 
Laur iece l la [ 3 6 ] , f u r t h e r g e n e r a l i z e d the four Appell 
S e r i e s F , , , F ^ to s e r i e s in n - v a r i a b l e s and defined h i s 
m u l t i p l e hypergeometr ic s e r i e s as f o l l o w s , see [60,p.33] 
( 1 . 3 . 1 ) F . L a , b , , » n ' ^ ^ ' • • • • » ^ n ' '^ j^»• • • • »^pJ 
^^^in, + . . .+ni^^^^in , ^^n^m„ x. x 
_ V 1 n 1 n 1_. n 
• . . (c )„ ^l\ ™ n l ' l ^n=^ ( ^ l \ nnw — 7-^ ~ ' - " « • n'm
n 
fo r | x j + + | x ^ | < 1 . 
( 1 . 3 . 2 ) ^B l-^l* *®n* ' ^ l ' ' '^n ' ^ ' ' ^ l ' ' ' 'n ' ' 
m. m 
(a,)„ (a ) (b j (b ) ••• " 
« I 'm, ^ n'm^ ^ I 'm, ^ n'm„ x, x 
= T n 1 n __!_ n 
~ n , . . . . ^ ^ (c) ^^ v . - •», 
1 n 
for Jxj^j, , | x ^ | < 1 . 
( 1 . 3 . 3 ) F^") [a ,b ;Cj^ , c ^ ; x^, ,x^] 
m, m 
/ \ / L \ i n 
oo ^ 'm, + . . . . + m ^ ' 'm,+ . . . .+m^ x, x^ 
_ y 1 n 1 n 1 n 
""'l--'»n^ (cp (c„)^ -"!!••• V 
1 n 
f o r ^f\x^\ + + ^f\x^\ < 1 . 
J6 
(n) ( 1 . 3 . 4 ) Fj^'^^Ca.b^ '= ' n ' ^ ' ' ' l ' ""n^  
m. m 
^^^m,+ +m„ ^^l^m, ^^n^m„ x, x " 
_ J. 1 n 1 n 1 n 
m^, . . .m^=0 ^^^ra^+ +in^ ' " l l* *' V -
For | x ^ | , |x^l < 1 . 
For the convergence of L a u r i c e l l a S e r i e s , see H.Exton [15 , p . 4 3 ] . 
Special Casest 
I . I f n = 2 , t he se four f u n c t i o n reduces to Appel l f u n c t i o n s 
P F = 2^ 5 FB^ ^ =^3 ' C^^ ^ =^4 "^^  4^^= 1^ 
II. If n = 1, all four functions become the Gauss Hypergeometri( 
function 2^1* 
p(i) _ p(i) = M > AD _ p 
*^A " B^ '^C *^D " 2^ 1 • 
I I I . An i n t e r e s t i n g r e d u c t i o n fo rmula , which i s due to 
L a u r i c e l l a h imsel f [36 ; p . l 5 0 ] and [ 3 ; p .116] 
/ _ \ 
( 1 . 3 . 5 ) Fj^  ' [ a , b j ^ , , b ^ ; c ; x , , x ] 
= 2^1 ^^*^1 + ^2 + . . . . + b ^ ; c ; x ] 
put x = 1, the second member of (1.3.5) is summable by 
Gauss's theorem. 
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(1 .3 .6 ) F^"^[a,bj^, k>n'^'^ '^^ 
fU) iTc-a-bj^- - b j 
l ( c - a ) iTc-b, - -b ) 
where c >^  0 , - 1 , - 2 , . . . . and Re(c-a-b, b ) > 0 . 
Many other mul t ip le hypergeometric functions e x i s t , as Laur ice l la 
[36, p.114] introduced 14 complete hypergeometric s e r i e s in three 
va r i ab l e s of 2nd order , denoted by the symbols Fi»F2> »Fi4 
including Laur ice l l a s e r i e s F ^ ^ \ ^B^^» ^c^^ ^"°' ^D^ 
(For n = 3 ) . The de f in i t i ons and the convergence condit ions 
are given in H. Exton [15, p .66 -68] . 
S r i v a s t a v a ' s Tr ip le Ser ies H., Hg and Hp 
In 1964, Srivastava [ 5 9 ] gave three add i t iona l 
t r i p l e hypergeometric functions of 2nd order which bear h i s 
name. Their s e r i e s de f in i t i ons are given below: 
( 1 . 3 . 7 ) H ^ ( a , p , p ' } Y , Y ' ; x , y , z ) 
= s "^^ mVP^ m^ n^ P'^ n^ p Z £ £ 
m,n,p=0 (Y)m (Y')„^.p m r n , - p , 
J8 
( 1 . 3 . 8 ) Hg (a ,p ,p ' ;Y jL ,Y2»Y3 ix , y , z ) 
m,n,p=0 ^ n ^ m ^ Y 2 ^ n ^ V p n . , -n , -p i 
( 1 . 3 . 9 ) Hr,(a,p,p«5Y*. , x , y , z ) 
- ^«)m^p(P>m-hn(P'>n-fp Z Z £ 
m,n,p=0 ^Y^m+n+p ™ r n r p i 
Two more t r i p l e hypergeometr ic s e r i e s G. and Gg are given by 
Pandey [ 49 , pp.115-116] 
( 1 . 3 . 1 0 ) G ^ ( a , p , p ' ; Y ; x , y , z ) 
~ lfin±E±mi!WEiPlln i ; Z £ 
m,n,p=0 ^Y^n+p-m m r n , ' p j 
and 
( 1 . 3 . 1 1 ) Gg(a,p j^ ,p2»p3VY;x,y ,z) 
^°^)nfp-m;Pl)m(P2)n(p3)p x"' v" zP 
m , n % 0 ^Y^n+p-m in , -n j ' p \ 
oo 
E 
which generalizes the Appell Series F, and Horn Series G2. 
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1,4 Classicals Orthogonal Polynoaials 
A. Hermlte Polynomials 
Hermite Polynomials H (x) is defined by the relation 
(1.4.1) exp (2xt - t^ ) = I - Q — t" 
n=0 "! 
v a l i d fo r a l l f i n i t e x and t . 
The Hermite Polynomial H^(x) of o rde r n can a l s o be 
n 
de f ined by 
[ n / 2 ] / ,xk O v ^ ^ - ^ k 
k=0 
o t h e r s forms fo r the Hermite Polynomials are 
( 1 . 4 . 3 ) H„(x) = 2 " y e x p ( - ^ - ^ ) x" 
V - - < ^ - ^ 4 ,^ . 
and 
(1.4.4) H„(x) = (-1)" e'^  - ^ (e"'' ) 
dx 
B. Laquerre Polynomials 
The Laguerre polynomial L^(x) of order n is defined 
by the relation 
( 1 . 4 . 5 ) j-'—rr = Z L (x) t " 
^^'^' n=0 " 
and s e r i e s r e p r e s e n t a t i o n of L (x) i s g iven by 
?0 
" (-11" ni «" (1.4.6) L„(x) = E 5 
" k=0 (kl)^ (n-k); 
Generalized Laqueree Polynomials 
A generalized Lagueree polynomial L^ ^^ 'Cx) is defined 
by the relation 
/ X (1+a) 
(1.4.7) L;"^(X) = • ^^ " j^F^[-n,l+a;x] 
* 
put a = 0 in (1.4.7). 
(1.4.8) ^n^^^ ~ l^ it~"»^ »'^ *^ 
(ot) A se r i e s represen ta t ion of L 7 X ) , for n be a non-negative 
i n t ege r , 
x'^  (1 4 9) L^°^)(x) = Z ( - l ) f ("-^«)1 
^•^•^•^^ ^n ^^^ ^ (n-k)I (a+k)} kl 
NOTEC'V'OWe define the class of modified Lagueree polynomials 
b(n) L"^"'(X) , where b(n) and a(n) are function of n 
independent of x. We have the following cases: . 
I. if b(n) * 1 and a(h) = 0 , we have simple Lagueree 
polynomials L^(x) 
II. If b(n) = 1 and a(n) = a, where a is non-negative 
constant, we have the generalized Lagueree polynomial L^ '^ l^x' 
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III. If b(n) - (-1)" and a(n) = -p-n, where p is a constant 
we have the setM-l)"^ ^n I ^"^ ^^ called simply modified 
Laguerre polynomial denoted by fP(x). 
C. Leqendre Pplynomials 
Legendre polynomials of first kind, P«(^) ^^ defined by 
(1.4.10) (l-2xt+t ) 
-1/2 
= E P„(x) t" 
n=0 " 
for 1x1 < 1 and t < 1. 
A series representation of P«(^) ^^ defined by 
(1.4.11) p (x) = Z ^n^ / " 7 . / ' ^.x 
" k=0 2" kl n-lt)l n-2k J 
where 
[§] = 
n 
5 
n-1 
, if n is even 
, if n is odd 
D. Jacob! Polynomials 
The Jacobi polynomial p^^'^Mx) is defined by [5 3; p.254] 
n 
(1.4.12) . 
• • • • 
P^^^'P^x) = - ^ ^ 2 f i [ - n , l+a-Hp+njl+a; ^ ] 
for Re(a) > - 1 , Re(p) > - 1 and n be a non-negative in tegers . 
'^2 
Special Cases : 
(i) When a = 3 = 0 , the polynomial in (1.4.12) becomes the 
Legendre polynomial. 
(ii) If X = 1 in (1.4.12), then 
pVOC,PJ/ s n 
n ^^' ni 
(iii) If p = a in (1.4.12), then pj^"'"^(x) is called the 
Ultraspherical polynomial. 
A series representation of (1.4.12) are given in [53,p.255] 
1.5 Generating Functions 
The name •generating function' was first introduced by 
Laplace in 1812, 
We define a generating function for the set of function 
f (x) as follows: 
Definition : 
Let G(x,t) be a function that can be expanded in power 
of t such that 
G(k,t) = Z C„f„(x).t" (1.5.1) 
n=0 " " 
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Where C is a function of n and is independent of x and t. 
Then G(x,t) is called a generating function of the set f-.( x) 
Remark; 
A set of function may have more than one generating function 
However if, 
oo 
G(x,t) = E h„(x) t" 
n=0 ^ 
then G(x,t) is the unique generator for the set h (x) as 
the coefficient set. 
Let us define a generating function of more than one 
variable. 
Definition 
Let G(x, ,X2, ''^ n*^ ) ^^ ^ function of (p+l) variables 
Suppose G(x,,X2, '^ n* ^^ ^^® ^  formal expansion in powers of 
t such that 
G(xj^,X2 X ;t) = E ^n ^ n^ '^ l''^ 2» 'V'^"^ (1.5.2) 
+00 
E 
n=-oo 
Where C is independent of the variables x,,x^,...x and t. 
Then we say that G(x,,X2,....x it) is a generating function 
for the f^ ( Xj^,X2,. • .Xp) corresponding to non-zero C . 
In particular, if 
G(x,y,t) = S C^ ^ni>^)^%iy)'t^ .... (1.5.3) 
n=0 
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The expansion determines the set of constants ^C ( and 
two sets of function W(x)i and igpCy)? • Then G(x,y,t) can 
be considered as a generator of any of these three sets and as 
unique generator of coefficient set ) C f (x) g (y)1 , 
Applications of generating functions 
A generating function may be used to define a set of 
functions to determine a differential recurrence relation or a 
pure recurrence relation, to evalute certain integrals etc. We 
will use generating functions to define the following specials 
functions: for example - Bessel's functions, and the 
polynomials of Lagendre, Gegenbauer, Hermite and Lagueree, 
We are given below certain generating relation [40; chap.l] 
The Hermite poly. H (x) is defined by the generating relation 
o «• H„(x) „ 
exp(2xt - t^) = Z - S - — t"^  (1.5.4) 
n=0 "! 
The (simple) Lagueree poly. L (x) satisfies the generating 
relations 
oo L (x) 
E -a-- t" = e* ^F,[-i 1; -xt] (1.5.5) 
n=0 "^i " -^  
and 
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Z L„(x).t" = (l-t)"-"- exp ^ (1.5.6) 
n=0 " ^^ 
The generating function of generalized Lagueree polynomial 
I a) Li '(x) satisfies the generating relation 
n 
Z Li°^^(x).t" = (l-t)"^-"' exp ^ (1.5.7) 
n=0 " -^ "^  
The modified Lagueree polynomial f^ ( x) = (-1)"^ . L~^ "'^ ( x) 
satisfies the generating relation. 
-0 Xt " Q n 
(1-t) e = Z fP(x).t" (1.5. 8) 
n=0 " 
A bilinear generating function 
If a function G(x,y,t) can be expanded in the form 
G(x,y,t) = ? g_ f (x) f (y) t" (1.5.9 ) 
n=0 " 
Where g^ i s independent of x and y then G(x ,y , t ) i s 
c a l l e d a b i l i n e a r generat ing funct ion. For example, the 
Lagueree polynomials s a t i s f i e s the following b i l i n e a r generating 
r e l a t i o n [40; p.17] or [53;p.212] 
(a) (a) 
r ^n ^^^ ^ (y) ,n ,, , , - ! - « -t(x-hv) 
f .F , [ - ; 1+a; -^^—?j (1.5.10) 
^ ^ ( 1 - t ) ^ 
A bilinear generating function for the set f^(x) is given by 
(1.5.11 ) Z nlfP(x) f^(y).t" = e^^^^ l-xt)-P( l-yt)'^ 
n=0 
2^ofP'P'-' (l-.xt?(l-yt)^ 
Bilateral generating functions 
If H(x,y,t) can be expanded in powers of t in the form 
H(x,y,t) = E h^.f„(x).g_(y).t" 
n=0 " " " 
Where h^ is independent of x and y and f (x) and g (y) 
are different functions, then H(x,y,t) is called a bilateral 
generating function. For example [40; p.2l]. 
A transformation of a generating function of f^(x) into 
a bilateral generating function is given by 
(1.5.12) Z 2Po5^-"»^'-'y^ f^ (x).t'^  
n=0 ^ ^ " 
= e^^(l-t)-P (l.xyt)-- 2^oC^'P'-' (l.t)(l'xyt) 
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PART I I LIE GROUP THEORY 
1.6 H i s t o r i c a l Background 
In the l a t e 19th century L i e , S [37 ] , [38] considered 
Lie groups (Then ca l led continuous groups) for the f i r s t time. 
His motivation was to t r e a t the var ious geometries from a group 
theo re t i c point of view and to inves t iga te the r e l a t i o n s h i p 
between d i f f e r e n t i a l equations and the group of transformation 
preserving the i r s o l u t i o n s . I t arose out of h is work on diff-
e r e n t i a l equat ions , in which these groups would play the ro le of 
the Galois group of an algebraic equat ions . Lie groups were 
s tudied loca l ly and the notion of Lie-a lgebras introduced. 
In 1890, K i l l i n g , W [32] wrote a s e r i e s of f ive papers 
in which he es t ab l i shed , many of the basic s t ruc tu re theorems 
about complex Lie-a lgebra . Ki l l ing in fac t , coined the term 
semi-simple and most remarkably, the c l a s s i f i c a t i o n of simple 
L ie -a lgebras . Ki l l ing had been led to the c l a s s i f i c a t i o n problem 
by geometric considerat ions to a la rge extent independently of 
L i e ' s work. 
Early in the 20th century, the theory of i n f i n i t e dimen-
sional Lie groups was studied by Cartan, E [7] Pa inca re ' s [50] 
i s h i s f i r s t publ ica t ion to mention the theory of continuous 
transformation groups. 
From 1900-1930, Cartan [7] and Weyl, H [67] obtained a 
complete c l a s s i f i c a t i o n of the semi-simple Lie-a lgebras and deter-
mined the i r represen ta t ion and c h a r a c t e r s . They a l so devised 
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useful method of inves t iga t ing the s t r u c t u r e of these algebras 
and didpaineering work on global s t ruc tu re s of the underlying 
manifolds of Lie-groups. After him, (1930-1950), these r e s u l t s 
were systematized and refined by Chevalley [ 9 ] , Harish Chandra [20] 
and o the r s . In the same period Iwasawa, K [26] c l a s s i f i e d Car t an ' s 
idea , showing tha t the only Lie-groups tha t are topologica l ly 
important, are compact Lie groups. He also obtained the Iwasawa 
decomposition, which has become a basic tool in the study of 
semi-simple Lie-groups. At the same time, Iwasawa contr ibuted 
to H u b e r t ' s f i f t h problem which seeks to cha rac te r i ze Lie-groups 
among topological groups. This problems was solved by Gleason, A 
[ 1 7 ] , Montgomery and Zippin [46] in 1952.Hopf, H [22] also used 
the proper t i es of groups ex tens ive ly , were succeeded by systematic 
appl ica t ion of the general theory of a lgebraic topology. 
In an attempt in th i s d i r e c t i o n , group theory has been found 
to have an important r o l e . This approach i s b e t t e r known as Lie-
theo re t i c method. The f i r s t s i gn i f i c an t advancement in t h i s 
d i r ec t ion was made by Weisner, [66] who exh ib i t s the group theore-
t i c s ignif icance of generating func t ions . M i l l e r , W. J r [41] and 
McBride [40] presents Weisner 's method in a systematic manner 
and there by lay i t firm foundation. Mil ler [41] also extends 
Weisner 's theory fur ther by r e l a t i n g i t to f a c t o r i z a t i o n method 
of Infeld and Hull [25] . 
In the f ac to r i za t i on method, a s ingle second order d i f f e r -
e n t i a l equation i s replaced, if pos s ib l e , by a pa i r of f i r s t - o r d e r 
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differential equations for a whole set of special functions, 
that.is, a pair of equations of the form 
^n ^n " ^n+1 » ^n ^n ~ ^n-1 
+ 
where L and L are f i r s t order d i f f e r e n t i a l opera tors , 
n n 
The second-order equation can be wr i t ten in the two a l t e r n a t e 
forms 
- + + -
^n+1 ^n ^n "^  ^n » ^n -1 ^n ^n "^  ^n * 
It is possible to identify the operators L and L (together 
with additional operators) with a Lie-algebra and the possible 
factorizations can be classified by the study of these Lie-
algebras. The special functions constitute basis functions in 
representation spaces for Lie-algebras and many of their propertie: 
can be obtained in this way. This approach has been throughly 
investigated by Miller [41],[43], [45], Kalnin, Manocha and 
Miller [31] Chen and Feng [8], Gelfand and Sapiro [l6] and 
Manocha [39]. 
The qualitative and geometric background of Lie group theory 
applicable to special functions is found in standard treatises 
Chevalley [9], Helgason [21], Miller ([41] to [45]), Cohen [lO] 
Gleason [l7], Hammermesh [19] Borel [5], Howe [23]. We shall 
emphasize the theory of Lie groups given in Miller ([41] to [45]), 
Talman [63], Wawerzynczyk [65] Weisner [66] and Vilenkin 
since apparently this is the side of the theory that is best 
:u) 
known to physicists and is directly applicable to the theory of 
special functions to obtain the " fine structure" of the concerned 
functions. 
1.7 LIE GROUPS AND LIE ALGEBRAS 
GLOBAL LIE GROUP 
Definition [41] A Lie group is both an abstract group and 
an analytic manifold such that the operation of group multiplica-
tion and group inversion are analytic with respect to the manifold 
structure. 
Definition [ll] A Lie group is a set G such that 
(1) G is a group 
(2) G i s an a n a l y t i c manifold 
(3) The mapping (x x y) > xy of the p roduc t manifold 
GxG > G i s a n a l y t i c . 
Le t G be any Lie group and those a f ixed c h a r t a t ' e * . 
I f V i s the nuc leus on which i t i s d e f i n e d , we denote the 
C o - o r d i n a t e of x frV by x^ ( i = 1,2, n) by ( 3 ) , t h e r e i s 
a nuc leus W such t h a t 
( 1 . 7 . 1 ) ( x y ) ^ = ^ (x^ x " , y \ y") , x ,y€ W 
where (f) are analytic functions of their arguments. 
Conversely, if in a topological group, there is chart at 
e in which the product, when expressed in terms of its arguments, 
as in (1.7.1), is analytic , then the group can be defined as a 
Lie group. 
:u 
NOTE (1 .7 .1) A topological group has two d i s t i n c t kind of 
s t ruc tu re on i t , one a lgberaic and other topo log ica l .Algebra ica l ly , 
i t i s a group and topolog ica l ly , i t i s a manifold. 
NOTE (1 .7 ,2) [52; p.16] Every Lie-group i s a Hausdroff topological 
group. 
NOTE (1 .7 .3) [ U ; p.45] Any Lie-group is a topological group 
with respect to the topology induced by i t s ana ly t i c s t r u c t u r e . 
Example of Lie-Groups 
Example (1 .7 .1) Any abs t r ac t d i s c r e t e topological group is a 
l i e group as a zero-dimensional smooth manifold. 
Example (1 .7 .2) Any f in i te-dimensional vector space is a Lie 
group under add i t ion . 
Example (1 .7 .3) A Unit c i r c l e S' : | z | = 1 whose points are 
iO 
complex number z = e is a Lie group under multiplication. 
A Lie group under multiplication is similarly a unit 
3 
sphere S in the space of quaternions whose points are quanter-
nions/for which | ^  | = 1 . 
We can show that if sphere s"^  is a lie group, then it 
1 1 is necessary that n = 1 or n = 3, so that S and S are 
the only spheres admitting the structure of a Lie-group. 
^ o 1/3 
Example (1.7.4) The composition function (|)(x,y) = (x +y~^ ) 
defines the set R of real number (with the usual topoligy) as 
[\2 
a topological group, but not as a lie group because (j) is not 
analytic. 
Example (1.7.5) Suppose as ever that 0(n) is the group of all 
orthogonal n x n matrices. We show that in the group 0(n) the 
smootheness is naturally defined with respect to which 0(n) is 
a lie-group of dimension "^ "-- •'-. 
Example (1.7.6) The group of symplectic matrices of even order 
n = 2m denoted by Sp(m,R) form a lie group and is called a real 
linear symplectic group of dimension m(2m+l). 
Example (1.7.7) The intersection Sp(m,R) is called an orthogonal 
symplectic group. The Cayley images of non-exceptional matrices 
of this group are of the form 
/ C D 
(1.7.2) / 
where D is a symmetric matrix and C is skew symmetric matrix. 
Since matrices of the form (1.7.2) also constitute a vector space, 
SP(«%R)n 0(2m) is a Lie-group its dimension is m . 
Example (1.7.8) A lie group can be constructed not only of real 
matrices but also of complex ones. For any n 2 1» "the complex 
vector space Gl'^  can be identified with the space R ". This 
defines in C (and hence in its any open subset) a structure of 
a smooth manifold of dimension 2n. 
The set C(n,m) of all complex nxm matrices can be 
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nm identified with Q'^"^ and is also found to be a smooth manifold. 
A subset GL(n,<!) of the set C(n) =C(n,n) consisting of non-
singular matrices is also a smooth manifold . This, the manifold 
2 
GL(n,<^) is a lie group of dimension 2n . 
In particular, we thus obtain complex orthogonal and 
complex symplectic matrices. They constitute the Lie-group 
0(n;O and SP(m;C) of dimension n(n-l) and 2m(m+l) respectively 
Example (1»7.9) The following are subgroups of GL(n,)<) 
(a) SL(n,K) =(A€:GL(m,K) : det A = 1 1 . 
(b) GL^(n,R) =^A6GL(n,R) 
(c) ^(n,K) =^AfeGL(m,K) 
(d) TCm.K) =^AfeGL(m.K) 
det A > 0 j . 
A-diagonal matrix j • 
T-upper t r i angu la r mat r ix ) 
LOCAL LIE GROUPS 
For a p a r t i c u l a r case of Lie groups these general conside-
r a t i ons j u s t i f y introducing a new mathematical concept of a local 
Lie-group which i s a formalizat ion of a neighbourhood of the 
i d e n t i t y in a Lie group together with the mu l t ip l i ca t ion avai lable 
in tha t neighbourhood. The de f in i t i on of L.L.G. given in [41] i s 
as follows: 
Let C be the space of complex n- tup les g = ( g , , g 2 , g ) , 
\«*iere g^^ ^ C , i = l , 2 , . . . . n and define the or ig in e of c" by 
e = (0 ,0 , , 0 ) . Suppose V i s an open se t in c"^ containing e 
Definition : A complex n-dimensional local l i e group Gi in the 
neighbourhood VC ^ " i s determined by a function 
:M 
n 
4) 5 <C" X C" > C such t h a t 
( i ) it^Cg.h)^ c " » g . h ( ^ v . 
( i i ) (t)(g,h) i s a n a l y t i c in each of i t s 2n-argument 
( i i i ) If {t)(g,h) €.V, (t)(h,k) ^V then 
(t)((t)(g.»^).k) = ( t ) ( g , ( | ) ( h , k ) . 
( iv) (t)(e,g) = g , (t)(g,e) = g f o r a l l g<iV. 
NOTE (1.7.5) A local Lie group is not necessarily a group in 
the usual sense. However, the group axioms are satisfied for 
the elements in a sufficiently small neighbourhood of e. 
INFINITESIMAL VECTOR or TANGENT VECTOR 
Let G be a local Lie group in the neighbourhood VC C 
and let t > g( t) = (g^ C^ t), g^^ C t)) ^  t € <C bean 
analytic mapping of a neighbourhood of 0€C into V such that 
g(0) = e. 
We can consider such a mapping to be a complex analytic 
curve in G passing through e. 
Definition; An infinitesimal vector a of an analytic curve 
g( t) in V is the tangent vector to g(t) at e and define 
as in [41, P. i ]. 
( 1 . 7 . 3 ) a = ^ g ( t ) l = - 5 T ( g i ( t ) g ( t ) ) i € e ' . 
^ t=0 °^ -^  " t=0 
Every vector a C(j;^" can be regarded as the tangent vector at e 
for some analytic curve. 
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NOTE( 1.7»6) . If g( t ) and h( t ) a re a n a l y t i c curve in G» such 
t h a t g(0) = h(0) = e with t a n g e n t v e c t o r s a and p r e s p e c -
t i v e l y . Then the a n a l y t i c curve g ( t ) h ( t ) has t angen t v e c t o r 
a+p a t e and a n a l y t i c curve g~ ( t ) has the t a n g e n t v e c t o r 
- a a t e . 
D e f i n i t i o n ; For g( t ) , h( t) as g iven above , we de f ine commutator 
[ a , p ] of a and p to be t a n g e n t v e c t o r s a t e of the a n a l y t i c 
curve 
k ( t ) = g ( X ) h ( X ) g " ^ ( X ) h - ^ ( X ) , t = x ^ 
t h a t i s 
[a,p] = "S ^^^^)'^\ 
dxr -i^o 
-If-r \ w - 1 / 
- ^ [ g ( X ) . h(X) g--^(X) h--^(-Ti)] | 
^ ^ X = 0 
= ap - pa 
The commutator has the fo l lowing p r o p e r t i e s , 
(1) [ a , p ] = - [ P , a ] 
(2) [aj^ttj^ + 3202, p] = aj^[a,p] + a2[a2,p] 
(3) [ [ a , p ] , Y ] + [ [ p , Y ] , a ] + [ [ Y , a ] , p ] = 0 
where a , , a 2 f e * ^ and a , p , Y ^ ^ ' 
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LIE-ALGEBRA [411 
Definit ion : The Lie-algebra L(G ) of a Lie-group ( loca l ) G 
i s the se t of a l l tangent vectors a t e equipped with the 
operat ions of vector addit ion and Lie-product . 
Defini t ion : A complex abs t r ac t Lie-algebra L ( G ) i s a complex 
vector space together with a Lie product [a ,p]6 L(G) defined for 
a l l a,p € £ " such t h a t the above condit ions ( l ) , ( 2 ) , (3) are 
s a t i s f i e d . 
Clearly L(G ) is a complex abs t r ac t Lie-a lgbera and any 
a b s t r a c t Lie-algebra i s in fac t the Lie-a lgbera o^ some local Lie-
group. We wil l always assume tha t L(G ) i s a f i n i t e dimensional 
L ie -a lgebra . 
Fur ther examples of Lie qroupiand t h e i r Lie algebras 
Example (1.7.10) General l i nea r group GL(2,C). 
The complex general l i nea r group GL(2,C) is the se t of 
a l l 2x2 matr ices (non-singular) 
a b 
g = ( ) ; a , b , c , d e € and ad-bc ^0. 
c d 
Where group operation i s ma t r ix -mul t ip l i ca t ion . Clearly the 
i den t i t y element e^GL(2,C) i s the matrix 
1 0 
e = ( ) 
0 1 
i]y 
GL(2) i s a 4 - d i m e n s i o n a l complex l o c a l Lie g r o u p . These 
C o - o r d i n a t e a re v a l i d only for g in a s u i t a b l y small neighbour-
hood of e . 
Le t g( t) , g(0) = e be an a n a l y t i c curve in GL(2) with 
t a n g e n t v e c t o r a a t e then a can be i d e n t i f i e d with the 
complex m a t r i x 
a. 
^ =( J =ft 
«3 °^4 
a ( t ) b ( t ) 
c ( t ) d ( t ) 
t=0 
Lie -Algebra L [ G L ( 2 ) ] = g l ( 2 ) . 
L [ G L ( 2 ) ] = g l ( 2 ) i s the space of a l l 2x2 m a t r i c e s a 
wi th the r e l a t i o n [ a , p ] = ap - p a ; a,p e. g l ( 2 ) . The s p e c i a l 
e lements j » j~> j and f. 
( 1 . 7 . 4 ) j+ = 
0 
0 0/ - 1 0 ' 0 -1/2 
/ I 0 . 
0 1 / 
forms a basis for gl(2) and satisfying the commutation relations 
,3 , -[j^ j""] = j"". [j\r] = -r. [j"',r] = 2j .3 
( 1 . 7 . 5 ) [f ,j^] = [f ,j'"] = [ cn =0 
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Where 0 i s the 2x2 m a t r i x . 
For any e lement a €rgl(2) can be w r i t t e n un ique l in the 
form 
+ — 3 
a = aj^j + 32 j + a3J + a^ • aj^, 82, a^ , a^ t C • 
Example (1.7.11) : Special Linear group SL(2.C) 
The complex special linear group SL(2) is the abstract 
matrix group of all 2x2 non singular matrices 
g =/ I ; a,b,c,d e C . 
c d 
Such t h a t ad-bc = 1 or d = 1+bc 
SL(2) i s a 3-dimensional l o c a l l i e - g r o u p . C l e a r l y , SL(2) 
i s a subgroup of GL(2), 
Le t g(-t ) » g(0) = e i s an a n a l y t i c curve whose tangent 
v e c t o r a a t e t h e n , a can be i d e n t i f i e d with the complex 
2x2 mat r ix 
a^ a^ , , a ( t ) b ( t ) 
a =1 
d 
d t 
a3 -a^ c ( t ) d ( t ) 
t = 0 
where 
Ht^(^) = 4_ ( l + b ( t ) c ( t ) x d t ^ a^t) ' = - a . 
t=0 
L i e - a l g e b r a L [ S L ( 2 ) ] . 
tK) 
,3v9 
L[SL(2)] = s l (2) i s the space of a l l 2x2 complex matrices 
with t race zero and l i e product i s given by [a ,p] = ap - pa for 
a,p€: 31(2) 
The specia l elements 
(1.7.6) j"" J j , j" 
0 0 
0 
- 1 0 
'-, 5' 
1/2 0 
0 - 1 / 2 ' 
obey the commutation relations 
(1 .7 .7) [j3,j-^] = j ^ [ j ^ n = - r , [ j ^ j - ] = 2j3 
forms a basis for 21(2) . Every a €. 31(2) can be wri t ten 
uniquely in the form 
..3 a = aj^j + a2J~ + a ^ j ; a ^ , a 2 , a 3 ^ C. 
Example (1.7.12) Matrix Group T3 
The matrix group T- is the set of all 4x4 matrices of 
the form 
g = 
1 
0 
0 
0 
0 
e" 
0 
0 
rz. 
0 
0 
e 
0 
X 
c 
b 
1 
; b,c, T. t C. 
Clearly, T^ is a 3-dimensional complex local lie group. 
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Lie-Algebra ^(1-) 
L(T^) can be iden t i f i ed with the space of matrices of 
the form 
a 
0 0 0 x^ 
0 - x - j 0 x^ 
0 0 Xg x , 
0 0 0 0 
; Xj^,X2,X3 t C . 
With the l i e -p roduc t [a ,p] = a.p - pa ; a^^ ^L{Tj). 
A basix elements of LCT^) i s given by the matrices 
J = 
(1 .7 .8 ) 
0 
0 
0 
0 
0 
0 
0 
0 
j3 = 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
• 
0 
-1 
0 
0 
j ~ 
0 
0 
1 
0 
= 
o' 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
0 
0 
obey the commutation r e l a t i o n s 
(1.7.9) [j\j-^ ] = j-' i [j^n =-r ; [j-^ . n =o 3 .— 
and any a fe Ld^) can be written uniquely 
.+ .3 
a = x^j + X2J + x^j 
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1 . 8 ONE PARAMETER SUBGROUP 
Definit ion [ l l » A 1-parameter subgroup of G is a homomorphism 
of Lie groups 0 : R > G , where R is a Lie group 
under addit ion with an a t l a s with one char t given by the ident i fy 
map. 
Definit ion [52 ] . A 1-parameter subgroup of a local Lie group &\ 
i s an ana ly t ic curve g( t ) in G defined in some neighbourhood 
W of e € Gi such tha t 
g(s+t) = g( s) g( t ) ; . s , t , s+t €; W. 
I t should be noted tha t one parameter subgroup is thus not a 
subset but a mapping. The following theorems s t a t e s the 
r e l a t i o n s between the elements of Lie-algebra L(G) and the 
1-parameter subgroup in Q • 
Theorem 1.8.1 For each a6L(G) there is an unique one parameter 
subgroup 
g( t) = exp a t . 
In p a r t i c u l a r , if L(G ) i s a Lie-a lgbera of mat r i ces , 
oo k. k 
g( t ) = exp a t = Z °. ^ 
k=0 ^\ 
Theorem 1.8.2 The in tegra l curve exp a t i s a 1-parameter sub-
group of Gi such tha t exp a( t ,+ t2) = exp a t , , exp at2 for 
su i tab ly small values of 1 t , | , l t2 l» The tangent vector of 
exp a t a t e i s a = ( a , , ,a ) . 
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Theorem 1.8 .3 The exponen t i a l mapping a > exp a i s an 
a n a l y t i c deffeomorphism of a neighbourhood of i d e n t i t y ( a d d i t i v e ) 
O^L(G«) onto a neighbourhood of e in G. 
Thus, the mapping d e f i n e s a l o c a l one to one c o - o r d i n a t e 
t r a n s f o r m a t i o n in (^  
D e f i n i t i o n An a n a l y t i c homomorphism of a l o c a l L i e - g r o u p Gn 
i n t o a l o c a l Lie group G>' i s a mapping [i : G > G' , 
where n(g) i s d e f i n e d f o r g in a small neighbourhood W 
of e ^ G , such t h a t 
^ (gh) = ^ ( g ) . \x{h) ; g , h , gh<^W. 
and \i i s an a n a l y t i c func t ion of the C o - o r d i n a t e s of C^  , 
NOTE ( 1 . 8 . 1 ) I f n (e ) = e ' e . G / and ^(g"-'-) =n(g)~- ' - for g 
i s s u i t a b l y small neighbourhood of e in G> » then the above 
mapping \i : G > CJ» i s c a l l e d isomorphism. 
An isomorphism of G onto Q> i s an automorphism. 
An automorphism de f ine fo r an e lement h ^ CJ^  in the form 
H^(g) = hgh"^, g ^ ( ^ . 
a re c a l l e d inner -au tomorphism. 
D e f i n i t i o n A homomorphism from L(G ) to L(G ) i s a map 
T) : L(G) >^ L(G') such t h a t 
(1) Ti(aa + bp) = a Ti(a) +' b n (p ) ; a , b t C , a , p ^ L ( G ) . 
(2) T i ( [ a , p ] ) = [T i (a ) ,T i (p ) ] ' 
4R 
Where L(G ) , L(G') be complex a b s t r a x t L i e - a l g e b r a with 
o p e r a t i o n s + , [ . , . ] and +' , [ . » • ] r e s p e c t i v e l y . 
Theorem 1.8.4 An a n a l y t i c homomorphism i^ : G > G* of the 
l o c a l L ie -g roup G » G' induces a L i e - a l g e b r a homomorphism 
\i* : L(G ) > L(G') def ined by 
/ ( a ) = - ^ n ( g ( t ) ) | 
t=0 
where g( t) is an analytic curve in G with tangent vector 
a^L( G ) at e. 
Examples of one parameter subgroups 
Example (1.8.1) The 1-parameter subgroup a.(t) of SL(2,R), 
i = 1,2,3, are given in [65, p.57] 
Where 
^ 1 i i ' ^ 2 - I / ' ^ 3 " i / 
^ 0 0 / 1 0 ^ 0 -1 ^  
are the b a s i s of L i e - a l g e b r a S l ( 2 , R ) , s a t i s f y i n g the commutation 
r e l a t i o n s 
LX, »X2J — X^ , LX-,X2J = —2.X^ , L X - , X . J = 2X^ . 
a 
Example ( 1 . 8 . 2 ) The 1-parameter subgroup of SL(2,C) are 
de f ined a s , see [Ex. 1 .7 .11] 
r e^/2 0 
exp a j = 
- a / 2 
; exp b j = 
1 - b 
0 1 
; exp c j 
1 0 
- c 1 i 
where a , b , c ^ C and j , j " , j a re b a s i s of L i e - a l g e b r a 
L [ S L ( 2 , C ) ] has the form ( 1 . 7 . 6 ) . 
Example ( 1 . 8 . 3 ) The 1-parameter subgroup of T^ i s def ined as 
see [Ex. 1 .7 .12] 
exp - t . j" 
exp CJ 
1 0 
0 e-"^ 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
0 
0 
e"^  
0 
0 
0 
1 
0 
t 
0 
0 
u 
0 
c 
0 
1 
exp bj = 
1 
0 
0 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
0 
b 
1 
b,C,-2L «£ C 
+ — 3 Where j » j » j forms the b a s i s of L i e - a l g e b r a L(T_) 
has the form ( 1 . 7 . 8 ) , 
1.9 LOCAL TRANSFORMATION GROUPS 
Le t G be a n-d imensional l o c a l L ie -group and U an open 
s e t in G . Suppose t h e r e i s g iven a 
mapping F : U x G > £."' such t h a t 
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F(x ,g ) = x g ^ (j^ "" ; f o r x e U , g t G^  . 
Here e i s the i d e n t i t y e lement of G and x^U such t h a t 
X ^ ( X j ^ , X2» t X j ^ ; . 
D e f i n i t i o n : G\ a c t s on manifold U as a l o c a l L i e - t r a n s f o r m a t i o n 
group if the mapping F s a t i s f i e s the c o n d i t i o n s 
(1) xg i s a n a l y t i c in the c o - o r d i n a t e s of x and g 
(2 ) xe = X 
(3) If xg^U then (xg )g ' = x ( g g ' ) , g . g ' c G, . 
D e f i n i t i o n : The L i e - d e r i v a t i v e L^^ f of an a n a l y t i c func t ion 
f ( x ) i s 
L^ f (x ) = ~ - [ ( exp a t ) f ] ( x ) | a fe L(G ) . 
t=0 
The commutator [ L ^ . L Q ] of the L i e - d e r i v a t i v e L , L^ i s 
u p OL p 
def ined as [L^»Pp] = L^Lp - L^L^ . 
Theorem 1 .9 .1 [ L i e ' s F i r s t Fundamental Theorem] 
The unique s o l u t i o n of the equa t i on 
1 ^ - L^ X , x(0) = x" 
i s the t r a j e c t o r y x ( t ) = x° exp x t . 
Theorem 1.9 .2 [ L i e ' s Second Funadmental Theorem] 
The s e t of a l l Lie d e r i v a t i v e s of a l o c a l Lie t r ans fo rma t ion 
group G^  forms a l i e a lgebra which i s a homomorphic image of L(G). 
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In f a c t , 
f o r a l l a , b , ^ € ; a , p £ L ( G ) . 
( L o c a l ) M u l t i p l i e r R e p r e s e n t a t i o n 
Let G be a l o c a l l i e t r a n s , group a c t i n g on open ne ighbour -
hood U of C"". 0 € U and CI be the s e t of a l l a n a l y t i c 
f u n c t i o n s in a neighbourhood of i d e n t i t y 0 . 
D e f i n i t i o n : A l o c a l m u l t i p l i e r r e p r e s e n t a t i o n T of G on Ci 
with m u l t i p l i e r v , c o n s i s t s of a mapping T (g) of C^ onto 
CJl def ined f o r g eOj , f € c i by 
[T^ (g ) f ] (x) = v ( x , g ) f ( x , g ) ; x e U . 
Where v (x ,g ) i s a complex - v a l u e d func t ion a n a l y t i c in x and 
g such t h a t 
(1) v ( x , e ) = 1 
(2) v(x,gj^ g2) = v(x,gj^) v(xgj^,g2) ; g2.g2» 9 1 9 2 ^ ^ * 
P r o p e r t y (2) i s e q u i v a l e n t to the r e l a t i o n 
[ T ^ ( g i g 2 ) f ] ( x ) = [T^(g i ) T ^ ( g 2 ) f ] ( x ) . 
V, 
NOTE ( 1 . 9 . 1 ) . The m u l t i p l i e r r e p r e s e n t a t i o n T , T are 
isomorphic if t h e r e i s an a n a l y t i c isomorphism \i of G. , onto 
G2 and an a n a l y t i c one to one c o - o r d i n a t e t r a n s f o r m a t i o n (^  of 
a neighbourhood of OeUj^ onto a neighbourhood of 0€iU2 such tha-
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(1) <t)(xj^ gj^ ) = ^{x^) ^(gj^) 
(2) v^ C t^^ Cxj^ ) ,n(gj^)) = Vj^{x^,g^) ; fo r x ^ € U ^ , gj^^G • 
D e f i n i t i o n : The g e n e r a l i z e d L i e - d e r i v a t i v e D f of an a n a l y t i c 
• a 
f u n c t i o n f (x ) under the 1-parameter subgroup exp a t i s the 
a n a l y t i c func t ion 
D„f(x) = 1 ^ [T^(exp a t ) f ] ( x ) | 
t=0 
For V = 1 the g e n e r a l i z e d L i e - d e r i v a t i v e becomes the o rd ina ry 
L i e - d e r i v a t i v e . 
Theorem 1*9.3 A l o c a l m u l t i p l i e r r e p r e s e n t a t i o n T of Q i s 
comple te ly de termined by i t s g e n e r a l i z e d L i e - d e r i v a t i v e . 
l . JO REPRESENTATION THEORY [43] 
Le t V be a v e c t o r space , r e a l or complex and denoted by 
GL(V) the group of a l l non s i n g u l a r l i n e a r t r a n s f o r m a t i o n of V 
onto i t s e l f . 
D e f i n i t i o n : A r e p r e s e n t a t i o n ( r e p . ) of a group G with r e p r e s e n t a -
t i o n space V i s a homomorphism T : g > T(g) of G> i n t o GL(V) , 
The dimension of t h e r e p r e s e n t a t i o n i s the dimension of V. 
D e f i n i t i o n : A n -d imens iona l m a t r i x r e p . of G i s homomorphism 
T : g > T(g) of G i n t o GL(n,R) . 
IS 
Example (1 .9 .1) The matrix groups GL(n,R), SL(n,R), 0(n) e . t . c . 
are n-dimensional matrix rep . of themselves. 
Let V be a f i n i t e dimensional vector space over F and 
l e t GL(V) be the group of a l l non s ingular l i n e a r t r a n s , of V 
onto i t s e l f . 
Representat ion of Lie-group 
A represen ta t ion of a l i nea r l i e group G with representa t ion 
space V is an ana ly t i c homomorphism T : A > T(A) of into 
GL(V). 
Representat ion of Lie-Algebra 
A represen ta t ion of a Lie-a lgebra L( G) with representa t ion 
space V i s a map f from L( G) to the space of a l l l inear 
operator on V such tha t a,b€-F ; a , p € L ( G ) . 
(1) f (aa + ap) = a f (a ) + b f ( p ) 
(2 ) f ( [ a , p ] ) = f(a) C(p) - f O ) f ( a ) = [ f C a ) , £ ( ? ) ] • 
Reducible representations 
Suppose T will be a finite dimensional rep. of a finite 
groupOi acting on the (real or complex) vector space V. 
Definition [43] The rep. T is reducible if there is a proper 
subspace W of V which is invariant under T otherwise, T 
is irreducible. 
Definition [l] A non-zero G -space V is reducible if some 
proper subspace of V is a G -space; otherwise irreducible. 
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Reaark One dimensional and zero dimensional representation are 
necessarily irreducible. 
OBSERVATIONS; 
Observation (l» 10»1) Let L (x, x:, n) be a linear differential 
operator containing a parameter n. Assuming that L is a poly-
nomial in 'n', we construct a partial differential operator 
L(x, "l^, y j^) by substituting y -^ for n and ^ for ^ 
then, 
z = y" Vy^ (x) is a solution of L(x, -j^, y •^) z = 0 
iff u = V^(x) is a solution of L(x, •^, n)u.= o. 
Observation (1.10.2) Let G(x,y) have a convergent expansion of 
the form 
(1.10.1) G(x,y) = Z g^(x) y" 
Yv n 
where n is not necessarily an integer. 
If L(x, -T-, y Xv) G(x,y) = 0 then, within the region of conver-
gence of the series (l.lO.l), u = gy.(x) is a solution of 
L(x, ^ , n) u = 0. In particular, if G(x,y) is regular at 
X = 0, u = 9ys(x) is also regular at x = 0. 
Observation (1.10.3) Let the differential operator 
C=V(x) L(x, l^ j, y 1^) +A, Ate. 
commute with the first order linear differential operator 
J = A^(x,y) ^  + A2(x,y) ^  + k^{x,y), 
If C f(x,y) = Xf(x,y) then, 
C[(exptJ)f](x,y) ='^[(exptJ)f](x,y). 
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CHAPTER II 
LIE THEORETIC GENERATING FUNCTIONS 
2.0 INTRODUCTION 
In th i s Chapter an attempt has been made to understand the 
role played by l i e groups theory in the foarraalism of special 
functions and their generating function^. A detailed study of 
Lie-groups and their Lie-algebra introduced in Chapter I , leads 
us to a unified treatment of a s igni f icant proportion of special 
function theory, e spec ia l ly , that part of the theory which concerns 
with addition theorems and generating functions* 
The primary tools needed to deduce our resu l t s are multi-
p l i er representation of local Lie groups and representation of 
Lie-algebras by generalized Lie-derivatives* These concepts are 
already introduced in Chapter I . The treatment of Lie-theory 
given here i s based on the work of Miller [ 41 ] and Weisner [ 66 ] . 
In section 2 . 2 , we shall be following the resul ts of 
Manocha H*L. [ 3 9 ] wL th a view of obtaining generating function 
for ^F^» The process in short, involves introducing f i r s t order 
l inear d i f ferent ia l operators generating a Lie-algebra isomorphic 
to l ie-algebra S1(2,C) [ 4 1 , p.8 ] and then, based on these 
operators, we determine a multipl ier representation 
CT(g)f] ( x , y ) , g e S l ( 2 , C ) . By choosing f (x ,y ) in a certain way, 
th is multiplier representation leads us to generating functions. 
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In section 2.3 and 2.4, a method for obtaining generating 
functions based on Lie group theory has been extended to 2^1'® 
to find generating function for H2 and Vi• 
The process involved is based on the method suggested by 
Welsner [ 66] and subsequently modified by Miller [ 41 ]• Results 
thus obtained are included in the work of Jain, Renu and Agrwal 
B.M. [27 ]. A few special cases are also discussed. 
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2.1 Systems of partial d i f ferent ia l equations 
The following relat ions are given below from the l i s t 
of Partial d i f ferent ia l equations [ 1 ^ p.234] where z i s unknown 
function of x and y and 
P = dz dz d^z ^ ; q - - 5 r * ^ " ^ ; 8 
d z , + d z 
• 5 ^ • ^ " 1 7 
(2 .1 .1 ) x(l-x)r-xys+[r-(a'fp+l)x] P-pyq - apz = 0 
yt + ( r ' - r ) q - xP - «iz •• 0 V i 
( 2 . 1 . 2 ) xr+(Y-x) P-yq - «z = 0 . 
yt+(Y-Y) q - xP - i z s 0 
(2 .1 .3 ) xr+ys-»-(Y-x) P - pz = 0 
yt+xs+(T-y) q - p*z = 0 
(2 .1 .4 ) xr+ys-»-(T-x) P - pz = 0 . 
yt+xs+yq - z = 0 
V2 
^c 
i>. 
(2 .1 .5 ) x (x - l ) r - xys + [ ( a + p + l ) x - e ] P-pyq + apz = 0 
y (y+l ) t - xs + [l-a+(Y+S+ l ) y ] q + Sz * 0 
(2 .1 .6 ) xr+(S-x) P + yq - az a 0 
y (y+ l ) t - xs+[l-a+(p+Y+l)y] q + pfz = 0 
H 11 
(2 .1 .7 ) xr+(«"-x) P + yq - az = 0 . 
-yt+xs - ( l -a+t ) q - 7 z * 0 
H^  
H, 
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(2 .1 .8 ) x(l-x)r+y(i-x)s+[Y-(a+p+l)x] P - Byq - apz = O 
y ( l - y ) t + x(l-y)s+[Y- (a+p'+Dy] q-p'xP - ap'z = 0 
2 ,2 Multiplier representation and Generating Function .F. 
Differential operators and multipl ier representation 
We know that 
(2 .2 .1 ) 'l(x) - ^F^ 
>+ n 
; X 
i s a solution of [1 .1 .18 ] 
(2 .2 .2 ) x i j + (Y-x) I f - ( A+n) tt =0, 
We construct a Partial differential equation by substituting 
y ^ for n and ^ for ^ in (2.2.2) 
thus, have 
(2.2.3) [ X ^  + (Y-x) ^  - y ^  . A ] f(x,y) = 0. 
where f (x ,y ) - y" u( x) i s a solution of ( 2 . 2 , 3 ) . 
Now we introduce the f i r s t order Partial d i f ferent ia l operators 
3 + — J , J , J , each of the form 
Aj(x,y) "5^ + A2(x,y) ^ + A3(x,y) , such that 
J^Cy" iFj [^+n ; Y ; x] = a, y" /i^-^"^^ 'Y i x ] . 
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n-l (2 .2 .4 ) r [ y " ^F^[ A+n %y ; x]] = b^ y"""" ^F^CA+n+l ;Y \ x] 
n+1 r [ y " iFj [ X+n ; Y \ x]] = C^ y""^ ^ j^ F^CA+n-l iy i x] 
where ay^ , bs^ and Cn are expression in ' n ' which are 
independent of ' x ' and y but not necessari ly of 'y • And 
each Ai (x ,y ) , i « 1»2,3, i s an expression in x and ' y 'which 
i s independent of n but not necessari ly o f y * 
Using the recurrence relat ions [ l . l ^ . 
(2.2.5) I J - ^ F , 
-M-n ; 
Y ; 
i (A-fn) , F , 
A+n+1 ; 
^ Y 
A+n 
( A+n) r 1 
(2 .2 .6 ) ^ ^F, 
A+n ; 
= i | ( y - A-n) ,F^ 
A+n-1 
> 
+ (X- Y + -A +n; 
1^1 
A+n ; 
Y ; 
With the help of (2 .2 .5) and ( 2 . 2 . 6 ) , i t follows that 
J^  - y ^  *^- i 
5^1 
(2 .2 .7 ) j+ = xy ^ + y ^ l ^ + Ay. 
' xy"^ - | j - ^ + ( Y - A - X ) y"^ J 
tJiese opera tors obey the commutation r e l a t i o n s . 
(2 .2 .8 ) [ J^ , J±] » + J~ ; [J"*", J"] « 2 j2 . 
these J - opera tors form the bas is of a Lie-a lgebra isomorphic 
to the Lie-algebra Sjt(2) [41,p,8]. 
The Casimir operator 
( 2 .2 .9 ) C = J'*"J"' + J V - J^ 
2 
3 + — 
Commutes with J , J and J because of the r e l a t i o n ( 2 . 2 . 8 ) . 
From (2 .2 .9 ) 
2 
Cf(x,y) = [x^ - ^ + X(Y-X) ^ -xy ^ - AX + ^ ( J - D ] f ( x ,y ) 
- xCx ^ +(Y-x) ^ - y | - - A ] f (x ,y ) + ^q -1) f (x ,y ) 
dx ' 
(2 .2 .10) = J ( J -1) f (x ,y) Using ( 2 . 2 . 3 ) . 
Detemination of loca l multipl ier representation 
To determine the m u l t i p l i e r r ep resen ta t ion [ T ( g ) f ] ( x , y ) , 
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g€.SL(2), we need to compute the ac t ion of e x P a ' j " , exPb'j"*" and 
exPc'J^ on f ( x , y ) . 
The act ion of exPa»J~ i s obtained by solving the 
d i f f e r e n t i a l equations [4l,pJ.^. 
^ l ^ = f f f H . - ^ 5 ^ = - l ana ^4|;i= ^'=^f|^v(a.). 
Such t h a t 
x(0) « X, y(0) = y and v(0) = 1 
giving 
x (a ' ) ^ - ^ i f r , y ( a ' ) « y -a ' and 
v ( a ' ) := (1 - ^ ) e x p - = ^ . 
the re fo re , 
(2 .2 .11) [ T ( e ^ ' ' ^ ) f 3 (x,y) ^ e^'^ f ( x , y ) . 
- a ' x ^ . ^ 
«e^" ( 1 - f ) f(^.,y.a'),|f| 
+ 3 
Simi la r ly , to obtain exPb'J f and exPc'J f, we need to i n t e g r a t 
the equations 
^ ^ - xy •. ^ ^ = y ' » ^ ^ = M ( b - ) v ( b . ) 
and 
^4t^ = 0 , ^4 |^ = y; ^4|;l =(A-J)v(c.) 
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Such that 
x(0) « X , y(0) « y and v(0) - 1 
giving 
x(b') = i z | i y ; y(b') «T=gT7- ; v(b') = ( i - b - y ) - ^ 
and 
x(c ' ) = X ; y (c ' ) = yexPc' ; v (c ' ) = exP(A- ^) C respect ively . 
Therefore 
(2 .2 .12) W e ^ ' ^ ^ j f ] (x.y) , e^'J^ft'-'V^ 
- ( i - b ' y ) " f (x: |Ty . TT^Ty)' lo'yl < 1 
and 
3 3 
(2 .2 .13) [T(e'''^ ) f ] ( x , y ) - e^'^ f ( x , y ) 
= e ^ f (x ,ye^ ) 
thus 
[T(e^*J"e ' ' *J*e« 'J^f ] (x ,y ) 
(2 .2 .14) = [T(e»'J') Ke"'^*) T(e<='^  ) f ] (x .y) 
•"a X ^ A—Y 
= e ""'^ (1 - f l ) CT(e^*J^. K e ^ ^ ' j V ] ( ^ , y-a*) 
= e (1 - •^) d + a ' b ' - b«y) [T(e*^*^ )f3 
/ XV y-a* \ 
^ y-aM (l+a^b»-b»y) » l+a'b'-b'y^ 
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= e (1 - f-) (l+a'b«-b'y) e ^ 
^^ (y-aHl+a^b*-b»y) ' (l+a^'bWy) '^^  > 
the complex parameters a',b' and c* are related to g£SL(2) 
a b 
g = ( ) ; a d - b c = l 
c d 
by (41,p.8 ). 
Since g = exPa* j" . exPb'j"*" . exPc'j^ 
.a'e^*/2 (1^ 3,^ ,.) ^ -c'/2 
therefore setting 
e^*/^ = a , a* = -c/a , b* = -ab . 
From equation (2.2.14), we get 
[T(g)f](x,y) = e ^ ( a . ^ ) '(d.by) f((e.ayl(d.by)> HTI^) 
(2.2.15) 
|-S-j < 1, j|l| < 1 , - n< arga, argd <ii , ad - be = 1. 
a b 
Where g = ( ) lies sufficiently small neighbourhood of 
^ ^ 1 0 
the identity ( ) € SL(2). 
0 1 
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Now that we have constructed the mult ipl ier representation 
(2.2.15) we wil l indicate i t s re la t ion to special function theory. 
Generating Functions 
We choose f(x,y) to be a common eigen function of the 
operators C and J V + (Y + Y' - 2A -1) J^-J"*". 
Let f(x,y) satisfy the simultaneous equations 
(2.2.16) Cf(x,y) = i ( ^ - 1) f(x,y) 
[J^J^ + (Y + Y' -2A-1) j 3 - J"*"] f(x,y) 
» (A- ^) (^  + Y' -A- 1) f(x,y) 
which may be rewritten as 
(2.2.17) [x ^  + (Y-x) ^  y |- -X] f(x,y) = 0 
dx * y 
[y ^  + (Y*-y) ly - X ^  ->^  ] f(x.y) = o 
these equations have a solution by (2.1.2). 
(2.2.18) f(x,y) = V 2 C A ; Y, Y* ; x,y] 
where v^ s^ defined as (1.2.14) 
m,nO . '^  "'m* ^  'n 
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t he r e fo re , 
ex 
c+ay >^-y -A 
[T(g)f ] (x .y) « e (a + | ) (d+by) X 
(2 .2 .19) ^ ^ i ^ ^ i l . n (c..ay)?a^by) > " ^ ^ 
| - | - 1 < 1, 1^1 < 1, -7r< arga , ardd <Tt , ad-bc = 1. 
Since 
CT(g) f ] (x ,y ) s a t i s f i e s 
(2 .2 .0 ) C[T(g)f](x,y) = I ( 1 - i ) [ T ( g ) f ] ( x , y ) . 2 ^2 
(2 .2 .19) has an expansion of the form, by observat ion ( 1 . 1 0 . 2 ) 
(2 .2 .21) [T(g) f ) (x ,y) - Z K^(g) ^F^ 1 
n= 
A+n 
; x n 
To obtain K^(g), put x = 0 in ( 2 . 2 . 2 1 ) . 
A-Y - A 
(a + £ ) (d+by) V2[A. y, Y ' ; ^ ] . 
= Z K^(g) 1 y"™ 
n="o» 
-A - A A - V " ^ A—Y . - ' ^ ee / A \ 
+oe 
n=-oo 
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(2.2.22) '"' ''^ I ^ -'^'^'' * ^ "^"'^ ' ^ "^" 
= S K„(g) y" 
comparing the coef f i c ient of y'*, we get 
^-Y -A-n ^ n rr; _x * (A+n)p(Y-A)p w^  P 
(2 .2 .23) K„(g) » a d (-b) - | { ^ S P. rcUn^f>/ ( | | ) 
Paso 
X 2^2 
-n-P , 1+A-P ; 
Y* , 1+A-Y-P; 
I 
thus the generating function (2 .2 .21) becomes 
ex 
c+ay A-Y -A 
(2 .2 .24) e ( i + - | y > <^ + r ) S'2 
-^•Y'Y*; (c-i-ayJTd+by) 1 ^ 
= I . i^ =^§='^  ^^1 
A+n 
; X 
« (Afn)p (Y-A)p bc.P 
p!o t^JrKUn+{>)— (^> 
X 2F2 
-n-P , 1+A+P ; 
Y' , 1+A(-Y-P ; 
f 
l - f - l < 1 , ||2!) < X , ad - be = 1 . 
where the terms corresponding to n = - 1 , - 2 , - 3 , 
are well defined because of the r e l a t i o n 
(2.2.25) ^^.^^ ^E^ h (^ W^ I^ ) ' m^ ^ 
G2 
2^2 
"Vi-P, 1-A-T ; 
Y' , 1+A-Y-P; 
I 
a^dl^  pto P». Cl+k)p ^ad^ ^ Ml 
2^2 
-p , 1 + A- Y ; 
Y*, 1 +A- Y - P - M 
a 
IB 
k = 1,2,3, 
Special Cases 
(2.2.24) Yields the following special cases: 
tax 
td+y r 1 
(2.2.26) e (1 +|) v»'2 U ; Y, y i ^  , oH-y 
[A+H r p n JY' 
WOT" +^0 1^ 1 
A+n 
2^2 
A+n 1+A- Y+n; 
1+n y+n i 
(I) A Ifl < 1 
G3 
where the terms corresponding to n = - 1 , - 2 , - 3 , are 
well defined in view of the r e l a t i o n 
(2.2.27) 2^2 
A+ VI 1 + >v-Y + H f 
l-^i y* + [X i 
(0 
J 
(i-n^) 
(^-k)^ (1+ A-Y -Ic)^ 
>c.(\-'-l Y ' k } 0,'^  2^2 
A . i+ '^^fY ; 
l + k , Y' ; 
0) 
k = 1 ,2 ,3 , 
and 
- A 
oo 
= z 
n=0 
ilia 
n\ 
"2'- ' ' 
1^1 
' • ' ' ' i « 
A+n 
. y ' J 
1 ^ 
L-y 
-n 
J' -
y" ; | y | < i . 
2,3 Multiplier representation and generating functions H2 
Differential operators and multiplier representation 
We know that 
(2.3.1) u(x) = gF^ 
a-n, ^ ; 
Y; 
is a solution of [ 53 ], 
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2 
(2.3.2) x(l.x) ^  + [Y - (ct-n+P+1) x] || - (a-n)p.u = 0 
dx ^ 
We construct a partial differential equation by substituting 
y ^  for n and -|; for -f^ in (2.3.2) 
a2 . „.. d2 
We have, 
(2.3.3) [x(l-x) ^  + xy ^  + (Y-(a+p+l)x) ^  + py ^  -ap]f(xy> 
«> Lf(x,y) = 0 
where f(x,y) = y" u(x) is a solution of (2.3.3) if *J-(x) be a 
solution of (2.3.2). 
Now we introduce the first order partial differential 
3 -f — 
operators J , J , J such that 
J^[y" 2pif«-"»P5Y;x]] = ^n y" 2pif«-n'P»Y;x] 
(2.3.4) r[y" 2pit«-n»P'Y;x]] = h^ y"'^ 2p^[a-n+l,p;Y;x] 
J'*"[y" 2Pl(«-n»P»T;x)] =:C„ y""^ ^ 2pj^[a-nTl,p;Y;x] 
where a. , b and C are expression in ' n' which are 
n n n 
independent of ' x ' and 'y' but not necessarily of 'p' and 'y* 
using the recurrence relations [53,p.5p]. 
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a-n, p; a-n+1, p; 
(2 .3 .5 ) ^ 2F1 
• • " 
= i f (n-a) 2F1 
Y ; 
(n-a) ^^ 
and 
a-n , p; 
Y ; 
(2 .3 .6 ) ^ 2 ^ 1 
a-n, p; 
Y» 
h=^ /(Y-a+n) 2F1 
a-n-1 , p; 
Y ; 
(px-Yta-n) 2^1 
a-n, p; 
Y ; 
> 
i t follows that 
J-' = y ^ " «-^  i 
(2 .3 .7 ) 
J" = x ( l - x ) y - | ^ + y^ ^ + (•Y-a-px)y 
, - - I d d ^ -1 
Obeying the commutation relat ions 
(2 .3 .8 ) [J3,J"'] = + / , [J^ j ' ] = 2J 
These J-operators form the basis of Lie-algebra which is 
isomorphic to the Lie-algebra sl{2) [41,p.8]. 
GG 
The Casimir operator 
C « J'^ J" + J^J^ - J^  
d^ . _ d^ ^ / r^^^•,^^\ d ^ „ d (2.3.9) « x[x(l-x) -S^ + xy - ^ + (Y-(a+p+l)x) ^  +p .y ^  -a| 
+ ^ (i-l). 
= XL + ^  (^  - 1) 
3 + — 
commutes with J , J and J . 
(2 .3 .3) may be revwritten as 
Cf(x,y) « xL f(x ,y) + ^ (^ - D f (x ,y ) 
(2 .3 .10) „ „ 
= I (J - 1) f(x,y). 
Deterninatlon of loca l mult ipl ier representation 
To determine the m u l t i p l i e r r ep resen ta t ion induced by 
J - o p e r a t o r s . We compute the ac t ions of expa*J , exPb'J and 
exPc 'J on f ( x , y ) . 
The act ion of e x P a ' j " i s obtained by solving the 
d i f f e r e n t i a l equat ions 
6 
c(0) = X, y(0) = y, v(0) « 1 
giving 
y-a (a') = r ^ , y(a') = y-a' 
a 
-a 
v(a') « (1 - ^ ) 
Therefore, 
(2.3.11) [T(e^'J'')f](x,y) = e^'"^"f(x,y) 
A similar commutation yields 
(2.3.12) [T(e^*J )f] (x,y) = (1-b'y) {l-b'(l-x)y] x 
^(l-b«(l-x)y ' T : ^ > » |b'(l-x)yl < 1, Ib'yl < 
^n3 {i -a)c' ,^ 
(2.3.13) [T(e^ J )f](x,y) = e ^ f(x,ye^ ). 
Thus 
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(2.3.14) [T(6»'^" e^'J* e"='^^fKx,Y) 
= [T(e^*^") Ke'^'J*) T(e<='J^ f] (x,y) 
= (1 - f ) " " [Ke'- 'J*) T ( e = ' J ^ f ] ( ^ . y-a.) 
= (1 - ii)""[i.ii(y.a.)P"^|irt-(fh;.- i)(y-a')]'^ 
[T(e='j')f] ( ^ .'i-X'U'y^ 
(y-a') | l+b' [ - j ] fp-- l ] (y-a')J 
= e'T/2-«)c' (1 - S l ) - { i . b . ( y . a . ) ] " * ^ " ' ' { l * b . ( : j 2 | . - l ) ( y - a . ) f 
' ' ' S y - a . ) ( l . b . ' l 2 i , . i ) ( y . , . ) j ' l - b ' - b - y * ' " ' -
the complex parameters a ' , b* and c' are related to ge SL(2) 
a b 
g = ! ( ) , a d - b c = l 
c d 
by (41,p.8 ) . 
e^' /2 ^ ^^ 3. ^ - c / a , b ' = - ab. 
From (2,3.14) , we get 
(2.3.15) [T(S)f](x,y) ^ (a + ^)'"(d+by)''^^"'^[d+b(l-x)y ] "^ 
^^  (c+ay) d+b(l-x)y » cTfby^  
'"aT"' ^ »^ IcT^ I < »^ - ^< arga, argd < 77" , ad - be = 1. 
X 
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where g in a s u f f i c i e n t l y small neighbourhood of the i den t i t y 
( J 5) e SL(2). 
Generating Functions 
We choose f (x ,y ) to be a common eigen function of the 
opera tors C and J^J^ - J~J^ - ( Y - 2 a - ^ - S J J ^ + ^ i ~ «)J"* 
Let f (x ,y) s a t i s f i e s the simultaneous equations 
(2 .3 .16) Cf(x,y) - J (^ - 1) f (x ,y) 
[ J V - J*J^ - (Y-2a.^ - S ) j 3 + (^ . a)r] f (x ,y ) 
=[(J - a) (a - Y/2 -I-€+S) -^S] f(x,y) 
Which may be rewritten as 
(2.3.17) [x(l-x) ^ + ^Y 1 ^ + (Y-(a-»f+l)x) •^+py|^-ap]f(x.y)=0 
[y(y+l) ~ 2 - X ^  + ^ l-a+(€+S+ l ) y ] ^ +€^]f(x,y) = 0 
these equations have a solution by (2.1.5) 
(2.3.18) f(x,y) = H2[a,p,e,S,Y; x,y] 
Where Hg i s defined as ( 1.2.9.). 
^ (a) (8) (€) (S) H r« ft c S: • V. V %#1 - V ^ ^m-n '^^ ^^ m ^ ^n ^ ^n m n n2La»p»€,b , Y»x,yj - I / ^ \ —;—- , x .y 
"^  m,n«0 ^Y)n, «! ^\ 
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t he re fo re , 
[T(g)f ] (x ,y) « (a + ^ ) (d+by) ^ - a a+p-Y r ^ "P CN /-..W..X ^ d + b ( l - x ) y j 
(2 .3 .19) 
»2 
<- xy c+ay| 
a,P,e.,b;Y; (c+ay)Cd+b(l-x)y) ' ~a+byj 
1^1 < 1 . Il^l < 1. l | ( i - x ) y l < 1-ay 
Since [T(g) f ] (x ,y) s a t i s f i e s 
C[T(g)f](x,y) - [T(g) Cf](x,y) 
(2 .3 .20) = T(g)[^(^ - l ) f } ( x , y ) 
= J ( J - 1) T(g)f(x,y) 
(2.3.19) has an expansion of the form, 
a-n , 0 ; 
(2 .3 .21) [T(a ) f ] (x ,y ) = Z A^(g) ^^ 
n=-o» Y ; 
n 
Putting X = 0 in (2.3.21) and comparing the coefficient of y n 
We have, 
e, « v hw " n;-«4.« « («)'^(Y-a+n)y bc^^ (2 .3 .22) A^(g) = a"- d«-^(=|^) ^ ^ j , ^ rlKl^n^^f ^ ^ ^ 
- n - r , € , S 5 
a/b 
1-a, Y-a V 
r=0 
3^2 
thus the generat ing function (2 .3 .21) becomes 
71 
(2.3.23) (1 * - |9)'"(i + |^)"'^'^[i ^ I d-'^) y ] X 
HgUtP.cSn; (c+ay)Cd+b[l-x)y"j ' f J l y 
+00 ''^ n 
X ( i i ) 3^ 2 
"a-n, p; 
Y i 
- n - r , € . S 1 
"o (a)j(Y-a+n)^ 
» *' » 
r=0 
a 
l -a , Y-a ; 
l-§yl < 1. \^\ < 1. IH(1-X)Y1 < 1. ad-bc = 1. 
Where the terms corresponding to n = -1, -2, -3,. are 
well defined because of the relation 
^'•'•''\':X.. ri '°|i^ %'°?;'^ li>^ / 2 
-H-r, c , S ; 
1-a-r >Y-a» 
(aV(Y-aJ^)^ . k CO (r-«)^(«^k')^ bc^ ^ 
"^53^  .^."riTrarr—^^a^ 
X 3F2 
r=0 
1-a-r-t, Y-a; 
a 
b 
u 
K = 1,2,3, 
Special Cases; 
(2.3.23) gives us the following special cases: 
(2.3.25) (1 + f\ H^fa fP»e»5iYV UM-y 
• ^ 
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2^ 1 
€+n, S+n ; 
1+n; 
-u . 1^1 < 1 . 
Where the terms corresponding to n = -1, -2, -3, 
well defined in view of the relation (2,3.24) 
are 
and 
a-Jf-Y - P 
(1-y) ^l-(l-x)y]^ H. ttf^.^-t^.Y; -J— » f r 
(2.3.26) 
n=0 
(Y-a) a-n, ^ ; 
n 
nJ 2*1 3^2 
- n , € , S ; 
1-a , Y-a; 
w y", | y | < 1 
oo, we g e t a r e l a t i o n for . F , , I f we take x > n/p as p -
Further i f 6 * J + 1 , ^ = ^ - a, then we ge t a r e l a t i o n [ 2 8 , p . 1 1 1 ] , 
( a s - m) 
a-j9 
- o 
e-P^llfe) (1^^) (i^-f^) X a y 
( 2 . 3 . 2 7 ) H 11 
y 
a, ^ - 1 > ^ - « , Y ; (c. .ay'[a^by) ' §75$ 
nLJ^->n(=l^)" 1^ 1 
X3P: 
a-n ; 
Y 5 
5 - 1, 5 - a, - n - r . 
Y-a , 1 - a - r , 
a 
- (a)^(r-a-hn)^ ^^  r 
j.to rinil+n+r; ^a3^ 
c 
ay < 1, l |^ l < 1 , ad-bc = 1 . 
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(2 .4) Mul t ip l i e r r ep resen ta t ions and generat ing function V4;, 
Mul t ip l i e r r ep resen ta t ion [T(g)f ] (x ,y) given as (2.3,15) 
for g € S L ( 2 ) . 
Generating Function 
We choose f (x ,y ) to be a cosnon eigen function of the 
operator C and J V - J"*" + ( Y ' + 2 a - Y - D J ^ . 
Let f (x ,y ) s a t i s f i e s the simultaneous equat ions 
(2 .4 .1 ) Cf(x,y) = 1 (^ -1) f (x ,y ) 
J V - J*^  +(Y'+2a - Y - 1) J^J f (x ,y) 
= ( | - a) ( Y' - J + a-1) f ( x , y ) . 
Which may be rewritten as 
2 2 
C'^ ^^ -^ ) ^ ' ^y-S^ +^Y-(Y-a + p + l)x|-|^ - Py ^  -(Y-a)p] X 
(2.4.2) (1-x)"^ f( . ^ ^ . y) = 0 
[y - ^ •»• (TT'-Y) -I7 -'^TI- - (Y-a)] (1-x)"^ f( ^ , y) = 0 
these equation have a solution by (2.1.1) 
(1-x) f(- -j^, y) = Vf/^ [Y-a, p,Y,Y' ; x, y ] 
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(2 .4 .3 ) f (x ,y ) « (1-x) VFj^[Y-a, p,Y , Y ' ; i ~ - , y] 
Where H^ j^  i s defined as (1.2.13) 
M;,[O, P , Y , Y ; x,y] = Z -rrr—r-w jjr-^, x y 
•^  m,n=0 '^'^ m^ ^^^n ™! ".' 
therefore from (2 ,3 .15) 
-a CT(g)f](x,y) = (a -h^) (d+by) a-f-Y 
- P 
| d + b(i + xTJ^y] • ( i -x ) 
^liy-a, p,Y , y ' . 
- X 
(c+ay) (d+b(i+ xr;)y] » cTfEv^ * 
(2 .4 .4 ) = y^ (a +£) ' (d+by) | c + a ( l - x ) y ] 
H'l Y-«. P»Y»y» (d+by) (^c+aU-x)y)» H75y 
i - | y l < ^' la ( i -x )y l < ^' l|^l < »^ ad - be = 1 
thus, the generating function becomes (using the method as 2,3) 
- P 
(2.4.5) ( 1 ^ ) ^ " ( l + | i ) " " \ l + . j ^ ^ ) ' (l-x)"^ X 
^1^^-"' P'^'^'' (d+by) Qcla(l.x)y)> HTB^ ] 
- ? l7-a+n/-byN" - a-n, p ; 
Y ; 
(a) (Y-a+n)j. 
rto /^ U+"+* 
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bC' (fa) 2^2 
- n - a , 1-a; 
Y \ l - a - r ; 
a 
Where n = - 1 , - 2 , - 3 , are wel defined because of the 
r e l a t i o n ( 2 . 3 . 2 4 ) . 
Special Cases: 
(2 .4 .5 ) gives the following spec ia l cases: 
(2 .4 .6 ) (1 + p^"' (1 ^ j r r JTy ) "^ ( 1 - X ) ' % i 
n=-<» 
fTy-gj-n) IT' p 
fjy-am'+r\) pl+a 2'"l 
a - n , p ; 
Y f 
Tr-a.ftY,Y'» w^- ( l -x )y ' ^ 
2^2 
and 
Y-a+n, 1-a+n; 
1+n, Y'^ -n; 
1^1 < 1 . 
w n 
a-Y -p 
(1 - y ) ( 1 - x ) vp. - X - wy 
Y > a , p , Y , Y ' ; ( i . x ) ( l - y ) ' " T T t 
( 2 . 4 . 7 ) 
(Y-a), 
n=0 n\ 2''1 
a-n , p ; 
Y i 
1^1 
-n ; 
w 
L Y ; J 
If we take x 
( a = -m). 
x/p as p > oo, we ge t a r e l a t i o n p S , p. 108] 
7G 
exP(-fllv)(l ^ ^ " " ( 1 ^|-v)'V,[..,.,.V, , , - f f 3 ^ . c+ay d+by 
(2.4.8) 
z (^ -«'n (- l^')" 1^ 1 
a-n, 
Yi J 
X 2^2 
-n-r, l-o 
Y , l-a-r J 
If^l < 1» ll^l < 1-
Where n = -1, -2....... are well defined because of relation 
(2.3.24). 
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CHAPTER III 
LIE THEORY OF SOLUTIONS OF CERTAIN DIFFERIN 
EQUATIONS 
3.0 INTRODUCTION 
With respect to a suitable bases, the matrix elements of 
irreducible representations of-^(1,0) = Sf(2) ® (5) can be 
expressed in terms of hypergeometric functions. In [ 41 , Section 
5.1 to 5*7], Miller computed such matrix elements and employed to 
derive identities and differential relations for hypergeometric 
functions. In Section 5,8 to 5,15 of [ 41 ], realizations of 
irreducible representations of Si{2) in terms of type A and 
type B differential operators are obtained and it is shown that 
the most general hypergeometric function can be obtained as a 
basis vector transforming under the type A operators and confluei 
hypergeometric function can be obtained as a basis vector trans-
forming under type B operators. 
In [41 ], irreducible representations of the Lie - algebra 
St(2,C), the oscillator algebra and the algebra of the Euclidean 
group in the plane have been determined, and models of these 
representations have been constructed in terms of first order 
differential operators (The operator types A, B, C* , C', D«) 
acting on spaces of functions of two complex variables z,t the 
basis vector f_(z,t) = Z_(z) t"* of such irreducible representa-
tions have turned out to be such that 2 (z) are functions of 
hypergometric type. This connection between Lie-algebra and 
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special functions has let to recurrence relations, differential 
equations, generating functions and addition theorems for the 
functions of hypergeometric type. Later, in [42], the type A, 
B operators have been used as building blocks to construct more 
complicated models of irreducible representation of these Lie-
algebras. Further more, the models have been constructed in such 
way that the basis vectors turn out to be special functions satis-
fying second order non homogeneous differential euqations. 
The present Chapter is mainly based on the work of Al-bassam, 
M.A. and Manocha H.L. [ 39 ], in which, Section 3.1 deals the 
fractional derivative of order a of an analytic functions f(z), 
written as iJ^fCz) and make use of this to express fractional 
derivative representations of some special functions. In Section 
3.2, we study the generalized Leibnitz rule and introduce a new 
-1 
operator P and X) defined as 
l-X vi-A -1 A-1 A-^ i 
^f(z) = z 3)^ f(z) and p f(z) = z D ^ f(z) 
such that 
1^^ f(z) = f^ f(z) = f(z). 
Also obtained an expression for ^ L>L/, where L = z, z (^),z (•§-) 
Section (3.3), (3.4) and (3.5) deals with a detailed study of the 
type A and type B representation of Si(2,C) [41 ,Chap. 5] 
the basis functions corresponding to these representations are in 
terms 2^1 ^"^ i^^ respectively. Through X) L *?), the type A,B 
operators induce new sets of Lie-algebra operators, the correspon-
ding basis vectors truning out in terms of more general hypergeo-
metric functions ^^2 "^"^  2^2* respectively. This leads to the 
construction of new models of representation of S(I(2,C). 
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3.1 Fractional derivative representation 
In 1731, L.E. Euler considered the concept of f r a c t i o n a l 
d i f f e r e n t i a t i o n wrtien he extended the fami l ia r formula 
^ ^ = P(P-.l)(P-2) (P-n+1) z^"" 
dz" 
(n 1 y\ PI - P - n 
(3 .1 .1 ) " (p .n) l ^ 
to n s a» where a is as usual arbitrary 
,o P /o , o\ r^ o P d"z^ ^+1 p-a (3.1.2) D^ z - — «7TJ=3?r^ 
In f a c t , i t was t h i s formula w*iich led Euler to invent the 
gamma function for f r ac t iona l values of the f a c t o r i a l |P+1 = Pj 
ee 
(3 .1 .3 ) If g(z) * Z a z"^  , Izj < R 
n o " 
then for 0 < (z | < R, 
D*(2.^ g(z)) = E D" Z^"*-" 
^ n o ^ 
(3 .1 .4 ) = E a 
n o " 
P+n+1 _P+n-a 
P+n-a+1 ^ 
Rela t ion (3 .1 .4) f a i l s to have meaning when p is a negative 
i n t e g e r . 
Using ( 3 . 1 . 4 ) , we have the following r e s u l t s . 
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(3 .1 .5) D^ -^ * A-1 
p i 
•W-' 2^2 fff A ; 
P* ^ ; 
0 < |z | < « 
(3.1.6) D1-»* 
f 
2^1 
a.P; 
Y ; 
V = ^ z^'^ 3^2 
a,p , A ; 
Y , n ; 
(3 .1 .7 ) D^ -^ ^ z''-^ e " ,F VI bz 
Pi 
(3 .1 .8 ) Ut'^' 
0 < | z | < 1. 
« ^ z l i - l p i : 150 
O < I az I , I bz I < oo. 
A : a ; - ; 
az,b 
^ i : p ; - ; 
z ^ i ( l -bz) -« ,F 2^1 
A) ^n-1 p2: l ;0 
1:1;0 azybz 
0 < ( | a | + |b | ) | z j < 1, 
(3 .1 .9) D^-^*i z ^ - l F . ( a 5 P . p ' ; Y , Y . ; z , t ) 
ITAT 1 1 ^ , 1 a:P»'^; P ' ; 
l iA) n« i 1:2;1 - I - - p - z, t 
:Y» i i ; Y ' ; 
0 < | z | + | t | < 1. 
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( 3 . 1 . 1 0 ) D '^^ " 
r 
/7A 
T W ^ ^ 0 : 2 ; l 
r - a : A ;a, l+o-lf 
z, - t 
-'V^fl tY* ; 
0 < lz | < - , | t | < oo. 
(3 .1 .11) D -^^ ^ J z^-1 e^ y g t ^ ' ^ ' P ' - ' ^ ' t ^ 
RA S 2i^-i p i : i ; 
TFT ^ *^1:2; 
a: A ; - • 
-zt,t 
L 
0 < | z | < oo, j t | < «• . 
( 3 . 1 . 1 2 ) D "^** 
z ^ z-^-l ( l - z ) -P F 2 [ a ; ^ , ^ • ; a,Y ; T E T . t ] 
^ ifef ^" ^?;i; a ,a» : p , A ; - ; 
p»: a,ii ; - ; 
- z t , t j 
0 < | z | < 1, j z t | + | t | < 1. 
Where [ 61 ] . 
(3 .1 .13) pF^ 
« 1 ' 
P i . . 
»«pJ 
'Pq5 
(O oih z" 
^QT n q/K 
| z | < 00 i f p ^ q ; | z | < 1 i f p = q+ 
82 
(3 .1 .14) y , ( . , p . r ; z t ) = _ z ^ ^ - ^ ^ ^ ^ ^ 
0 i jzj < « , 0 1 | t | < -
(3 .1 .15) F2[a;P;p«;Y ,Y ' ; z . t ] = Z (^S (yt \ STTSl ^ ^ 
lz | 4- | t | < 1. 
/ ( a ) : ( b ) ; ( b ' ) 5 
(3 .1 .16) F^ :^ !^ ; ( z , t 
* \ ( c ) : ( e ) ; ( f ) i 
A B B« 
^ ( a J « ^ « ? ( b j „ ti (b ' ), J. -^ ^ ^ ~ — 
( a ) : ( b ) ; ( b - ) ; 
(3 .1 .17) G ^ : | ! | ; z , t 
( c ) : ( e ) ; ( e ' ) ; 
B B' 
E 
i« l J °>"" i^i M m ^^ 3 n ^ ^ 
r* I? R t mi n 1 C g ? 
" • " * ,1, ('=J>»-n / . , («j 'm / , , ( ^ ' j ' n 
m\ n\ 
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Proof of the relation (3.1«5) 
a; 
L.H.S X-|i < 2 A-1 1^1 
P5 
= D^-»^J 1?L z-_A-1 „ 
n+A-1 Hi 
= "^""l n'=0 7 ? T ; n 
H 
r ifin rStA-i •^ 1 
„to Wn n. ( S + A - l - A + ^ + 1 
^n+A-1-A+n 
n=0 TpI^mrnHti 
oo (a1 RA) (A) , 
n=0 
« i u z^ -^l r "^Jn/-^ n^ z: 
'a . A ; 
2^2 
P>^ ; 
R.H.S 
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Proof of re lat ion (3.1>6) 
L.H.S A - ^ 
z 2*^ 1 
a. P; 
yi 
n=0 n 
«» (a) (B) ITA) (A) , 
f^ -^^ , l i - l 7 ^"^n <P)n ^^)n 
im^ 
a,p. A ; 
Y» n; 
n z 
ni 
R.H.S. 
Proof of re lat ion (3.1*7) 
L.H.S 
.A-^i 
a; 
p; 
bz 
= ^T\ 
= D^l^ 
A-1 - i a z l f :• (f>n i b z l " 
m=0 "'J n = 0 ^ ".' 
^ ^ ^ IT nT TFT; ^ 
sn 
• - | - : i ? { f e ^.. (.».n...X, 
am ^n (a), 
m+n 
1 1 ^ ^l^-l ? ? (-^)mfn ^°^n (az)*" (bz)" 
R»*) „L nln »^*^ m+n ^P n^ "J m=0 n=0 ni 
A: a; 
Ji: ^ i 
az, bz 
O < [azj , |bz| < » K •H • o< 
Proof of re lat ion (3.1*8) 
LI • H« S • 
D W ^ 
oJ"^i 
.>^1 
-a z'^-" ( 1 - b z ) ^ 2^1 
a, P; 
Y5 
az 
1-bz 
= U'^"^ 
M l 
=^1 ( l -bz ) -« r i ! ! " ^^1? (az)" ( l - b z ) - " . 
naO rYT nT n 
.^-1 ? {f>«Li£)a (az )" (1-bz) - ("-«) 
nO ^ 'n 
»D^,-^^ z 
, oo (a)^ (6)^ ^ « (a+n]|„ 
n=0 ^^^n "• ra=0 ^-
8G 
( g ) ^ (P)n ^"-^"^ ^n ^m rj-f-n-t-^ ,m+n-Hi-l 
n 
^ ^ TTT nV m j ® ^ rih+n-Hi ^ 
^ ^ ( T ) ^ " " ! ^) ^ *" 
m+n * ' ' n 
a , A : P ; ; 
n: Y ; ; 
azybz 
R.H.S. 
Proof of re lat ion (3 .1 .9 ) 
L.H.S. 
D^-^i > - l z "-^  F^[a; p , p ' , Y , Y'; z , t ] . 
= 0^ -^ i^ ^A-i ^ 
m . n o ^Y^m ^Y'^n ™^  "^ • 
ni z 
"m^n^O ^Y}^ I Y ' ) „ i i n . V^^ ^ 
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Z 2' 
=-l{ Sil l .1^ -1 ? vJ m,n=0 ^YJ„ v^tJ„ U')„ m^ n\ 
a: p, ; p'; 
L : Y,ti ; Y'; 
z,t 
J 
0 < Izj + jt| < 1 R.H.S 
3.2 Generalized Leibnitz mie 
Consider the Leibnitz rule from elementary calculus for 
the derivative of the product of two functions U(z) and V(z): 
N 
li!u V = S (N) D^-" u D? 
n=0 n' z 
A reasonable guess for the generalization of this result to 
fractional derivatives is 
(3.2.1) D«uv = S (J) D«-% D" V 
^ n=0 " ^ ^ 
This guess is indeed correct and it was given as early as 1867 
by A.K. Grunwald [18 ] it has been proved by Al-Bassam [ ] and 
Osier [48 ] in a manner different from that of Grunwald. 
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In order to construct new models of representations, 
we introduce, operators f) and ^ defined as 
Mz) = z ^ -^D'i"''f(z) 
(3.2.2) 
-^•^ f(z) = IT^ z^-"- f(z) 
such that f^"^ f(z) = ^"^^f(z) =f(z) 
using (3.2.1) arrives at the following 
d-1 (3.2.3) ^"^z ^ = z + ( A-n) —. 
dz 
(3.2.4) ^-1 (z-|-) ^ = z ^ + 1-^ 
(3.2.5) ^-^ (z^ -Si)'^" ^^ Hz- ^  (l+A-2ii) z-ji(A-^ ) ^ ^ 
dz 
where d" /dz" is an indefinite integral in disguise 
(3.3) Representation D(u.iao) 
Consider the representation D(u,mo) defined for u, 
mote such that 0 <, Re mo < 1 and u + mo are not integers 
[41,Chap.5], The representation space W has a basic f , 
vn 
m€ S = { m^ +n : n = 0, + 1, (such that the action of Slf(2,C) 
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on W i s given by 
J-^  f„ « (m-u) f^ ^^ , J- f^ - -(m+u) f^^, J^ f« = m f 
m m m 
(3 .3 .1) 
(J'^J' + J V - J^) f^ = u(u+l)fjjj 
The op>erators \ J*. J-. j3 ] satisfying the commutation relat ion 
(3.3.2) [J-^ , J"] = + J~ , [J"^ , J"] = 2J 
and as such generate a Lie-algebra which is an isomorphic image 
of the complex Lie-algebra s£ (2,C) [41.p.'3. 
3.4 Type A operators 
The type A operators < J"^ , J~, J^  j satisfying (3.3.1) 
and indeed (3.3.2), are 
f" = t(z ^  + t ^ - u) 
r- ^ +-1 (3.4.1) J- = t"^[z(l-z) ^  - t ^ + 2(c^u)-u ] 
j3 - t ^ 
and 
(3i4i2) 
f^(z,t) =2Fi 
m-u, -q-u ; 
ja 
L -2u; 
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Deteraination of local multiplier representation 
To determine the multiplier representation [T(g)f](z,t) 
g€SL(2), f€^, the space of all analytic function in a neighnour-
hood of (zo,to). We need to compute the action of exPa'J", 
exPb'j"^  and exPc'J"^  on f(2,t). 
The action of exPa'J" in obtained by solving the 
differential equation [m, P. \ ^  ] 
dzCfM ^ z(a') (l-z(a') . dt(a;) ^  
da' t{a') » dP^ ^ 
^"d ^ 4 f ^ ' [2(q+u)-u]t-l(a') 
such that 
z(0) = z ; t(0) = t ; v(0) = 1 
(^'> = t^(z^l)a* ; t(a') = t-a-
v(a') = t'" (t-a')"^ (t+Cz-Da')^"^^ 
therefore, 
(3.4.3) [T(e3'J")f](z,t) « e^ '"^ ' f(z,t) 
= t-" (t-a')-q (t+Cz-Da-)^-"" f( t-^i^ll^)^^ , t-a') 
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+ 3 
S i m i l a r l y , To obtain exPb'J f and exPc 'J f, we need to 
i n t eg ra t e the equations 
d z ( b ' ) _ ,+ . d ^ ( b ' ) ^ Jl . d v ( b ' ) _ ..^.^Kl^ „/'K.^ 
—jgr^ = z t ; ap""^ * t » —db' - u t ( b ' ) v (b ' ) 
and 
z(0) = z ; t (0 ) - t and v(0) = 1. 
giving 
z<b') = iz lnE » *(b ' ) ' T T E T t - J v ( b ' ) = ( 1 - b ' t ) " 
and 
z ( c ' ) = z ; t ( c ' ) = te*^' ; v(c*) = 1 r e spec t ive ly 
t h e r e f o r e , 
(3 .4 .4) [T(e^'J"*")f](z,t) = e ^ ' A ( z , t ) 
= ( l - b ' t ) " f ( iZFTt ' - i T b r t ) 
and 
3 3 
( 3 . 4 . 5 ) [T(e^ ' J ) f ] ( z , t ) = e'^''^ f ( z , t ) 
= f ( z , te*^ ') . 
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Thus, 
(3 .4 .6) [T(e« ' J " e^ '^^ e ^ ' J ^ f ] ( z , t ) 
= t - " ( t ^ a ' ) " ' ' ( t4 - (z - l ) a ' ) ' ' ' ' " [ T ( e ^ ' ^ ' ' ) ( e ^ ' J ^ f 3 ( ^ ^ ( ^ ! ^ ^ 3 . H 
q+u u 
= t " " ( t - a « ) " ^ ( t + ( z - l ) a ' ) ( l+a 'b* - b ' t ) X 
r T / ^ c M ^ v - i / z t t -a* V 
LT(e )fJ ( ( t+ (z - l ) a* ) ( l+a»b»-b* t ) » 1+a 'b ' - b*t ^ 
q+u u 
:= t ' " ( t - a * ) " ^ ( t + ( z - l ) a ' ) (1+a 'b ' - b ' t ) X 
, / z t ( t « a ' ) e^' X 
^ M t + ( z - l ) a ' ) (l+a*b* - b*t) ' 1+a 'b ' - b ' t ^ * 
The complex parameters a ' , b ' and c ' are r e l a t e d to geSL(2) 
a 
c 
Se t t ing 
e^ 
From (3 . 
b 
) . 
d 
• /2 ^ 
4.6) 
1 
a 
) , ad-bc = 1 by [ 4 1 . p . 1/] 
a' = - c / a , b* - -»ab . 
(3 .4 .7) [ T ( g ) f ] ( z , t ) - ( a . ^ ^ ) " (a - -^^=^1-) (d + bt) 
f I z t c+at \ 
^ ^ (d+by) ( a t ^ c ( z - l ) » d+bt '* 
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Where g lies in a sufficiently small neighbourhood of the 
1 0 
identity e = ( o 1^  ^ SL(2,C). 
Now we use the type A - opera tors as bui ld ing blocks 
for const ruct ing a new model of i r r educ ib le r ep resen ta t ion of 
S / (2 ,C) . 
To i l l u s t r a t e the method, we re -wr i te with the help of 
( 3 . 1 . 4 ) . 
^^ m^ = * ^^ - ^ ^ ^ 4 t - ") m^ = ^"^"^ ^m-fl 
-m-u, -q-u ; 
^m (^'^^ = 2 ^ 1 ! 
-2u ; 
LTO 
as 
.+ i . l - A d^^"^ (^li-l ^p J" z^  
^2^^-'^ 3*^ 2 
ra-u, -q -u , A ; 
( 3 . 4 . 8 ) 
(_ -2u , \x ; 
dz^ '^ 3 2 
1+m-u 
t"^  ) > 
, - q - u , A ; I 
I t follows t h a t 
L -2u , \x'. 
.m+l 
(3 .4 .9) 
where 
K+ h^ = (m+u) h^^i 
= ^ ' M z - j l - ^ t - j ^ - u ) ^ 
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= t [ z ^ + l-li + t 1^ - u ] , by ( 3 . 2 . 4 ) and ( 3 . 2 . 2 ) 
( 3 . 4 . 1 0 ) . 
and 
(3.4.11) . 
• •^ ^ = ^t^fj^ ^Tt-^ l-^^-^]-
^ ( ^ » t ) = - * * " ' 3^2 
m-u, - q - u , -^  ; 
- 2 u , n i 
LIU 
m = m +n, n = 0 , + 1, + 2 , 
S i m i l a r l y , 
( 3 . 4 . 1 2 ) . . . . K' h = (m+u) h ^ , , K^ h . = 
m m - l ' m-i 
m h . 
m 
Where 
K- = ^ J - ^ 
- 1 - 1 
2> t [ z ( l - z ) 1 ^ - t | ^ + z(q4.u) - u ] ^ . 
^ 1 - 1 
- 1 _ - i 
- 1 - 1 
d »Q^ "'•'• fiv , O A ^ — 1 t ?) ( z |^)»- t a ( z 2 | = ) ^ . t" ( t f , ) 
+ t (q+u) ^ z ^ - t""^ u . 
Using ( 3 . 2 . 3 ) , ( 3 . 2 . 4 ) and ( 3 . 2 . 5 ) ; 
* [z ^ + 1-ti - z 2 | - - ( l + A - 2 ^ ) z + H (A-n) ^ , 
dz"-^ 
t ^ + (q+u)z + (q+u) (A-^i) ^ — , - u ] . 
dz"^ 
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(3 .4 .13) K" = t - ^ [ z ( l - z ) | ^ - t | ^ - t | ^ + (q+u+2n-l -A)z 
+ (1-li-u) + ( A - n ) (q+u-hi) — i i ] . 
and 
(3.4.14) K^  = ^ - V p = t 1^ 
Indeed, 
(3.4.15) . . . . [K^, K~] = + K" ; [K , K"] = 2K^ 
and 
(K'*"K"" + K V - K-^ ) h^ = u ( u + l ) hjjj 
We have thus constructed a new model of i r r educ ib l e r ep re -
sen ta t ion D(u,m ) in terms of d i f f e r i n t e g r a l opera tors K ,K~,K 
such t h a t the vec tors h ( z , t ) defined by (3 .4 .11) form a bas i s 
of the represen ta t ion space. Writing h ( z , t ) = Z ( z ) t " , in terms 
of the functions Z (z) the above r e l a t i o n s take the form 
(z 1^ + 1 + m -11 - u) 2jjj(z) - (m-u) Z^^j^(z) 
[ z d - z ) ^ + (X-ti) (q+u4ti) ^ ^ + (q+u+2^-A-l) z +(1-u-vi-m^Zj z) 
/ \ = -(m+u) Z..^.,(z) 
2 
[ z ^ ( l - z ) - i - j + z ^(q+2u+3n-3-A-m) z+2 ( l - ^ - u ) ] ^ 
j - 1 . 
+ (A-14) (q+u4n) -^ + z ) (A- | i ) (q+u-Hi) + (q+u+2ti-A-l) 
dz" I 
(l+m-u-ii)]] Z|jj(z) = (l-^i) (^i+2u) Z^(z) 
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The m u l t i p l i e r r epresen ta t ion T' induced by the K-operators 
on V , the space of ana ly t ic function i s given by 
[ T ' ( g ) h ] ( z , t ) = ^"^ [exp( - I J*) e x p ( - c d r ) exp(*J^) ] (Sh ) ( z , t) 
(3.4.17) 
= 35"^[T(g)(35h)](z,t), e"'/''= d'^ 
From ( 3 . 4 . 7 ) , i t follows tha t 
, / - V q + u 
(3.4.18) . . . [ T ' ( g ) h ] ( z , t ) = ^ " n ( d + b t ) " (a +1)"°" (a - -£^=^1) 
®^^^ (a+bt) ( a t - c ( z - l ) ' d tb t ^ 
||i| < 1, If^ l < 1, 1^4^1 < 1 and gGSL(2,C) lies in 
1 0 
small neighbourhood of identity (e) = ( )€SL(2,C). 
0 1 
So that the above expression is uniquely defined. 
In [ 31 ] it has been shown 16 of the Horn functions of 
two variables can be realized in terms of type A operators. In 
particular, the function 
m 
(3.4.19) F =^2^%'^ » ~^"» P' »-2«» Y't z,t] t ° 
satisfies the Casimin eigen value equation 
(3.4.20) (J'^ J" + J^ J^  - J^) F = u(u+l) F 
as well as 
(3.4.21) [j3j3 - j+j3 + (ro^  . p.) j+ _ (2 m^ _Y'+1)J^]F 
= m^ (Y'-m^ -1) F. 
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Thus, by ( 3 . 1 . 9 ) , i t f o l l o w s that 
( 3 . 4 . 2 2 ) ^ / - t ° z^*-^  F Q . 2 . 1 
"m - u : - q - u , A» P ' ; 
z , t 
i s a common so lu t ion of both 
( 3 . 4 . 2 3 ) (K"*'K' + K V - K^)*^,^ u(u+l)7// 
and 
[ K V - K*K^ + (m^-p*) K"*" - (2mQ - Y'+1)K^]':V, 
- » o ( Y ' - m - l ) ; ^ . 
S i m i l a r l y , 
I t can be shown that 
( 3 . 2 . 2 4 ) G « t ° ( 1 - t ) ° 2^1 
i s a simultaneous s o l u t i o n of 
% " " » " ^ " » 
- x u ; 
z 
1 - t 
+ , - . ,3 r3 ,3> ( 3 . 4 . 2 5 ) (J"*'J" + J^J-^  - J^) G = u(u+l) G 
and 
(3.4.26) [ J V - J V + m^  J"^ + (2m^ +l) J^] G = - m (^l+mQ)C 
Thus by ( 3 . 1 . 6 ) and i t f o l l o w s that 
( 3 . 4 . 2 7 ) ^ , = t ° z ( 1 - t ) ° J 
% - u , - q - u . A; 
- 2 u , n; 
1 
ih 
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sa t i s f ies the differ integral equation 
( 3 . 4 . 2 8 ) (K+K" + K V - K^)''^.-= u(u-t-l)'^^ 
and 
( 3 . 4 . 2 9 ) [ K V - K'*"K^ + m K^"^  - (2m^ +l)K^]'?y^= -in^( l+ffi^ )';^ ^^ 
Now we have t h e expans ions [ 66 ] 
4*00 
( 3 . 4 . 3 0 ) T'(g)"3/t= E K^^ig) h^ ^^ ; i = 1,2 
n=-oo o 
each valid in a region determined by the inequalities (3.4.17). 
As we have seen previous Chapter II,the identities which follows 
as special cases from (3.4.30), are as under 
-a 1:2;1 
.31) (1-t) Fo^2;l 
(a) 
L 
n 
a : p,A; p'; 
a+n, p,A ; 
Z -'Mt 
I^ ' 1-t 
' n'=0 "J 3^2 
Y» V^i 
2h 
-n, p' ; 
y; 
h) t" , 
Wt 
.a-Y 
1^ 1 < I ' l i f t l l i fr l < ' 
p, A : a; — ; 
-a 2:1;0 
(1 + C) ( i_c- t) F i - i jo ( c + t ) ( l - c - t ) ' c+t 
| i : Y ; — ; 
+00 
( 3 . 4 . 3 2 ) . . . . = E U+ni 
nLco T ^ 3^ 2 
a+n, p,A; 
Yf ^ l ; 
2^1 
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a+n,l+a-Y-n*, 
n-H; 
(n+1) 
zt Ifl < 1» l< -^^ t| < i ' i (c-ht) ( l . c - t ) I ^ I f l t l < »^ 
- a 
,4.33) ( 1 - t ) 3F2 
o , p , A ; 
Y» ^^  » 
z 
J 
| z | + | t | < 1. 
a+n, p , A ; 
Y» | i ; 
t", 
In ( 3 . 4 . 3 2 ) the terms corresponding to n = - 1 , - 2 , - 3 , . 
are wel l defined in view of the r e l a t i o n ; [ 2 . 2 . 2 7 ] 
a+s , 1+a-Y +s ; 
c 
1+s; 
Lim i f f 2^1 
(3.4.34) (a-k)^(l+a-Y-k)^ ^ 
—^—in " '^ C 2^1 
a , 1+a -Y ; 
1+k ; 
3 ,5 Type B operators 
The type B - operators^ J , j " , J ( and the corresponding 
b a s i s v e c t o r s W ^ s a t i s f y i n g ( 3 . 3 . 1 ) and ( 3 . 3 . 2 ) are 
J* = t(z 1^ + t 1^ - z + u + 1) 
(3.5.1) J" = t"^ (z ^ - t 1^ + u + 1) 
T3 _ + d 
and 
IQO 
(3 .5 .2 ) f^(2 , t ) = L^.„. i(z) t" 
2u+l L *, , (z) are generalized Laguerre function defined as [61] 
2u+l 
r 
(3 .5 .3 ) L^-u-l^^^ ° I ^^i^ftt-U ^^^ 
1+u-m; 
z 
2u+2 ; 
Deternination of local multiplier representation 
The multiplier representation [T(g)f ](z,t), g€SL(2) 
induced by J- operators on 5^ , the space of all analytic 
function. 
The action of expa'j" is obtained by solving the 
differential equation 
St. z(0) = z i t(0) = t ; v(0) = 1 
giving 
z(a')=tr|r; t(a') = t-a'; v(a') = (:^ , )""'^ 
Therefore, 
(3.5.4) [T(e^'J')f](z,t) -e«''^f(z,t) 
- ( W ) f (-tllr , t-a'). 
101 
•f 3 
Simi la r ly , to obtain expb'J f and expc 'J f, we need to 
i n t eg ra t e the equations 
^ 4 P = -t , ^ i ^ = t2 ; d4|;i = (i.u.z(b.))v(b-) 
and 
d2(c;) - 0 . d t ( c ' ) ^ ^ c ' . dvUM ^ S c ^ "^  » d c ^ - X e , 3 p - - u 
giving 
^^^'^ ' r i P l ' ^^^'^ = W t • ^^^^'^ = ( 1 - b ' t ) ' " " e x p ( - Y ^ ) 
and 
z ( c ' ) = z ; t ( c ' ) = t e^ ; v ( c ' ) = 1 r e spec t ive ly 
Therefore, 
(3 .5 .5 ) [ T ( e ^ ' J ' ' ) f ] ( z , t ) = (l-b't)"""*" e x p ( - = ^ ) f i j : ^ , y i ^ 
and 
3 
(3 .5 .6) [T(e*='^ ) f ] ( z , t ) = f ( z , t 6^=') 
Thus, . -> 
[ T ( e * ' J ' e^ ' J e = ' j ' ) f ] ( z . t ) 
(3 .5 .7 ) . u+1 . , .+ ^ , . 3 , . 
= ( t ^ [T(e»>'J e^ ' J ) f] i - ^ , t - a ' ) 
+ ^ • • ' 1 - U - 1 u, .^ 
= ( ^ ) (1+a • b» -b' t) exp(^^37gf2b't> 
3 
[T(e*='^ ) f ] ( ( t . a ' ) ( l+a 'b*-b*t ) ' l+a^'b^lb* t^ 
+ "+1 - u - 1 w_+ 
= (tTiT) ( l + a ' b ' - b ' t ) e x p ( ^ ^ 3 . - p ; ; i ^ ) X 
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,/ zt l i - a M e f ' X 
^ ^ ( t - a ' ) ( l + a ' b ' - b » t ) ' l + a ' l D ' - b ' V 
The complex parameters a*, b* , c* are r e l a t e d to g £SL (2 ) 
a b 
9 « [ ] , ad-bc = 1 by [41.p. g ] . 
Sett ing e c ' / 2 „ = a ; a' = - c / a , b ' = - a b . 
From e q u a t i o n ( 3 . 5 . 7 ) 
[ T ( g ) f ] ( 2 , t ) = (d+bt) 
- u - 1 ( a + | ) - u - 1 
-'^ p^  -BTET) ^ 
( 3 . 5 . 8 ) Zt a t+c ^1 J.J, d^fC \ 
^ M a t + c ) (d+bt) ' d+bt ^ • 
I f t I < 1 . i f ^ l < 1» -"« < a r g a , arg d < u 
and g l i e s i n a s u f f i c i e n t l y s m a l l neighbourhood of the i d e n t i t y 
e l e m e n t e e S L ( 2 , C ) . 
+ — 3 The o p e r a t o r s J , J , J g i v e r i s e t o the o p e r a t o r s 
K"*", K " , K^ : [ as i n s e c t i o n 3 . 4 ; 3 . 4 . 8 ] 
.1-A is^'^ u - l 
J ^ 
dzi ki-X 
lu+m-fl p 
fj2ufiJi)|'m-u- 2*^ 2 
1+u-m, ; 
2 + 2 u , ^ ; 
•!*"^  nH¥+2 
- (m-u) z — : ^ ri2i*f2; fHPU+l 
1 
lA-1 
2^2 
u-m, ; 
2+2U, n ; 
,m+l 
J 03 
I t fo l lows that 
( 3 . 5 . 9 ) '^ ^ m^ "^  "^'""^  ^ m+1 
where 
iC = fr^ j-'A 
( 3 . 5 . 1 0 ) = t [ z - j ^ + t §:£ - z + u - n + (H -A) — ^ +2] 
dz 
and 
(3-5-11) h„(z.t) = | 4^^fe r '^^ -' 2?: 
S i m i l a r l y , 
K~ h^ = - (m+u)h^,, 
1+u-m, A ; 
2+2U, n . 
LBB 
( 3 . 5 . 1 2 ) 
where 
K^  h„ = m h„ 
m m 
(3.5,13) K" = ^"^ J'P 
= t-Hz l l -t I t -^  " - ^^  -^ 2] 
and 
( 3 . 5 . 1 4 ) 
Again 
( 3 . 5 . 1 5 ) 
K^  =^'^ J ^ ^ = t ^ H 
(K"^ K" + K V - K )^ h^ = u(u+l)hj^ 
and 
1Q4 
If we wri te ^-.(z»'t) = ^jS^) ^* "^^  terms of the function 
'Z.^i^) the above r e l a t i o n s take the form m 
d d"^ 
[z ^ + (H-A) - 2 ^ ^ + m+u-vi-z+2] Z j z ) = (m-u) Z^^^iz) 
dz 
(3.5.16) (z 1^ +u-ii+2-z) Zjiz) =-(ro+u) Z^^(z) 
2 -1 
[z^ ^ + (2u.-2^ -z)z 1;+ (li -A) (u-n-m-1) ^ ^ 
dz dz 
+ (2n+in-u- >v)z + (m-2u) (ji+l)] Z^(z) = 0 
The multiplier representation T' induced by the K- operators 
on "^ is 
(3.5.17) [T'(g)h](z.t) = ^ HCb+dt)-"-^ (a+ ^ ) " " " " ^ exp(^|||f) 
^^ ^^ ^ (at+cffd+bt) ' d+bt ^^ 
'at' ^ ^ » 'F^I ^  ^  ^"^ geSL(2,C) lies in a sufficiently 
1 0 
small neighbourhood of the identity e = ( ) G- SL(2,C). 
0 1 
So that the above expression is uniquely defined. 
It has been shown in [ 28 ] that 
(3.5.18) F = t ° e^M;2[l+u+m^; 2+2u, y'; -z,t] 
Satisfies both equations 
(3.5.19) (J"^ J- + J V - j3) F = u(u+l)F 
and 
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(3 .5 .20) [J^J^ + (Y'-2mQ - l ) J^ - j"*"]? = m^  (Y'-m^)F 
Therefore, by ( 3 . 1 . 1 0 ) , i t follows t h a t 
^ . m^  1:1;2 
(3.5.21) 7< = z^^ t ° 
0 :2 ;1 
1+u-m^ : 1+u+m^, m^-u; 
O 0 0 
z , - t 
, : 2+2u, ^ ; Y ' » 
S a t i s f i e s the d i f f e r i n t e g r a l equation 
(3.5.22) ( K V + K V - K^)'^, « u(u+l)'5V, 
as well as 
.3^3 .3 .,+1 (3 .5 .23) [K^'K'^ + (Y'-2m^-l) K^  - YC]% = m^{y'-m^)7^, , 
Simi la r ly , i t can be shown t h a t 
-1-u-m m. (3 .5 .24) G = t ° (1 - t ) 
is a common solution of 
° e^ F ® 1*^1 
1+u+m^ i 
o 
2+2u ; 
z 
1-t 
J 
(3.5.25) (J'^ 'J" + J V - J^) G * u(u+l)G 
and 
(3.5.26) [J^J^ - J"J^ + m^ J' - (l+2m^)J^]a = - m^(m^+l)G 
Therefore, by (3.1.7), it follows that 
m. (3.5.27) 7/^ = z^*"-^  t ^ (1-t) 
-1-u-m^ 1:1:0 
° F 
Satisfies the differintegral equation. 
A:1+u+m ; - ; 
o 
n:2+2u;-' 
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(3 .5 .28) (K"^K" + K V - K^)W^= u{u+l)'3/^ 
as well as 
(3 .5 .29) [K^K^ - K"K^ + m^K" - (l+2m^) K^]'W, 
Now we have the expansion [ 66 ] 
( 3 . 5 . x ) T ' (g )^ i= Z j ^ ^ \ +n ' ^ = ^'^' 
n=-oo o 
each valid in a region determined by the inequalities (3.5.17) 
We obtain the following identities which follows as 
special cases from (3.5.30) [ as in Chapter II ] 
a: A; — ; 
(1-t) F ' ^ '^^ T^ » T ^ 
-: v^fj ;Y'; 
(3.5.31) 
(a) 
n 
r 
% ^ " . ' ^^2 
a+n, A ; 
Y f ti; 
r-n, 
1^1 U) t", 
Ir; j 
t < 1. 
-a a-Y 1:1;0 (1+^) (l-ct) F,,,J 
A:Y -a ; —; 
^:Y ; 
~zt zt 
(c+t)(l-c-.t)» c+t 
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(3.5.32) 
+00 
z 
n=-« 
a - n , X', 
.Y» V^5 J 
gF^CY-a+n, 1-a+n; l+n;c] ^ 
jTrnTJ ^ » 
•|| < 1 , I c + t J < 1 
Where the terms corresponding to n =-1,-2, -3, are well 
defined because of the relation of the type (3,4,34). 
The above identities are valid for all a,Y »Y'»A,ti £ C 
such that a and y-a are not integers and Y»Y'» V^ ^ ^* -l»-2,. 
Thus, we have seen, the operator ^ has been highly 
instrumental in constructing new models of irreducible represen-
tation of Sfi(2,C), induced by type A and type B operators. 
ForA=^i all the new models reduce to the known ones. 
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CHAPTER IV 
FACTORISATION METHOD FOR DIFFERENTIAL EQUATIONS 
SATISFIED BY HYPERGEOMETRIC FUNCTIONS 
4.0 INTRODUCTION 
In their paper 'The Factorisation Method', In field and 
Hull [ 25 ] show that certain classes of second order differ-
ential equations can be 'factorized* as products of two first 
order differential operators, the first order operators giving 
rise to recursion relations which connect different eigen 
functions of the second order equations. This method turns out 
to be applicable to a great variety of equations occuring in the 
literature of mathematical physics and proves to be a powerful 
tool for determining the eigen functions of these equations. 
In field and Hull [ 25 ] classify six distinct types of 
factorization, types A-F, these types are not completely 
independent, as A and E are different factorization of the 
same second order operators, while C is a degenerate case of A. 
Similarly B and F are different factorizations of the same 
second order operators and D is a degenerate case of B. 
Some of the eigen functions and recursion relations 
obtained by the factorization method are well known to be related 
to the representation theory of certain Lie-algebras for example, 
the recursion relations obeyed by the associated spherical 
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harmonics are obtainable from considerations involving the 
orbi ta l angular momentum operators in quantum mechanics [ 16 ] . 
Miller in [ 45 ] has shown that the six factorization 
types are obtainable from a study of representation theory 
of the following four Lie-algebras: 
(1) O3 - "the Lie-algebra of the rotat ion group 
(2) T3 - the Lie-algebra of the Euclidean group in the plane 
( 3 ) H^  - a 4-dimensional soluable Lie-algebra 
(4) T^ ~ "the Lie-algebra of the Euclidean group in 3 space 
Miller [ 45 ] classif ied the irreducible representation 
of these Lie-algebras, including certain inf in i te dimensional 
representations which can not be realized as representations of 
the corresponding Lie-groups. 
I t will be shown that each such irreducible representation 
of one of the above Lie-algebras can be realized in terms of 
l inear d i f ferent ia l operators on a vector space of C~ functions 
of two variables. Thus, each element of the Lie-algebra will be 
real ized as a l inear di f ferent ia l operator on th is space. Further 
for each of the Lie-algebras, he will be able to find an invariant 
operator which i s realized as a second order par t i a l different ia l 
operator [ In the case of thesemi-simple Lie-algebra 0^ this 
invariant operator is called a Casimir operator (19 ) ] . The 
elements in the vectorspace will be eigen function of this second 
order operator, corresponding to a single fixed eigen value. I t 
wil l turn out that each such second order operator can easily be 
IJO 
made to y ie ld one of the c l a s ses of second order d i f f e r e n t i a l 
equat ions t r e a t e d by in f i e ld and Hul l . The recurs ion r e l a t i o n s 
derived by i n f i e l d and Hull wi l l be shown to fal low from the 
commutation r e l a t i o n s of the L ie -a lgebra . All s ix f ac to r i za t i on 
types wi l l be obtained in t h i s manner. 
Using the connection between Lie-a lgebras and the f a c t o r i -
za t ion method Mi l le r [ 45 ] obtained addi t iona l information about 
the six f a c t o r i z a t i o n types . For example, for each f ac to r i za t i on 
type he wr i tes down a c lass of generat ing funct ions for the 
eigen functions of the f ac to r i z a t i on type. A la rge number of the 
known generating functions in mathematical physics turn out to 
be spec ia l cases of these general equat ions . For a specia l case 
in wrt^ ich s imi lar cons idera t ions were applied to der ive generat ing 
functions for the hypergeometric equation [ 6 6 ] , 
The connection between f ac to r i za t i on types and Lie-a lgebras 
i s a s follows: 
0^ - The r ep resen ta t ion theory of 0^ leads to type A and B 
f a c t o r i z a t i o n s the type A equations are the hypergeometric 
equat ions ; those of type B are the confluent hypergeometric 
equa t ions . 
H^ - The rep resen ta t ion theory of H^ leads to type C and 
D' f ac to r i za t i on [ 25 ] . The so lu t ions of the type C* equation 
are the ' funct ions of the paraboloid of revolution* those of type 
D* are the ' p a r abo l i c cyl inder funct ion ' [ 1 4 ] , 
T3 - The r ep resen ta t ions theory of T- give type C" and D* 
J J l 
factor izat ions . The type C*' equations are Bessel 's equations. 
The type D** equations are the equations of simple harmonic 
motion. 
T^ - The representation theory of T^ gives E and F 
fac tor iza t ions . The type E equations coincide with those of 
type A; similarly for those of type F and type B. 
The representation theory of T^ is considerably more 
complicated than the theory of the other Lie-algebras l i s ted here. 
I t i s worth emphasizing the fact that Miller assumes as 
given only the four Lie-algebras l i s t ed above. From the repre-
sentation theory of these four Lie-algebras. He derived systems 
of second order d i f ferent ia l equations as well as recursion 
re la t ions and generating functions sa t is f ied by the solutions of 
these equations. This is different from Truesdel l ' s treatment of 
special functions, as Truesdell assumes the recursion relat ions 
to be given [ 64 ] , Thus he achieved a considerable unification 
in the theory of special functions. 
In Section 4 . 1 , we derive a simple factor isat ion method 
for di f ferent ia l equations sa t i s f ied by hypergeometric functions. 
We achieve th is th is by constructing a pair of f i r s t order dif fer-
(±) 
en t ia l operators, 0 the construction proceaure is however, 
different from that of infield and Hull [ 25 ] . In teres t ingly , 
the operators 0 will be seen to generate ladder operator 
re la t ions which have their counter parts in supersymmetric quantum 
mechanics [16 ] , Further more, the resul ts for the confluent 
112 
hypergeometric functions will be useful in constructing expre-
ssion for raising and lowering operators for the coulomb Green 
function with the out going wave boundary condition. We shall 
be following a procedure given by Laha, U; Bhattacharyya, C and 
Talukdar, B [ 35 ]. 
1 1 3 
4.1 Ladder operator relations for hvperaeometric functions 
The confluent hypergoemetric function satisfies the 
differential equation 
2 
(4.1,1) X --jJf + (c-x) ;T^ - ay = 0 
dx^ °^ 
The regular and irregular solutions of equation (4.1.1) are 
given by [ 1.1.21 ] 
and 
(4.1.3) y2 «= M/(a;c;x) 
= T^fe^) *(^ '<^ »'^ ) •^•'fef '^^" 4)(a-hl-c;2.c; 
To derive a factorisation method for the second order 
differential operator in equation (4.1.1) we proceed as follows: 
Lemma I 
The differential operators 
(4.1.4) o^^^=-^+|3jIn P ( x ) 
represen t the r a i s i n g and lowering operators for (|)( • ) with 
(4 .1 .5 ) r ~ ^ ( x ) = Lim 0 ( a : , c ; x ) 
^ x - ^ 
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and 
(4 .1 .5) ^^"^^x) = Lim Y ( a i c ; x ) 
f X—>0 
Proof; From equat ions (4 .1 .2) and (4 .1 .3) one can immediately 
see tha t 
(4 .1 .7 ) ;?^"'^(x) ^^ exp(ax/c) 
^ X - * 0 
and 
(4 .1 .8 ) ^•^^(x) _ x^-^ exp( ^^llZl] x ) ' 
We now use equations (4.1.4), (4.1.7) and (4.1.8) to construct 
explicit expressions for 0 . From the results for 0 (|)(.), 
we can write 
(- l^ j + |) 4)(a;c;x) = - | (j)(a+l;c+l;x) + | (t)(a;c;x). 
(4.1.9) = - ^i^-^) X (t)(a+l;c+2;x) 
c^(c+l) 
and 
^-fx-¥^^5!^)*(--<^''^) 
(4.1.10) = I (j)(a+lic+l;x) + ( ^  + ^z^^ <l)(a;c;x) 
= •^^ ^(a-l;c-2;x) 
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In deriving equations (4.1,9) and (4.1.10) we have made 
use of equation (4.1.2) together with the well known differential 
property of (()(a;c;x) [la, p.254]. 
Equations (4,1.9) and (4.1.10) prove the lemma. 
LEMMA II 
The operators in equation (4.1,4) or equivalently those 
in (4,1.9) and (4.1.10) are also the raising and lowering 
operators f o r V ( a ; c ; x ) . 
Proof: Using the different ia l property of V(a;c;x) we have 
(4.1.11) ( - "l^p + | ) vj^(a;c;x) = a Ma+l;c+l;x) + | M a ; c ; x ) 
The r ight hand side of equation (4.1.11) can be reduced to a 
single V(.) by employing the recursion re la t ions [13^ p.258] 
(4.1.12) V(a;c+l;x) =V(a;c;x) - - ^ H'(a;c;x) 
and 
(4.1.13) (c-a) H'(a;c;x) +U'(a-l;c;x) - x \K(a;c+l;x) = 0 
We obtain 
(4.1.14) (- | - + | ) V(a;c;x) - | x y(a+l;c+2;x) 
Again, 
(-1; *¥-^^)^(-»««=<) 
(4.1.5) = a V(a+Uc+lix) + (^=2 + J ^ ) y(a . <-. ^ ) . 
116 
Equations (4 .2 .13) can be combined with the in t eg ra l 
r ep resen ta t ion of v ( . ) [ 1.1.20] 
. oo - x t a-1 c-a-1 
(4 .1 .16) V(a;cvx) =-j^L^r-f e t ( i+ t ) d t 
to wri te 
(4.1.17) ( -1^+ ^ + ^ ^ ) ^(^'^^''^^ =f^=ir5'^^^'^'^'^'''^ 
Equations (4 .1 .14) and (4,1,17) prove the lemma. 
I t i s s t r a i g h t forward to ve r i fy t h a t the f i r s t order 
d i f f e r e n t i a l difference equations (4 .1 .9) and (4 .1 .10) are 
equivalent to thesecond order equation in ( 4 . 1 . 1 ) , 
For a — » a+1 and c > c+2, equation (4 .1 .10) becomes 
(4 .1 .18) ( x | 3 j + (1+c) + ^ x) (|) (a+l;c+2;x) = (l+c) (t)(a;c;x) 
operating Cx §^ + (l+c) + (~^ ) x] on equation (4.1.9). 
We obtain 
(x §3^  + (c+1) + - ^ x) (-1^+1) (t)(a;c;x) 
(4.1.19) = - Ij^-^l x(x 4- +(c+2) + - ^ x) (t)(a+Uc+2;x) 
c (c+1) "^ ^ 
Equations (4.1.9), (4.1.18) and (4.1.19) can now be combined 
to obtain equation (4.1.1). 
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The recipe in equation (4,1.4) can also be generate 
ladder operator relation for the Gaussian hypergeometric function 
and associated factorization is obvious. 
The Gaussian hypergeometric function satisfies the 
differential equation [1.L15], 
(4.1.20) x(l-x) ^  -I- [c-(a+b+l)x] 4- - aby = 0 
dx 
The regular and irregular solution of differential equation 
(4.1.20) are given by [l3,p.75] 
(4.1.21) y^ = F(a,b;c;x) 
(4.1.22) y2 = x""-"^  F(l+a-c, 1+b-c; 2-c;x) 
thecorresponding relation for y'"'(x) and ^^ '*''(x) of Lemmas 
is obtained as 
(4.1.23) fi^-^x) ^ exp(^) 
^ X—>0 ^ 
and 
(4.1.24) c(^>(x) ^ x^-^ exp(i i iS7^IU±k:£i x) 
\ X—>0 v- i -c ; 
(+) 
We now construct the differential operators 0 frc»n equation 
(4.1.4),(4.1.23) and (4.1.24) and operate them approximately on 
F(a,b;c;x), After some manipulation we arrive at 
1J8 
U 6 . ab 
(4.1.25) = - ^(~jj ((a+b+c+2) - f^) F( a+l,b+l;c+2;x) 
and 
[ - X (1-x) 1^ + r(a-^b)(l>c)-hab-n^^^,^)3 F(a,b;c;x) 
(4.1.26) = (1-c) F(a-1, b-1; c-2;x). 
Thus the operators in equations (4,1.25) and (4.1.26) 
turn F(a,b;c;x) into F(a+1, b+1; c+2; x) and F(a-l,b-l;c-2;x) 
respectively. 
The Gaussian hypergeometric equation has three regular 
singularities at 0,1 and «> while the confluent equation has 
two singularities, one of which is regular and the other irregular* 
The regular singularity occurs at zdro and the irregular.at infinit 
The confluent hypergeometric equation can be derived from 
the Gaussian equation by transforming the independent variable 
by bx = 2 and finally letting b > <». This transformation 
has the effect of merging (confluence) the two regular singulari-
ties at X = 0 and 1 into one regular singularity at z = 0 
and converting the singularity at infinity from a regular to an 
irregular one. 
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In p a r t i c u l a r , we have [ 1 . 1 . 1 2 ] 
(4.1.27) Lim F (a ,b ; c ; z /b ) = ([)(aic;z) 
b ""^ oo 
In the following we de r ive equat ions (4 .1 .9) and (4 .1 .10) from 
(4 .1 ,25) and (4.1.26) by invoking the method of confluence of 
s i n g u l a r i t i e s . The subs t i t u t ion bx = z converts equations 
(4.1 .25) and (4.1.26) into the forms 
t - ( B ^ | ) H I + H ^ F(a,b;c;z/b) 
(4 .1 .28) = - - ^ ^ j ( ^ i § ^ - f + 1 ) F(a+1» b+U c+2; z/b) 
and 
^^ ^ i - ^^ f l "" T f ^ f^S + l ) ( l - c ) - ^ +a ]z+( l - c ) ]F (a ,b ; c ; z /b ) 
(4 .1 .29) = (1-c) F ( a - 1 , b - 1 ; c -2 ; z/b) 
In the limit b > « equations (4.1.28) and (4,1.29) in 
conjunction with (4.1.27) yield the results in equations (4.1.9) 
and (4.1.10). 
Most of the special functions in mathematical physics are 
connected by simple relations either with the confluent or with 
the Gaussian hypergeometric function. Thus equations (4.1.9), 
(4.1.10), (4.1.25) and (4.1.26) will also generate ladder operator 
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recursion relations for the associated special functions. 
Alternatively, one can also proceed by using our ansatz in 
equation (4.1.4) with regard to the second view point we cite 
the example of the incomplete gamma function. 
For the incomplete gamma function Y(a»x) satisfying the 
differential equation [ 58 ] 
2 
(4.1.30) X ^  + {1 + a + x) 1^ + ay = 0 
dx 
We have found that 
(4.1.31) ( - I^J + f ) Y(a»x) « i Y(a+l,x) 
Also, by considering the behaviour of [I3,jx266] 
(4.1.32) [Ta,x) = e*'' (l-a; 1-a; x ) 
We arrive at a Lowering relation 
(4.1.33) ( - |j -1 ) Y(a,x) = (l-a) T(a-l;x) 
Some physical applications of the results given above 
are now in order. In supersymmetric quantum mechanics (SQM) 
[ 68 ] one often deals with hierarehy problems. For example, 
within the frame work of SQM we can generate a Hamiltonian 
hierarehy, the adjacent members of which are 'supersymmetric 
partners' in that they share the same eigen value spectrum 
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except for the missing ground Satd [ 12 ] , In the case of the 
n o n - r e l a t i v i s t i c Kepler problem the Hamiltonian hierarchy 
corresponds to the addi t ion of an appropriate cen t r i fuga l 
p o t e n t i a l and the so-cal led acc identa l degeneracy i s recovered 
as a na tu ra l consequence. The supersymmetry genera tors (genera-
t o r s for the ' super symmetric pa r tne r ' Hamiltonian and associated 
q u a n t i t i e s ) for the coulomb f i e l d are given by [ 62 ] . 
( 4 . 1 . 3 4 ) Q, = + ^ + ^ In aV^ ^^ ^^ (^ ) 
with 
(0) . . U l 2 
(4 .1 .35) \ p ( r ) ^ r exp( - | :5^ r ) . 
The ground s t ^ t e wave function obtained by using n = + 1 . 
From equations (4 .1 .34) and (4,1.35) we have 
(4.1.36) Q5'> = ? | j . l±i . | 1 . 
It has been shown that the relations in equation (4,1,36) are 
valid for positive energies as well [ 62 ], Introducing 
2 9 
E = + K /2 and T) = - e /k we wr i te the super symmetry 
(+) 
opera tors Qj^  for the pos i t ive energy s t a t e s as 
(4.1.37) Q / * ' = T I - . i i L . } | . . 
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^ (-) ^ (+) 
The act ion of the operators Qj^  and Q^ upon the 
p o s i t i v e energy coulomb wave function [ 4 7 ] . 
l+l X (4.1.38) f^ i , !^ '^ '^ ) = ^^^^' exp(>UTi/2) ^ [ 2 ^ 4 2 ! ^ 
exp(- ikr ) ^ ( L+l-ir\;2 (+2; 2 i k r ) . 
y i e ld s 
(4 .1 .39) ( - •SE + T 5 T "^  ^''^ *^ i+l-iT); 2 i + 2 ; 2 ikr) 
2 2 
= Ic^  [( i n r - » - t l ] r (()( i +2-iT,;2 1 +4;2ikr) 
((+1)2(2 (+3) 
and 
(4.1.40) [ | j + 7^ + H ^ "^''^ ^^ 1+1-iTi; 2 i+2; 2ikr) 
= ^ -7^ ( t ) ( ( - iT i ; 2U 2 i k r ) . 
I t i s of i n t e r e s t to note t ha t equations (4,1 .39) and (4.1.40) 
are the spec ia l cases of (4 .1 .9) and (4 .1 .10) where a= yl+l-iri, 
c = 2 Jf+2 and x = 2 i k r . 
(+) 
The radial coulomb Green function G , (k;r;r*) with out going 
wave boundary condition [ 47 ] is expressed in terras of regular 
and irregular confluent hypergeometric functions. Thus, given 
equations (4.1.9) (4.1.10), (4.1.14) and (4.1.17) one can obtain 
(+) 
ladder operator recursion relations for G . (k;r;r') similar 
to those for the reduce coulomb Green function [30 ]. 
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