Abstract. Locally bounded, local weak solutions to a special class of quasilinear, anisotropic, p-Laplacian type elliptic equations, are shown to be locally Hölder continuous. Homogeneous local upper bounds are established for local weak solutions to a general class of quasilinear anisotropic equations.
Introduction
Consider quasi-linear, elliptic differential equations of the form The parameters {N, p i , C o,i , C 1,i } are the data, and we say that a generic constant γ = γ(N, p i , C o,i , C 1,i ) depends upon the data, if it can be quantitatively determined a priori only in terms of the indicated parameters. For a compact set K ⊂ E introduce the intrinsic, elliptic p-distance from K to ∂E by
Theorem 1. Let u be a bounded, local, weak solution to (1.1)-(1.2), and assumep < N . There exists a positive quantity q > 1, depending only on the data, such that if
then u is locally Hölder continuous in E, i.e. there exist constants γ > 1 and α ∈ (0, 1) depending only on the data, such that for every compact set K ⊂ E,
Remark 1. For a general distribution of the p j , unbounded weak solutions might exist ( [7, 12] ). In [6, 9, 1] it is shown that local weak solutions are locally bounded provided
In Section 6 we revisit and improve these boundedness estimates.
Remark 2. The Hölder continuity of solutions holds also forp ≥ N ; indeed, whenp = N , a straightforward modification of our arguments suffices, strictly analogous to the one used in the isotropic case when p = N ; whenp > N , the embedding results of [8, Theorem 2] (se also [16] ), ensure that u is Hölder continuous. Acknowledgements -We thank Prof. P. Marcellini, E. Mascolo and G. Cupini for enlightening conversations on embeddings for anisotropic Sobolev spaces.
Novelty and Significance
If the coefficients in (1.1)-(1.2) are differentiable, and satisfy some further, suitable structure conditions, Lipschitz estimates have been derived by Marcellini [13, 14] . If the coefficients are merely bounded and measurable, Hölder continuity has been established in [11] in the special case of p 1 = 2 < p 2 = p 3 = · · · = p N , i.e., the p j are all the same except the smallest one. The main idea is to regard the equation as "parabolic" with respect to the variable x 1 , corresponding to p 1 , and to apply the techniques of [3, 4] . An extension to the case 1 < p 1 < p 2 = p 3 = · · · = p N , by the same techniques, is in [5] .
Theorem 1 is a further step in understanding the regularity of solutions of anisotropic elliptic equations, with full quasi-linear structure. Our approach is "elliptic" in nature, it is modelled after [2] , no variable is regarded as "parabolic", and no restriction is placed on the distribution of the p j other that p max − p min ≪ 1. In particular, the p j could all be different.
While partial, Theorem 1 disproves the claim in [7] by which, Hölder continuity of weak solutions to (1.1)-(1.2), holds if and only if p min = p max , i.e., if no anisotropy is present.
Finally, Theorem 1 can be seen as a stability result of the Hölder continuity of solutions, when p i → p min , and correspondingly, the anisotropic p-laplacian tends to the p min -laplacian.
Preliminaries and Intrinsic Geometry
Lemma 1 (Sobolev-Troisi Inequality, [17] ). Let E ⊂ R N be a bounded, open set and consider
Then there exists a constant c depending only on N, p, such that
For ρ > 0 consider the cube K ρ = (−ρ, ρ) N , with center at the origin of R N and edge 2ρ, and set
These numbers being determined, construct the cylinder
with 0 < ρ j ≤ ρ to be determined. This implies that Q 2ρ ⊂ K 2ρ and hence ess osc Qρ u ≤ ω.
Basic Equation and
Energy Inequalities. For σ ∈ (0, 1) let ζ j be a non-negative, piecewise smooth cutoff function in the interval (−ρ j , ρ j ) which equals 1 on (−σρ j , σρ j ), vanishes at ±ρ j , and such that |ζ
, and in the weak formulation of (1.1)-(1.2) take the testing function ±(u − k) ± ζ. This gives, after standard calculations,
The constant γ depends only upon the data, and is independent of ρ.
DeGiorgi Type Lemmas
Likewise, taking
for some q > 0 and α ≥ p max to be chosen and let Q ρ the cylinder in (3.
3) for such a choice of ρ j . Without loss of generality, may assume ω ≤ 1, so that 0 < ρ j ≤ ρ as required.
Lemma 2. There exists a number ν ∈ (0, 1) depending only upon the data, such that if
a.e. in Q 1 2 ρ . Likewise Lemma 3. There exists a number ν ∈ (0, 1) depending only upon the data, such that if
a.e. in Q 1 2 ρ . We prove only Lemma 2, the proof of Lemma 3 being analogous.
Proof. For each j ∈ {1, . . . , N } consider the sequence of radii are nested, i.e., Q n+1 ⊂ Q n , with Q o = Q ρ and Q ∞ = Q 1 2 ρ , since α ≥ 1. For each j ∈ {1, . . . , N } let ζ j,n be a standard non-negative cutoff function in (−ρ j,n , ρ j,n ) which equals 1 on (−ρ j,n+1 , ρ j,n+1 ), vanishes at ±ρ j,n and such that |ζ
j,n . Then set ζ n = N j=1 ζ pj j,n to be a cutoff function in Q n that equals 1 on Q n+1 . Consider also the increasing sequence of levels (4.10)
for n = 0, 1, . . . and in the weak formulation of (1.1)-(1.2), take the test function (u − k n ) + ζ n . This leads to analogues of (4.1) over the cylinders Q n , with 1 − σ > 2 −(n+2) , and q ≤ s < q + 1. Rewriting (4.1) with these specifications gives (4.11)
Since (u − k n ) + ζ n vanishes on ∂Q n , by the anisotropic embedding of Lemma 1 (4.12)
where p * is as in (3.1), p j > 1 for j = 1, . . . , N ,p < N . Since 0 ≤ ζ n ≤ 1 and p j > 1 estimate
Therefore, combining this with (4.12) and (4.11) gives
where we have set b = 2 pmax/p . By the definition of k n in (4.10), the first term in round brackets on the left hand side is
Combining these remarks and inequalities, and setting
yields the recursive inequalities
for constants C and b depending only upon the data. It follows from these and Lemma 5.1 of [4, Chapter 2] , that there exists a number ν ∈ (0, 1) depending only on {C, b, N }, and hence only upon the data, such that {Y n } → 0 as n → ∞ provided
By these lemmata the Hölder continuity of u will follow by standard arguments, if one can determine q, and hence the intrinsic cylinders Q ρ , for which either (4.4) or (4.6) holds.
Proof of Theorem 1
Assume that
For each s ∈ N with s ≤ q, introduce the two complementary sets
and consider the doubly truncated function
By construction v s vanishes on Q ρ − A s . Pick any two points x = (x 1 , . . . , x N ) ∈ A s and y = (y 1 , . . . , y N ) ∈ Q ρ − A s and construct a polygonal joining x and y and sides parallel to the coordinate axes, say for example P N = x and
By elementary calculus
where the quantities ρ j are defined in (4.3). Integrate in dx over A s and in dy over Q ρ − A s , and take into account (5.1) to get 
For each j fixed, the integrals involving u xj are estimated by means of (4.1) applied over the pair of cubes Q ρ and Q 2ρ , as follows:
If p ℓ > p j since s ≤ q compute and estimate
Assume momentarily that the number q has been chosen. Then stipulate that q(p max − p min ) ≤ 1. For such a choice we have in all cases
As−As+1
Combining these estimates in (5.4) yields
Take the 
In the DeGiorgi-type Lemma, the number ν is independent of q. Now choose q so that
Notice that q is determined in terms of p min and not in terms of the difference (p max − p min ). Thus, one determines first q from (5.7) in terms only of the data. Then (1.6), for such a choice of q, serves as a condition of Hölder continuity for u.
Boundedness
Continue to denote by u ∈ W 6.1. Some General Recursive Inequalities. Let ρ j as in (3.3) to be defined, and for each j ∈ {1, . . . , N } consider the sequence of radii,
This is a decreasing sequence, with ρ j,n = ρ j and ρ j,∞ = 1 2 ρ j . The corresponding cylinders
are nested, i.e., Q n+1 ⊂ Q n , with Q o = Q ρ and Q ∞ = Q 1 2 ρ , since α ≥ p j . For each j ∈ {1, . . . , N } let ζ j,n be a standard non-negative cutoff function in (−ρ j,n , ρ j,n ) which equals 1 on (−ρ j,n+1 , ρ j,n+1 ), vanishes at ±ρ j,n and such that |ζ ′ j,n | ≤ 2 n+2 ρ −1 j,n . Then set ζ n = N j=1 ζ pj j,n to be a cutoff function in Q n that equals 1 on Q n+1 . Consider also the increasing sequence of levels (6.3) k n = 1 − 1 2 n k, andk n = k n+1 + k n 2 for n = 0, 1, . . . , with k > 0 to be chosen. By the definition k o = 0 and k ∞ = k. Write (3.4) for (u −k n ) + ζ n , over the cylinders Q n , with 1 − σ > 2 −(n+2) . Since (u −k n ) + ζ n vanishes on ∂Q n , by the anisotropic embedding of Lemma 1 (6.4)
where p * has been defined in (3.1). Since 0 ≤ ζ n ≤ 1 and p j ≥ 1 estimate 
