We study the asymptotic behavior of the ratio of two sequences of orthonormal matrix polynomials P n (with unbounded three-term recurrence coefficients) andP n , which are associated, respectively, to a matrix of measures and its perturbation by the addition of a Dirac matrix measure.
Introduction
Orthogonal matrix polynomials appear in a natural way when we consider different kinds of non-standard inner product [see, for instance, ref. 1]. Krein [2] obtained some results about matrix moment problems from the point of view of the operator theory. During the 1980s, they have been connected to the scattering theory by Geronimo [3] , and an analog of Favard's theorem has been established for three-term recurrence matrix relation by Aptekarev and Nikishin [4] . Some algebraic results and the results concerning zeros were found by Zhani [5] . Recently, some results concerning zeros and quadrature formulae have been studied by Sinap and Van Assche [6] , and finally, some results concerning zeros, quadrature formulae and asymptotic behavior of orthogonal polynomials have been obtained by Durán and coworkers [1, 7, 8] . More recently, a lot of work has been devoted to obtaining asymptotic properties of orthogonal polynomials from the recurrence coefficients. Nevai [9] studied precisely the case when these recurrence coefficients have finite limits. Asymptotically, periodic recurrence coefficients with finite accumulation points have been studied by Geronimo and Van Assche [cf. refs. 10, 11, 12] . Van Assche also studied the case of unbounded recurrence coefficients [cf. ref . 11] .
In ref. [13] , we have studied a relative asymptotic behavior of two sequences of orthonormal matrix polynomials, with respect to a matrix of measures supported on a real compact set (with convergent three-term matrix recurrence coefficients) and its perturbation by the addition of In ref. [15] , we have studied this problem when the associated matrix of measures is supported on the unit circle.
The aim of this paper is to study the case when the matrix three-term recurrence coefficients are unbounded (Theorem 3.3). We give also a more generalized result (Theorem 2.5) by considering a perturbation of a varying matrix of measures and studying a relative asymptotic for the related matrix orthonormal polynomials.As a consequence, we deduce [13, Theorem 4.1 (with bounded recurrence coefficients)] (see Remark 3.2). We complete this paper giving some examples.
We consider an N × N positive definite matrix of measures dα (for every Borel set A ⊂ R the numerical matrix dα(A) is positive semi-definite) having moments of every order, i.e., the matrix integral t n dα(t) exists for every non-negative integer. Assuming that P (x)dα(x)P * (x) is non-singular for every matrix polynomial P with non-singular leading coefficient, we introduce an inner product in the linear space of matrix polynomials
Using the Gram-Schmidt orthonormalization process for the canonical sequence {x n I N } ∞ n=0 , we will obtain many sequences of matrix polynomials (P n ), which satisfy the orthonormality condition
P n (x) is a matrix polynomial with non-singular leading coefficient and is defined up to a multiplication on the left by a unitary matrix. As in the scalar case, the orthonormal matrix polynomials (P n (x; dα)) n with respect to the matrix of measures dα are orthogonal to every matrix polynomial of degree less than n and they satisfy a three-term recurrence relation
where
n (dα) is a positive definite matrix (γ n (dα) is the leading coefficient of P n (x; dα)) and B n (dα) is an hermitian matrix.
Notice that the polynomial R n (x; dα) = U n P n (x; dα) with U n U n = I N is also orthonormal with respect to equation (1) and they satisfy a three-term recurrence relation of type (2) with matrix parameters U n−1 A n (dα)U n and U n B n (dα)U * n , respectively. This three-term recurrence relation characterizes the orthogonality of a sequence of matrix polynomials with respect to a positive definite matrix of measures (see, for instance, refs. [1, 4] ).
The corresponding matrix polynomials of the second kind are defined by
and satisfy a recurrence relation of type (2) with initial conditions Q 0 = 0 and 
(b) the confluent formula
(c) the Green formula
(d) the Liouville-Ostrogradski formula
The matrix K n (x, y; dα) is called the nth reproducing kernel because of the following property. For every matrix polynomial m (x) of degree m ≤ n − 1, we have
We define the support of the matrix of measures dα as the support of the trace of the matrix of measures dα(supp(dα) = supp(dα 1,1 + dα 2,2 + · · · + dα N,N )). Let n be the set of zeros of matrix polynomial P n , i.e. In the next and when a matrix of measures belongs to a Nevai class, letˆ be the smallest closed interval which contains its support.
We recall that if H is a positive definite (resp. positive semi-definite) matrix, then there is a unique square root H 0 = H 1/2 of H defined as follows. Writing H = UDU * , where
a sequence of orthonormal matrix polynomials with recurrence coefficients satisfying equation (47).
Then
If A is an hermitian positive definite matrix, then
where x / ∈ supp(dW A,B ).
Remark 1.2 The Markov matrix function (dW A,B (t))/(z − t) is positive or negative definite for each z ∈ R \ˆ . It is differentiable and its derivative − (dW A,B (t))/(z − t) 2 is negative definite when z is outside supp(dW A,B ).

Proof See ref. [13, Proposition 2.2].
The structure of this paper is as follows. Section 2 is devoted to relative asymptotic of orthogonal matrix polynomials with varying recurrence coefficients. We also formulate the extended markov's theorem. In section 3, we establish the relative asymptotic for orthogonal matrix polynomials with unbounded recurrence coefficients and an example is given.
Relative asymptotic for orthogonal matrix polynomials with varying recurrence coefficients
n be a sequence of orthonormal matrix polynomials with respect to a varying matrix of measures dα k , k = 1, 2, . . . , satisfying the following recurrence relation
Let (n m ) m and (k m ) m be two increasing sequences of positive integers. We write˜ m for the set of zeros of P n m (· ; dα k m ).
and letˆ 1 be the smallest connected set which contains 1 def = N>0 m≥N˜ m . Markov's theorem for orthogonal matrix polynomials has been considered in ref. [7] . Here, we establish in the following result the generalization of Markov's theorem for orthogonal matrix polynomials with respect to a varying matrix of measures, using a generalization of the proof given in ref. [7] . 
Remark 2.2 When the matrices of measures (dα k ) k are all equal to a matrix of measures dα which is determinate, then dν is unique and is equal to dα.
Proof of Theorem 2.1 The decomposition
is possible (deg(Q n m ) = n m − 1 < deg(P n m )), where n,k,j are the matrix weights in the quadrature formula for the polynomials (P n (x; dα k )) n associated with x n,k,j [7, Theorem 3.1] and given by
with x n,k,j , j = 1, . . . , p, are the different zeros of the polynomials P n (x; dα k ) and l j is the multiplicity of x n,k,j . We consider the following matrices of discrete measures
and
From the quadrature formula [7, Theorem 3 .1], we conclude
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Using equations (14) and (16), we obtain (17), we have
where τ (A) is the trace of the matrix A. Hence, the matrices of measures
with constant ratio and thus we can apply the Banach-Alaoglu's theorem
Now to prove equation (13), it is enough to show that there exists some matrix of measures ν such that
If equation (18) is false, then for all positive definite matrix of measures ν, we can find x ∈ R \ 1 , an increasing sequence of non-negative integers (m s ) s∈N and a positive constant c such that
Given two increasing sequences of positive integers a k and b k for which a k → +∞ and b k → +∞, we obtain (using Banach-Alaoglu's theorem) that there exist (l s ) s∈N a subsequence of (m s ) s∈N and a positive definite matrix of measures
for any continuous matrix function g defined in [a k , b k ]. For these matrices of measures ν (k) , we can find a matrix of measures ν ∈ C (R, C N ×N ), which extends all ν (k) , and then
for all k ≥ 1. Taking k and l s big enough, and from equations (19) and (20), we have
which yields 0 < c = 0. Hence, equation (18) is true and the proof is finished.
To establish the main theorem of this section (Theorem 2.5), we need to obtain the following result, which deals with relative asymptotic for the leading coefficients of orthogonal matrix polynomials with respect to a varying matrix of measures.
Let (n m ) m and (k m ) m be two increasing sequences of positive integers and assume that there exist two matrices A non-singular and B hermitian such that for all l ≥ 0, 
We proceed as in the proof of ref.
[13, Theorem 3.1] using the generalized result given in Lemma 2.4.
LEMMA 2.4 Assume that (21) holds, we have
Proof From equation (7), we have
Using Theorem 2.1, (P −1 n m (x, dα k m )Q n m (x, dα k m )) m is convergent and then
Let ϕ(s) be an increasing sequence of non-negative integer numbers such that the limit
exists or is ∞ (n ϕ(s) is a subsequence of n m and k ϕ(s) is a subsequence of k m ). Then, (24) and (25), we have 
Using Lemma 2.4, we get
Using the theorem of Weierstrass concerning the differentiation of a sequence of holomorphic functions, and Theorem 2.1 of ref. [17] , we obtain
Hence, we get equation (22). Now, we are ready to establish the main result given in the following. 
where M is a positive definite matrix such that for x ∈ R \ {ˆ 1 ∪ {c}},
To prove Theorem 2.5, we need to state the following lemma.
LEMMA 2.6 [13] Let dα and dβ be two matrices of measures, and M be a positive definite matrix such that dβ(u) = dα(u) + Mδ(u − c), where c is a real number. Then,
Proof of Theorem 2.5 The decomposition
is always possible with C n,k,j given, as in ref. [7] , by
where x n,k,j , j = 1, . . . , p, are the different zeros of the polynomials P n (x; dα k ), l j the multiplicity of x n,k,j and Adj(A) the classical adjoint matrix uniquely defined by A Adj(A) = Adj(A)A = det(A)I N . Taking into account the Liouville-Ostrogradski formula (7), we have
But, from ref. [7, Theorem 2 .3], we deduce
Then,
From equation (28), we obtain
Then, using equations (4) and (29)
where n,k,j is as given in equation (15) . Hence
Let (n m ) m and (k m ) m be two increasing sequences of positive integers for which we assume equation (21) holds. To prove equation (27), we proceed in several steps.
Step 1 Under the hypothesis (21), we have
for x ∈ C \ 1 .
Proof of Step 1
We consider the following matrices of measures
To prove
Step 1, we will use the so-called method of moments: let μ m and μ be two matrices of measures such that R dμ m = R dμ = I N , with moment of every order and that μ has compact support. If r n is a sequence of matrix polynomials with degree n, and lim m→∞ r k (t)dμ m = r k (t)dμ for k = 0, 1, 2, . . . , then μ m converges weakly to μ.
From the quadrature formula [7, Theorem 3 .1], we conclude that
Let us consider the Chebyshev orthonormal matrix polynomials of the second kind (U A,B n ) n , which satisfy the recurrence relation (9),
where W A,B is the corresponding matrix weight which has a compact support. Under the hypothesis (21), and by a similar proof given in ref. [17, pp. 8-9] , we get
Taking into account equations (35) 
for x, c ∈ C \ 1 . By equations (33) and (37), we get the result in Step 1.
Step 2 Under the hypothesis (21), we have
Proof of
Step 2 Similar to the proof given for the Step 1, if we consider the bounded function 1/(x − t) instead of 1/((x − t)(c − t)) in equation (37).
Step 3 Under the hypothesis (21), we have
for c ∈ R \ˆ 1 .
Step 3 We observe that 
From equation (28) and using equation (8), we obtain
This means that
that is,
When unbounded coefficients are considered in the scalar case, the relative asymptotic behavior is then obtained for the scaled polynomials p n (c n x). In the matrix case, we define the sequence of the scaled matrix polynomials P n (C k ; x) as in ref. [17] . We consider a matrix polynomial P of a matrix variable T .
is the matrix as a variable and the α's are matrices of size N × N . The matrix polynomial P (x) can be obtained from many different matrix polynomials P of matrix variable just by substituting T by xI N in P(T ) (P (x) def = P(x I N )). We use the recurrence coefficients (A n ) n and (B n ) n , and we consider a sequence of matrix polynomials of one matrix variable by
with initial conditions P −1 (T ) = 0 and P 0 (T ) = P 0 . It is clear that P n (xI N ) = P n (x). Then, we define P n (C; x) def = P n (C x). The scaled matrix polynomials (P n (C k ; x)) n are orthonormal with respect to some varying matrix of measures dα k (for k =  1, 2, . . .) . Now, we get the relative asymptotic for matrix orthonormal polynomials with unbounded matrix recurrence coefficients. That is, a sequence of matrix polynomials satisfying a relation (12) under the condition (50).
Let˜ n be the set of zeros of the scaled matrix polynomials (P n (C n ; x)) n associated to a varying matrix of measures dα n , and letˆ 1 be the smallest connected set which contains 
for x ∈ R \ {ˆ 1 ∪ {c}}.
Proof Let (C n ) n be a sequence of N × N positive definite matrices for which equation (50) holds. From equation (51), we have C k xP n (C k ; x) = A n+1 P n+1 (C k ; x) + B n P n (C k ; x) + A * n P n−1 (C k ; x) n ≥ 0. C k ; x) ) n are orthonormal with respect to some varying matrix of measures, which we denote by dα k . 
