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Abstract
We study the thermal behavior of the negative dimensional har-
monic oscillator of Dunne and Halliday that at zero temperature, due
to a hidden BRST symmetry of the classical harmonic oscillator, is
shown to be equivalent to the Grassmann oscillator of Finkelstein and
Villasante. At finite temperature we verify that although being de-
scribed by Grassmann numbers the thermal behavior of the negative
dimensional oscillator is quite different from a Fermi system.
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It is generally accepted that Grassmann variables correspond to negative
dimensional degrees of freedom. For example, in the Becchi-Rouet-Stora-
Tyutin (BRST) quantization of constrained dynamical systems [1] the ghosts
cancel the unphysical degrees of freedom and in the Parisi-Sourlas [2] ap-
proach to scalar fields with random sources we have a dimensional reduction
by the use of Grassmann variables, what was later extended by McClain
et al [3] to gauge and Fermi fields. In their study of Feynman integrals
continued to negative dimensions, Dunne and Halliday [4] pointed that the
Grassmann Oscillator (GO) of Finkelstein and Villasante [5] share the spec-
trum and degeneracy of a harmonic oscillator (HO) continued to negative
values of the dimension. Also Dunne [6] has shown that it is possible to
define negative dimensional classical groups by their action on Grassmann
representation spaces. More recently Delbourgo et al [7] studied both the
anharmonic Grassmann oscillator and the GO, and used the GO as a guide
to construct an improved Dirac equation [8] in a space with both commuting
and anticommuting coordinates, obtaining a discrete and finite mass spec-
trum that could explain the families of quarks and leptons origin.
In this letter we apply the concept of classical path integral of Gozzi [9]
and Gozzi et al [10] to the HO, and show that at zero temperature the can-
cellation of degrees of freedom between the HO and GO is due to a hidden
BRST symmetry of the classical HO. At finite temperature we have veri-
fied that this BRST symmetry induces a ghost-like thermal behavior for the
Grassmann degrees of freedom.
In ref.[5] Finkelstein and Villasante used the Schwinger action principle
as a guide to introduce a Grassmann generalization of ordinary quantum
mechanics, where the degrees of freedom are elements of a Grassmann al-
gebra. Their approach was different from the previous work on Grassmann
and supersymmetric quantum mechanics in the sense that their theory is
second order in time derivatives instead of the first order models based on
field theoretical fermions. As an example they studied the generalization of
the harmonic oscillator by introducing an analogous anticommuting system
described by N pairs of canonically conjugate operators qˆa and pˆa (a=1,...N)
with the Halmiltonian operator and anticommutation relations given by:
Hˆ = −
1
2
pˆaC
−1
ab pˆb +
ω2
2
qˆaCabqˆb. (1)
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and (h¯ = 1)
[qˆa, pˆb]+ = −iδab , [qˆa, qˆb]+ = 0 , [pˆa, pˆb]+ = 0 (2)
Here there is a summation over repeated indices from 1 to N, C is a her-
mitian antisymmetric matrix chosen to make Hˆ self conjugate, and as an
antisymmetric matrix has an inverse only for even dimensions, we are re-
stricted to even values of N. For an isotropic oscillator we can always put C
in a block-diagonal form, with block elements given by the Pauli matrix σ2:
σ2 =
(
0 −i
i 0
)
(3)
Due to the fact that conjugation reverses the order of the operators we have
that qˆa and pˆa cannot be both self conjugate and still satisfy (2), so we choose
qˆa = qˆa
† and pˆa = −pˆa
†.
The Heisenberg equations of motion are given by i times the commutator
of Hˆ with qˆa and pˆa as in ordinary quantum mechanics:
dqˆa
dt
= i[Hˆ, qˆa]− = C
−1
ab pˆb ,
dpˆa
dt
= i[Hˆ, pa]− = −ω
2Cabqˆb (4)
which have oscillatory solutions of frequency ω as for the bosonic HO.
To see how the degrees of freedom of the GO and the HO cancel each
other we study a system where both of them are present, namely the path
integral formulation for the classical mechanics of the HO. This formulation of
classical mechanics was introduced by Gozzi [9] and later developed by Gozzi
et al [10], as a functional formulation of classical mechanics. Their starting
point was as in quantum field theory to write the generating functional as a
functional integral over all trajectories but with weight ‘one’ for the classical
paths and weight ‘zero’ to all the others. A representation of this generating
functional for a classical system with n degrees of freedom xi(t) and action
S[x], is given by:
ZClass.[J] =
∫
[dx] δ[x− xclass.] e
∫ T
0
dtJ·x (5)
Where the functional delta function ensures that only the paths xclass.(t)
satisfying δS
δx
= 0 will contribute to the correlation functions obtained by
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functional differentiation with respect to the external current J, that is turned
on in the interval 0 ≤ t ≤ T . An equivalent description is:
ZClass.[J] =
∫
[dx] δ[
δS
δx
] ‖ det
(
δ2S
δxi(t)δxj(t′)
)
‖ e
∫ T
0
dtJ·x (6)
Using a functional Fourier transform for the delta function and the Faddeev-
Popov trick to handle the determinant we get:
ZClass.[J] =
∫
[dx][dλ][dc¯][dc] eiSeff+
∫ T
0
dtJ·x (7)
where
Seff =
∫ T
0
dt {λa
δS
δxa
− ic¯a
δ2S
δx2
ca} , (8)
λa(t) being a real c-number field and the ghosts ca(t) and c¯a(t) are real
Grassmann fields.
What we have here is a very interesting situation in which the above
generating functional seems to describe a quantum mechanical problem for
the extended configuration space of the variables xa, λa, ca and c¯a with the
above Seff , although in the xa subspace we have a classical system with
δS
δx
= 0.
The truth is that the resulting ‘quantum’ system is in fact a topological field
theory with zero degrees of freedom. To understand this point notice that
Seff has a rigid BRST symmetry:
δxa = ǫca, δca = 0, δc¯a = −iǫλa, δλa = 0 (9)
and also an anti-BRST one
δ¯xa = −ǫ¯c¯a, δ¯ca = −iǫ¯λ, δ¯c¯a = 0, δ¯λa = 0 (10)
where ǫ¯ and ǫ are Grassmann parameters and obviously δ2 = δ¯2 = 0. The
above invariances (9) and (10) are generated respectively by the operators s
and s¯, defined by:
δΦ = ǫsΦ , δ¯Φ = ǫ¯s¯Φ (11)
where Φ is any functional of the extended configuration space variables.
Using the above results it is easy to see that Seff can be written as a BRST
variation:
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Seff = i
∫ T
0
dt s
(
c¯a
δS
δxa
)
(12)
We can now verify that our generating functional describes a topological
theory. Recalling the BRST quantization of constrained systems [1], we see
that Seff is just a gauge fixing term for a theory of topological action STop[x] =
0 and invariant under the local transformation xa(t) → xa(t) + δxa(t) with
arbitrary δxa(t). In other words the system defined in the extended config-
uration space (xa, λa, ca, c¯a ) is insensitive to arbitrary deformations of the
path xa(t) and it is in that sense that we call it topological.
Let us now consider the classical path integral for a n-dimensional har-
monic oscillator of unit mass, with action:
S =
∫ T
0
dt
1
2
(x˙2 − ω2x2) (13)
For this system the Seff reads:
Seff = −
∫ T
0
dt {λa(
d2
dt2
+ ω2)xa − ic¯a(
d2
dt2
+ ω2)ca} (14)
As we can see our Seff describes a 2n-dimensional bosonic oscillator in the
variables λa(t) and xa(t) and a 2n-dimensional fermionic oscillator in the
ghost variables ca(t) and c¯a(t). To see how this ghost oscillator is related to
the Grassmann oscillator we identify
c¯a = q2a−1 , ca = q2a , a = 1, ...n (15)
so that if we set 2n=N we get the Grassman oscillator action, up to a total
time derivative.
Our conclusion is that the GO can be thought as the ghost part of the
BRST quantization of a topological action STop[x] = 0 with the gauge condi-
tion that the xa(t) obey the harmonic oscillator classical equations of motion.
As this topological action has zero degrees of freedom, it is legitimate to think
of the GO as a negative dimensional system. This cancellation of degrees of
freedom works as long as the HO+GO system displays the BRST and anti-
BRST invariances (9) and (10). In ref. [4] a similar graded symmetry in the
(x,q) sector was pointed as the responsible for the positivity of the HO+GO
quantum mechanical spectrum, in ref. [2] a supersymmetry was found to be
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responsible for the dimensional reduction of a scalar field theory in the pres-
ence of random external sources, and in ref. [3] this dimensional reduction
mechanism was extended to gauge and Fermi fields.
The partition function for the negative dimensional HO can be obtained
by setting N → −N in the partition function of a N-dimesional HO, in
equilibrium with a heat bath at inverse temperature β (β = 1/kT ), [13]:
ZHO(β;−N) =
(
2 sinh(β
ω
2
)
)N
=
N∑
n=0
(
N
n
)
(−1)ne−βω(n−
N
2
) (16)
where we can identify the energy spectrum En and degeneracy gn of the
Grassmann oscillator [4,5]:
En = ω(n−
N
2
) n = 0, ...N (17)
gn =
(
N
n
)
(18)
The (−1)n factor comes from the normalization of the GO energy eigen-
states |n, i〉, i=1,...gn:
〈n, i|m, j〉 = (−1)nδnmδij (19)
In terms of the above eigenstates and the ‘position’ eigenstates |q〉 , the
partition function can be written as:
ZHO(β;−N) =
N∑
n=0
gn∑
i=1
〈n, i|e−βHˆ |n, i〉
=
N∑
n=0
gn∑
i=1
∫
dNq
∫
dNq′ 〈n, i|q〉〈q|e−βHˆ|q′〉〈q′|n, i〉
=
N∑
n=0
gn∑
i=1
∫
dNq
∫
dNq′ (−1)n〈q′|n, i〉〈n, i|q〉〈q|e−βHˆ|q′〉
=
∫
dNq 〈q|e−βHˆ|q〉 (20)
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the (−1)n factor reappeared in the sum because the GO wave function [5]
(q¯α = qβCβα),
〈q|n, i〉 =
(−1)n
2
n
2
e
1
2
ωq¯q ∂
∂q¯α1
...
∂
∂q¯αn
e−ωq¯q (21)
has Grassmann parity n mod 2.
From the above considerations we are led to the conclusion that the par-
tition function can be obtained by setting t=−iβ in the propagator for the
GO and integrating on q (in the Berezin sense) with the boundary condition:
qa(β) = qa(0) (22)
We see that although the negative dimensions have an interpretation in terms
of elements of a Grassmann algebra, their behavior at finite temperature is
quite different from a fermionic system that must be anti-periodic in β [12].
It is easy to understand this ghost-like behavior of negative dimensions by
noticing that if the positive and negative dimensional degrees of freedom
satisfied different boundary conditions, there would be no way to preserve
both the BRST and anti-BRST rigid symmetries , since once we set periodic
boundary conditions for the bosonic fields the relations (9) and (10) will fix
the boundary conditions of the Grassmann fields as periodic. In the case
of supersymmetric theories the different boundary conditions of bosons and
fermions leads to a spontaneous supersymmetry breaking at finite tempera-
ture [11].
To see how the cancellation of degrees of freedom takes place we have
that the product of the partition functions for both the positive and negative
dimensional HO gives the identity, so we are dealing with a topological field
theory over the circle S1 with length β, and the observables obtained from
Z(β) will be independent of the ‘metric’ factor β.
We have verified that the connection of the Grassmann oscillator to the
harmonic oscillator continued to negative values of the dimension is due to
a rigid BRST symmetry, that allows one to see the HO+GO system as a
topological theory, and also that in order to describe a negative dimensional
HO at finite temperature by the use of Grassmann degrees of freedom we
must preserve the imaginary time periodic boundary condition of the positive
dimensional HO, expressing in that way the ghost-like character of negative
dimensions.
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