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ABSTRACT
Radio maps are emerging as a popular means to endow next-
generation wireless communications with situational aware-
ness. In particular, radio maps are expected to play a central
role in unmanned aerial vehicle (UAV) communications since
they can be used to determine interference or channel gain at
a spatial location where a UAV has not been before. Exist-
ing methods for radio map estimation utilize measurements
collected by sensors whose locations cannot be controlled. In
contrast, this paper proposes a scheme in which a UAV col-
lects measurements along a trajectory. This trajectory is de-
signed to obtain accurate estimates of the target radio map in
a short time operation. The route planning algorithm relies on
a map uncertainty metric to collect measurements at those lo-
cations where they are more informative. An online Bayesian
learning algorithm is developed to update the map estimate
and uncertainty metric every time a new measurement is col-
lected, which enables real-time operation.
Index Terms— Radio maps, UAV communications, on-
line estimation, route planning, active learning.
1. INTRODUCTION
Radio maps find a myriad of applications in wireless com-
munications, such as network planning, interference coordi-
nation, power control, spectrum management, resource allo-
cation, handoff procedure design, dynamic spectrum access,
and cognitive radio; see e.g. [1, 2]. Recently, radio maps
have received great attention for autonomous UAV commu-
nications and operations; see e.g. [3, 4]. These observations
call for the development of a technology for “surveying” a
spatial region of interest to construct a radio map. The goal of
this paper is to address this task by collecting measurements
with an autonomous UAV.
Over the last few years, a significant body of literature has
addressed the estimation of radio maps from measurements
acquired by spatially distributed sensors, typically by some
form of interpolation algorithm. This includes kriging [5],
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compressed sensing [6, 7], dictionary learning [8], matrix [9]
and tensor completion [10], Bayesian models [11], kernel
methods [12–14], thin-plate spline regression [15], and deep
learning [16, 17]. In the context of UAV communications,
radio map estimators have been proposed in [18]. All these
schemes assume that the measurement positions are given
and, hence, cannot decide where to measure next. Another
related scheme is the one in [19], which does decide the tra-
jectory of a UAV. However, the criterion is to minimize an
outage metric and, thus, not tailored to construct a radio map.
This paper fills this gap by proposing aerial spectrum sur-
veying, whereby a UAV autonomously collects measurements
across the area of interest and adaptively decides where to
measure next so that the time required to attain a prescribed
estimation accuracy is approximately minimized.1 To this
end, the following challenges are addressed: (i) Since there
are infinitely many candidate measurement locations in 3D
space, the UAV needs to judiciously select an informative fi-
nite subset of them. To this end, a Bayesian learning scheme
is adopted to estimate the radio map along with its uncer-
tainty across space. Since adaptively planning the trajectory
requires updating this uncertainty metric as more measure-
ments are collected, an online learning algorithm with con-
stant complexity per measurement is developed. (ii) Given
the aforementioned metric, the UAV needs to plan a trajec-
tory that prioritizes those points with a high uncertainty. To
cope with the combinatorial complexity involved in this kind
of formulations, two approximations are explored. The first
relies on a receding horizon formulation cast as a discounted-
reward travelling salesman problem, for which polynomial
complexity approximations exist [20]. Since this complexity
may still be unaffordable for real-time operation on board an
UAV, a simpler waypoint-search scheme based on a shortest-
path subroutine and a suitably designed spatial cost matrix is
devised. This approach provides measurement locations at a
low complexity while accounting for uncertainty and experi-
ence. The price to be paid is an increased suboptimality.
Sec. 2 addresses the contributions in (i) whereas Sec. 3
addresses those in (ii). The proposed scheme is validated
1Although the focus is on UAVs, most of the ideas here can be extended
to other mobile robots such as terrestrial vehicles.
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through simulations in Sec. 4.
Notation: Boldface lowercase (uppercase) denote col-
umn vectors (matrices). For a random vector x, notation
N (x|µ,C) or, its short-handed version N (µ,C), denotes a
Gaussian distribution with mean µ and covariance matrix C.
2. ONLINE RADIO MAP LEARNING
After presenting the model, this section formulates the prob-
lems of estimating power and service maps as well as their
associated uncertainty.
2.1. Radio Map Model
Let X ⊂ Rd represent the geographical region of interest,
where d is either 2 or 3, and consider a transmitter at location
xTx ∈ X . This transmitter may correspond to a cellular base
station. The location xTx as well as the transmit power PTx
can be assumed known as base stations in contemporary cel-
lular networks share this information with the users. A single
transmitter is assumed to keep the notation simple, but multi-
ple transmitters can be readily accommodated. As usual, the
power received at x ∈ X is given in logarithmic units by
r(x) = PTx + l¯(x)− s¯(x) + w(x) (1)
where each term is explained next. l¯(x) captures free-space
path loss and antenna gain. s¯(x) is the shadowing loss, which
captures attenuation due to obstructions. With the usual log-
normal assumption, let s¯(x) ∼ N (µs¯, σ2s). Following the
empirical model in [21], Cov(s¯(x), s¯(x′)) = c(||x − x′||),
where function c is reparameterized here as c(δ) = σ2s2
−δ/δ0
with δ0 the distance at which the correlation decays to 1/2.
Finally, w(x) accounts for small-scale fading, caused by the
constructive/destructive interference between the signal paths
arriving at x, as well as additional unmodeled effects. As
in [11], w(x) will be modeled asN (0, σ2w). Additionally, it is
assumed independent of w(x′) and s¯(x′′) for all x′,x′′ ∈ X
with x′ 6= x. For clarity, rewrite (1) as
r(x) = l(x)− s(x) + w(x), (2)
where l(x) , PTx + l¯(x) − µs¯ and s(x) , s¯(x) − µs¯. The
deterministic component l(x) can be assumed known as µs¯
can be readily estimated from a set of measurements.
To estimate the radio map, a UAV equipped with a com-
munication module capable of measuring power and a GPS
sensor collects measurements (xτ , r˜τ ), τ = 0, 1, . . ., where
r˜τ , r(xτ ) + zτ is the received signal strength at xτ ∈ X
and zτ ∼ N (0, σ2z) models the measurement error, assumed
independent across τ and independent of w(x) and s(x′) for
all x,x′ ∈ X . The measurements and their locations up to
and including time t will be arranged as r˜t , [r˜0, . . . , r˜t]> ∈
Rt+1 andXt , [x0, . . . ,xt] ∈ Rd×(t+1).
2.2. Estimation Problem Formulation
This section formulates the problem of estimating two classes
of fradio maps given a collection of measurements.
Power Map Estimation. Given the above model, the
power map r(x) can be estimated with a conventional
Gaussian-process estimator [22, Sec. 6.4]. Unfortunately,
such non-parametric approaches incur unbounded complex-
ity as their estimates involve the summation of one term per
data point. To circumvent this effect, a key idea here is to
aggregate the information provided by all the measurements
up to and including time t by the posterior of r(x) at a finite
set of arbitrary grid points G , {xG0 , . . . ,xGG−1} ⊂ X . At
these points, let (cf. (2))
rG , [r(xG0 ), . . . , r(xGG−1)]> = l
G − sG +wG (3)
where lG , [l(xG0 ), . . . , l(xGG−1)]>, sG , [s(xG0 ), . . . ,
s(xGG−1)]
>, and wG , [w(xG0 ), . . . , w(xGG−1)]>. The batch
version of the problem is to obtain p(rG |r˜t,Xt) given r˜t
and Xt. One can then retrieve an estimate of rG as the
mean of this posterior and an uncertainty metric from the
covariance. However, given the unbounded complexity that
such a task may entail, it is more convenient to address the
online problem of iteratively finding p(rG |r˜t,Xt) given the
previous posterior p(rG |r˜t−1,Xt−1) and the most recent
measurement (xt, r˜t) with bounded complexity per t.
Service Map Estimation. In UAV applications, rather
than knowing the exact value of r(x), it is often more rele-
vant to know the set of locations x that the base station can
serve with a prescribed binary rate. This is necessary e.g. to
establish a command-and-control channel or to communicate
application-dependent data. Since the scheme can be readily
extended to accommodate interference, assume for simplic-
ity that the throughput is limited by noise and, therefore, one
can regard location x as served if r(x) ≥ rmin for a given
rmin. Let β(x) = 1 in that case and β(x) = 0 otherwise.
The problem in this case is to find p(β(xGg )|r˜t,Xt) for each
g. The online and batch versions can be phrased as before.
2.3. Batch and Online Bayesian Estimators
Although the focus is on online learning, the solution to the
batch problem is briefly described first to facilitate under-
standing. For notational convenience, let
r˜t = lt − st +wt + zt, (4)
where lt , [l(x0), . . . , l(xt)]>, st , [s(x0), . . . , s(xt)]>,
wt , [w(x0), . . . , w(xt)]>, and zt , [z0, . . . , zt]>.
Batch PowerMap Estimator. From the model embodied
by (3) and (4), it can be readily shown that rG is conditionally
independent of r˜t given sG . This, in turn, implies that
p(rG |r˜t) =
∫
p(rG |sG)p(sG |r˜t)dsG , (5)
where Xt has been omitted to lighten the notation. From (3)
and the fact that lG is deterministic, it clearly follows that
the first factor in the integrand is p(rG |sG) = N (rG |lG −
sG , σ2wIG). To obtain the second factor p(s
G |r˜t), observe
that sG and r˜t are jointly Gaussian. In particular, one can
obtain the parameters of their joint distribution p(sG , r˜t) as
follows. First, the mean vectors are clearly E[sG ] = 0 and
E[r˜t] = lt. For the covariance, let Cov[sG ] , CsG and write
Cov[sG , r˜t] = E[sG(r˜t− lt)>] = E[sG(−st+wt+zt)>] =
−E[sGs>t ] , −CsG ,st as well as Cov[r˜t] = E[(r˜t−lt)(r˜t−
lt)
>] = E[(−st +wt + zt)(−st +wt + zt)>] = Cov[st] +
σ2wIt+1 + σ
2
zIt+1 , Cst + σ2wIt+1 + σ2zIt+1. Here, the
matrices CsG , CsG ,st and Cst can be obtained from the co-
variance function c introduced in Sec. 2.1. Applying [23, Th.
10.2] to this joint distribution, it follows that p(sG |r˜t) =
N (sG |µsG |r˜t ,CsG |r˜t), where
µsG |r˜t = Cov[s
G , r˜t]Cov−1[r˜t](r˜t − E[r˜t])
= −CsG ,st(Cst + σ2wIt+1 + σ2zIt+1)−1(r˜t − lt)
CsG |r˜t = Cov[s
G ]− Cov[sG , r˜t]Cov−1[r˜t] Cov[r˜t, sG ]
= CsG −CsG ,st(Cst + σ2wIt+1 + σ2zIt+1)−1Cst,sG ,
where Cst,sG , C>sG ,st . Finally, applying [22, eq. (2.115)]
to obtain the conditional marginal (5) yields p(rG |r˜t) =
N (rG |µrG |r˜t ,CrG |r˜t) with µrG |r˜t , lt − µsG |r˜t and
CrG |r˜t , σ2wIG+CsG |r˜t , thereby solving the batch problem.
Online Power Map Estimator. To address the online
power map estimation problem (see Sec. 2.2), it is convenient
to decompose p(rG |r˜t) into p(rG |r˜t−1) and a term that de-
pends on the last measurement only. However, it can be easily
seen that such a factorization is not possible due to the poste-
rior correlation among measurements. To sidestep this diffi-
culty, the central idea in the proposed online learning scheme
(see also Sec. 2.2) is to use G to summarize the information of
all past measurements. Mathematically, this can be phrased as
the assumption that r˜t and r˜t−1 are conditionally independent
given rG . That is, when rG is known, the past measurements
r˜t−1 do not provide extra information about r˜t. The error that
this approximation introduces can be reduced by adopting a
denser grid and pays off since it enables online estimation.
From this assumption and Bayes’ rule, it follows that
p(rG |r˜t) = p(rG |r˜t, r˜t−1) ∝ p(r˜t, r˜t−1|rG)p(rG)
= p(r˜t|rG)p(r˜t−1|rG)p(rG) = p(r˜t−1, rG)p(r˜t|rG)
= p(rG |r˜t−1)p(r˜t−1)p(r˜t|rG) ∝ p(rG |r˜t−1)p(r˜t|rG),
where ∝ denotes equality up to a positive factor that does not
depend on rG . As shown earlier in this section, p(rG |r˜t−1) =
N (rG |µrG |r˜t−1 ,CrG |r˜t−1). Since p(rG |r˜t−1) is given in the
online formulation (cf. Sec. 2.2), the online learning algo-
rithm can use µrG |r˜t−1 and CrG |r˜t−1 to obtain p(r
G |r˜t).
To find p(r˜t|rG), note that r˜t and rG are jointly Gaussian.
It follows from [23, Th. 10.2] that p(r˜t|rG) is Gaussian dis-
tributed with parameters
E[r˜t|rG ] = E[r˜t] + Cov[r˜t, rG ]Cov−1[rG ](rG − E[rG ])
= l(xt) + E[(−s(xt) + w(xt) + zt)(−sG +wG)>]
× E−1[(−sG +wG)(−sG +wG)>](rG − lG)
= l(xt) + (Cs(xt),sG +Cw(xt),wG )
× (CsG + σ2wIG)−1(rG − lG) , a>t rG + bt
Var[r˜t|rG ] = Var[r˜t]− Cov[r˜t, rG ]Cov−1[rG ] Cov[rG , r˜t]
= σ2s + σ
2
w + σ
2
z − (Cs(xt),sG +Cw(xt),wG )
× (CsG + σ2wIG)−1(Cs(xt),sG +Cw(xt),wG )> , λt,
where the quantities at , (CsG + σ2wIG)−1(Cs(xt),sG +
Cw(xt),wG )
> and bt , l(xt)−(Cs(xt),sG+Cw(xt),wG )(CsG+
σ2wIG)
−1lG have been defined along with Cs(xt),sG ,
Cov[s(xt), sG ] and Cw(xt),wG , Cov[w(xt),wG ]. Clearly,
the latter contains a single non-zero entry if xt ∈ G and
vanishes otherwise.
Finally, it follows from [22, eq. (2.116)] that the requested
posterior is p(rG |r˜t) = N (rG |µrG |r˜t ,CrG |r˜t) with
CrG |r˜t = (C
−1
rG |r˜t−1 + (1/λt)ata
>
t )
−1
= CrG |r˜t−1 −
CrG |r˜t−1ata
>
t CrG |r˜t−1
λt + a>t CrG |r˜t−1at
µrG |r˜t = CrG |r˜t
[
r˜(xt)− bt
λt
at +C
−1
rG |r˜t−1µrG |r˜t−1
]
.
The sought algorithm applies these two update equations ev-
ery time a new measurement is acquired. The initializations
are given by CrG |r˜−1 , CsG + σ2wIG and µrG |r˜−1 , l
G .
Service Map Estimation. Since the service map β(x) is
a function of r(x), it is not surprising that the algorithm from
the previous section can be readily extended to obtain service
maps. To this end, apply Bayes rule and note that β(xGg ) is
deterministically solely determined by r(xGg ) to write
p(β(xGg )|r˜t) =
∫
p(β(xGg ), r
G |r˜t)drG
=
∫
p(β(xGg )|rG , r˜t)p(rG |r˜t)drG
=
∫
p(β(xGg )|r(xGg ))p(rG |r˜t)drG
=
∫
p(β(xGg )|r(xGg ))p(r(xGg )|r˜t)dr(xGg ).
Noting that p(β(xGg )|r(xGg )) = 1 if r(xGg ) ≥ rmin and 0
otherwise, the distribution of β(xGg ) is fully characterized by
pβg , P
[
β(xGg ) = 1|r˜t
]
=
∫ ∞
rmin
p(r(xGg )|r˜t)dr(xGg ). (7)
The latter expression can be evaluated through the cumulative
distribution function of a Gaussian random variable using the
mean and variance of p(r(xGg )|r˜t) obtained earlier.
3. ADAPTIVE TRAJECTORY DESIGN
Since the UAV can navigate to arbitrary locations in X to ac-
quire measurements, the problem becomes how to design a
trajectory such that this acquisition is performed as efficiently
as possible. Since there is a trade-off between time and esti-
mation performance, a more formal problem statement would
be, as described later, to minimize the time required to obtain
a map estimate with a prescribed accuracy. However, quan-
tifying accuracy is itself a problem since the true map is not
available to the UAV. For this reason, it is necessary to de-
velop a suitable metric that the UAV can compute given the
measurements and prior information.
3.1. Uncertainty Metric
The goal of this section is to design ug(r˜t) ∈ [0, 1], which
denotes the uncertainty in the target (power or service) map at
xGg after observing r˜t. If the goal is to estimate a power map,
it seems reasonable to use the posterior variance. To ensure
that the resulting metric is in [0, 1], one may normalize by the
prior variance, since the latter constitutes an upper bound for
the posterior variance. This yields
ug(r˜t) =
[CrG |r˜t ]g,g
σ2s + σ
2
w
. (8)
In turn, for service map estimation, note that there is little un-
certainty when r(x) is known to be very large or very small:
the most uncertain points are those where pβg is close to 1/2.
This is naturally quantified by the posterior entropy of β(xGg ):
ug(r˜t) = −pβg log2(pβg )− (1− pβg ) log2(1− pβg ). (9)
When there are multiple transmitters, the values of the rele-
vant metric (either (8) or (9)) for all transmitters can be ag-
gregated (e.g. by averaging or taking the maximum) to obtain
a single ug(r˜t) per g.
With these point-wise uncertainty metrics, one can quan-
tify the total uncertainty of the map after observing r˜t by the
spatial average u(r˜t) , (1/G)
∑G−1
g=0 ug(r˜t).
3.2. Route Planning
The UAV may use past measurements as well as prior in-
formation about the map to decide where to measure next.
Formally, xt+1 = pi(r˜t,Xt), where function pi is the policy
that needs to be designed. Informally, one would like that
u(r˜t) decreases as fast as possible over time. However, the
specific criterion adopted to design pi may depend on the
user’s preferences. Let T (Xt) denote the time that the UAV
needs to follow the trajectory defined by the points in Xt. A
reasonable simplification is that the UAV moves at constant
speed v and, therefore, T (Xt) =
∑t
τ=1 ‖xτ − xτ−1‖/v.
One may be, for example, interested in the pi that minimizes
E[u(r˜t)], where t and Xt are such that T (Xt) is below
a given upper bound. Alternatively, one could minimize
E[T (Xt)] subject to an upper bound on u(r˜t). Yet another
possible criterion would be to maximize the discounted re-
ward E[
∑t
τ=1 γ
T (Xτ )(u(r˜τ−1) − u(r˜τ ))] with γ ∈ (0, 1)
given. Clearly, this objective promotes trajectories with large
uncertainty improvements u(r˜τ−1)−u(r˜τ ) at the beginning.
All these formulations lead to non-convex optimization
problems where the optimization variable is the function pi.
Thus, it is necessary to discretize the set of candidate mea-
surement locations, for instance by restricting xt ∈ G. Un-
fortunately, even in that case, this kind of problems can be
shown to be NP-hard; see e.g. [20,24] and references therein.
Thus, one needs to resort to approximations.
In the case of power maps, note that (8) does not depend
on the measurements, but only on their location. Therefore,
a (suboptimal) trajectory can be found in an offline fashion,
for example along the lines of the algorithm in [24] and ref-
erences therein. In turn, for service maps, the metric (9)
does depend on the measurements and, therefore, the trajec-
tory should be computed on-the-fly, as measurements are col-
lected. However, updating the trajectory with the reception of
every new measurement may be too costly. Besides, the pres-
ence of expectations in the aforementioned objectives ren-
ders such a task intractable. A more sensible alternative is
to update the trajectory every tupd measurements, assuming
that ug(r˜t) remains approximately constant between consec-
utive updates at all grid points except where a measurement
is collected, in which case ug(r˜t) becomes 0 at that point. In
other words, measuring at location xt = xGg yields u(r˜t) ≈
ug(r˜t−1)− (1/G)ug(r˜t−1).
Such a receding horizon approach could be cast as an in-
stance of the so-called weighted-reward traveling salesman
problem and a solution could be approximated by means of
the algorithm in [20], which has a polynomial complexity. For
real-time UAV operations, limited by computational power, it
may be preferable to pursue alternatives with lower complex-
ity, yet higher suboptimality. The alternative explored here
is to select, at each trajectory update, a destination in G with
highest local uncertainty. For rectangular G, if ug(r˜t) is orga-
nized as a matrix, this destination can be found as the maxi-
mum of such a matrix spatially filtered by a low-pass kernel.
The route to reach that destination can be sought by mini-
mizing the line integral of ux(r˜t) along the trajectory, where
ux(r˜t) denotes the uncertainty atx. This trajectory can be ap-
proximated through a shortest-path algorithm (e.g. Bellman-
Ford) with edge cost between xGg and x
G
g′ given by the recip-
rocal of
∫ xG
g′
xGg
ux(r˜t)dx ≈ ‖xGg′ −xGg ‖(ug′(r˜t)− ug(r˜t))/2.
This clearly promotes paths through locations with high un-
certainty. The trajectory can be recomputed periodically or
after reaching each destination. Although the resulting com-
plexity is very low, the limitation is that wiggly trajectories,
sometimes preferable [20], are penalized by this criterion.
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Fig. 1: Trajectory (white line) followed by the autonomous UAV in a sample spectrum surveying operation.
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4. NUMERICAL EXPERIMENTS
This section assesses the performance of the proposed algo-
rithms by means of simulations. To ensure reproducibility, all
the code will be made available at the authors’ websites.
For simplicity, simulations are carried out assuming that
the UAV stays at a constant height of 20 m and, therefore,
d = 2. A 30×25 rectangular grid is constructed over the area
of interest with a separation of 10 m between each pair of
adjacent grid points. Two transmitters of height 10 m are de-
ployed at locations drawn uniformly at random over X . The
true map is generated by drawing rG from a Gaussian distri-
bution according to (3), where l(x) is obtained for a path loss
exponent of 2, frequency 2.4 GHz, and isotropic transmit an-
tennas. The transmit power is set to PTx = 10 dBm for both
sources. Due to space limitations, we focus on illustrating the
effect of shadowing and, thus, σ2w and σ
2
z are set to 0. The
shadowing is generated with δ0 = 50 m, σ2s = 9, and µs¯ = 0.
To generate measurements off the grid, rG is interpolated us-
ing cubic splines. To generate the service map, rmin is set to
5 dBm.
The route planning algorithm described at the end of
Sec. 3.2 is implemented with a 3 × 3 kernel of all ones. A
trajectory is updated only every time the UAV reaches the des-
tination. This update is performed through the well-known
Bellman-Ford algorithm for shortest path. The candidate
waypoints lie on G and the UAV is allowed to move in one
out of 8 directions that differ 45 degrees. The uncertainty
of the maps corresponding to each transmitter is aggregated
through a max operation; cf. Sec. 3.1. Since there is no
algorithm for spectrum surveying in the literature, the pro-
posed method is compared against three benchmarks. Each
benchmark corresponds to a different approach to plan the
trajectory. The first follows parallel lines, thus having way-
points on a rectangular grid (grid planner); the second follows
a rectangular spiral, and the third selects the next destination
uniformly at random, then moves there straight ahead. To
ensure a fair comparison, all tested approaches collect a mea-
surement every 5 m on their trajectory. This means that, under
the assumption of constant speed, the time required to collect
t measurements is the same for all approaches. Similarly, all
approaches use the proposed online estimator.
Performance is assessed in terms of total uncertainty
u(r˜t) and the service error rate, which is the fraction of grid
points xGg where β(x
G
g ) differs from its estimate. Fig. 1 de-
picts the true and estimated power map, the true and estimated
service map, as well as the service uncertainty (cf. (9)) before
starting to measure. As observed, the regions with highest
uncertainty form rings around the sources (see Sec. 3.1).
The trajectory generated by the proposed route planner is
observed to target precisely these locations. Fig. 2 compares
the reduction of the error rate and uncertainty for the tested
algorithms with a Monte Carlo simulation. It is observed that
the proposed scheme results in a steeper slope, confirming
that it learns the map faster than the benchmarks.
5. CONCLUSIONS
This paper proposes collecting radio measurements with an
autonomous UAV to construct radio power and service maps
in two steps. First, an online Bayesian learning algorithm
obtains the posterior distribution of the radio map at a set of
grid locations given all past measurements. This not only pro-
vides map estimates but also their associated uncertainty via
the posterior variance. Second, a route planner algorithm uses
the relevant uncertainty metric to plan a trajectory along areas
with high uncertainty, which naturally leads to acquire mea-
surements at approximately the most informative locations.
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