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Abstract 
Peherstorfer, F., Finite perturbations of orthogonal polynomials, Journal of Computational and Applied 
Mathematics 44 (1992) 275-302. 
In this paper we study orthogonal polynomials (5,) which arise from a given system of orthogonal polynomials 
(p,) by a finite perturbation of the recurrence coefficients, i.e., the recurrence coefficients CL;;,), (in+l) of (3,) 
respectively ((Y,), (A,,,) of (p,,) are related to each other by Ly,+! = a,+, and A,,+,+/ = hn+l+m for n EN, 
where 1 and m are fixed nonnegative integers. Closed expressions for the polynomial 6, in terms of pn and its 
associated polynomial p!/?, as well as for the orthogonality measure @ of (6,) in terms of the orthogonality 
measure p of (p,) are given. In fact the results are presented for the most general case when p is an arbitrary, 
not necessarily positive, measure. 
Keywords: Polynomial; orthogonality; perturbation; associated polynomial; recurrence coefficients; orthogonal- 
ity measure; Stieltjes transform. 
1. Introduction and notation 
Throughout this paper we assume that Q,(z) is a function which is analytic at z = CC with 
lim z ,mQ&) = 0, and which takes on real values for real z, i.e., Q,(z) is of the form 
Q,(Z) = e mjz-(j+“, in a neighbourhood of z = 03, (1.1) 
j=O 
where mj E R for j E N,. To such a function Q, we associate the following linear functional 
_Yh, on the set of polynomials P by 
TQ,(x’) = mj, for j E No. (1.2) 
Now it is known (see [23, p.4701) or [6, Chapter 1.31) that for a given function Q, of the form 
(1.1) which is not a rational function there exists an infinite unique sequence of so-called basic 
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integers (i,), i, := 0 < ii < i, < * . . with iV+i > i, + 1 and a unique sequence of manic polyno- 
mials (p,“) with apiv = i,, where ap denotes the exact degree of the polynomial p, such that 
_FQ,(xjpiU)=O, forj=O,...,i,+,-2, and ~~U(X~~+~-‘P~~)#O. (1.3) 
The polynomials (pi,> satisfy a recurrence relation of the form 
Pi”+,(x) = 4”+l(eq,o) -4”+,Pi”_,(4 for v E ND (1.4) 
where diV+, E P,,+ _i, (Pn denotes th e set of polynomials of degree at most n), A,,+ E R\(O}, 
p.(x) = 1 and pi_[x) = 0. If (i,) satisfies i, = Y, i.e., if _Y& 
tl?e usual form 
is quasi-definite, then (1.4) becomes 
Pv+1(4 = (x - a,+1 )PYW -~.+dLd~)* 
In the following we put 
(1.4’) 
Ai, =9Qo(x’1-‘), (1.5) 
and we call the sequence (piv) the sequence of basic orthogonal polynomials with respect to (3,. 
Let us note that the assumption that Q, is not a rational function implies that there is no 
polynomial t such that 3&u(xjt(x)) = 0 for all j E tVO and thus the sequence of basic integers is 
infinite. Furthermore, we define for the general case, i.e., the case where the functional _Y& is 
not necessarily definite, the so-called associated polynomials (p$F’) of order k, k E N,, of the 
sequence of basic orthogonal polynomials (piv) by the recurrence relation 
where pj,k)(x) = 1 and p!ki(x> = 0. Let us mention that the associated polynomials (of order 
one) of (pi”) have a representation of the form 
(W 
where it is understood that Y& operates on X. For an arbitrary polynomial p E P we define 
the associated polynomial p ~1 of p with respect to Q, by 
py z) =2& ( P(Z) -P(X) i z-x ’ (l-8) 
Note that ap Ill= ap - il. In the following we write f(z) = 6(zk), k E Z, if f(z) = O(zk) and 
f(z) f W.2 k-1), where f(t) = O(zk) if (f(z) 1 4 const: 1 z 1 k as 1 z 1 --) =J. 
In this paper we study basic orthogonal polynomials (ijV) with respect to 
+>Qo(z) -B(z) 
“(‘) = C(z)Q,(z) -D(z) ’ (l-9) 
where A, B, C, D are polynomials having the properties that Q,(z) = O(z-‘1 and that 
A(z)D(z) -B(z)C(z) = const. (1.10) 
In particular, we give a representation of the basic orthogonal polynomial $ji,, I/ E No, in terms 
of the basic orthogonal polynomial piv and its associated polynomial p!fl and derive a closed 
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expression for the (not necessarily positive definite) linear functional _Y& to which the 
polynomials (5;“) are orthogonal, i.e., we show that 
for all p E P, 
where @ and the real numbers pj,k are explicitly given. 
The importance of the above problem is given by the fact (see Theorem 3.5) that a sequence 
of polynomials (fijU) is orthogonal with respect to a function Q, of the form (1.9) if and only if 
there are nonnegative integers m, 1 E N such that 
fi,-)(~) =pii)(x), for v E N. 
Moreover, we obtain with the help of the above results the full solution of the following 
problem. Let (p,) be orthogonal with respect to the positive measure dp and suppose that (5,) 
arises from (p,) by a finite perturbation and, eventually, by a shift of the recurrence relation of 
(p,), i.e., that the recurrence coefficients of (fi,> and (p,> are related to each other by 
c; =ff,+u l?l+v and &rI+v+l = A,tv+l, for vEfW, 
where it is assumed that h, > 0 for v E fW \{ 1). 
Find a representation of the polynomials 5, with the help of the p,‘s and give, in terms of p, 
a closed expression for the orthogonality measure fi of (fi,). 
So far only special cases of finite perturbations and shifts of recursion coefficients have been 
considered in the literature. One of the most investigated cases is the finite perturbation of the 
Chebyshev polynomials of second kind, which has already been studied by Geronimus in the 
thirties (see [9,10]), later by Geronimo and Case [7], Dombrowski and Nevai [5] and from a 
different point of view by Grosjean [12], see also [2,3,27,31], [23, Corollary 51. Results on 
perturbations of orthogonal polynomials with periodic respectively asymptotically periodic 
recurrence coefficients can be found in [8,10,13,15,23,24]. Finite perturbations of general 
systems of orthogonal polynomials have been studied for the first time by Chihara [2], who 
considered the case when the first recursion coefficient (or is perturbed only. Recently 
Marcellan et al. [19] investigated the effects of a perturbation of the kth recurrence coefficients 
(Yk, A,, where special cases as the perturbation of A,, (Y, and A,, etc. have been considered 
before (see [19,27] for references). For the general case when an arbitrary finite number of 
recurrence coefficients is altered only the function Q, with respect to which the perturbed 
polynomials are orthogonal is known [20, (4.2211. Furthermore, let us mention that very recently 
Nevai and Van Assche [22] studied the asymptotic behaviour of orthogonal polynomials (fi,) 
arising by a compact perturbation of (pJ i.e., the recurrence coefficients of (6,) behave 
asymptotically like those of (p,,), and gave a closed expression for the Radon-Nikodym 
derivative d/_I/dp of the orthogonality measure 6 of (5,) with respect to the orthogonality 
measure p of (p,). Concerning orthogonal polynomials (p,) arising by a forward or backward 
shift of the recurrence relation of a given system of orthogonal polynomials (p,) (by a backward 
shift we mean the case that (5,) satisfies pLrn) =p$‘) fo r v E N where m > I>, the best known 
examples are certainly the associated polynomials of order k. Another special class of 
orthogonal polynomials, including the associated polynomials of order k, satisfying from a 
certain initial value onwards a forward shifted recurrence relation has been introduced and 
studied in [21]. 
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This paper is organised as follows. In Section 2 we study associated polynomials of order k, 
(P!k’) of the basic orthogonal polynomials. Among others it is shown that (pck’) is, 
simila’;G’as in the positive definite case, orthogonal with respect to Qi,(z)/Ai,+,Qi,,(z),‘;ihere 
the i,th function of the second kind is defined by 
(1.11) 
In Section 3 the basic orthogonal polynomials (fijV) with respect to QO, where Q0 is of the form 
(1.9), are investigated in detail and the above-mentioned results on the connection between the 
fiji,‘s and piu’s are presented. Furthermore we give an explicit expression for the linear 
functional PO,, respectively for the weight function G, if & satisfies certain additional 
conditions, with respect to which the polynomials (fijV) are orthogonal. Finally, we conclude 
Section 3 by demonstrating how to obtain with the help of the preceding results the basic 
orthogonal polynomials (fijV) with respect to a function Q0 of the form (1.9) if the polynomials 
A, B, C, D do not satisfy condition (1.10). This solves a problem posed in [19]. In Section 4 we 
show how some known special classes of orthogonal polynomials, as the Bernstein-Szegii 
polynomials or the polynomials introduced in [21], fit into the class of polynomials treated in 
this paper, determine the measure with respect to which the generalised co-recursive and 
co-dilated polynomials, investigated in [19], are orthogonal and study for the several-interval 
case the problem which corresponds in the single-interval case to the perturbation of the 
Chebyshev polynomials of the second kind. 
2. On associated polynomials 
In this section the essential properties of the associated polynomials of order k and of the 
i,th function of the second kind, which we have defined in (1.6) and (1.11) respectively, will be 
given. Those results which can be shown by quite similar methods as in the quasi-definite or 
positive definite case (compare, e.g., [l, Section 21, [4] and [24, Lemma 3.11) are stated without 
proof. As pointed out by one of the referees associated polynomials are already treated in [25, 
Fundamentalformeln] and [28, Chapitre I]. 
Lemma 2.1. The associated polynomials have the following properties. 
(a) ap!k) = i I” v+k - i, for v, k E N,. 
(b) For k, v E N, 
Cc) For k E N,, v E N, 
P$~~‘(x) =-dik+,(X)p:uk;l)(X) - A,,+,P!;_;~)(x). 
(d) For j, k, v E N,, v >j, 
p;f)(x) =p$,v-j+k) (x)P!“k_;(x:) - hi._,+x+,P::“,j+k+l)(X)Pi;k_),_I(X). 
(2.1) 
P-2) 
P-3) 
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Lemma 2.2. Let (i,) be a sequence of basic integers with respect to Q,. Then the following 
propositions hold: 
Pi,:] = Ai,p!ilI(x), for v E N, (2.4) 
and 
Qiu+k(Z> =P!,f'(z)Qi,(Z) - 'i~+,p),~_~"(Z)Qi,~,(Z). (2.5) 
For the following lemma see [23, Lemma 31. 
Lemma 2.3. Let p, q be polynomials with aq < ap and let 
p(z)Q,(z) -q(z) = b(z-“), for I z I + ~0, 
if and only if q(z) = p[‘]( z) and p is exactly orthogonal to 
v E N,. Then 
P v-2 with respect to Q,. 
Lemma 2.4. Let (i,) be the sequence of basic integers with respect to Q,. LetpP(x) =xP + . . . E 
Pp be orthogonal to PP_, and suppose that i, < TV < i,, ,. Then p, respectively pcl can be 
represented in the form 
P&4 =rw+,(4 and p:](x) = r(x)plLl(x), 
where r is a polynomial of exact degree u - i,. Moreover, p, and pi] have at least TV - i, 
common zeros. 
Proof. In view of Lemma 2.3 we have 
P!yZ) P;](z) 
Pi,(‘) 
~ = o(z-Ciu+I+iv)) + qz-(21L+1)), 
P,(Z) 
and thus 
where h E N. Hence 
p 
P 
pill =p[‘lp. 
* Y P l,,’ 
Since by Lemma 2.1(b) p,[:l and prv have no common zero, it follows that pP vanishes at the 
zeros of pi , which implies that p, 1s of the given form. Since r E PPPi, c Pii,+,_,, we obtain with 
the help of the orthogonality of pin that the second relation holds, which proves the lemma. 
0 
Finally let us determine the functional with respect to which the kth associated polynomials 
are orthogonal. For the positive definite case this has been done in [4] using different methods. 
Theorem 2.5. Let k E fW P!~‘, v E N is a polynomial of exact degree i,, k - i, which is exactly 
orthogonal to lF’iiv+k+, _i, _ 2 .w&h respect ib Q- /A. Q Furthermore, the sequence (iv+, - ik),, t N, 
is the (unique) sequence of basic integers Gith %pe%‘to Qi,/hi,+,Qik~,. 
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Proof. From Lemma 2.2, relation (2.51, it follows that 
PY; “( 2) Qi,(Z> Qiu+Jd 
Pi”k’(z) = hi,+,Qi,_,(~) - 'ik+,P!,f'(Z)QiX_l(Z) * 
Using the fact that by (1.11) and Lemma 2.3, II E N,, 
Q,lz) = 6( z-~,+I), 
it follows in conjunction with Lemma 2.1(a) that 
P?:‘)(Z) = Q&> 
P:“k’(z) 
hik+,Qi,~,(Z) + ~(z-(i,+k+l-il+i,+,-i*)), 
which implies by Lemma 2.3 that piuk), 
to Qik/'ik+,Qikm, 
v E N,, is exactly orthogonal to lPjiv+k+,_ik_2 with respect 
and hence the theorem is proved. 0 
3. Main results 
In this section we study polynomials which are orthogonal with respect to 
44Q&WW 
"(') = C(z)Q,(z) --D(z) ’ 
where A, B, C and D are polynomials satisfying the conditions &4 < aC, aB < aD, and, which 
is the crucial point, the condition 
A(z)D(z) -B(z)C(z) = const. 
We express for v 2 v. the basic polynomials $j,, orthogonal with respect to Qo, in terms of the 
basic polynomials pi”, orthogonal with respect to Qo, and their associated polynomials pji) of 
order one, and show how the associated polynomials of (fij,,.,) and (pi”) are related to each 
other. Then we determine under some additional conditions on Q, the (not necessarily 
positive) measure to which the polynomials (fi!“) are orthogonal. Finally, we show how to obtain 
with the help of the preceding results the basic orthogonal polynomials (~?j~l if the polynomials 
A, B, C, D do not satisfy condition (3.3) below. 
Lemma 3.1. Let p, q, C, D be polynomials, where p and q as well as C and D have no common 
zeros and p and C have leading coefficient one. Suppose that for I z I -+ ~0, 
C(z)Q,(z) -c,(g) -@ + O(z’-‘), (3.1) 
where c E R \ (0} and p E Z, and that 
p(z>Q,(z> -q(z) = b(z’), (3.2) 
where v E Z with v < ,u. Furthermore, let A, B with aA < aC and aB < aD be polynomials which 
satisfy 
A(z)D(z) - B(z)C(z) = const. # 0, (3.3) 
and put i := K - aA. Then we have the following. 
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(a) If u > - aA and v + K < u + ap, then the following relations hold: 
(Cq -Dp)(z) =c.?~+ap+ .** E PP+aP, 
andfor IzI +m, 
(3.4) 
(4 -BP)(z) A(z)Q,(z) -B(i) . 
(Cq -Dp)(z) = C(z)Q,(z) -D(z) + o(zV-2P-ap). 
Furthermore, we have 
A(z>Q&) --B(z) . - 
Q&4 := C(z)Qo(z) _D(z> = o(Z-k) 
(3.5) 
and 
(Aq -BP)(z) = (Cq -Dp)[“(z), with respect to &. (3 *7) 
(b) If u > -aA, v + aC = ,u + ap and v G -ap + 1, then (3.5)-(3.7) hold also and instead of 
(3.4) we have only Cq - Dp E PP+aP. 
(c) Zf u G - i3A and v + aC_< t..~ + ap (G j_~ + ap>, then (3.5) holds, a(Cq - Dp) = u + ap 
(< p + ap), Aq -BP E pap-at, Q&Z> = O(Z’“-~~) and A is orthogonal to Pac_2 with respect to 
QW 
Proof. (a) From (3.1) and (3.2) we get 
and thus by the assumption on p and V, 
(cq-Dp)(z)=cz”+ap+ **a, 
which proves (3.4). Further we have, using (3.3), 
which gives, proceeding as above, 
a(Aq--p)=p+ap-(ac-aA). 
Combining (3.1) and (3.8), relation (3.6) follows. 
Since 
(4 -W(z) A(z)Q,(z) -N-4 . 
(Cq --Dp)(z) = C(z)Q,(z) -D(z) + ‘(‘“)’ 
where A E Z, is equivalent to (multiply by (Cq - Dp)(CQ, - D)) 
(pQ, -q)(z)(AD -K)(z) = ~(z~+~+~~~-~“)), 
it follows by (3.2) and (3.3) that 
A=v-p-a(cq-Dp), 
which, in conjunction with (3.41, proves (3.5). 
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Relation (3.7) follows from (3.5), (3.9) and Lemma 2.3. 
(b) By the same methods as used in the proof of part (a) one shows that 
a(Cq-Dp)<p+aap and a(&-Bp)<p+ap-i, (3.10) 
and that (3.5) and (3.8) hold. In view of (3.10) and Lemma 2.3 it follows that (3.7) holds also. 
(cl All assertions, apart from the orthogonality property of A, follow by the same procedure 
as above. The orthogonality property of A follows from the facts that 
( i 
Q, _ z (=) = O(Z-(ati+ac)) and aC+aA>2&4+1, 
combined with Lemma 2.3. 0 
Concerning (3.3) let us mention that it is not difficult to show by interpolation methods that 
for given y E rW\{O} and given polynomials C, D there are unique polynomials A, B with 
&4 G K - 1 and aB G aD - 1 such that (3.3) holds with const. = y. 
Now we are ready to state our first main result, namely the representation of the basic 
polynomials orthogonal with respect to Q, in terms of those polynomials orthogonal with 
respect to QO. 
Theorem 3.2. Let (pip) be the sequence of basic orthogonal polynomials with respect to Q, 
satisfying a recurrence relation of the form (1.4) and let the polynomials C, D be such that C has 
leading coefficient one, that C and D have no common zero, and that 
C(z)Q,(z)-D(~)=cz”+O(z~-‘), (34 
where c E R\{O} and u E 2’. As before, let A, B with aA < i3C and aB < aD be polynomials which 
satisfy 
A(z)D(z)-B(z)C(z)=const.#O. 
Furthermore, put for large 1 z 1, 
A(z)Qo(z) -B(z) 
“(‘) := C( z)Qo( z) - D(z) ’ 
and let m E No be such that im+l > max{aC - i, - u, -,u + 1). Then, if t.~ > 
propositions hold. 
(a) For v 2 m the polynomials 
fii,+,(x) := C(x)pI,“(X) -D(x)P~~x) 
- 
(3.3) 
P-6) 
- aA, the following 
(3.11) 
are exactly orthogonal to Pii,+, +p _ 2 with respect to Q. and for each v > m, ji,+, is of exact degree 
i, + u having leading coefficient c. 
(b) For v > m the polynomials 
fii,‘\,(x) :=A(~)P~[,‘](x) -B(x)Pi,(x) (3.12) 
are the associated polynomials of si,+, with respect to Qo. Furthermore, if u > -aE + aC - aA, 
then the $~l!y’s are orthogonal with respect to Y 
~%4Qo(4 - F(z) 
do(z’:= A(z)Q,(z) -B(z) ’ 
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where E, F are the unique polynomials with aE < aA and aF < aB which satisfy 
E(z)B(z) - F(z)A(z) = 1. (3.3’) 
Cc> Let (jJ, EN0 be the sequence of basic integers with respect to &. Then there is an 1 E N 
such that 
JI+, =I,+, +uL, for v = 0, 1, 2,. . . . 
Cd G+J t f f sa is ies or v > m the same recurrence relation as (pi”), i.e., 
fiiv+2+p (‘1 =diu+z(x)5iu+,+p(x) -iiv+Z+p~i.+p(X)~ 
with 
‘i,+,+p = hiu+Z> for v >m. 
[11 Furthermore, ( si,+, > satisfies also recurrence relation (3.13) for v > m. 
Proof. (a), (b) Since by Lemma 3.1, relation (3.51, 
(3.13) 
P!;!,(z) 
fiiv+pCZ) 
= Q,(z) + ~(z-(i,+,+iv+2cL)), 
the orthogonal&y property of fii,+, follows with the help of Lemma 2.3. The other assertions, 
up 50 the last statement in (b), are simple consequences of Lemma 3.1. Applying part (a> 
to Q,< z) and taking into consideration (3.8) we obtain the orthogonality property of the $LP’s. 
(c) Simple calculations, in conjunction with (3.3) and Lemma 2.1(b), gives 
Pi”+,+,si’!p -~i,+pfi!,‘~,+p =(AD-BC)(pj~l,~i,-~i”+,plt~) 
v+1 
= const. n hiK # 0. 
#c=l 
Hence fii,+, and fii’\, have no common zero which, in conjunction with part (a> and Lemma 
2.4, gives the asserti’bn. 
(d) The recurrence relation (3.13) follows immediately from the recurrence relation of (pi”) 
and (pl’]). q 1, 
Remark 3.3. Note that in Theorem 3.2(d) /li,+z+P = him+* if and only if fiimfP has the same 
leading coefficient c as the polynomials @im+U+P, v = 1, 2,. . . . 
Corollary 3.4. Suppose that the assumptions of Theorem 3.2 hold. Let & be defined as in (3.6) 
and let for v > m, si,+, be the basic orthogonal polynomials of degree i, + u with respect to Q, 
and let $\, be the associated polynomials. Then the following representations hold: 
Q,(z) =
~~4~dz) -B(z) 
C(Z)&, -A(z) ’ 
for large , z, 
7 
~~&~)=C(x)fi$,(x) -A(x)~~~+~(x), for v=m+ 1, m+2,..., 
and 
c~,[,‘l,(~)=D(x)~l~~,(x)-B(x)P,“+,(x), for v=m + 1, m+2,..., 
where c E R\{O}. 
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Proof. Follows immediately from (3.111, (3.12) and (3.3). q 
Obviously, by Theorem 3.2(d), the basic polynomials 5;” have the same recurrence coeffi- 
cients as the basic polynomials pi” from a certain initial value onward. Naturally the question 
a_rises whether basic orthogonal polynomials having this property are orthogonal to a function 
Q, of the above form (3.6). That this is true indeed is shown in the next theorem. 
Theorem 3.5. Let (piV) respectively (pjU) be the sequence of basic orthogonal polynomials with 
respect to Q, respectively QO. Let 1 E N, m E N,, and suppose that im+l - i, < j,+l -j,. Then the 
following three propositions are equivalent. 
for all v E N, and 
(3.14) 
(b) There exist polynomials A, B, C, D having the properties j, + i, < aC < jl+l + i,, aA = K 
-jI, aA > im+l -jt+l, and 
A(z)D(z) - B(z)C(z) = const. # 0 and C( z)Q,( z) - D(z) = d( ~jl+l-~m+~), 
(3.15) 
such that for large I z I, 
A( z)Qo(z) -B(z) 
“(‘) = C( z)Q,( z) -D(z) ’ (3.6) 
(c> There exist polynomials A, B, C, D such that 
clpj,+,(x) =C(x)PIL1+V(x) -D(x)Pi,,,+“(x), for ~~1, 2,..., 
and 
(3.16) 
czpj,(x) = C(X)PIi’(X) -D(X)Pi,(X)> 
where cl, c2 E R\IO} and there is no constant c E R\(O) such that 
cfij,_,(x) = c(x)PL~l_~x) - D(x)Pimml(x)* 
Furthermore, 
cl~~:l,(x)=A(x)~I~‘+,(x)-B(x)Pi,+”(~), for v=l, 2,..., 
and 
c2#‘(x) =A(x)p!;(x) - B(x)p,,(x). 
(3.16’) 
(3.17) 
(3.18) 
(3.18’) 
Proof. For abbreviation we write p,, p,, etc. instead of pi”, fijV, . . . . 
(a> * (b) Obviously we get that for each K E No, 
jju+1+4 =p(m+l+K)) 
Y v 
for v E pq 
0, 
which implies by Theorem 2.5 that 
R,+,(z) := ch+dz) Q,+,(z) 
i,+&z) = Lz+zQm(z) =: %+1(4* 
(3.19) 
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We have by (1.11) that 
(3.20) 
and thus 
Q,(z) = & 
&,,i$“,(Z)&.,(Z) -mz> 
&+&Z)&+,(Z) -&+1(z) * 
(3.21) 
Replacing, because of (3.19), I?[+ I by R,+l and using the corresponding representation (3.20) 
of R,+1 in terms of Q,, we get by straightforward calculation that 
44Qo(4 -B(z) 
“(‘) = C( z)Q,( z) - D(z) ’ 
where 
A = q&+*fiPI&+l- &+*P&), 
B = &h,(&+,iij?,p~) - hmcz#)~$:l), 
C =L251Pm+1 -L+2Pmfi.r+17 
D=A,(~t+,~tp~‘-h,+,p~‘_~~,+,). 
Again we get by straightforward calculation that 
AD - BC = hlAlA,+2&,+2 P,P, 
= -/+A”][&v)T- 
Pm+lP:L)(fiI+l@l -@[PI”‘) 
Thus the first relation in (3.15) and the form of do is proved. 
Next let us estimate aC. Setting for K E {O, . . . , I}, 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
@l-,(z) :=~,+?~~~‘~(z)P,,+,(z) - A,+,P&)~~“_?+,(~)~ (3.26) 
we get, applying the recurrence relation (2.2) from Lemma 2.1 to j,‘“_?+, for q = 0, 1, 
-@k(Z) = &+l(z)&K+I) - kc+*=+-(K+2) (3.27) 
and 
=+1(z) = a,(z)~o(z) + ~l+lL+2PmW. 
Since 
@o(z) =Pm(4(&+*4n+l(4 - kn+24+d4) - &+2L+lPm-d4~ 
we obtain, by applying (3.27) successively and noting that @Jz> = C(z), 
1 
ac= C a(d,)+a~o=j,+a~o, 
K=l 
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which implies the upper and lower estimate of K. Observing that @[_ ,(z> = A(Z), we get 
&4 = aC -j,. Furthermore, we obtain using the lower estimate for K that 
aA +j[+i - im+i 2 2j, -jr + (j,,, -jJ - (i,+i -i,) > 0. 
Thus, only the second relation in (3.15) remains to be shown. We get for the associated 
polynomial C[‘l(z) with respect to Q, that 
C”‘(2) =D(z) +i,,,2Qo m-t1 ( 4 X 
-’ =%Q, 
fi,+1(4 -I5+1(-4 
m+2 
Z-X 
Pm(X) 
= D(Z) + b(zj/+l+m+l), 
i 
if j[+i - im+i 2 0, 
D(z), if j,,, <im+lY 
(3.28) 
since by the orthogonality property of p, + I respectively p, the second and third term vanish if 
J1+1 <im+l and is a polynomial in z of exact degree j,,, - i,, 1 otherwise. Hence, if jl+l > im+l, 
the assertion follows with the help of Lemma 2.3. In case when jl+ 1 < imtl it follows from the 
representation (3.24) of C, using the fact that 
that C is exactly orthogonal to Piim+,_j,+,_2, . and thus by Lemma 2.3 and (3.28) 
C( z)Q,( z) - D(z) = 6( z-@--ji+l)), 
the implication is proved. 
(b) =s. (c) First let us note that we have 
0 < 2j,-j, +jl+i -j,- (im+l -i,) <aC-j, 
and 
Z~j,+,+im=im+,+im+j,+,-im+,. 
Hence the assumptions of Theorem 3.2 are fulfilled. 
there is an f~ N such that 
Ji+v=lm+v + (j,,, - imtl), for v = 0, 1, 2, 
+jt+l - im+l 
Applying Theorem 3.2(c), we get that 
and hence I = 1: The implication now follows immediately from Theorem 3.2(a). 
(c) =$ (a) Obviously we get from (3.161, (3.16’) and the recurrence relation for (P,~) that 
Pl+ltv = dmtl+,&+,, - &,,+l+,&+v-l, for v = 1, 2,. . . 7 
where 
,i m+l+v =hm+l+v, for v=2,3 ,..., 
which proves the first statement. Assuming that d;,,, = di,+l and hjifZ = Ai,+Z, we get with the 
help of relation (3.16) for v = 1, relation (3.16’1, Remark 3.3 and the recurrence relations for 
sjil+lT Pi,+, and pii’ that clfij,_, = Cpiil_, - Dpi,_,, which is the desired contradiction to (3.17). 
0 
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Remark 3.6. (a) Theorem 3.5 remains valid if the conditions (3.18) and (3.18’) on the associated 
polynomials are dropped. 
(b) The polynomials A, B, C, D in Theorem 3.5 are explicitly given by the expressions 
(3.22)-(3.25). 
(c) The polynomials ( fiji,> and ( $,‘I) can also be expressed with the help of the (m + 11th and 
(m + 21th associated polynomials in the following way: 
c3fij,+,(x) =hj,+2fij,(X)P~v~~2’(X) -fij,+,(x)P!u~_~l’(x)~ for V 2 2, 
and 
c,$J,(x) = hj,+zfi~,~l(x)p~V~+2)(x) -$~l)(x)p,l~:l)(x), for v > 2. 
Proof. (a) Inspection of the proof of Theorem 3.5 gives that we did not use (3.18) and (3.18’). 
(b) Follows immediately. 
(c) From (3.16) in conjunction with (3.22)-(3.25) we get 
c3fij,+,(x> = Aj,+,cji(x)( Pi,+,(X)Pf~l+~x) -Pl~l+,(x)Pi,+,,Cx)) 
- hi,n+2fij,+l(X)( Pi,(x)P!~l+,(x) -d~(x)pim+,i(x))~ 
which shows in view of Lemma 2.1(b) the assertion. 0 
Remark 3.7. (a) Let m = 0 in Theorem 3.5 and replace in (a) condition (3.14) by hi?d;i+l(X) = 
i. d.(x) and in (b) the condition on K by aC =jl_l and cancel in (c) condition (3.17). Then (a), 
(bYA ( c are equivalent. Note that (a) is equivalent to the statement ) 
(a’) ii:,‘)(x) =pJx), for all Y E N,. 
Furthermore, let us note that j, + 1 - i, = j,. 
(b) Theorem 3.5 holds for I= 0 if we make the following modifications. Replace i,, 1 - i, < 
j1+1 -j, by im+l -i, =jlY replace condition (3.14) in (a) by hjZ z him+*, write K = i, + jl, 
I?A = i, in (b), and cancel condition (3.17) and add the condition c1 f c2. 
Proof. (a) Follows by inspection of the proof of Theorem 3.5. 
(b) It is not hard to verify that the conditions of Lemma 3.1(c) are fulfilled, which gives the 
assertion. 0 
For the cases not covered by Theorem 3.5 or Remark 3.7 a corresponding characterization of 
the polynomials ($jV) as the one given in Theorem 3.5 can be derived using the same methods 
as above. Let us mention that apart from the case when hi* = hjz and d,,(x) # djl(x) the 
characterization can also be obtained by using Theorem 3.5 respectively Remark 3.7 together 
with Corollary 3.4. 
Next let us give a sufficient condition for fi, to satisfy a differential equation. 
Remark 3.8. Suppose that TQ, is positive definite and assume that p,, I, E N, satisfies a 
differential equation of second order with polynomial coefficients. Then 5 := Cph’] - Dp,, C, 
D E P, satisfies a fourth-order differential equation with polynomial coefficients, where the 
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differential equation can be obtained by straightforward calculations. Indeed this follows 
immediately from the known fact (see, e.g., [26]) that &I, and thus C’Lrj, satisfies a fourth-order 
differential equation with polynomial coefficient if pV satisfies a second-order differential 
equation with polynomial coefficients. 
Next let us determine the measure to which the polynomials <$;i,> are orthogonal, or, in other 
words, let us determine the inverse Stieltjes transform of &. 
Theorem 3.9. Suppose that the following assumptions are fulfilled: 
QO(y)=/_:l$$, fory ~c\[-l> +I], 
where 
f(4) := w(cos 4) sin 4 E L,[O, T], p > 1, (3.29) 
A, B, C, D are polynomials with the following properties: CQO - D has a finite number of zeros in 
C\[-1, +11, 
&o(Y) = 
A(y)Qo(y) -B(y) 
C(Y)Q,(Y) -D(Y) 
=O(y-cfi+l)), as lyl +m, (3.30) 
where ii E N,, and 
f(4) := 
r sin2$ f (q5)( BC - AD)(cos 4) 
I&(cos +)(f+if)(+)+isin 4 D(cos 4)12 ELp’o’ ‘rr17 ‘>” (3’31) 
where f denotes the conjugate function off. Furthermore, let Wj, j = 1,. . . , n, be the zeros of 
CQO - D in 6Z \ [ - 1, 11 of multiplicity uj. Then the following propositions hold: 
do(Y) = /-:‘$ + j$l kcl (y:;,)k 7 forYEC\[-l,ll, 
J 
where 6 is given a.e. on [ - 1, l] by 
Gqx) = 
(BC -AD)(x)w(x) 
[ ~C(x)w(x)]~ + [ C(x$zdt - D(*-)lI ’ 
(3.32) 
(3.33) 
as usual f denotes the Cauchy principal value, and the ~j,~‘s are given by 
Fj,k= (Kj!k)! (= - Wj)"' (AQo -B) (CQ, _ D) (K’-k)(w,) J ’ 
for k = 1,. . . , uj, j = 1,. . . , n. 
Proof. First let us consider the case when CQo - D has no zeros in @ \[ - 1, 11. Put for 
Y E a=\[-4 +11, 
y = i(z + z-1) , with Izl <l, i.e., z=y-{yq, 
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F(z) := 
1 
/ 
2Tei+ +z 
=- 
27r 0 
p--q-,f(W~~ (3.34) 
where 
f(2r - 4) :=f@). 
Note that (y2 - 1) 112 = ;(t-r -z)* s ince f~ L,[O, 21~1, p > 1, it follows (see [16, Chapter I.D. 
and V.81) by Riesz’s Theorem that the conjugate function f exists a.e. on [O, 27r] and is also 
L,-integrable on [0, 2~1, which implies that the nontangential boundary values of F satisfy 
F(e@) := =l~~F(z) = (f(4) + if:($)), a.e. on [0, 27~1. (3.35) 
Now let us set for y E C\[-1, 11 and z =y - (y2 - 1)li2, 
7Ti( Z) := /-1&,(y) 
= ;(Z-’ _Z)A(+(Z+Z -‘))vF(z) - +(z-‘-z)B(+(z +z-*)) 
C(;(z +z-l))nF(z) - +(z-’ -z)D(f(z +z+)) ’ 
(3.36) 
Obviously, since F is analytjc in I z I < 1 and CQo - D has no zero in C\[ - 1, 11, _p is analytic 
in {z: I z I < l}\{O}. Since Q&y) = O(y-(lif’)) as I y I + ~0, fi E No, implies that F(z) = O(Z~‘-> 
as I z I + 0, we have that F’ is bounded at z = 0 and hence F is analytic in the whole open unit 
disk {z: I z I < 11. From (3.36) and (3.35) we obtain for the nontangential boundary values of F’, 
7rF(e’+) := vZt7&@( z) 
A(cos $)vF(e’“) + i sin 4 B(cos 4) 
= -i sin 4 
C(cos $)rF(e’&) + i sin 4 D(cos 4) ’ 
a.e. on [0, 2~1 
where we have used the fact that C(cos +hrF(ei4) + i sin 4 D(cos 4) cannot vanish on a set of 
positive measure since this would imply by Privalov’s Theorem [16] that C( y)Qo( y) - D(y), 
y = i(z + z-l), vanishes for I z I < 1, i.e., for y E C\[ - 1, I], which is a contradiction. Thus we 
get 
Re $(ei”) =f(+), a.e. on [0, 21~1, 
where F is defined in (3.31). Observing that by (3.34) and (3.35) 
f(4) 1 +> 
-Tsin = hh~+ +(Q,(Y + ie) + QO(Y - 4) = f_,yy dx~ (3.36’) 
and that, by assumption (3.31) and Riesz’s Theorem, p E H,, p > 1, where H, denotes the 
Hardy space, we get 
Re F(e’$) cl4 = 
/y2 
/ 
1 liqx) 
~ dx, 
Tr -1Y-x 
and the assertion is proved. 
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If CQO - D has zeros wj, j = 1,. . . , II, of multiplicity ~~ in C\[ - 1, 11, then it follows, with 
the help of the analyticity of Q, on C \ [ - 1, + 11 that 
ho(Y) := 
4y)QoW -B(y) 
C(Y)QO(Y) -D(Y) 
_ k 2 pj,k 
j=l /c=l (Y-WJjk ’ 
yEC\[-1, +q, 
is analytic on C \ [ - 1, 11. Applying the same procedure to (y2 - 1)“200(~) as above to 
(Y2 - W2Qo(Y), i.e., to OF., and observing that (y = i(z +z-‘>> 
-1 
lim Re 
= O7 z-e’+ 
i 
2(+ : z-q w,)“, 
Kj E h& the assertion fOllOWS. 0 
Let us note that in many cases the Cauchy principal value f ?,w(t)/(x - t) dt can easily be 
calculated with the help of formula (3.36’). For instance for the interesting case of the special 
Jacobi weights w(x) = (1 -~)~/(l +xla, (Y E ( - 1, 11, respectively w(x) = (1 - XY ‘12/(1 + 
x> 0+1/2 , (Y E (- +, i) (compare with [14, pp. 270-2791 where different methods are used). 
Corollary 3.10. Suppose th_at the assumptions of Theorem 3.9 are fulfilled and let Yo,, be the 
functional associated with QO, see (l.l)-(1.3). Then we have 
p-y w.) 
20,(P) =JllP(X)‘(X) dx+ k ZI pj,k (k _ 1): y for all p E P, 
j=l k=l 
where 6, the P~,~‘s and wj’s are defined in Theorem 3.9. 
Proof. In view of Theorem 3.9 it suffices to show that for sufficiently large 1 y 1, 
But this follows immediately from the facts that 
and, k E No, 
5 (xY(k-l) = 
Y 
m+l 
m=O 
(k-1) 
= (k-l)! 
(y-X)k' I7 
Hence, combining Theorem 3.9 and Theorem 3.5 respectively Theorem 3.2, we obtain the 
functional 20, with respect to which <sjV) is orthogonal. It is also worth mentioning that, 
under the assumptions of Theorem 3.9, the functional with respect to which the kth associated 
polynomials (P{~~‘) are orthogonal, given in [21] for the positive definite case, can be obtained 
easily with the help of Theorems 2.5 and 3.9. 
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Naturally one is interested in conditions on the polynomials C, D such that CQ,, - D has no 
zero on c\[ - 1, 11, since this implies that 
90,,(p) = /:I~(x)&(x) dx, for all p E p, 
and thus the polynomials <fijV) from Theorem 3.2 respectively Theorem 3.5 are orthogonal on 
[ - 1, 11 with respect to the function G given in (3.33). 
Remark 3.11. (a) Suppose that the assumptions of Theorem 3.9 are fulfilled and assume that 
w > 0 on [ - 1, 11. Then each of the following conditions is sufficient for CQO - D to have no zero 
on C\[-1, 11. 
(0~) C has no zero in [ - 1, 11 and (CQ, -D)(y) = O(y-‘1 for I y I + 0~1. 
(/3> w > 0 on [ - 1, 11, C and D have only simple zeros, all their zeros are in ( - 1, + 1) and are 
interlaced and the leading coefficients of C and D are of opposite sign. 
(b) Assumption (3.31) in Theorem 3.9 is fulfilled if C and D have no common zero and 
conditions (3.30) and 
sin24 
I f(4) I 
q$A ‘rr], P > 1, 
hold. If f = 0 on Z( f I := U ~==l[Cj, dj] C [ - 1, 11, then (3.37) is to be replaced by 
sin24 
I f(4) I 
q([OY T] \-qf))Y P > 1. 
Proof. ad (a>: (a> In view of Lemma 2.3 it follows that D = @I and thus 
(CQ, - D)(y) = /:‘sw(x) dx> 
which gives, because of 
1 
Im ~ 1 1 Y-X >O(<O), forIm y<O(>O), 
for x E R, and thus 
Im{Q,,( y )} sgn Im Y < 0, for Y E c\ F 
the assertion. 
(3.39) 
Concerning (p) let us assume that C has positive leading coefficient. Partial fraction 
expansion in conjunction with the interlacing property of the zeros of C and D yields 
(3.37) 
(3.37’) 
(3.38) 
for ~EUZ\[-1, 11, with P~E[W+, 
the xj’s denote the zeros of C, which together with (3.38) and (3.39) implies that C(Q, -D/C) 
has no zero on C\[-1, +l]. 
(b) First let us recall that by Privalov’s Theorem [161 f + if does not vanish on a set of 
measure greater than zero, since F f 0, F defined in (3.34). Thus taking into consideration that 
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f and C have no common zero with D, I f 1, f defined in (3.311, can be estimated a.e. by the 
following L&O, ~1, p > 1, integrable function: 
1 sin24 C2(cos 4) I f(4) I ’ for 4 E [O, ~1 \U,(C>, 
I m I G ( 1 
D2(cos 4) ’ 
3 
for 4 E u,(C), 
elsewhere on [0, ~1, 
where U,(C) denotes the union of E-neighbourhoods of those zeros of C which are in [0, ~1. 
0 
To make sure that no point measure appears, another criteria, especially useful if no explicit 
expression for Q, is available, can be obtained by combining Theorems 3.9, 3.2 and a result of 
[9]. I would like to thank my colleague R. Steinbauer to draw my attention to this fact. 
Corollary 3.12. Suppos_e that the assumptions of Theorem 3.9 are fulfilled, that w > 0 on [ - 1, 11 
and that _5?& where Q, = (A&, - B)/(CQ, - D), is positive definite. Let (p,> respectively (5,) 
denote the polynomials orthogonal with respect to Q, respectively Q,. Then the polynomials (j?,) 
are orthogonal on [ - 1, l] with respect to G from (3.33) if and only if the following two conditions 
are fulfilled for all n E N,: 
fi,(l) > 0 and (- l)“g,( - 1) > 0, (3.40) 
0-c 
I%+,(l) fin+2( - 1) 
A+,(l) - ii+d- 1) < 2* (3.41) 
In particular, if the polynomials &,, respectively ji2,, _ 1 are even respectively odd for n E N, then 
the conditions (3.40) and (3.41) are equivalent to the condition 
o< fin+2(1) 
ii+1(1) < l3 
for n = 0, 1, 2,. . . , (3.42) 
where (3.42) is again equivalent to the following three conditions, if the assumptions of Theorem 
3.2 are fulfilled: 
and 
P!! 0) -P?!2(1) 
P,+,(l) -P,+,(l) 
if C(l)>O(<O), forn=m,m+l, 
(3.45) 
where the numbers p and m are defined in Theorem 3.2. 
o< A+*(l) < 1 fin+ l(l) , forn=O,l,..., j_b+rn-1, 
(3.43) 
PW) > D(1) ~ - 
p,(l) C(1) 
if C(l)>O(<O), forn=m+2,m+3 ,..., (3.44) 
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Proof. Taking a look at the proof of [9, Theorem 31.21, we see that conditions (3.40) and (3.41) 
are necessary and sufficient for the support of the orthogonal&y measure i; of (fi,) being 
contained in [ - 1, 11, which proves, in connection with Theorem 3.9, the first statement. It is 
easy to prove that conditions (3.40) and (3.41) are equivalent to (3.42) if the en’s are even 
respectively odd functions. Concerning the equivalence of (3.42) to (3.43)-(3.451, let us observe 
that for ~12 p + m, using representation (3.11) of $P+u, condition (3.43) is equivalent to 
5, +,(l) > 0, which is condition (3.44), and to condition (3.45). •I 
If the fin’s in Corollary 3.10 are not even respectively odd, then as above conditions (3.40) 
and (3.41) can also be transformed with the help of (3.11) to similar, but a little bit more 
complicated, conditions as given in (3.43)-(3.45). 
Finally, let us consider the case that the polynomials appearing in the representation (3.6) of 
Q0 do not satisfy condition (3.3). 
Remark 3.13. In [19, p.2101 the following question is posed. Characterize polynomials orthogo- 
nal with respect to 
G)Q&) - F(z) 
‘o(z’ = C( z)Q,( z) - D(z) . 
C, II, E, F arbitrary but fixed polynomials, with the help of the polynomials orthogonal to 
Q,(z). We shall show that this problem can be solved with the help of the results obtained in 
this section. Indeed it is not difficult to show that, under the additional condition that C, D 
have no common zero, there exist polynomials A, B, R and S with aA < aC and aB < aD such 
that for large I z I, 
4z)QoW -B(z) hdZ) = R(Z) c(z)Qo(Z) _D(z) - ‘(‘) (3.46) 
and 
A(z)D(z) - B(z)C(z) = 1. 
Thus it remains to be shown that the basic polynomials (J?,“) orthogonal with respect to Ld,, 
can be expressed with the help of the basic polynomials (~j”) orthogonal with respect to Lo,,, 
where 
44Qo(4 -Cl 
Qo(Z’ = C(z)Q,(z) --D(z) ’ 
Let us assume that Q,, Q. and Q, are of order O(z-‘1 for I z 1 + ~0. Then we get by Lemma 
2.3 that 
S(z) =Zo” 
i 
R(z) -R(x) 
1 z--x ’ 
which, in conjunction with (3.461, gives for large I z 1, 
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that is, 
LQ,(xjR(x)) =L?~,(xj), for all j E N. (3.47) 
Representing the basic integer k,+r in the form 
k =jfi+r U+l -A, with 0 GA <j,+r -jP - 1 and p E P+J,, (3.48) 
we get, taking into consideration the fact that by (3.47) Rsk is exactly orthogonal to Pk,+,_2 
with respect to __Y& that Rsk has a unique representation of the form Y 
k,+aR 
R(X)ik,(X) = c &t(d> (3.49) 
K=j&+h 
where p, E IF! and the p,‘s are defined for K E FV, by 
F~(x) =x'fij,(x)> ifK=j,+lwithI~{O,l,...,j,+l-j,-l},~~~O. 
Observing that FK is not orthogonal to PkV+, _2 if jP + h < K < jp+ 1, it follows by (3.49) and the 
orthogonality property of Rik that 
/3,=0, forj,+h<K<jP+r. 
Thus, by (3.49) the system of linear equations 
L 
k,+dR (a) 
c p,p,+pj +hly +A II eL 
I 
(x1)=0, q=o )...) Y/-l, I=1 )...) Y”, (3 SO) 
K=jW+tl 
where R(x) = I’l;“,(x -x~)~J with x1 <x, < . . . <xr*, is uniquely solvable with respect to the 
p,‘s. Ngte that by (3.48) k, + aR - jp+l < dR. Hence if we know k, and k,, , (for instance 
when fJO is quasi-definite), then dk can be determined in view of (3.49) by just solving the 
system of linear equations (3.50). In \he positive definite case this corresponds to Christoffel’s 
method [29, $2.51. 
4. Connection with some other classes of orthogonal polynomials and applications 
In [21] Nevai studied polynomials orthogonal with respect to 
w(x) 
G(x)= lc+S+(x, Cw)12’ XE [a, b], 
where C E P,, c E [w, S(z, Cw) denotes the Stieltjes transform of Cw, i.e., 
S(z, Cw) = i/R “‘;yJx) dx, for z @ [w, 
(4.1) 
(4.2) 
with 
c + S(z, Cw) = O(z_“), m E fV, (4.3) 
and S+(x, Cw) denotes the nontangential boundary values of S(z, Cw) from the upper half 
plane. Under certain additional conditions on w, Nevai showed (using methods completely 
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different from those used in this paper) that the polynomials (c,) and ( p,) orthonormal with 
respect to G respectively w are related to each other by 
(4.4) 
where $Yn _,, = at - m. Obviously the orthogonal polynomials @,_, satisfy the same recurrence 
relation as the p,‘s. Hence, by Theorem 3.5 these polynomials fit into the class of orthogonal 
polynomials considered in this paper. This becomes more transparent if we observe that the 
relations (4.3) and (4.4) can be written in the form 
and 
c +S(z, CW) = C(z)S( z, W) - (C”‘(Z) -c) = O(z-“) (4.3’) 
&&> = C(+$“,(Z) - (C”‘(Z) -C)PJZ), (4.4’) 
and compare them with relations (3.1) and (3.11) taking into consideration Lemma 2.3. 
As already mentioned and as can easily be seen, our results are applicable to such 
orthogonal polynomials (6,) which arise from a system of orthogonal polynomials (p,J by 
perturbation of a finite number of recurrence coefficients. The special case that only one 
recurrence coefficient is altered, i.e., the recurrence coefficients of the perturbed orthogonal 
polynomials (fi,) are related to those of the unperturbed orthogonal polynomials (p,) by, 
F E R, 
ff/+1 =ff1+1 + p and ~5~ = CI,, and A,+1 = h,, I otherwise, 
which is called the co-recursive case, respectively by, y E IF!+, 
(4.5) 
A,+ I = ?A/+, and (Y,, = CY,, and A,,+, = h,+l otherwise, (4.6) 
which is called the co-dilated case, has been studied in detail in [19]. However, one of the most 
important questions, namely the determination of the weight function to which these polynomi- 
als are orthogonal, is not settled there. Observing that, see [19], 
5, =p,, for V= 1,...,1, 
and 
Pi+1 =Pl+l - PPl respectively p,+ , = p,+ 1 +(l-Yh+,P,, 
it follows from Theorem 3.5 and Remark 3.6(b) that the polynomials fi,, are given by 
1+1 
i i 
JJ A, fin(x) = C(x)p~‘l(x) -D(x)p,(x), for ~12 1+ 1, 
v=l 
where in the co-recursive case 
i 
I+1 
cw = -wupxq and D(x) = - PP~(~)P!‘](~) + n A, 
v=l 
and in the co-dilated case 
C(x) = (1 - Y)~+,P~(~)P,- ,(x) and 
I+1 
W) = (I- r)4+,P,-dx)Pl.W) - vll"v. 
PJ) 
(4.8) 
(4.9) 
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Thus we get from Theorem 3.9, assuming that the weight function w satisfies the assumptions 
given there, that the co-recursive respectively co-dilated polynomials (5,) are orthogonal with 
respect to a measure of the form 
dj&x)=i?(x) dx+d$(x), 
where J? is given by (3.33) and 4 is a certain point measure the support of which is contained in 
the set of zeros of CQO - D in R\[ - 1, 11. Concerning the interesting case when no point 
measure appears, we have the following result for the Gegenbauer weight functions. 
Theorem 4.1. Let (Y E ( - 1, w) and let (p,,,) be the sequence of polynomials orthogonal with 
respect to w,(x) = (1 - x2Y on [ - 1, 11. Then the following propositions hold. 
(a) If (Y E (0, 03) and 1 p 1 < 2 a/( 1 + 2a + 21), then the co-recursive polynomials ( p,,,> are 
orthogonal on [ - 1, l] with respect to 6 from (3.33), where C and D are given by (4.8); i.e., no 
point measure appears. On the other hand, if a! E ( - 1, 01, then for each u E R\(O) a point 
measure appears. 
(b) Zf (Y E (- 1, 03) and y E (0, 11, then the co-dilated polynomials (p,,,) are orthogonal on 
[ - 1, l] with respect to 6 from (3.33) where C and D are given by (4.9); i.e., no point measure 
appears. 
Proof. Setting 
A = 1+2a and K= &/_:IwJx) dx, 
we get with the help of [18, p.6751 that 
P!,N 
P,,,(l) 
where (A), = T(h + n)/T(h), and, using (4.8) respectively (4.9), 
D(H) 
-C(H) 
for the co-recursive case, and 
D(-1) 
-C(-1) 
=$$=+-$(l+ (lyY).)), 
for the co-dilated case. By straightforward, but rather long and tedious calculations using the 
above relations together with (4.7)-(4.9) and the fact that (n!)/(h), is strictly monotone 
decreasing respectively increasing if cy > 0 respectively (Y < 0, it can be demonstrated that the 
conditions (3.40) and (3.41) respectively (3.43)-(3.45) of Corollary 3.12 are satisfied under the 
assumptions made in (a) respectively (b). If in (a) (Y E (- 1, 01, then it is not difficult to show 
that there is no ,u E R\{g} such that 
P?( 1) D(l) ~ - 
P,(l) < C(l) 
holdsforeach n>l+l. •I 
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Next let us consider the problem of finding the measure to which polynomials arising by a 
backward extension of the recurrence relation are orthogonal. More precisely, let (p,) be 
orthogonal on [ - 1, l] with respect to a nonnegative measure d,u and let (Y,, A,, v E N, be the 
recurrence coefficients of (p,>. Further, let ~Jx) =x1 + * * . and sr_,(x> =.x-l + . . . be two 
arbitrary polynomials whose zeros are real and different and let for Y 2 1+ 1 the polynomials 
6, be given by the recurrence relation 
C,+,(x) = (x - &+1 )fiJx> - A,+,fi,_,(x), for v 2 1, 
where h’ [+ 1 E R! \ {O} is given and 
ff1+v = a, and &+l+V = A,, for vEW. 
Find, in terms of dp, the measure dfi to which (5,) is orthogonal! First let us note that the 
polynomials_j, and i;[_, can be generated by a recurrence relation of the form (1.4’) where 
(Y, E [w and A,, E [w\{O}, @0(x) := 1 and $_1(x) := 0. This fact can be shown quite similarly as in 
the case when fiI and cI_1 have interlacing zeros, see [30, p.5541. Now we have obviously that 
fiz’)(x) =p,(x), for v E N, 
which gives by Theorem 3.5 and Remark 3.6 that (6,) is orthogonal with respect to a function 
o0 of the form (3.6), where 
Q,(Z) = /_+11E, 
and, in view of (3.22)-(3.251, 
C(x) = A r+2hl+@i&)7 D(x) = &+2A,W) 
and 
A(x) = /C ,+,&+,ZQ+ B(x) = A,+,A,#‘(x). 
Thus, if the assumptions of Theorem 3.9 are fulfilled, we obtain an explicit expression for the 
measure d@. For instance this becomes remarkably simple if 
dp(x)= ‘lmx2 dx and hl+l=$, 
IT 
since in this case the well-known simple relations (which could also be derived from (3.34), 
(3.35) and (3.36’)) 
1 
f 
+1dl-t2 - 
T -1 
x_-t dt=x, forxE(-1,l) and h,=l/t JI-t’dt=i 
n -1 
hold, which in conjunction with Theorem 3.9 yields an explicit expression for the absolute 
continuous part + of dfi found by Geronimus [ll, pp. 52-541 (note that in [ll, formula (111.35)] 
xG, is to be replaced by xG,G,_,) using a different method. Furthermore let us note (compare 
with [ll]) that no point measure appears if 
we, -D)(Y) = ((Y - @qL,(Y) - G,(Y)) 
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has no zero in C \ [ - 1, 11. For further investigations of this special case see [31]. Let us also 
mention that the preceding problem, namely the perturbation of the first 1 recurrence 
coefficients, can also be considered as a problem of the above type if we take p as the measure 
to which the associated polynomials of order I are orthogonal. 
To get closed expressions for the orthogonal polynomials fi,, as well as for the weight 
function 6 it is sometimes of advantage to use Theorem 3.2 directly instead of Theorem 3.5 
combined with the explicit representations of C and D given in (3.24) and (3.25). For instance, 
if we want to determine those weight functions with respect to which the polynomials, satisfying 
the same recurrence relation as the Chebyshev polynomials of first kind from a certain initial 
value onward, are orthogonal, we proceed as follows. Set 
C(X) = (X2 - l)s(x) and D(X) = -r(n), (4.10) 
where r, s are manic polynomials with ar = as + 1 whose zeros are real, different, interlaced 
and located inside [ - 1, + 11. Recalling that (see (3.341, (3.35) and (3.36’)) 
QoW := /_‘1’& d$ = & y for yEC\[-1, +l], 
and that 
f 
+1 1 dt 
=O, for xE(-1, l), 
-1 x-t J1-tz 
we obtain from Theorem 3.2, Theorem 3.9 and Remark 3.11 that the polynomials, called 
Bernstein-&ego” polynomials, 
c$,+,,(x) := r(x)T,(x) - (1 -X2)S(X)U,_,(X), V = 1, 2, 3,. . .) (4.11) 
are orthogonal on [ - 1, l] with respect to 
1 
w(x) = - 
np(.u)G ’ 
for xE(-1, l), (4.12) 
where 
~(x)=~~(x)+(~--x~)s~(x)>~, for XE [-1, +l]. (4.13) 
Since on the other hand it is known (see, e.g., [17, p.3731) that every polynomial p which is 
positive on [ - 1, l] has a representation of the form (4.131, where ar = as + 1 > @p and r, s 
have the above-mentioned properties, it follows furthermore that polynomials orthogonal with 
respect to a weight function w of the type (4.12) are always of the form (4.11). These results are 
due to Bernstein and Szegii (see, e.g., [29, pp. 31-331) who derived them by a completely 
different method. We also obtained an explicit expression for the associated polynomials of the 
Bernstein-SzegB polynomials and for the weight function with respect to which they are 
orthogonal. Indeed, suppose that as 2 1 and let u E Past1 and u E Paar_l be such that 
Y(X)U(X) + (x2- l)S(X)U(X) = 1. (4.14) 
Then it follows from (4.14) that the leading coefficients of u and u are of opposite sign and, 
with the help of the interlacing property of the zeros of r and s, that r and u as well as u and s 
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have interlacing zeros and that the leading coefficient of u is negative. Thus we get from 
Theorem 3.2(b), Theorem 3.9 and Remark 3.11(a) that the polynomials 
@$_r(X) := n(x)U,_,(x) - v(x)T,(x) 
are the associated polynomials of the Bernstein-Szegii polynomials from (4.11) and that they 
are orthogonal on [ - 1, l] with respect to the weight function 
w[ll(x) := 
dl -x2 
U’(X) + (1 -X’)U’(X) ’ 
for xE [-1, +l]. 
If we put in (4.10) D(x) = T(X) and if we suppose in addition that (CQ, -D)(y) = &y”> 
with ,U > -aD, then it follows that (CQ, - D)(wj) = 0 at all zeros wj, j = 1,. . . , n, of p(y) = (D 
- CQ,)( y)( D + CQ,)( y) and thus the polynomials 
cfi,+,(x) := ?-(x&(x) + (1 -x2)s(x)UV_1(x), V = 1, 2, 3,. . .) 
are orthogonal with respect to the linear functional 
-?&cd := l_:lp(x) p(x);; + il SPjk p’k- “( Wj) 
j=l k=l 
, ck_1)! , forah@, 
where the ~~,~‘s are given by (3.32). Let us note that pi,:, # 0 for j = 1,. . . , n. Let us mention 
that a full description of the orthogonality property of a given linear combination of Chebyshev 
polynomials has been given by the author in [23, Corollary 51. 
Finally, let us study the analogous problem for the several-interval case. Let - 1 =: a, < a2 < 
. . . < a21_1 < a2[ := 1, 1 E N, and set 
E, = [ - 1, a,] U [a,, a,] U * *. U [LZ~~-~, 11. 
For ej E { - 1, l}, j = 1,. . . ,1 - 1, put E = (or,, . . , E[_~) and let H,,, and H,,, be manic polyno- 
mials of degree 1 - 1 such that 
and put 
Now the pol y nomiilf ‘p 
elsewhere. 
y E orthogonal with respect to w, on E, correspond in a certain sense to 
the Chebyshev polynomials on [ - 1, l] (compare [23,24]). Thus we have the following problem. 
Suppose that a sequence of orthogonal polynomials satisfies from a certain initial value onward 
the same recurrence relation as the p, E ‘s. With respect to which weight function is this 
sequence of polynomials orthogonal? Setting for I z I < 1, 
F,(z) = rI 
i 
l-l H&z +z-*)) 
j=l H~,,(+(z +z-‘)) 
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and taking into account that 
arg l COS 4 - a2j+ 1 COS &a2j 1 i 0, for COS 4E [-I, l]\(a2j, a2j+l), = Tr, for COS 4 E [ a*j, a,j+l] y 
we get 
Re F,(e’@) = w(cos 4) lsin 4 1, for 4 E [O, ~1, 
and 
forces $E [-1, l]\E,, 
for cos q!~ EE[. 
Hence we have by (3.34) and (3.35) that for y E C\E,, 
Hi,,(Y) l/2 
/ 
WAX> 
= cy2 _ l)H,,,( y) 
- dx, 
&Y-X 
where that branch of the root is chosen for which 
Hl,N l/2 
(y2 - l)H,,,(y) = ” 
and by (3.36’) the important relationship 
for XEE[, 
for XE (-1, +l)\E,. 
Now put C, D as in (4.10) and let r, s be as before but with the additional property that the 
zeros are located in int( E,). Then it can be demonstrated as in the proof of Remark 3.11(a)@) 
that CQo,, - D has no zero in @\E, and thus we get by Theorems 3.2 and 3.9 that the 
polynomials 
CL/L+ (x> := WP”,&> - (1 -x’)WI$!(x) 
are orthogonal on E, with respect to the weight function 
GE(X) = 
w&> 
I ~‘(+4,,(4 + ~2(X)H2,E(4 I ’ 
for x E Iw, 
where we have used the fact that 
sgn ffl,, = w H2,E7 on int( E,). 
Note, if p,,, has periodic recurrence coefficients for v > vO, then those of $,+,,, are also 
periodic for v 2 vO. A complete characterization of orthogonal polynomials with periodic 
recurrence coefficients has been given by the author in [24] (see in particular [24, Theorem 
3.11). 
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