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Irini Furxhi 
University of Limerick 
March 2020 
          Nanotechnology is an emerging technologies with enormous potential for 
innovative applications. The introduction of nanoparticles (NPs) offers significant 
societal benefits and economic opportunities while posing major challenges in research 
and regulatory bodies regarding their safety. NPs display high heterogeneity 
concerning their physicochemical and quantum-mechanical properties and as such, 
their toxicological affect, narrowing their risk assessment to an ad hoc testing process. 
Traditional, toxicological risk assessment relies heavily on costly, ethically disputed 
animal testing One alternative to test the hazard of NPs is in silico techniques. Given 
that risk assessment as a subject of academic research is multidisciplinary by character, 
this thesis provides a multidimensional research in the premises of the challenge 
triangle of nanoscience, toxicology and machine learning. 
Over the last decades, various types of Machine Learning (ML) tools have been 
developed for predicting toxicological effects of nanoforms. In this thesis, I initially 
document the work that has been carried out, systematically. We investigate in details 
and bookmark ML methodologies used to predict toxicological outcomes and provide 
a review of the sequenced steps involved in implementing a model. Additionally, this 
thesis records the data used in published studies that predict endpoints and maps the 
pathways followed, involving biological features in relation to NPs exposure, their 
physicochemical characteristics and the most commonly predicted outcomes. The 
results, derived from published research of the last decade, are summarized visually, 
providing prior-based data mining paradigms to be readily used by the nanotoxicology 
community in computational studies.  
A bridging physicochemical properties of NPs, experimental exposure conditions and 
in vitro characteristics with biological effects of NPs on a molecular cellular level from 
transcriptomics studies, is demonstrated. The bridging is achieved by developing and 
implementing Bayesian Networks  with or without data preprocessing. Early stage 
nanotoxicity measurements represent a challenge, not least when attempting to predict 
adverse outcomes and modeling is critical to understanding the biological effects of 
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exposure to NPs. In this thesis, categories of ML classifiers are compared to investigate 
their performance in predicting NPs in vitro toxicity. Physicochemical properties, 
toxicological and quantum-mechanical attributes and experimental conditions were 
used as input variables to predict the toxicity of NPs based on cell viability. Voting, an 
ensemble meta-classifier was used to combine base models to optimize the 
classification prediction of toxicity. To facilitate inter-comparison, a Copeland Index 
was applied that ranks the classifiers according to their performance and suggested the 
optimal classifier.  
In summary, this Thesis explores past work in the field, systematically capturing 
information regarding the data used in computational tools (Chapter 2). It demonstrates 
methodologies and the state-of-the-art approaches (Chapter 3) and creates an original 
Bayesian tool that can predict multiple toxicological outcomes in a molecular level 
from transcriptomics outcomes (Chapter 4). Finally, it develops and demonstrates a 
clever and compact methodology for researchers to compare and choose the optimal 
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1. Chapter 1: Introduction 
 
        This chapter commences by presenting the research domain of this thesis, that is, the 
emerging nanotechnology in silico safety assessment (Research Rationale), examines the 
research challenges and gaps responding with the research contribution to reach the thesis 
objectives (Research Objectives and Hypothesis). To conclude, an outline of the structure, 
scope and subsequent Chapters is provided to direct the reader through this thesis research 
(Thesis Structure). The contributions of this research to the scientific world have been 
exposed and verified, yet their synergies, conceptual adhesions and academic 
completeness are defended herein. 
1.1 Research Rationale  
        With the rise of nanotechnology and exponential production of nanoscale materials, 
human beings and ecosystems are increasingly exposed to Nanoparticles (NPs) 
(Bundschuh et al. 2018). It is therefore eseential, to understand how these materials effect 
organisms and the environment to determine potential risks. Although nanotoxicology 
has been a topic of research for more than 20 years (Fadeel 2019, Singh et al. 2019), 
advances in manufacturing drench the market with new materials and nano-applications 
in products, resulting in lagging in terms of designing and standardizing nanorisk 
assessment (Singh et al. 2019). The toxicity of nano-sized chemicals, in comparison to 
bulk materials, arises from the fact that a high surface-to-volume ratio makes them more 
reactive (Ai et al. 2011, Navya et al. 2016). In addition, due to their size, NPs penetrate 
cellular membranes, biological barriers and tissues efficiently (Barua et al. 2014, Bahadar 
et al. 2016) causing cellular damage (Behzadi et al. 2017).  
One of the principal challenges in NPs hazard assessment is the identification, 
classification and grouping of their properties that effect the toxicity (Jeevanandam et al. 
2018). Numerous factors may affect toxicity, for example, chemical components of the 
particle surface have important effects as they can increase the induction of Reactive 
Oxygen Species (ROS) in a free cell system (Manke et al. 2013, Abdal Dayem et al. 
2017). The mechanisms underlying the toxicity of NPs have been studied (Fu et al. 2014) 
and the most important mechanism seems to be the generation of ROS which can induce 
oxidative stress, resulting in cells failing to maintain normal physiological redox-
regulated functions (Trachootham et al. 2008). This in turn leads to DNA damage, 
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unregulated cell signaling, change in cell motility, cytotoxicity, apoptosis, and cancer 
initiation (Fu et al. 2014). Surface coating also affects the toxicity (Jurašin et al. 2016, 
Zheng et al. 2017), for example the toxicity of silver NPs was reduced due to a coating, 
which inhibited direct contact of particle surface with cellular components (Wani et al. 
2011). Particle primary size is one of the most important factors investigated (Ferreira et 
al. 2013) because of the size-depended cytotoxicity reports (Bahadar et al. 2016, 
Wongrakpanich et al. 2016, Zhang et al. 2018). Number concentrations and surface area 
per unit mass increase as particles get smaller and affect the toxicity in organ-specific 
manner (Ai et al. 2011). Surface charge can determine how the NPs interact with 
biological subsystems or membranes in the aqueous environment (Singh et al. 2019). 
Morphology is also an important aspect as, for instance, plate-like and needle-like NPs 
can physically damage cell membrane (Hu et al. 2011). Other features such as 
crystallinity and the longevity of particles have also been found to be important toxicity 
parameters (Ai et al. 2011, Osborne et al. 2015). A variety of physiochemical properties 
such as size, electrostatics, surface area, morphology and aggregation may significantly 
affect physiological interactions between nanomaterials and target biological areas (Shin 
et al. 2015) adding complexity in the field of nanotoxicology (Huang et al. 2017, Khan 
et al. 2019).  
Traditional hazard assessment relies mostly on a successive series of in vivo testing 
(Romeo et al. 2020) (i.e., animals exposed in different concentrations), in inhalation risk 
assessment for instance, the Organization for Economic Co-operation and Development 
(OECD) recommended a series of test guidelines for acute or subchronic inhalation 
toxicity assessment (OECD 2009, OECD 2018, OECD 2018b). This approach is unable 
to fulfill all safety assessments considering cost and time efficiency (Chen et al. 2018). 
For this reason, the exercise of alternative, non-testing approaches in NPs hazard 
assessment is essential for identifying and classifying potential risks. Whilst there are 
guidelines for harmonized in vitro methods to facilitate the interpretation of toxicological 
results (OECD 2017), as yet there are none for in silico approaches (Gellatly et al. 2019). 
There are however a number of explanatory documents and reports produced by various 
regulatory agencies which provide directions on how to use and report in silico 
approaches (for example what constitutes a valid model; appropriate  usage; and sufficient 
documentation) (OECD 2014). Over the next 50 years, there will be a need to understand 
the toxicology of increasingly complex materials that exhibit novel, dynamic and 
multifaceted functionality (Maynard et al. 2010). One alternative for investigating the 
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variety of NPs is by means of computational tools that model how nano-specific features 
relate to toxicity and enable its prediction (Furxhi I. et al. 2020a).  
In silico methods are gaining popularity and acceptance in the field of nanotoxicology in 
accordance with the 3R (Replacement, Reduction and Refinement) principles of 
diminishing in vivo toxicological studies (Furxhi et al. 2020b). In silico, approaches are 
increasingly cited within regulatory frameworks as ways to fulfil data requirements 
without the need to use in vivo or in vitro methods. One common approach, the so-called 
Quantitative Structure-Activity Relationships (QSARs), is based on the principle that 
features of the molecular structure of a chemical correlate with its physical and biological 
properties and can be used to predict toxicity (Gajewicz et al. 2015, Raies et al. 2016). 
The use of chemical groups and read-across allows existing, valuable information on the 
properties of chemicals to be used to predict properties of chemicals of interest (Schultz 
et al. 2015). On the other hand, Physiologically Based Pharmacokinetic models (PBPK) 
models are used to predict the absorption, distribution, metabolism and excretion 
(ADME) of chemicals over time (Li et al. 2017, Yuan et al. 2019). 
Machine Learning (ML) is, at its most basic form, the practice of using algorithms to 
parse data, learn from them and then to make predictions about an endpoint of interest 
(Furxhi I. et al. 2018, Furxhi et al. 2019b). ML does not require deterministic insights; 
bypassing in depth comprehension of the interactions within a system, it constructs a 
computational predictor bridging input data directly to outcome. Furthermore, these tools 
are fast and economical and as they rely on information inputs rather than physical test 
materials, they can be used to predict the impact of materials not yet synthesized, thereby 
contributing to the development process, particularly in relation to safe-by-design 
approaches (Furxhi et al. 2019a). In silico approaches are being developed constantly to 
integrate knowledge and data from in vitro and/or in vivo models and to create a logical 
ensemble representation of what is available (Piñero et al. 2018, Kostal et al. 2020). 
Indeed, machine learning techniques, already used for many years in the construction of 
QSARs (Devinyak et al. 2016), have the potential to be exploited in a range of new 
contexts in toxicology (Gellatly et al. 2019). However, these tools are not yet accepted 
by regulators as a stand-alone method but as complementary tools (ECHA 2017, Burgdorf 
et al. 2019). Although the Registration, Evaluation, Authorization and Restriction of 
Chemicals (REACH) regulation supports implementing such alternative approaches in 
hazard assessment as exploratory or predictive tools (ECHA 2017b), a number of factors 
were identified by European Chemicals Agency (ECHA) as contributing to the 
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insufficient quality of adaptations to the information requirements. Those include “poor 
documentation, insufficient substance identification, deficiencies in the quality of the 
source studies, lack of or low quality of supporting data and lack of qualitative and 
quantitative data to support predictions” (Gellatly et al. 2019).  
 Diverse computational models and machine learning techniques have been developed 
during the last decade to explore the prediction of toxicological properties or the adverse 
effects of NPs (Furxhi I. et al. 2020a). Quantitative Structure-Activity Relationships 
(QSARs) and Quantitative Structure-Property Relationships (QSPRs) are among the most 
widely used practices (Furxhi et al. 2020b).  In recent years, the European Commission 
has espoused projects to explore the opportunities offered by modelling the toxicity and 
properties of NPs (Haase 2018, Puzyn et al. 2018). Just to mention a few: GRACIOUS1, 
eNanoMapper2 , NanoFASE 3 , NanoCommons 4 , ACENano 5 , NanoInformaTIX6 , and 
NanoSolveIT7. However, due to its readiness and comprehensiveness, a Korean database 
that achieved little visibility in recent review studies (Saini et al. 2018, Basei et al. 2019, 
Lamon et al. 2019) was preferred and used in this thesis8. 
Researchers still encounter challenges regarding data gaps associated analytics and 
measuring the response of complex biological matrices to particles (Akhtar et al. 2018). 
Other challenges are related to the paucity of widely available, systematically 
variedlibraries of experimental data necessary for the development and validation of 
computational models (Gajewicz 2017). Over the last ten years, the nanotoxicology 
community has been trying to address further technical questions e.g. dosing issues or 
new protocols to handle aggregation state of materials as a function of time (Gao et al. 
2018, Jeevanandam et al. 2018). The lack of harmonized protocols and theoretical 
understanding further complicates the way to make reproducible data (Tanguay 2014, 
Singh et al. 2019). Limited data about the toxicity mechanism of NPs, scarcity of 
biomarkers and few demonstrative functional analyses, which the research community 
needs to build up, potentiate the nanotoxicology research (Bergamaschi 2012). 
 
1 https://www.h2020gracious.eu/ (Webpage accessed 22/04/2020). 
2 http://www.enanomapper.net/ (Webpage accessed 22/04/2020). 
3 http://www.nanofase.eu/ (Webpage accessed 22/04/2020). 
4 https://www.nanocommons.eu/ (Webpage accessed 22/04/2020). 
5 http://www.acenano-project.eu/ (Webpage accessed 22/04/2020). 
6 http://www.nanoinformatix.eu/ (Webpage accessed 22/04/2020). 
7https://nanosolveit.eu/ (Webpage accessed 22/04/2020). 
8 http://portal.s2nano.org/ (Webpage accessed 22/04/2020). 
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          This thesis offers substantial, valuable contributions to the academic collective 
reaching of nanomaterials safety. In recollection, this Thesis extracted prior knowledge, 
filled a gap in the literature analysis, offering new interpretations and compiling a 
roadmap, went down through the model crafting process to build a new, functioning 
model and, finally, reflected on it, methodologically, offering a novel ranking/evaluation 
concept/scheme. In conclusion, this work will allow readers to navigate through the field 
of computational nanotoxicology supplying valuable tools, interpretations and concepts 
in hazard identification and classifiers pick-outs.  
1.2 Research Objectives and Hypothesis 
This research hypothesis suggests there is some efficacy in building fit-for-purpose 
classifiers for nanotoxicology based on methodological examination of data and machine 
learning techniques used in prior studies. It further suggests using multicriteria scoring 
for comparing and ranking classifiers. Each peer-reviewed published article (chapters 2-
5) within this thesis, researches the state-of-the-art of machine learning hazard 
identification in the field of nanotoxicology under the hypothesis mentioned above. This 
hypothesis is disaggregated and explored with respect to the following research questions 
and objectives: 
 What kind of nanotoxicological data, including biological systems information, have 
been used in machine learning approaches? Which toxicological endpoints are being 
predicted? 
Objective: To record and map the nanotoxicological data that have been used in the past 
with machine learning tools providing prior-based data mining paradigms to be readily 
used in computational studies by the future explorers. To explore the biological level that 
those tools integrate. 
 What categories of machine learning algorithms and pre-processing techniques have 
been used in nanotoxicology? Are there any definite steps involved in model 
implementation? 
Objective: To benchmark the machine learning methodologies used to predict nano 
(eco)-toxicological outcomes during the last decade, breaking down and decoding the 
sequenced steps involved in implementing a ML model, from data pre-processing, to 
model implementation, model validation and applicability delineation, to provide a 
methodological implementation guide. 
23 
 
 Can physicochemical properties, experimental exposure conditions and in vitro 
characteristics predict transcriptomics outcomes using a machine learning algorithm? 
Which input variables are the most significant in predicting multiple outcomes? 
Objective: To develop an inhouse machine learning hazard classification model bridging 
physicochemical properties of NPs, experimental exposure conditions and in vitro 
characteristics with biological effects of NPs on a molecular cellular level from 
transcriptomics studies. 
 How can diverse machine learning algorithms be compared and ranked accounting 
for multiple criteria? Are these algorithms robust when trained with missing values? 
Objective: To compare singular and integrated algorithms and deliver a methodology 
that identifies and clearly prioritizes classifiers in order to achieve more accurate, robust 
predictions of NP toxicity for any given exposure settings.  
1.3 Thesis Structure 
         This thesis is presented in an article-based format; where each chapter is a peer-
reviewed journal published paper describing nanotoxicology in silico prediction, 
designed to explore the research objectives outlined in section 1.2.  
         Chapter 2 initiates by documenting history: data used in published studies that 
predict nano (eco)-toxicological endpoints using machine learning models. This Chapter 
draws the pathways followed involving biological features in relation to NPs exposure, 
their physico-chemical characteristics and further reveals the most predicted outcomes. 
The findings are summarized visually, providing prior-based data mining paradigms to 
be readily used by nanotoxicology professionals in computational studies. This research 
highlights, for the top five most predicted outcomes, how the biological level of 
organization is hosted by the artificial tools. It narrates the data sources, the NPs, the input 
used, includes physicochemical properties, theoretical descriptors, study design and 
experimental information. The endpoints are then associated to the algorithms uncovering 
the biology behind the tool. In addition, in this Chapter, insights are offered on the state-
of-the-art computational tools, namely quasi-QSAR and perturbation approaches, 
signifying their advantages compared to traditional linear regression tools. Lastly, this 
work captures emerging infrastructures and near-future integration of available 
knowledge. Closing statements in this Chapter: studies performed modelling for few 
specific NPs, extracted data mainly from the literature (instead of generating new 
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knowledge) and tested their predictions in various cell cultures derived from different 
biological parts. Several novel approaches such as perturbation models or quasi-QSARs 
can help to build biologically more accurate models since they capture the impact on the 
outcome of exposure conditions and other experimental parameters. Perturbation models 
also provide a solution for small datasets, which is a major dispute in in silico approaches. 
Databases facilitation and multisource data extraction is still under development but set 
recently as a priority in research community. 
         Chapter 3 investigates and benchmarks ML methodologies used to predict nano-
outcomes in nanotoxicology field during the last decade. This Chapter becomes more 
technical and provides the sequenced steps involved in implementing a ML model, from 
data pre-processing, model implementation to model validation and applicability 
delimitation. This work gathers the step-wise information on techniques and procedures 
of existing models (such as feature selection, class balancing, molecular structures 
codification and data splitting approaches) that can be used readily to assemble new 
nanotoxicological in silico studies. It also exhibits the most popular algorithms that are 
used in relation to data size and number of descriptors. This research ends by concluding 
that i) a variety of ML algorithms have been used but non-linear modelling is starting to 
dominate; ii) there is a shift from theoretical descriptors and conservative QSAR 
modelling to progressive models incorporating nano-specific features, biological 
information and even experimental variations, despite limited consensus on which 
features must be considered; iii) there is little technical convergence in the initial 
implementation stages methods compared to the final stages; and iv) there is a lack of 
justification of model selection.  
         Chapter 4 shows how to fuse physicochemical properties of NPs, experimental 
exposure conditions and in vitro characteristics with molecular biological effects. It has 
as its basis on two novel approaches; using transcriptomics final data (Chapter 2 findings 
showed no similar data feeding a model) and developing novel Bayesian Networks with 
unique pre-processing design (Chapter 3 findings showed no comparable data pre-
processing). The Bayesian Networks (BNs) were selected based on findings of algorithms 
in Chapter 3 and implemented with or without data pre-processing. The network 
structures are derived either automatically or methodologically by crafting and 
comparing. This Chapter demonstrates that BNs exhibit great performance even in cases 
of missing knowledge and besides the complexity of predicting multiple outcomes. Data 
analysis and pre-processing techniques were found to be crucial to achieve an optimum 
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prediction of toxicity. The attribute importance analysis shows that exposure dose is the 
most influential attribute that affected all outcomes significantly. Given the disparities of 
reporting within the literature, the predictive capability of our model is noteworthy and 
may be improved further with greater harmonization among studies. We compare 
manually a crafted Correlation Feature Selector (CFS) algorithm-based BN to an 
automatically derived BN structure based on K2-algorithm. The former performs better, 
suggesting BN structuring based on statistical correlation is optimum. In conclusion, 
predefined discretized ranges, gap filling and class balancing improve classifier 
prediction ability. The BN successfully predicted a number of disrupted biological 
pathways associated with NP properties that reflect drivers of toxicity also determined 
experimentally, such as zeta-potential and surface coating, for both in vitro and in vivo. 
         Chapter 5 presents a novel paradigm for intercomparison of classifiers using curated 
datasets from an overlooked Korean database, to investigate their performance in 
predicting NPs in vitro toxicity. This Chapter is a quest tofind the best among the best 
classifiers. Physicochemical properties, toxicological and quantum-mechanical attributes 
together with in vitro experimental conditions unite as input parameters to predict cell 
viability. Voting, an equal-weight ensemble meta-classifier, combine models in order to 
optimize prediction of toxicity. To facilitate intercomparison, the Copeland Index is 
applied, ranking the classifiers according to their performance. The proposed Index is 
offered to the readers to identify and clearly prioritize classifiers in order to achieve 
predictions that are more accurate. The research is divided into the following tasks: a) 
apply classification models to investigate how they perform in each scenario (i.e., 
combinations of different datasets, validation techniques, and performance metrics), b) 
generate ensemble classifiers to increase the overall performance in all scenarios, c) use 
the index capable of prioritizing the most appropriate classifier for NPs toxicity. The 
index cleverly ranks the optimum classifier with the highest score. Data scientists, in the 
general terms, can use the proposed methodology for different purposes apart from 
toxicity prediction of NPs. This comparative analysis is valuable and useful to the 
potential broad users in exploring several ML-based approaches and selecting the optimal 
among classifiers with quite comparable results.  
Chapters 2-5 represent the published papers in scientific journal for this thesis with minor 
editorial changes. Chapter 6 ends with providing the knowledge and conclusions acquired 
form each chapter while providing limitations and recommendations for future work 
derived from the chapters.  
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The exercise of non-testing approaches in Nanoparticles (NPs) hazard assessment is 
necessary for the risk assessment, considering cost and time efficiency, to identify, assess 
and classify potential risks. One strategy for investigating the toxicological properties of 
a variety of NPs is by means of computational tools that decode how nano-specific 
features relate to toxicity and enable its prediction. This literature review records 
systematically the data used in published studies that predict nano (eco)-toxicological 
endpoints using machine learning models. Instead of seeking mechanistic interpretations 
this review maps the pathways followed, involving biological features in relation to NPs 
exposure, their physico-chemical characteristics and the most commonly predicted 
outcomes. The results, derived from published research of the last decade, are 
summarized visually, providing prior-based data mining paradigms to be readily used by 
the nanotoxicology community in computational studies. 
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Nanotechnology is one of the main 21st century emerging technologies with enormous 
potential for innovative applications, estimated to have an economic impact reaching 
$90.5 billion by 2021 (McWilliams 2017). It affects multiple applications and products 
leading in a rapid proliferation in the number of commercially exploited nano-embedded 
materials. However, NPs display high heterogeneity regarding their physicochemical (p-
chem) properties in relation to toxicological effects, narrowing risk assessment for NP to 
an ad hoc testing process. The p-chem properties of NPs form their functionality and 
influence their environmental spreading, biological absorption, dissolution and 
(eco)toxicity (Giusti et al. 2019). Traditional hazard assessment relies mostly on the use 
of in vivo testing, which poses technical challenges when extrapolating to humans and 
ethical dilemmas and requires time and resources (Chen et al. 2018). For these reasons, 
in silico methods have gained increasing popularity in the field of nanotoxicology in 
accordance with the 3R (Replacement, Reduction and Refinement) principles of 
diminishing in vivo toxicological studies. However, in silico tools are not yet accepted by 
regulators as a stand-alone solution but as complementary tools (ECHA 2017, Burgdorf 
et al. 2019). Implementing such alternative approaches in hazard assessment is defended 
by the Registration, Evaluation, Authorization and Restriction of Chemicals (REACH) 
regulation as exploratory or predictive tools (ECHA 2017b). Few examples of 
toxicological endpoint assessments replaced by computational tools exist (Herrmann et 
al. 2019).  
Nanotechnology involves the incorporation of expertise from various disciplines such as 
materials science, chemistry, toxicology, computational sciences and decision-making. 
Current interest in Integrated Approaches to Testing and Assessment (IATA), aiming at 
reducing animal testing, and the fundamental research for a mechanistic understanding of 
NPs toxicity are expected to increase reliance on computational modeling to predict 
properties and (eco)toxicity for new nanoforms. There is a significant momentum from 
scientific and policy-influencing bodies globally to promote in silico tools as alternatives 
methods. In addition, an expanding knowledge base which reinforces robust modeling 
competences in forecasting NP's properties, exposure and hazard potential would allow 
materials design with maximized utility and minimized toxicity (safe-by-design) 
(Schwarz-Plaschg et al. 2017, Kraegeloh et al. 2018). In recent years, the European 
Commission has financed modelling projects to tackle the opportunities offered by 
modelling the toxicity and properties of NPs (Haase 2018, Puzyn et al. 2018).  
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Over the last two decades, various types of machine learning models have been developed 
for predicting toxicological effects of nanoforms. As the use of computational tools in 
nanotoxicology is increasing, this article provides an extensive up-to-date review 
focusing on articles implementing machine learning tools that predict a toxicological 
endpoint. In this review the mechanistic interpretation of models is not analyzed; the goal 
of the manuscript is not to critically assess the available tools but rather to provide an 
overview of the machine learning tools in nanotoxicology featuring their inherent 
biological organization. The review maps existing models built for a specific category of 
NPs in the space of the features of the biological agent where the outcome is observed. 
Forthcoming nano-risk assessment is based on the system biology (target-organ 
assessment/specific level of biological organization). In order to identify the hazard 
potential on specific exposure conditions, we provide to computational nano-toxicologists 
a collective visual of applied machine learning tools. This review breaks down the 
available computational tools based on the biology system in which they were 
implemented. We found that a number of computational tools have been applied for 
metals and/or metal oxides NPs, the majority of in silico studies use in vitro data, nano-
specific features are gaining momentum as classic Quantitative Structure-Activity 
Relationship(s) (QSARs) show inadequate to predict NP toxicity; there are no clear 
endpoints and/or endpoints accepted by regulators; trees, neural networks and regression 
are the most common implemented algorithms; perturbation and quasi-QSARs are 
promising approaches in the field of nanotoxicology; there is a deficiency and lack of 
harmonization in descriptions of experimental design inputs; there is an ongoing effort in 
substituting sparse, inhomogeneous literature data, the current common data source, with 
central, curated, comprehensive databases. 
Materials and Methods 
Search design 
          In order to investigate machine learning models in nanotoxicology we explored 
multiple sources of peer-reviewed scientific literature and reports with a systematic 
Boolean search of key terms (“nanoparticle”, “nanomaterial”, “in silico”, 
“computational”, “machine learning”, “model”) to produce specific multiple search 
strings. Those texts have been applied to discover studies that implement a machine 
learning model to predict nanotoxicity in publicly available electronic search engines 
(ScienceDirect, Web of Science, Google Scholar and PubMed) (Table 2.1). The final 
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technical report of NanoComput project, “Evaluation of the availability and applicability 
of computational approaches in the safety assessment of nanomaterials”, carried out by 
the European Commission Joint Research Centre (JRC) was taken into consideration for 
studies before 2017 (Worth A. 2017).  
Table 2.1. Review protocol. 
Subject Description Subject Description 
Databases Google Scholar, Elsevier 
(Scopus and ScienceDirect), 
Web of Science and PubMed 




Keywords nanoparticle, nanomaterial, in 
silico, computational, 
machine learning, model 
Publication type Peer-reviewed journals and 
reports 
Search files title, abstract, keywords Time interval Last decade (2010-2019) 
 
Eligibility and exclusion criteria 
          We focused on machine learning models predicting ecotoxicological (e.g., aquatic 
and terrestrial organism toxicity) and human health toxicological endpoints. In this review 
the endpoint is defined as: a specific biological effect defined in terms of biological target 
structure and associated changes in tissue structures and/or other parameters (OECD 
2009b). Therefore, studies predicting properties of NPs such as solubility, dispersion, 
absorption, zeta potential, partition coefficients, Poisson’s ratio or Young’s Modulus and 
environmental outcomes (e.g., bioaccumulation, degradation) were not included. The 
literature review utilized different inclusion criteria for studies that i) focus on the model 
implementation, ii) have been published during the last decade, iii) are published in 
English, iv) are published in peer-reviewed journals. The search was performed through 
title, abstract and keywords and a cursory read to evaluate the paper relevance. 
Furthermore, manual searches were conducted in reference lists from published literature 
to discover studies that might have been overlooked by the online searches. The search 
resulted in 86 studies implementing machine learning models for nanotoxicity prediction, 
published in the last decade.  
Computational predictive models for absorption, distribution, metabolism and excretion 
rely on physicochemical data and on mechanistic descriptions of the underlying 
biophysical and biochemical processes. Physiologically Based PharmacoKinetic (PBPK) 
modelling was not addressed in this study as it has been addressed lately elsewhere (Li et 
al. 2017, Yuan et al. 2019). Different schemes are proposed for grouping NPs and 
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reviewed elsewhere (Lamon et al. 2018, Lamon et al. 2018b, Giusti et al. 2019). Lamon 
et al. (2018b) reviewed published categorization schemes, grouping for read-across 
approaches and computational ranking of NPs. The authors stated that the limited studies 
that address NP similarities were based on limited datasets and the tools are not user-
friendly. The authors suggested that datasets of toxicity and nano-properties should be 
investigated to distinguish groups of NPs. Giusti et al. (2019) stated how computational 
methods e.g., for developing or endorsing initial grouping hypotheses, are usefully 
applied to different stages of grouping. A number of techniques can be used to predict 
toxicity, ranging from read-across, unsupervised and supervised methods of machine 
learning, to a variety of QSAR methods. 
Analysis 
          The relative toxicity of NPs can be determined by numerous factors such as the 
route of exposure, dose and duration, as well as the p-chem properties. Furthermore, the 
experimental parameters i.e., the cell or animal model, cell line, cell type (normal or 
cancer), toxicological assay (MTS, MTT, etc., for in vitro) or the gender and age for in 
vivo assays, add further variables that may affect the outcome. In this study, each paper 
was reviewed and information related to the i) data extraction source (literature, database 
or experimental), ii) NPs category (metal, metal oxides et.), iii) nano-specific descriptors 
(p-chem), iv) study design experimental parameters (in vitro/in vivo, dose, cell line, 
tissue, etc.), v) endpoints and vi) model algorithms (neural networks, regression etc.) were 
extracted. There are no definite guidelines in dataset formation and model implementation 
in order to create a predictive model with nanotoxicological data. A figure with all the 







is provided below. The steps shown serve as a guide for extracting and categorizing the 
information of the published studies in a systematic way and were adopted in this review.   
Following the general roadmap of model implementation shown in Figure 2.1, we 
discriminated five main sequential parts involved. The first step, the dataset formation, 
where nanotoxicological data is gathered to be used by predictive models. Sources, 
features of NPs, study design information and patterns of data used in the studies during 
the last decade were reviewed and mapped towards the five most common predicted 
endpoints. The remaining sequential parts of Figure 2.1 i.e., data pre-processing 
techniques, model implementation, model validation and model applicability domain 
were covered in greater detail elsewhere (Furxhi et al. 2020b). The Dataset formation 
overview contains four subparts (Figure 2.1). The first part refers to the data sources used 
in the studies being either existing literature, databases or new data experimentally created 
or their combinations. In the second part the information on NPs is extracted e.g., nano-
Figure 2.1. A summarized general roadmap for implementing a model in the field of 
nanotoxicology. The roadmap can be divided into five main parts: dataset formation 




specific descriptors (size, coating, zeta potential, etc.) and the NP category (metal, metal 
oxide, carbon based, etc.). Besides nano-specific descriptors, theoretical descriptors can 
be generated using available software to be used as input. Third, inputs including study 
design information are attained such as the testing system (in vitro, in vivo), species 
(human, bacteria, etc.), tissue (lung, kidney, etc.), exposure conditions (dose, duration) 
and in vitro experimental features (e.g., cell line: A549, Caco2, etc.). Last, the 
toxicological studies endpoints, which are used as the output to be predicted by the 
models, are recorded. All of the reviewed studies mentioned data sources, NP category, 
endpoint predicted and model algorithm chosen. In cases where the study did not mention 
the biological features of the experimentally measured endpoint, we tracked down the 
original publication of the data to find out the toxicological assay information. 
Results 
Data sources in the studies 
          The majority of the reviewed studies (63%) extracted data from peer-reviewed 
literature sources (Figure 2.2). A significant portion, 21%, of the studies, used new data 
derived experimentally either from NP synthesis and elaborated characterization or in 
vitro/in vivo toxicological assays. 14% of the studies exploited available datasets from 
nano-specific or non-nanospecific databases. In contrast, only 2% of the studies used 
integrated data combining literature, database and experimentally produced new data. A 
notable share of publications applied extensively a few datasets (Lamon et al. 2019). In 
detail, 28 studies that extracted a single dataset from the literature (see  
Figure 2.2 Literature) used mostly data originally from (Weissleder et al. 2005, Puzyn et 
al. 2011, Walkey et al. 2014) for the prediction of either the bacterial viability of metal 
oxides or the prediction of cellular uptake of florescent magnetic metal oxides. The rest 
of the studies handled multiple datasets extracted from different peer-reviewed journals. 
Safe and Sustainable Nanotechnology (S2NANO)9 was the database mostly used (see  
Figure 2.2- Database); other databases such as the National Institute for Occupational 
Safety and Health (NIOSH)10, the Online chemical database (OCHEM)11, the Database 
and Ontology Framework for Nanomaterials Design and Safety Assessment 
 
9 http://portal.s2nano.org/ (Webpage accessed autumn 2019). 
10 https://www.cdc.gov/niosh/data/default.html (Webpage accessed autumn 2019). 
11 https://ochem.eu/home/show.do (Webpage accessed autumn 2019). 
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(eNanoMapper) 12  and Nanomaterial-Biological Interactions Knowledgebase (NBI) 13 
were used less.  
Figure 2.2. The percentage of data extraction sources and experimentally generated new 
data from the gathered studies. Additional information on the number of studies in case 
of literature and database data extraction is shown. 
Nanoparticle and study design information  
          Different categories of NPs based on chemical composition were studied during 
the last decade regarding their toxicity prediction using machine learning models. The 
data in Figure 2.3 indicate that metal oxides (i.e., Al2O3, CuO, TiO2 ,CeO2, La2O3,  
Co3O4, Cr2O3, Sb2O3, Fe2O3, Fe3O4, SnO2, Ni2O3, SiO2, Mn2O3, ZnO etc.,) were the most 
abundantly modelled NPs (42 studies) followed by carbon based (nano-tubes and 
fullerenes) and metals (Au, Ag, Cu, Co, etc.,) with 10 and 12 studies, respectively. A 
limited number of studies dealt with dendrimers such as Poly-(amido amine) (Jones et al. 
2015), polymers (chitosan/streptokinase, Poly(N-isopropylacrylamide)) (Bygd et al. 
2015, Baharifar et al. 2016) and quantum dots (Oh et al. 2016, Bilal et al. 2019). The 
above studies used datasets specific to one NP category; nonetheless, different categories 
of NPs such as metals, metal-oxides, carbon-based NPs etc., were commonly merged in 
one dataset for model implementation (23 studies). 
 
12 http://www.enanomapper.net/data (Webpage accessed 22/04/2020). 




Figure 2.3. Nanoparticles categories in the datasets used for modelling in the studies 
gathered. The numbers demonstrate the number of studies using the specific category. 
The sum is higher than sum of studies gathered as some studies dealt with more than one 
dataset. 
P-chem properties can be generally categorized into intrinsic properties (core size, shape, 
chemical composition) related to the NP itself, extrinsic (zeta potential, purity, 
agglomeration) that is, properties related to the behavior of NP in the exposure media, 
and intermediate properties (coating, surface area, solubility) (Casals et al. 2017). Almost 
half of the studies used at least one nano-specific descriptor as input. Size (measured in 
different media using different techniques) showed up most times (38 studies out of 86) 
which is evident in Figure 2.4 since it is a common feature that has been linked to 
nanotoxicity. Size was followed by zeta potential and surface area given in 30 and 16 
studies, respectively. Coating, shape and composition appeared as significant features in 
modelling, whereas agglomeration, solubility, purity and composition were not 
considered as much presumably due to the lack of data. Exposure conditions such as dose 
and exposure time were also monitored with dose appearing more frequently (27 studies). 
The bottom-right corner cell in Figure 2.4 demonstrates studies that took at least one in 
vitro characteristic such as cell line, cell origin, assay, cell type and species, as final input 
descriptor in the model. Studies typically used a combination of the aforementioned 
variables and selected the final descriptors for modelling after pre-processing the data and 
eliminating the least important features. Data pre-processing techniques and feature 
selection methods used in the studies are covered in greater detail elsewhere (Furxhi et 
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al. 2020b). Protein-corona descriptors (not shown in figure) were used in two studies (Liu 
et al. 2015, Papa et al. 2016).  
 
Figure 2.4. Nano-specific features used in the studies gathered. The number signifies the 
number of studies (out of 86) using that parameter as input in the final model.  
In vivo features in the study design information were not placed in the first section of 
Figure 2.1, since only a limited amount of studies used experimental in vivo information 
as input variables. Ten out of 86 studies referred to an in vivo system (rodent, fish, 
crustacean or combination of organisms); nevertheless, three of them utilized in vivo 
experimental information as final descriptors. Ban et al. (2018) used the animal strain, 
weight, exposure route and age of rodents for the prediction of reproductive toxicity using 
a decision tree algorithm (random forest). Gernand et al. (2014) utilized the animal weight 
for a meta-analysis prediction of carbon based NPs for four different endpoints using 
random forests. Liu et al. (2013) exploited the primary exposure route to predict the post-
fertilization mortality, translated in a metric based score for zebrafish. However, while 
other studies took a combination of in vitro - in vivo studies (Kleandrova et al. 2014b, 
Kovalishyn et al. 2018), in vivo assays have not been favored in nanotoxicity predictions 
verifying the picture of the field landscape described in (Basei et al. 2019). 
Descriptors generation in the studies 
          Quantitative Structure-Activity Relationships (QSARs) models are based on the 
mathematical descriptions of the relationship between molecular structural characteristics 
and an effect (Christen et al. 2014, Sizochenko et al. 2014). Normally, the structure of 
NPs can be defined by both experimentally determined p-chem properties and 
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theoretically calculated descriptors. From the 86 studies gathered half of them calculated 
theoretical descriptors as input variables either used as such, or in combination with nano-
specific characteristics. Theoretical descriptors can be calculated using academic and 
commercial software (e.g., ADRIANA 14 , Dragon 15 , Cerius2 16 , MOE 17 , MOPAC 18 , 
PaDEL19 etc.,) derived from NP electrical, atomic and molecular structure and their 
immediate environment (Gharagheizi et al. 2008, Petrova et al. 2011, Gerber et al. 2013). 
However, porting the complex and non-uniform nanostructures in computer language is 
a challenging and time-consuming task (Oksel et al. 2017). Density Functional Theory 
(DFT) as an instance of determining molecular descriptors is a method that settles among 
quick ad hoc, semi-empirical and time-intensive ab initio methods (Pathakoti et al. 2014, 
Villaverde et al. 2018).   
Quantum chemical descriptors were calculated in 18 out of 86 studies. For the ones used 
the most the calculations require certain quantum-chemical background (Nikota et al. 
2016). Electron distribution and affinity, band gap, electronegativity and enthalpy of 
formation are commonly used descriptors derived from quantum-mechanical 
calculations. A new approach, the Liquid Drop Model (LDM) combines specific 
descriptors that represent a NP supramolecular structure for different organizational 
levels avoiding extensive quantum-mechanical calculations (Sizochenko et al. 2014). The 
Organization for Economic Co-operation and Development (OECD) validation principles 
require that the exact process, followed to obtain extract descriptors, should be explicitly 
stated (Puzyn et al. 2018).  
Descriptors to characterize NPs may be taken directly from the Chemicool20 periodic 
table (Kleandrova et al. 2014, Jagiello et al. 2016). Periodic table descriptors were used 
in nine studies out of 86 studies. An alternative source are images taken by Transmission 
Electron Microscopy (TEM), scanning electron microscopy or atomic force microscopy 
(Bigdeli et al. 2015). Using images derived from TEM, quantum-mechanical and nano-
specific descriptors such as shape, size, aggregation state and surface area can be 
generated (Bigdeli et al. 2015, Mikolajczyk et al. 2015, Jagiello et al. 2016). 
 
14 https://www.mn-am.com/products/adrianacode. (Webpage accessed 22/04/2020). 
15 https://chm.kode-solutions.net/products_dragon.php. (Webpage accessed 22/04/2020). 
16 http://www-jmg.ch.cam.ac.uk/cil/SGTL/cerius2.html. (Webpage accessed 22/04/2020). 
17 https://www.chemcomp.com/.  (Webpage accessed 22/04/2020). 
18 http://openmopac.net/. (Webpage accessed 22/04/2020). 
19 http://padel.nus.edu.sg/software/padeldescriptor/. (Webpage accessed 22/04/2020). 
20 https://www.chemicool.com/. (Webpage accessed 22/04/2020). 
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Experimental descriptors can also be obtained from Raman spectroscopy (González-
Durruthy et al. 2017).  
Studies Endpoints 
         The first OECD principle of a QSAR and an in silico models in general requires a 
well-defined endpoint. The endpoint is defined as “a measure of activity for chemicals 
made under specific conditions” and refers to “any physicochemical property, biological 
effect or environmental parameter related to chemical structure that can be measured 
and modelled” (OECD 2004). In the studies gathered the predicted endpoints were in 
general clearly identified and several toxicological endpoints were used. The 
combinations of experimental in vitro parameters for each of the studies, such as species, 
cell type and tissue, NP category, model implementation and endpoints, were recorded 
independently in a worksheet resulting in multiple insertions (rows) per study. If for 
example, a different model with unchanged conditions was created, this was inserted as 
a novel case (row) within the worksheet. Alternatively, if different data-rows were used 
by the same model this leads to a new case in our analysis. This process resulted in the 
extraction of 273 predictive modelling cases implemented in 86 individual studies. A 
broad spectrum of in vitro assays are currently used since they are important indicators 
for biological evaluation. In vitro assays are cheap, rapid and reproducible covering 
various cell functions. Assays measure different markers, signaling the loss of membrane 
integrity (cytotoxicity), the number of live cells (viability assay) or cell death mechanisms 
(e.g., apoptosis). 
From the 273 cases the majority (118) was built to predict viability (Figure 2.5). These 
118 cases were extracted from 42 individual studies. There are numerous classifications 
of cell viability assays, labeled as e.g., colorimetric, dye exclusion, fluorometric assays 
etc. In this review, we generally cited the endpoints without splitting them into further 
detailed assays for reasons of simplicity and clarity. The second most predicted endpoint 
was cellular uptake. 27 cases to predict cellular uptake were derived from 11 studies. 
Cellular uptake relate directly to the processes leading NPs to penetrate the cell 
membrane (Zhao et al. 2011) and facilitates understanding both adverse (toxicological) 
and favorable (i.e., drug delivery) biological fate of NPs. Aggregated outcomes were 
predicted in 23 cases derived from 17 studies. The term “aggregated” refers to a 
combination of different endpoints in predicting a generic biological activity. Usually 
those studies performed weighting averages of the combined outcomes or ranking of 
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hazard endpoints into a singular outcome. Apoptosis (the process of programmed cell 
death) was targeted in 15 cases derived from 2 studies and membrane integrity in 14 cases 
produced by 7 studies. Membrane integrity is defined as the quality or state of the 
complete cell membrane in perfect condition (Elmore 2007).  
 
Figure 2.5. Outcomes-nanotoxicological endpoints that are predicted in the field of 
computational nanotoxicology. The value next to the outcome, inside the box, is the 
number of model implementations (cases) preformed to predict that outcome. The number 
outside the box (bold) is the number of individual studies that implemented the 
computational tools. MIC: minimal inhibitory concentration, NOAEC: no-observed-
adverse-effect concentration, IC50: half maximal inhibitory concentration, IL-10: 
Interleukin 10, TNF-a:  tumour necrosis factor. 
The rest of the outcomes (Figure 2.5, box surrounded with dash type lines) such as 
oxidative stress of metal oxides (Gajewicz et al. 2018), mitotoxicity (mitochondrial 
respiration) of carbon nano-tubes (González-Durruthy et al. 2017), exocytosis of gold 
NPs (Bigdeli et al. 2015, Oksel et al. 2016), reproductive toxicity of various NPs (Ban et 
al. 2018), macrophages or neutrophils counts as pulmonary toxicity indicators (Gernand 
et al. 2014), mutagenicity of carbon-based NPs (Toropov et al. 2014, Toropov et al. 2015) 
etc., were targeted in less than four cases resulting from few studies. We performed a 
focused analysis of the top five most common nanotoxicological endpoints (viability, 




Case mapping by endpoint overview 
          In the section below, information gathered from the 273 cases was further analyzed 
to reveal pathways through data extraction source, NP groups, level of biological 
organization (system, species, tissue), model implementation and endpoint metrics that 
lead to the top-five toxicological predicted endpoints. The review is split and presented 
by endpoint. 
The most common data mining machine learning algorithms can be clustered to 
categories such as rules, instance based (Inst Based), decision trees (D. Tree), bayesian 
networks (Bayes), neural networks (N. Network), dimensionality reduction (D. 
reduction), regression and meta/ensemble (Brownlee 2013). Furxhi et al. (2020b) gived 
a detailed information of the machine learning algorithms for the 273 cases. 
       
Figure 2.6. Case flow by attribute, featuring aggregated endpoints as a combined 
outcome. The width of the flows is proportional to the number of cases. The flow 
demonstrates what cell lines of which species were exposed to which particles, in in vivo 
or in vitro experiments, resulting in various endpoints aggregated to one outcome. It also 
shows what models were used for predicting the aggregated outcome, codified as either 
binary, numerical or nominal. Liter: literature, Exper: experimental, QC: quantum-dots, 
comb1: dataset containing metal, metal oxides, polymeric and dendrimer NPs, comb2: 
dataset containing metal, metal oxides and carbon based NPs, in viv-vit: dataset 
containing in vivo and in vitro data. 
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    The Sankey diagram in Figure 2.6 shows the information flow of data starting from 
their extraction source through their NP types, experimental biological system and tissue 
studied, algorithm implemented and outcome metrics used to predict aggregated 
outcomes, Aggregated outcomes correspond to the combination of multiple endpoints 
under certain criteria or the combination of endpoints with experimental conditions and/or 
toxicities/activities (Table 2.2). Aggregated outcomes were mostly predicted by models 
using data extracted from the literature (13 cases) followed by experimental new data and 
databases, 5 and 4 cases, respectively (Figure 2.6). The largest portion of the models used 
datasets containing metals-metal oxides-quantum dots and metals-metal oxides, 9 and 6 
cases, respectively. Over a half of the models predicted aggregated outcomes from in 
vitro (10 cases) systems using various species (10 cases) with multiple cell types (11 
cases) (Table 2.2).  
Table 2.2. Terms referring to grouped values in the review: Aggregated (outcomes), NPs 
(Comb), species (various in Figure 2.6), cell lines (multiple in Figure 2.6) and algorithm 
(Meta in Figure 2.6, Figure 2.8 and Figure 2.10) examples. 
Aggregated 
(outcomes) 
Caspase-mediated apoptosis, mitochondrial membrane potential, 
mitochondrial depolarization, neurological, pulmonary, fibrosis, 
immunological, genotoxicity, inflammation, particle concentration in air 
and occupational exposure limits, Micro-Eff, membrane integrity, necrosis, 
haemolysis, mitochondrial function, 50% reduction in viability (CC50), 
response halfway between the baseline and maximum (EC50), prevention 
of the root elongation of a plant at 50% (IC50), toxic (TC50), lethal (LC50) 
effects., MIC, MBC among others combined. 
Various 
(species) 
Algae, bacteria, fungi, mammal, human, crustaceans, plants, fishes, 





Danio rerio, Pseudokirchneriella subcapitata, aorta, coronary artery, 
monocytes/ macrophage, liver, skin, colon, Escherichia coli, 
Photobacterium phosphoreum, Vibrio fischeri, Saccharomyces cerevisiae, 
Desmodesmus subspicatus, Chlorella vulgaris, Scenedesmus, Brassica 
napus, Cucumis sativus, Raphanus sativus, Lolium perenne, Daphnia 
magna, Thamnocephalus platyurus, Ceriodaphnia dubia, Poecilia reticulata, 






Comb1: metal, metal oxides, polymers and dendrimers in one dataset 
Comb2: metal, metal oxides and carbon based NPs in one dataset. 
Algorithm 
(meta) 
Bagging algorithm, Stochastic gradient boosting and majority voting. 
Combination of several different individual classifiers.  
 
A paradigm of perturbation models that use multiple species and cell lines to predict an 
aggregated outcome can be found in Concu et al. (2017) who predicted the toxicity profile 
of metals-metal oxides-quantum dots NPs based on several measures such as the 
concentration causing i) 50% reduction in viability (CC50), ii) a response halfway between 
the baseline and maximum (EC50), iii) prevention of the root elongation of a plant at 50% 
(IC50), iv) toxic (TC50) and v) lethal (LC50) effects. The authors developed a Quantitative 
Structure–Toxicity Relationship (QSTR) perturbation model based on data for mammal 
cell lines, algae, fish, bacteria and others. Using perturbation theory and moving average 
analysis they defined the final descriptors based on pair-combinations differences. The 
outcome was clustered into a binary metric form the so called “toxic” and ‘non-toxic’. 
The same approach was followed in (Kleandrova et al. 2014, Luan et al. 2014, 
Kleandrova et al. 2017). As clearly shown in Figure 2.6, the majority of the models 
predicting aggregated outcomes used binary metrics (14 cases). 
In silico tools for in vivo systems (4 cases) were used for cases of fish organisms. George 
et al. (2011) studied commercial metals/metal oxides with the inclusion of a quantum dot, 
using a multi-parametric screening assay incorporating cellular injuries (Reactive Oxygen 
Species production, intracellular calcium flux, mitochondrial depolarization, and plasma 
membrane permeability). The authors applied neural networks to estimate and compare 
the in vitro hazard potential. The zebrafish was used as an in vivo model to develop the 
hazard ranking for NPs based on the impact on zebrafish embryos.  
Speck-Planche et al. (2015) used data from literature and the OCHEM database for the 
prediction of a binary ecotoxicological outcome using a QSAR-perturbation model based 
on the concentration for 50% inhibition of growth (IC50), minimum concentration 
preventing the visible growth (MIC) or completely killing of the bacteria (MBC) and the 
microbicidal effect under several experimental conditions. Available databases were also 
used; the NBI knowledge base  was used by (Liu et al. 2013) for the prediction of post-
fertilization mortality of zebrafish translated into a metric based score for metal, 
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dendrimer, metal oxide and polymeric NPs (Comb1 in Figure 2.6); the NIOSH database 
combined with an EU expert consortium was used by (Murphy et al. 2016) for the risk 
estimation of carbon-based, metal and metal oxide NPs (Comb2 in Figure 2.6). The 
authors used a Bayesian Network in a control banding framework. 
Metals-metal oxides datasets were used to create 6 models predicting aggregated 
outcomes using various species and multiple cell lines. Oksel et al. (2016) described the 
application of a decision tree algorithm for nano-Structure–Activity Relationship (SAR) 
modeling using four different paradigms. The first paradigm was a dataset for the general 
cellular toxicity in a binary form for oxidative stress and acute pulmonary inflammation 
based on multi-parameter high-throughput screening assays.  
Two cases predicted an aggregated outcome in a nominal form, as seen in Figure 2.6. 
Marvin et al. (2017) used a Bayesian model to rank human hazard of metals-metal oxides, 
into low, medium, high and none (nominal metrics), based on several biological effects 
such as neurological, immunological, inflammation, fibrosis etc. Harper et al. (2015) 
summarized 21 measured ecotoxicological endpoints from zebrafish to develop an a 
priori weighting metric score for effect comparison implementing a decision tree 
algorithm. Shao, et al., 2013 applied a regression case for carbon nanotubes using several 
endpoints based on an activity scale to predict human toxicity in blood cells (Shao et al. 
2013).  
Sizochenko, et al., 2018 developed a unsupervised neural network to predict the toxicity 
of metal oxides regarding bacteria, algae, protozoa and mammalian cell lines. Oxidative 
stress and acute pulmonary inflammation were used as endpoints in (Zhang et al. 2012) 
to demonstrate the effect of band gap and dissolution profiles on metal oxides toxicity 
using a regression tree. Fourches et al. (2010) used an instance based algorithm to predict 
metal NPs impact on ATP content, reducing equivalents, caspase-mediated apoptosis and 
mitochondrial membrane in one dataset using biological input of dose, cell line, and assay 
in a combinatorial vector. 
In summary, aggregated outcomes were usually predicted by data extracted from the 
literature, mostly for metals, metal oxides and quantum dots, tested in vitro for various 
species and multiple cell lines thereby building up large datasets. Due to the complexity 
and magnitude of the data that refers to different species and aggregated outcomes, non-
linear modelling was preferred, mostly neural networks and dimensionality reduction 
algorithms. Table 2.3 presents the studies with the largest datasets. The largest datasets 
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were generated using perturbation theory. Usually the datasets in nanotoxicology are 
small (67% of cases had less than 200 data rows).  
Table 2.3. Examples of cases that used large complex datasets. The row of the datasets 
and their accessibility. 
Reference Algorithm Data rows Data accessibility 
(Concu et al. 2017) Neural 
Networks 
 
54,371 Data available as 
supplementary material (Sizochenko et al. 2018) 184 
(George et al. 2011) 4,032 - 




(Kleandrova et al. 2014) 5,520 Data available as 
supplementary material (Kleandrova et al. 2014b) 36,488 
 
         
 
Figure 2.7. Case flow by attribute, featuring apoptosis as outcome. The width of the flows 
is proportional to the number of cases. The flow demonstrates what cell lines of which 
species were exposed to which particles, in in vivo or in vitro experiments, resulting in 
cell apoptosis. It also shows what models were used for predicting apoptosis, codified as 
either a binary, numerical or nominal outcome (only numerical in this case). Liter: 
literature, QC-dots: quantum-dots. 
The Sankey diagram in Figure 2.7 shows the information flow for apoptosis outcome. 
All datasets are derived from the literature and refer to metal oxides and quantum dots. 
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All the models were based on the apoptosis measured in human cell lines of different 
organ tissues, such as liver, aorta, blood and muscle. The algorithms used were neural 
networks and regression modelling of the dose-response curve (Hill slopes of EC50). In 
detail, Winkler et al. (2014) generated a regression and a Bayesian-regularized neural 
network model, using four nanospecific descriptors that predict smooth muscle apoptosis 
induced by 50 metal oxides. The authors observed that the most influential features on 
prediction were the core material, coating and surface charge. Epa et al. (2012) employed 
both linear and non-linear neural networks. Using all p-chem and theoretical descriptors 
they extracted the best models and using only interpretable descriptors, mainly size/shape 
of molecules and hydrogen bonding, they built two additional models. Both studies 
extracted data of metal oxides in endothelial and smooth muscle cells, monocytes and 
hepatocytes using four assays at four different concentrations per assay. In both studies 
only QSAR-models in smooth muscle cell apoptosis assay had results of statistical 
significance. Both studies took the original data from (Shaw et al. 2008).  
           
Figure 2.8. Case flow by attribute, featuring cellular uptake as outcome. The width of the 
flows is proportional to the number of cases. The flow demonstrates what cell lines of 
which species were exposed to which particles, in in vivo or in vitro experiments, 
resulting in cellular uptake. It also shows what models were used for predicting cellular 
uptake, codified as either a binary or numerical outcome. Liter: literature. 
As seen in Figure 2.8 all the cases predicting cellular uptake extracted information from 
literature. The datasets comprised of metal oxides tested in human cells using different 
cell lines, mostly pancreatic cells. Models were created to predict the cellular uptake in a 
numeric form (log[NP]/cell pM, 23 cases) or in a binary form (4 cases). Linear models 
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such as regression and non-linear i.e., neural networks, instance-based, decision trees 
were used. All studies used the data reported by (Weissleder et al. 2005) for 109 
superparamagnetic and dextran-coated NPs. Uptake was found to vary depending on 
surface modifications in PaCa2 and HUVEC of the five assays tested.  
Fourches et al. (2010) investigated the uptake against different cell lines selecting the 
pancreatic cells for in-depth QSAR study. Employing instance based (k-nearest 
neighbors and support vector machine) methods from the Chemical Computing Group21 
commercial software, using MOE descriptors, they demonstrated the importance of 
lipophilicity. Chau et al. (2012) selected the above datasets based on three quality criteria 
such as, a sample size, endpoints not easily measured experimentally and data with 
standardized experimental protocol and developed a Quantitative Nanostructure Activity 
Relationship (QNAR) model. They built a consensus model (meta algorithm) based on 
bayes (Naive Bayes), regression (Logistic Regression) and instance based (kNN, SVM) 
models. The outcome of the model was in a binary form with a threshold value of 5000 
NPs per cell. The same dataset was used in an ensemble QSAR model implementing 
stochastic gradient boosting and bagging algorithms, to predict biological effects from 
simple structural descriptors for a binary classification (Singh et al. 2014). 
Epa et al. (2012) generated regression and neural network models to predict uptake 
expressed as log[NP]/cell pM using molecular descriptors from several software. 
Ghorbanzadeh et al. (2012) also predicted the uptake using molecular descriptors 
calculated with Hyperchem and DRAGON software by combining neural networks and 
regression techniques to correlate nanostructure with bioactivity. Toropov et al. (2013) 
predicted uptake with a quasi-QSAR model in CORAL based on SMILES-based optimal 
descriptors. They suggested the concept of QSARs as random events as the alternative to 
build up QSARs with just one distribution of available data for the training and validation 
subsets. Winkler et al. (2014) used a regression-based QSAR model with an expectation 
minimization algorithm and neural networks with Gaussian or Laplacian prior to predict 
cellular uptake from theoretical descriptors. 
Melagraki et al. (2014) developed a QNAR model for the prediction of the uptake using 
a set of molecular descriptors encoding two-dimensional structure information. Rong, et 
al., 2015 tested linear and non-linear QSARs based on support vectors with descriptor 
sets selected by Sequential Feature Selector (SFS) and Sequential Forward Floating 
 
21 https://www.chemcomp.com/index.htm. (Webpage accessed 22/04/2020). 
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Search (SFFS) from an initial pool of 151 MOE descriptors for PaCa2 uptake. Finally, 
Oksel et al. (2016) using the same dataset described the application of a novel decision 
tree algorithm for binary classification that could provide more clarity for interpreting the 
NP structure–activity models.  
           
Figure 2.9. Case flow by attribute, featuring membrane integrity as outcome. The width 
of the flows is proportional to the number of cases. The flow demonstrates what cell lines 
of which species were exposed to which particles, in in vivo or in vitro experiments, 
resulting in affecting membrane integrity. It also shows what models were used for 
predicting membrane integrity, codified as either a binary, numerical or nominal outcome. 
Liter: literature, Exper: experimental. 
Cases predicting membrane integrity are shown in Figure 2.9. Models to predict 
membrane integrity were applied for metal oxides (12 cases) and carbon based NP (2 
cases) for in vitro and in vivo systems, respectively. Five cases contained new 
experimental data and nine cases contained literature datasets. Twelve out of 14 assays 
involve human and rodent lung cells and two involve liver cells. Gernand et al. (2014) 
presented a regression-tree QSAR on a meta-analysis of rodent pulmonary studies of 
uncoated carbon nanotubes exposure. Individual endpoints were measured in 
bronchoalveolar lavage fluid of the mice or rats covering polymorphonuclear neutrophils, 
macrophages, lactate dehydrogenase (LDH) and total protein. Those endpoints associated 
with immune response, membrane damage and cell death were expressed in numeric form 
(fold of control measurements). Le et al. (2016) studied ZnO NPs exposure using 
biological assays measuring cell damage or stress of human umbilical cells or human 
liver. Regression and neural network models were developed to link NP features to cell 
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viability, membrane integrity and oxidative stress. Membrane integrity was determined 
by LDH assay and the endpoint was predicted in numeric by plasma-membrane leakage 
via PI uptake against population not exposed to NPs. Liu et al. (2011) SAR model 
predicted the membrane integrity in a binary form using a decision boundary to divide 
the input parameter space into toxic and nontoxic regions.  
          Toropova et al. (2015b) using data from (Patel et al. 2014) created a QSAR model 
with optimal descriptors (quasi-SMILES) for the prediction of membrane damage by 
propidium iodide uptake by metal-oxides. Sayes et al. (2010) attempted to identify a set 
of properties of TiO2 and ZnO to describe and estimate the damage (via LDH release) of 
human lung cells implementing dimensionality reduction and regression QSARs. LDH 
release was categorized into four different nominal impact potentials e.g., normal or leaky 
(2 cases with nominal outcomes as shown in Figure 2.9). Toropova et al. (2013) used 
experimental data from (Sayes et al. 2010) with optimal descriptors for the prediction of 
membrane damage (units L-1) for various TiO2 by means of quasi-QSAR. Papa et al. 
(2015) developed linear (regression) and non-linear (decision tree, neural network) 
QSAR modelling of the cytotoxicity of TiO2 and ZnO using the original experimental 
descriptors from (Sayes et al. 2010). They distinguished toxic (leaking or disrupted 
membrane) instances using an LDH cut-off value of 1.09.  
In conclusion, several linear and non-linear models have been applied for the prediction 
of membrane integrity in different metrics (binary, nominal, numerical), mostly for metal 
oxides (mostly ZnO and TiO2) in human lung cells. Decision tree models were used for 
in vivo rodent pulmonary data and carbon based NPs.  
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Figure 2.10. Case flow by attribute, featuring cell viability as outcome. The width of the 
flows is proportional to the number of cases. The flow demonstrates what cell lines of 
which species were exposed to which particles, in in vivo or in vitro experiments, 
resulting in affecting cell viability. It also shows what models were used for predicting 
cell viability, codified as either a binary, numerical or nominal outcome. Liter: literature, 
Exper: experimental, Datab: database, Q-dots: quantum-dots, Dendr: dendrimers, Poly: 
polymers, comb 1 dataset containing carbon-based, metal, metal oxides, polymeric and 
dendrimers NPs, in viv-vit: dataset containing in vivo and in vitro data. 
The majority of the studies modeling viability extracted information from literature (72 
cases). 27 cases were created using data from databases such as S2NANO and OCHEM. 
The most common NPs used in the datasets were metal oxides (49 cases) and combination 
of metals/metal oxides (35 cases). In vitro systems usually considered various species and 
multiple human cell lines (Table 2.4). For viability, a plethora of eco-toxicological 
endpoints using algae, bacteria, fish and crustacean were used compared to other 
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outcomes. The majority of non-linear models predicted viability in a binary form (68 
cases) the rest in numeric (49 cases) (Figure 2.10).  




Human, mice, rat, organisms, bacteria, mouse, hamster, fish, dog, 





lung, liver, kidney, intestine, bone marrow, areolar, prostate, heart, 
ovary, aorta, foreskin, gland, stomach, testis, urinary bladder, lymph 
node, lymphocyte intestinal, cardiovascular, alveolar macrophage, 
blood, glioma, bone, skin, brain, embryo, fibroblast, breast, colon, 
neutrophils, somatic cell hybrid, cervix, umbilical vein, dendritic cells, 
Staphylococcus aureus, Escherichia coli, zebrafish, Daphnia magna, 




Comb1: dataset containing carbon-based, metal, metal oxides, polymeric 
and dendrimers NPs. 
 
Regarding data from databases, Trinh et al. (2018b) performed data curation and 
meta-analysis for metals NPs to predict viability in a binary form (cut-off value of 50%). 
They implemented decision tree (Random Forest, RF) and instance based (Support 
Vector Machine, SVM) algorithms using several in vitro cell lines from different species, 
p-chem properties and experimental conditions. Trinh et al. (2018) predicted the impact 
of carbon-based NPs on viability of human lung cell lines using SMILES-based QSAR 
and RF. Metal oxides from the S2NANO database and several cell lines were tested 
implementing linear and non-linear modelling to predict viability either in binary (Choi 
et al. 2018) or numeric form (Choi et al. 2019). The above studies provided the curated 
datasets as supplementary material (see supplementary material for studies that included 
the datasets used). Kovalishyn et al. (2018) gathered data on NPs toxicity in different 
organisms and cell lines and uploaded them on OCHEM. They used decision tree, 
instance based and neural network algorithms to predict viability in a binary form. Puzyn 
et al. (2011) used new data generated experimentally and data from (Hu et al. 2009) to 
predict numeric bacteria viability (log1/EC50) of metal oxides. They developed a QSAR 
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model using multiple regression combined with a genetic algorithm (Puzyn et al. 2011). 
The genetic algorithm selected the optimal descriptors from the ones already calculated 
by the regression model.  
The majority of the models were based on in vitro assays (88 cases) as shown in 
Figure 2.10, and a portion (18) were based on combination of in vivo/in vitro 
experiments. Twelve cases focused on in vivo systems predicting binary viability after 
exposure on metals/metal oxides (Chen et al. 2016, Kovalishyn et al. 2018). Chen et al. 
(2016) studied hazard categorization for regulatory purposes using SARs based on 
information gathered from OCHEM. They retrieved multi-source eco-toxicity data and 
applied four decision tree algorithms across (various) species and species-specific (fish, 
bacteria) models. They predicted binary viability defined on an arbitrary threshold (active 
and inactive from LC50, EC50 and MIC data). Numerous studies focused in viability used 
data derived from assays of different cell lines from various species (human, fish, algae, 
rodent, bacteria, etc., see Table 2.4).  
Toropova et al. (2015) predicted viability for SiO2 using data from human and porcine 
renal tubular kidney cells applying quasi-QSAR model based on eclectic data and 
SMILES.  Hamster ovary cell line data were used for the numerical  prediction of TiO2 
NPs log(1/EC50) viability using multiple linear regression analysis in (Mikolajczyk et al. 
2018). Four bayesian networks cases were developed to predict viability of quantum dots 
(Bilal et al. 2019), metal oxides (Furxhi et al. 2019b) and dendrimers (Jones et al. 2015). 
While bayesian networks offer many advantages such as, visual representation of the 
model, correlation among inputs, user friendliness and good performance with missing 
values they seem to have been poorly exploited in the field (Murphy et al. 2016, Marvin 
et al. 2017, Furxhi et al. 2019a). (Bilal et al. 2019) predicted numerical viability of Cd-
containing quantum dots as percentage and  IC50 (expressed into log10) using Bayesian 
Networks, including web-based model versions with outcomes discretized in bands. Jones 
et al. (2015) tested the ability of a variety of algorithms (Bayesian Networks, meta, 
regression, instance based, rules) to predict binary viability of human colon cells exposed 
to poly(amido amine) (PAMAM) dendrimers. 
Discussion 
In this paper, we provided an overview of nanotoxicology cases that implement machine 
learning methods to predict human health and ecotoxicological hazard endpoints, 
highlighting, for the top five most predicted outcomes the biological level of organization. 
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We did not compare machine learning algorithms and the actual results of the models. 
Different approaches cannot be easily compared due to the diversity of input choices and 
datasets, even for the same outcome. However, several methodologies have been 
proposed to rank and compare classifiers according to their predictive performance 
(Tsiliki et al. 2015, Tamvakis et al. 2018, Furxhi et al. 2019b). 
The studies presented here were not reviewed regarding their compliance to the fifth 
OECD principle, that is, having included a mechanistic interpretation; the goal of the 
manuscript was not to critically assess available tools but rather to provide a synthetic 
overview of the machine learning tools in nanotoxicology based on the biological 
organization level. 
Practices of current studies 
Data sources in the studies 
         The majority of the reviewed studies extracted data from peer-reviewed literature 
sources as demonstrated. Available computational approaches were not build as much on 
recognized databases such as S2NANO, NIOSH, OCHEM, NBI etc., while one study 
used data from eNanoMapper (Helma et al. 2017). This can be attributed to the fact that 
most of those databases are, for the moment, not nano-specific e.g., the OCHEM database 
contains nano and non-nano experimental data. ENanoMapper is an ongoing project, 
integrating research data from various relevant projects and literature, expected to deliver 
results in the near future. Most endpoints derived from databases were used for modeling 
ecotoxicity. This indicates that there are more data publicly available suitable for 
ecotoxicity endpoints than human health hazard endpoints. Over 200 in vivo assessments 
for NP toxicity in embryonic zebrafish model can be found in the NBI. Almost all 
database derived data regard metal and metal oxide NPs. 
Nanoparticle and study design information 
        There has been a trend of developing toxicity models for metal oxides and metals or 
combined metals/metal oxides NPs, due to the growing popularity of using metal and 
metal oxide NP in commercial products (Vance et al. 2015). Still, there are no studies 
reporting cytotoxicity prediction for quite a few NP types such as micelles, liposomes, 
dendrimers, mixtures and polymeric NPs. Carbon-based, polymeric or dendrimer NP eco-
toxicity modelling is also missing. 
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Roughly half of the approaches reviewed included nanospecific descriptors in the final 
model, while the other half included calculated theoretical descriptors as input variables, 
either used as such, or in combination with p-chem characteristics. The most common p-
chem attributes include size either as primary or aggregated size, zeta potential and 
surface area. In vitro experimental conditions such as cell type, origin or toxicological 
assay were less commonly included. Size, shape, zeta potential, surface area and 
composition are among the most commonly used, or recommended to be used, nano-
features for a toxicological evaluation though a broad scientific consensus on the set of 
required features is still missing (Oksel et al. 2015b). Defining the significant drivers of 
toxicity among the various NP p-chem is challenging for a number of reasons as 
summarized in (Ribeiro et al. 2017). Associating p-chem properties to toxicity is 
demanding as (eco) toxicity can be affected by changes in a property in a non-trivial 
manner. It is worth noting that the new, relevant to nanoforms, revisions of the Annexes 
of the European Union’s chemical legislation demand that, quoting Clausen et al. (2018), 
“Thou shalt not use molecular structural similarities alone as a justification for grouping 
different nanoforms”. This decree signifies the importance of incorporating nano-specific 
features in a model. 
         The majority of the studies created in silico tools from in vitro toxicological data. 
One of the general limitations of in vitro test systems is that they are restricted to one or 
a few different cell types and, thus, cannot represent the biological responses in the whole 
organism. Furthermore, these systems are usually derived from cancer cell lines which 
can result in different outcomes when compared to in vivo tests. To tackle this issue, cell 
type and cell origin can be accounted for as input variables in the model (Choi et al. 2018, 
Furxhi et al. 2019b). Evidently, the number of in vivo modelling was low; 10 out of 86 
studies were performed with an in vivo system (rodent, fish, crustacean or combination 
of organisms). Those tendencies reflect ethical and economic considerations, channeling 
research resources towards the development of toxicity test alternatives, such as in vitro.  
Aggregated outcomes prediction is mostly found in cases of various species (human and 
ecotoxicological) and multiple cell lines. Apoptosis outcome models used human cell 
lines of liver, aorta, blood and muscle. Cellular uptake is predicted mostly for human 
pancreatic cell lines while membrane integrity is commonly predicted for rodent lung cell 
lines. For the three latter outcomes, there has been no tool developed for ecotoxicological 
prediction. Viability, the most abundantly predicted outcome using machine learning is 
predicted for various ecotoxicological species, human and various other species, in 
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multiple cell lines such as lung, colon, blood and skin. A few models used in vitro 
experimental data, such as cell type, cell line or cell origin, as inputs. Consequently, most 
models applied for in vitro studies will fall short to capture the impact on the predicted 
toxicity of the experimental conditions variations, corresponding to differences in 
biological organization levels. It is notable that no machine learning tool was applied to 
predict neurotoxicological outcomes. 
Single exposures are typically used in in vitro studies which usually last from a few 
minutes up to a few days depending on the endpoint tested. Therefore, chronic exposure 
cannot be tested sufficiently. Defining a suitable dose range is a challenge for both in 
vitro and in vivo tests as often unrealistically high doses are chosen in order to observe an 
effect. Exposure dose and duration have not been frequently used as input variables and 
their effect on the predicted outcome has not been appropriately modelled. When dose is 
included, it is ranked as a significant feature for the prediction of the outcome (Choi et al. 
2018, Furxhi et al. 2019a). 
Studies Endpoints 
         A well-defined endpoint is essential for clarity regarding what is being predicted by 
a model. A range of specific considerations for evaluating an endpoint include the 
scientific purpose, the quality of the assays and experimental protocol(s); the units of 
measurement, the underlying data and the regulatory relevance of the endpoint (Puzyn et 
al. 2018). QSARs were developed mostly for cytotoxicity endpoints which are not 
endpoints included in REACH. REACH toxicological endpoints such as on acute toxicity, 
repeated dose toxicity, sensitization, carcinogenicity or reproductive toxicity are not 
covered by models developed so far. The most common endpoints evaluated in literature 
were measured as cellular viability, membrane damage, cellular uptake and apoptosis. All 
relevant models for cellular uptake used the same original dataset which describes the 
cellular uptake of cross-linked iron oxide NPs by pancreatic human cancer cells. Generic 
aggregated endpoints were commonly used, an example of the trade-off between data 
availability and data quality. One third of the approaches reviewed corresponded to 
combinations of endpoints.  
Perspectives of future studies 
Feeding the models 
         Trees, neural network and regression algorithms are abundant compared to rules, 
bayes, or meta algorithms. Most of the modelling, for all categories of NPs, has focused 
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on the traditional implementation of QSAR or SAR. There are two alternative approaches 
namely quasi-QSARs and perturbation models that compared to classical models, handle 
and exploit available data differently. Those approaches focus on extracting more 
information from datasets than traditional approaches do and meet the latest regulation 
requirements as they incorporate several experimental features. 
Experimental conditions affect the observed outcomes, hence it is essential to include this 
dependent information in a QSAR model. In quasi-QSARs the endpoint is associated to 
NPs through a mathematical function of available eclectic data; those data include 
biochemical parameters (synthesis), exposure conditions (dose and duration of exposure, 
bio targets such as cells, species, organisms) and p-chem properties that affect the 
outcome (Toropova et al. 2015b, Choi et al. 2019). In contrast, traditional models are 
mathematical functions of molecular structures. In quasi-QSAR the eclectic data are 
represented in the quasi-Simplified Molecular Input-Line Entry System (SMILES) which 
comprises character-based strings representations of a series of simple syntactic 
sequences (Trinh et al. 2018). In the case of continuous data, the data can be normalized 
and discretized into subintervals. As the number of codes in the quasi-model decreases so 
does the sensitivity of quasi-QSAR (Toropova et al. 2015). An improved quasi-SMILES 
code assignment method was proposed to tackle the issue using hierarchical cluster 
analysis (Trinh et al. 2018). Similarity between numerical descriptors is used to group the 
codes to a number of groups before the eclectic data are translated into optimal nano-
descriptors (the sum of weights of the quasi-SMILES). An alternative to calculate the 
optimal descriptors is using Monte Carlo from arbitrary eclectic information. The 
approach is attractive as descriptors can be easily modified for novel experimental data. 
The quasi-SMILES provide a suitable framework for developing predictive models for 
NPs since all available eclectic data that impact toxicity can be integrated and the impact 
of descriptors on toxicity can be evidently seen (Choi et al. 2019). Using eclectic data 
increases the number of available datasets which is a fair advantage of quasi-SMILES in 
the case of nanotoxicology lack of data. 
Until now, QSARs and quasi-QSARs have attempted the prediction of one outcome 
usually against one biological entity/system (e.g. cell line, fish, bio-indicator etc.) based 
on classical approaches and small datasets. However, there is a need for models that 
predict the toxicity of NPs in different organisms/bio-indicators and diverse experimental 
conditions. A promising approach based on perturbation theory has been proposed 
recently (Kleandrova et al. 2014, Kleandrova et al. 2017) which in conjunction with 
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quasi-models can i) combine multiple nano-descriptors (p-chem properties, key 
biological factors, interspecies, experimental conditions) using the moving average 
approach and ii) simultaneously predict several multiple toxicity (cytotoxicity and 
ecotoxicity) endpoints. Considering the large number of new NPs and the safety 
obligations from regulatory agencies requiring toxicity data in multiple species or toxicity 
endpoints, perturbation models are able to handle interspecies prediction of multiple 
toxicity endpoints. This significantly limits resources demands, including time needed for 
evaluating the toxicity of new NPs (bridging data gaps) and may speed up regulatory 
decisions (Luan et al. 2014, Basant et al. 2017). Interspecies modeling reduces testing on 
higher level organisms and contributes to mechanism of action interpretation (De et al. 
2018). In classic QSARs and quasi-QSARs each case constitutes one single prediction in 
the data set and the intercept of the equation is often considered as the value of reference. 
Any case, though, can be used as reference and neglecting this affects model reliability 
(Kleandrova et al. 2014b). Perturbation models use random pairs of features where each 
feature is used many times as input (reference) and as output (prediction) and is predicted 
many times from the others. Contrary to classical models this leads to more realistic 
predictions and at the same time increases the number of data cases dramatically 
(Kleandrova et al. 2014, Kleandrova et al. 2017). The moving average approach uses 
perturbations of traditional features (molecular information) around same features 
averages in different experimental conditions in order to calculate a new set of 
toxicological encoded descriptors (González-Durruthy et al. 2017). In addition, by using 
relative values instead of absolute ones this methodology is sensitive to the finer 
modifications of descriptors, thus offering refined information compared to traditional 
data handling. (González-Durruthy et al. 2017). While perturbation models mentioned in 
the literature has been mostly linear, as the interaction of NPs with biological systems is 
complex, novel perturbation models using non-linear approaches (neural networks) has 
been also developed (Concu et al. 2017).  
Simultaneous prediction of multiple outcomes has been achieved by another non-linear 
algorithm, bayesian networks (Furxhi et al. 2018, Furxhi et al. 2019a). The authors used 
feature correlation results among p-chem properties, experimental exposure conditions 
and in vitro characteristics in order to manually craft a Bayesian structure, similarly to 
(Bilal et al. 2019). They predicted nine different biological effects on a molecular level 
using outcomes of transcriptomics studies such as cell cycle and proliferation responses 
or cell death and apoptosis responses. That was the first non-perturbation model that 
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simultaneously predicted outcomes without using aggregated nodes that cluster the 
toxicological effects into one class. Clustering several effects in one outcome, the norm 
for Bayesian Networks application in nanotoxicology, disregards the differentiation of 
attribute importance in predicting  different toxicological endpoints (Murphy et al. 2016, 
Marvin et al. 2017). 
Qualities and integration 
          Predicting (eco) toxicological effects of NPs by means of in silico tools requires 
access to high quality (meta) data. Data gathered or generated can be reused from different 
stakeholders; however, only 27% of studies provided accessibility of data in 
supplementary spreadsheets. Cell culture conditions and methodology, NP preparation 
and all elements and stages of experimental design and laboratory conditions should be 
clearly described either when set to be used by QSAR or by any computational tool, to 
ensure compliance to the second OECD principle, enabling interpretability of data and 
comparability with other studies (Puzyn et al. 2018). Still, the question of experimental 
quality guidelines, standard procedures, sufficient characterization, dosimetry issues and 
the “reproducibility crisis” remain in the field (Donaldson et al. 2013, Poland et al. 2014, 
França et al. 2018). (Oksel et al. 2015b, Oksel et al. 2017) provided a critical review of 
the availability of NP characterization and toxicity data meeting the requirements for in 
silico analysis. The data curation topic, one of the major issues highlighted in recent 
review papers of nanotoxicity prediction, has been studied by a number of collaborative 
consortia. A series of studies focused on aspects of data curation, such as the workflow, 
data completeness, quality and the role of data curation in nanoinformatics (Hendren et 
al. 2015, Powers et al. 2015). This review does not critically assess data curation issues, 
techniques or methods, but stresses their importance. Those issues are addressed 
elsewhere, especially in the Nanomaterial Data Curation Initiative (NDCI) (Hendren 
2015, Karcher et al. 2018, Quik et al. 2018, Trinh et al. 2018b, Basei et al. 2019). 
ISA-TAB-nano (and upgrades to ISA-JSON) standard formats were developed aiming at 
creating a global authoritative database for easily accessible and transferable data from 
different databases, laboratories and researchers (Thomas et al. 2013). However, no tools 
to parse the files and to enforce the specification are available, as demonstrated by the 
introduction of “ISA-Tab-logic” templates (Haase 2018). Marchese Robinson et al. 
(2015) provided a generic ISA-TAB-Nano that serve as a starting point for the 
construction of nanotoxicology datasets. However, the authors note that guidance 
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regarding the different kinds of (meta)data is required, due to the necessity of having p-
chem and toxicological information in one dataset, in order to facilitate the predictive 
nanotoxicology and to enable safe-by-design approaches. Thus, it would be wise, for any 
new experimental data generated to use a nano-format to enable future integration to 
either datasets or databases. An integration and a reuse of data will also necessitate 
common terminologies; several tools have already been developed using ontologies to 
integrate different data sources. Haase (2018) provided an overview of generic ontology 
tools. Córdoba et al. (2017) proposed a novel ontological category of nanoindividuals, as 
a recommendation for the stepwise procedure for chemical categories proposed by 
OECD. The databases will finally integrate into a single database with highly curated 
(meta) data available for computational toxicology. This course will eventually lead to 
the acceptance of in silico tools in regulatory bodies in compliance with the 3Rs 
movement. Datasets and/or databases integration will also generate new hypotheses and 
knowledge and will benefit multiple stakeholders (Karcher et al. 2018). In the paper ibid, 
the authors highlight the importance of data integration in nanotechnology and provide 
recommendations for advancing integration.  
Haase (2018) provided a summary of available nano-specific databases. In parallel, Basei 
et al. (2019) provided 16 nano-specific databases while critically addressing their 
accessibility to the public and data containment. Karcher et al. (2018) also commented 
on accessibility, suggesting practices to enhance the process of integrating data sources, 
taking into account ontologies. GRACIOUS22, an ongoing project, will integrate available 
databases into a singular database 23  addressing data curation to develop a scientific 
framework for grouping, read-across and classification of NPs. Similar efforts for 
curating and integrating existing data are being conducted in international projects such 
as NanoFASE24, Nano-Commons25 and ACENano26.  
Another database, the S2NANO 27 , although including various experimental results 
related to NPs obtained from different sources achieved little visibility in recent review 
studies (Saini et al. 2018, Basei et al. 2019, Lamon et al. 2019). S2NANO addresses 
issues of data quality and completeness using a p-chem score screening system and a data 
 
22 https://www.h2020gracious.eu/ (Webpage accessed 22/04/2020). 
23 https://apps.ideaconsult.net/gracious/ui (Webpage accessed 22/04/2020). 
24 http://www.nanofase.eu/ (Webpage accessed 22/04/2020). 
25 https://www.nanocommons.eu/ (Webpage accessed 22/04/2020). 
26 http://www.acenano-project.eu/ (Webpage accessed 22/04/2020). 
27 http://portal.s2nano.org/ (Webpage accessed 22/04/2020). 
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gap filling method based on manufacturer’s specifications and/or estimations (Ha et al. 
2018, Trinh et al. 2018b).  
Similar to S2NANO, platforms like eNanoMapper are being created as means for 
collection and curation of data to establish completeness and quality (Basei et al. 2019). 
The Cancer Nanotechnology Laboratory data portal (caNanoLab)28 is a collaborative 
effort between three NCI interdisciplinary research centers, to integrate global research 
data sources. caNanoLab serves as a data repository that allows researchers to submit and 
retrieve information on well-characterized NPs including compositions; p-chem, in vitro 
and in vivo characteristics, associated publications and assay protocols (Grodzinski et al. 
2019). 
Emerging infrastructures 
Concerning the sparsity and heterogeneity of available data, the EU has funded projects 
to address data quality and accessibility. Concurrently, the integration of computational 
platforms will allow different stakeholders to explore data by means of in silico tools. 
H2020 NanoCommons29, a new project, addresses data accessibility (data on toxicity, 
characterization, protocols etc.,). The project applies quality assurance criteria while 
underpinning ontologies to create an in silico framework and infrastructure for NP safety 
assessment. NanoInformaTIX30 develops a platform for risk management of NP based on 
p-chem and toxicological data already generated, as well as data currently produced in 
ongoing projects. The data will be stored in a database operated by the project. 
NanoSolveIT 31  will collect publicly available data from different sources, curate, 
harmonize, FAIRify (assure Findability, Accessibility, Interoperability, and Reusability) 
and integrate existing and emerging data on characterization, release, exposure, biological 
and toxicological effects on human health and the environment. In addition, targeted 
datasets will be delivered to gap-fill incomplete datasets and models after collation and 
procurement of all data available via consortium partners. 
Nano-specific databases are still in research stage. Data are generated experimentally 
following different procedures. In order to build reliable datasets standard protocols 
should be followed, datasets should be adequately large and values should be suitable for 
 
28 https://cananolab.nci.nih.gov/ (Webpage accessed 22/04/2020). 
29 https://www.nanocommons.eu/ (Webpage accessed 22/04/2020). 
30 http://www.nanoinformatix.eu/ (Webpage accessed 22/04/2020). 




computational use (Villaverde et al. 2018). There is a significant amount of nano-relevant 
datasets unstructured and scattered. There are ongoing efforts to fuse data from different 
sources, facing difficulties due to   lack of standardized access and broad agreement on 
codifications of NPs and related data. Common language is being developed, but the 
computational nanotoxicology community is still developing consensus on 
conceptualization and communication of the field elements and their associations. 
Conclusion 
This literature review in nanotoxicology field predicting human health and eco-
toxicological endpoints identified several machine learning models that provide 
prediction to numerous nanotoxicological outcomes and supports the notion that data 
availability and curation are still the main issues faced by the computational toxicology 
community. The main conclusion of our analysis is that most studies perform modelling 
for few NPs, extracting data mainly from the literature and test in various in vitro systems 
and multiple cell lines. Several novel computational approaches such as perturbation 
models or quasi-QSARs can help to build biologically more accurate models since they 
capture the impact on the outcome of exposure conditions and other experimental 
parameters. Perturbation models also provide a solution for small datasets, which is a 
major issue in in silico approaches. Databases facilitation and multisource data extraction 
is still under development but set recently as a priority in research community, so highly 
curated data are expected to be shortly available blooming the area of computational 
nanotoxicology. Ongoing efforts and further research will advance as computational tools 
are developed and implemented and might shade light in the key properties that ultimately 
affect NPs toxicity, offering safe-by-design criteria for a promising nanotechnological 
era. 
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Abstract: Machine Learning (ML) techniques have been applied in the field of 
nanotoxicology with very encouraging results. Adverse effects of nanoforms are affected 
by multiple features described 
by theoretical descriptors, 
nano-specific measured 
properties and experimental 
conditions. ML has been 
proven very helpful in this 
field in order to gain an insight 
into features effecting 
toxicity, predicting possible 
adverse effects as part of 
proactive risk analysis and 
informing safe design. At this juncture, it is important to document and categorize the 
work that has been carried out. This study investigates and bookmarks ML methodologies 
used to predict nano (eco)-toxicological outcomes in nanotoxicology during the last 
decade. It provides a review of the sequenced steps involved in implementing a ML 
model, from data pre-processing, to model implementation, model validation and 
applicability domain. The review gathers and presents the step-wise information on 
techniques and procedures of existing models that can be used readily to assemble new 
nanotoxicological in silico studies and accelerate the regulation of in silico tools in 
nanotoxicology. ML applications in nanotoxicology comprise an active and diverse 
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collection of ongoing efforts, although still in their early steps towards a scientific accord 
and subsequent guidelines and regulation adoption. This study is an important bookend 
to a decade of ML applications to nanotoxicology and serves as a useful guide to further 
in silico applications. 
 





Nanomaterials/nanoforms (NMs) display high heterogeneity regarding their 
physicochemical (p-chem) properties, quantum-mechanical properties and as such, their 
toxicological impact, which renders assessing their risk a case-by-case challenge. 
Traditional hazard assessment relies mostly on in vivo testing that poses technical 
challenges, e.g. regarding the validity of extrapolation to humans, ethical dilemmas, but 
also comes with high resource demands in cost and time (Chen et al. 2018). Such an 
approach is not conducive to efficient identification and mitigation of possible risks, 
especially within emerging technologies where the pace of development is rapid. There 
is a momentum from scientific and policy influencing bodies globally to promote in silico 
models as alternatives methods in compliance with the 3R (Replacement, Reduction and 
Refinement) principles for reducing the use of animals in research. Moreover, developing 
the knowledge base needed for robust modelling for predicting NM properties, exposure 
and hazard potential, would also improve the design of new materials, maximizing utility 
while minimizing adverse biological effects (safe-by-design) (Schwarz-Plaschg et al. 
2017, Kraegeloh et al. 2018). In order to investigate the potential of modelling the toxicity 
and properties of NMs, the European Commission has funded several modelling projects 
(Haase 2018, Puzyn et al. 2018). However, in silico tools are not yet accepted by 
regulators as a stand-alone solution due to a lack of standardization, but as a 
complementary tool (ECHA 2017, Burgdorf et al. 2019). 
Diverse computational models have been developed during the last decade for predicting 
toxicological properties or the adverse effects of NMs. As the use of computational tools 
is increasing, the goal of this manuscript is to provide a snapshot of all possessing steps 
in model implementations of the last decade, in order to provide paradigms that can lead 
to more robust model building. Quantitative Structure-Activity Relationship (QSAR) and 
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Quantitative Structure-Property Relationship (QSPR) are among the most used tools in 
the nanotoxicology prediction. Villaverde et al. (2018) analyzed QSAR/QSPR tools for 
risk assessment, modeling methods and validation procedures with regard to their 
potential for meeting requirements within the European legislative framework for 
authorization of nanoformulations. The authors argued that the standardization of 
protocols is needed, even for high-quality and well-described datasets. Quik et al. (2018) 
analyzed available models and their parametrization related to NM properties for risk 
assessment. The authors showed an opportunity for development of new predictive in 
silico methods when full mechanistic functioning of the NM-biological surfaces system 
is accounted for. The Nanoinformatics Roadmap 2030 (Haase 2018) is a compilation of 
state-of-the-art commentaries from multiple scientific fields dealing with issues involving 
NM risk assessment and governance. The authors addressed three recognized challenges 
that nanoinformatics face in general; namely limited data sets, limited data access, and 
regulatory requirements for validating and accepting computational models. The authors 
warned for the need of interconnecting harmonized databases in a framework that entails 
early use of data for regulatory purposes, e.g., read-across method of filling data gaps, to 
prevent unstructured progress in generating data.  
Schemes for clustering NMs have been proposed and reviewed elsewhere (Lamon et al. 
2018, Lamon et al. 2018b, Giusti et al. 2019). Lamon et al. (2018b) addressed 
categorization schemes, grouping for read-across approaches and computational 
applications for ranking NMs. The authors stated that the few studies dealing with NM 
similarities used non user-friendly tools on limited datasets. The authors suggested that 
toxicity datasets and nanospecific properties should both be investigated to identify 
groups of NMs. Giusti et al. (2019) noted how in silico methods contribute at different 
stages of NM grouping, for example in developing vs supporting initial grouping 
hypotheses. The methods to be used vary, from read-across, unsupervised and supervised 
ML methods to several QSAR approaches. 
The Organization for Economic Cooperation and Development (OECD) have published 
a set of validation principles of QSAR models (OECD 2014). These principles detect that 
models should have a well-defined endpoint, unambiguous algorithm, defined domain of 
applicability, appropriate measure of goodness-of-fit, robustness and predictivity and 
mechanistic interpretation. Such principles are fundamental and must be taken into 
account when dealing with in silico models in general. More in depth information about 
the OECD model validation principles can be found elsewhere (Worth A. 2017, Basei et 
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al. 2019) including suggestions for extension. Puzyn et al. (2018) discussed relevant 
considerations to be taken into account when evaluating QSAR models according to the 
OECD principles, including the quality of the data and the model results reproducibility. 
Basei et al. (2019) critically analyzed existing approaches of Machine Learning (ML) 
techniques based on their predictive ability regarding health hazard endpoints and 
proposed possible developments. The authors provided adopted criteria to evaluate 
computational tools that predict nanotoxicity, inspired by the OECD principles. Lamon 
et al. (2019) proposed the use of harmonized model reporting templates or QSAR Model 
Reporting Format (QMRF), for systematically describing models of NM regulatory risk 
assessments. The templates include an adaptation of the QMRF, a reporting template for 
Physiologically Based PharmacoKinetic (PBPK) and environmental exposure models, 
applicable to NMs. The authors demonstrated the value of these templates on reporting 
different models and overviewing the landscape of available models for NMs. ToxRTool 
(Toxicological data Reliability assessment Tool), a compilation of reliability assessment 
questions, can also be employed to asses meta-analyzed studies for human health hazard 
assessments (Schneider et al. 2009). 
Based on the above reviews, it is evident that a lot of effort and research is needed so that 
in silico tools are both accepted by regulators and implemented in a harmonized way to 
maximize their utility. Applicability domain was discussed through the existing reviews, 
as well as the limitations of the dataset (e.g. size), the lack of nano-specific descriptors 
and the validation performance. This paper, provides an extensive up-to-date review 
focusing on the techniques that are used to predict a human health and/or environmental 
outcome including selection of algorithms and the employed performance metrics and 
applicability domain methods. The review gathers and presents step-wisely information 
on techniques and procedures of existing models that computational toxicologists and 
researchers in general can adopt to assemble their own nanotoxicological in silico studies.  
Our research finds that, data preprocessing, including selecting the features, addressing 
class imbalance, normalizing data and methodological splitting, is essential before model 
implementation. Proper model performance metrics and statistics, including uncertainty 
and sensitivity analysis, are indispensable elements of model evaluation. This study 
shows that trees algorithms (i.e., random forest) are the most common ML used due to 
insensitivity to data defects, resistance to overfitting and robustness in small datasets. 
Regression models traditionally used in classic QSARs are still common but trending 
shifts are towards nonlinear algorithms. Artificial Neural Networks have a great deal of 
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potentiality but data paucity limits their use for the time being. This review is preceded 
by another analysis of the literature identified herein, focusing on data collection, curation 






In order to investigate ML models in the field of nanotoxicology, we explored several 
sources of the peer-reviewed scientific literature and reports; executing a systematic 
Boolean search with key terms, namely “nanoparticle”, “nanomaterial”, “in silico”, 
“computational”, “machine learning”, “model”, “nanotoxicity”. These were used to form 
defined multiple search strings which were applied to publicly available electronic search 
engines (Google Scholar, ScienceDirect, Web of Science and PubMed) with the aim of 
being able to discover studies that implement a ML model to predict nanotoxicity (Table 
3.1). The final technical report of NanoComput project, “Evaluation of the availability 
and applicability of computational approaches in the safety assessment of nanomaterials”, 
carried out by the European Commission’s Joint Research Centre (JRC) was taken into 
consideration for studies before 2017 (Worth A. 2017).  
 
Table 3.1. Review protocol 
Subject Description Subject Description 
Databases 
Google Scholar, 
Elsevier (Scopus and 
ScienceDirect), Web of 































Eligibility and exclusion criteria 
We focused on ML models predicting ecotoxicological (e.g., effects on terrestrial 
organisms, aquatic toxicity, etc.) and human health toxicological endpoints. In this review 
the endpoint is a specific biological effect defined in terms of biological target structure 
and associated changes in tissue structures and/or other parameters (OECD 2009). 
Therefore, studies predicting properties of NPs such as solubility, dispersion, absorption, 
zeta potential, partition coefficients, Poisson’s ratio or Young’s Modulus and 
environmental outcomes (e.g., bioaccumulation, degradation) were not included. In 
addition, Physiologically Based PharmacoKinetic (PBPK) modelling was not addressed 
in this study as it has been addressed recently elsewhere (Li et al. 2017, Yuan et al. 2019). 
As summarized in Table 3.1, the literature review utilized different inclusion criteria, 
namely that studies should i) focus on the model implementation, ii) have been published 
during the last decade, iii) published in English, iv) published in peer-reviewed journals 
or final project reports. The search restrictions were applied to the title, abstract and 
keywords. In addition, manual searches were performed addressing reference lists from 
published papers in order to identify any additional studies overlooked by the electronic 
search. Using this structured approach, 86 articles implementing ML models for 
nanotoxicity prediction, published in the last decade were identified.  
 
Analysis 
Each of the 86 identified articles were reviewed in detail and information related to 
feature selection process, data processing techniques, model implementation (model 
category and algorithm), model validation and applicability domain was extracted. There 
were no definite guidelines in choosing pre-processing techniques, model implementation 
and validation metrics in order to assess the performance and applicability domain of 
computational models. Figure 3.1 shows a summary diagram of the process steps applied 
to the identified, following a generalized roadmap from data extraction to model 




Figure 3.1. A summarized general roadmap for implementing a model in the field of 
nanotoxicology. The roadmap can be divided into five main parts: dataset formation, data 
pre-processing, model implementation, model validation and applicability domain 
 
This roadmap comprises five main sequential parts and our focus herein are the four 
subparts consisting of data pre-processing, model implementation, validation and 
applicability domain. The first sequential part of Figure 3.1, namely dataset formation 
which addresses the endpoint and an in depth-analysis (mapping) of the most common 
endpoints predicted in the reviewed studies has been addressed in a separate, companion 




Data pre-processing  
The second part in processes of ML model implementation, after dataset formation, 
consists of data-preprocessing methods such as features reduction and features selection 




Feature Reduction and Selection 
After the generation of theoretical descriptors of NMs, an initial reduction can be 
performed among variables to reduce the amount of irrelevant or redundant information 
(Danauskas et al. 2001). Such cases include constant or near constant descriptors with 
low variance, descriptors with missing or zero values and collinear highly correlated pairs 
of variables. In the case of correlated variables, the one with higher correlation with the 
endpoint is chosen in developing the model (Pourbasheer et al. 2015). In addition to 
descriptors reduction, a feature selection process is followed in order to optimize the 
performance of the model. Feature selection may be appropriate for two key reasons; to 
avoid overfitting training data and secondly to enable expert assessment of the 
mechanistic basis for the model (Bouwmeester et al. 2011, Puzyn et al. 2018). Almost 
half of the identified studies applied some form of feature selection process to their initial 
dataset.  
In building a QSAR model, statistical performance metrics of the best, (one- to five-) 
variable models selected by feature selection are calculated (Basant et al. 2017). As the 
rule of thumb, model validation is performed by increasing the number of involved 
variables and assessing performance (Petrova et al. 2011, Salahinejad et al. 2013). The 
ratio of (count of NMs)/(count of descriptors) has a cut-off value of 5 (Topliss ratio), 
which is recommended within regulatory guidance to avoid needless complexity 
according to the parsimony principle (Papa et al. 2015, Lamon et al. 2019). The final 
number of QSAR descriptors should not exceed six, but when knowledge of the relevance 
of properties to nanotoxicity is limited, a large number of initial descriptors should be 
sought (Oksel et al. 2015b).  
 Six studies, out of the 86 gathered, used Genetic Algorithm (GA) for feature selection 
(Oksel et al. 2016, Mikolajczyk et al. 2018), five of them used Pearson correlation 
coefficients between pairs of variables to identify those that correlate with the endpoint 
or correlations among variables to avoid inter-correlations (Bigdeli et al. 2015, Oksel et 
al. 2015, Helma et al. 2017, Trinh et al. 2018). Few of the studies applied more than one 
feature selection technique, for example Papa et al. (2016) used GA optimized for 
Multiple Linear Regression (MLR) models based on ordinary least squares (MLR-OLS) 
and for support vector machines (SVMs). Using both methods revealed differences in the 
results related to optimizations for either linear or non-linear approaches. Mu et al. (2016) 
selected optimal descriptors using MLR combined with Pearson and pair-wise 
71 
 
correlations, clustering and Principal Component Analysis (PCA). Clustering and PCA 
are performed on variables that have significant correlations with observed toxicities. In 
another study, double cross-validation was additionally used to GA, to reduce method-
specific selection bias (Mikolajczyk et al. 2018). An overview of feature selection 
techniques used in the studies is provided in Table 3.2. 
 









Widely used for analysis of multivariate datasets, 
applies transformation of observations to PC space 
with an objective to minimize the correlation and 
maximize the variance. 
(Ghaedi et al. 





Applied to predict a set of dependent variables from 
independent ones, finding the best correlation 
between them by extracting a number of latent 
variables preserving information. PLS reveals the 
most important variables and determines the influence 
of inputs on output. Star plots produce qualitative 
selections regarding descriptor importance. 
(Borders et al. 
2013, Kar et 
al. 2014, 
Bigdeli et al. 
2015, Bygd et 
al. 2015) 
Jackknifing 
A resampling technique preceding bootstrap that 
estimates variance and bias. 





GA is applied to select from descriptors the best 
combinations for highest predictivity. Based on 
biological evolution, GA performs function 
optimization stochastically. 
 (Petrova et al. 
2011, Puzyn 




et al. 2015, 






ERM is a full search algorithm that avoids local 
minima and shows little dependency on the initial set 
of descriptors. As such, it can be preferable to GA, 
depending on the case. 
(Salahinejad 
et al. 2013, 






GFA method finds out the most frequent descriptors 
in a large set. The GFA smoothing factor controls the 
number of independent variables and is varied to 
determine the optimal number of descriptors. 
(Shao et al. 





At each step of the selection process, the descriptor 
that led to the highest model performance, is retained, 
until a specified number of descriptors are selected. 









As an extension to SFS, after each forward selection 
step, SFFS conducts backward elimination to evaluate 
descriptors that can be removed. 
(Luan et al. 
2014, Liu et 
al. 2015, 
Speck-




1) In MLR a set of models is examined for stability 
and validity. 
2) One of the most commonly used methods is the 
GA-MLR. GA deals with optimizing the nonlinear 
parameters, while the linear ones are calculated by 
MLR. 
3) MLR with expectation maximization (MLREM) is 
an iterative method that increases the dataset sparsity 
varying the values of control hyperparameters. The 
descriptors are selected at the iteration beyond which, 
the model quality is significantly reduced. 
4) MLR models based on ordinary least squares 
(MLR-OLS). 
(Yousefinejad 
et al. 2013, 
Kar et al. 
2016) (Epa et 
al. 2012, 
Ghorbanzadeh 
et al. 2012, 
Winkler et al. 





1) Evaluation and ranking for selecting descriptors, 
based on the variance reduction or entropy as a 
measure of information gain. 
2) Relative importance quantitative estimation based 
on information or entropy gained from the models. 
The advantage of the importance based on model 
information is that it is closely tied to model 
performance. 
3) Comparison of leave-one-out (LOO) errors. 
Dependences and complements among multiple 
attributes may not be accounted for by LOO. 
4) Worth of an attribute e.g., RELIEF algorithm 
estimates attributes according to how well their values 
distinguish among similar instances. 
5) Weights calculation by chi-square. A 
nonparametric statistical technique that compares the 
observed distribution of frequencies with an expected 
theoretical one. 
(Bilal et al. 
2019) 
(Liu et al. 
2013, 
Gernand et al. 
2014, 
Melagraki et 
al. 2014, Choi 
et al. 2018, Ha 
et al. 2018, 
Trinh et al. 
2018b, 
Labouta et al. 
2019, Varsou 
et al. 2019) 
 
Pre-processing techniques 
Several techniques exist for pre-processing data in order to make them more suitable for 
use in computational tools. In the literature reviewed, normalization was used in 18% of 
cases but other techniques such as one hot encoding, balancing the outcomes, data gap 
filling and line notation were used among others.  
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In Danauskas et al. (2001), the base-10 logarithm was applied to limit the range of data 
while others used normalization of inputs and outputs for increasing accuracy 
(Gharagheizi et al. 2008). Another method for homogeneous normalization was taken by 
(Bigdeli et al. 2015) and (Gajewicz et al. 2017), where the descriptor pool was pre-
processed prior to modeling by autoscaling. This approach is necessary when the data 
consists of variables with different scaling. Robust z-score is used to normalize the data 
in order to minimize the influence of outliers (George et al. 2011). Choi et al. (2018) 
examined several normalization techniques (z-score, min-max, log10) for each attribute 
in order to reduce the skewness of the data and choose the most appropriate showing that 
each dataset (and each variable) may require different normalization techniques.  
However, there are cases of models where dependent variables are encoded to indicators 
that only express presence or absence in each dataset instance. One hot encoding is a 
procedure of converting categorical variables into numeric data to be applied to ML 
algorithms. These variables take values of 0 or 1 depending on whether a particular nano-
feature or experimental endpoint is absent or present (Epa et al. 2012, Le et al. 2013). 
Studies used one-hot encoding in models where categories cannot be used, such as in 
linear regression (Choi et al. 2018, Furxhi et al. 2019b); within the reviewed articles, one 
hot encoding was applied in 7% of the studies.  
Attribute transformation, such as discretization of numerical attributes and functional 
transformation are also commonly performed (Horev-Azaria et al. 2011). Discretization 
of input was performed in two of the reviewed studies (Marvin et al. 2017, Furxhi I. et 
al. 2018) based on expert judgment or equal frequency distributions. Discretization is 
usually performed on classifiers and for binary classification prediction, a cut-off value 
is used to separate the classes e.g., substances with cellular viability >50% will be 
regarded as non-toxic. Fourches et al. (2010) resulted to binary classification, 
transforming the features by splitting at their arithmetic mean; Furxhi I. et al. (2020a) 
demonstrated that almost half of the cases derived from the studies in their literature 
review, predicted the outcome in a binary format. 
An issue encountered in both the training and evaluation phases, is that hazard classes 
(i.e. the toxicity classes) are often unbalanced, meaning that, the number of samples 
corresponding to one value of the class (e.g. non-toxic) is much higher than the number 
of samples corresponding to the other values of the class (e.g. toxic) (Basei et al. 2019). 
This imbalance in a dataset, which is an issue particularly prevalent in nanotoxicology, 
has a negative effect on the algorithm performance. Eight percent of the studies mention 
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that their dataset had equal outcome classes, whilst on the other hand, 4% of studies 
tackled the imbalance issue by resampling the training dataset. Resampling can be done 
by applying the Synthetic Minority Oversampling Technique (SMOTE), a supervised 
instance algorithm that oversamples the minority instances using k-nearest-neighbor 
(kNN) (Choi et al. 2018, Trinh et al. 2018b, Furxhi et al. 2019a). This method balances 
the dataset by generating more data points. The rest of the studies did not mention class 
balance issues. 
Handling missing values enhances the reliability of the dataset and expands data 
interoperability, thereby offering the nanosafety community complete datasets to be used 
in novel modelling. There are three types of supervised data filling approaches, namely 
QSAR methods (Jean et al. 2018), trend analysis and read-across (interpolation or 
extrapolation). They are based on different assumptions and, as such, require different 
minimum number of data points (Haase 2018). Gajewicz (2017) mention that existing 
methods of read-across methodologies are expert knowledge-dependent making the 
prediction prone to bias. To tackle this issue, they propose a novel quantitative read-across 
approach based on a simple transparent algorithm for filling data gaps. Several 
computational tools have been developed for supporting grouping and read-across. Giusti 
et al. (2019) provide an update of existing approaches in NMs grouping while suggesting 
future recommendations. Other approaches for filling data have been proposed that are 
dataset-specific. For example Ban et al. (2018) used curve-fitting to calculate missing 
ages based on the age-weight relationships of different species. While assessing data 
quality and completeness, nano-specific filling in of missing values using manufacturer’s 
specifications and/or estimations (Choi et al. 2018, Ha et al. 2018) was suggested within 
the S2NANO32 database. Furxhi et al. (2019b) investigated the robustness of several ML 
tools on generated versions of the dataset by removing values artificially. Recently, an 
integration of two data gap filling techniques to predict neurotoxicity for non-NMs was 
implemented demonstrating the capacity of integrating methodologies (Pradeep et al. 
2019). 
An additional issue in the pre-possessing of data is the description of molecular structures. 
Among the most common methods to codify chemical structures are i) the chemical 
graph, which represents structures by connection tables, ii) the linear notations as 
Simplified Molecular Input-Line Entry System (SMILES) and iii) the de-facto standard 
 
32 http://portal.s2nano.org/ (Webpage accessed 22/04/2020). 
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chemical formats. SMILES can be obtained by common software like ChemSketch33. 
From the cases gathered, 23 of them use line notations such as SMILES (5 cases), based 
optimal quasi-SMILES (14 cases) and Improved SMILES (4 cases). Experimental in vitro 
characteristics and exposure conditions are important variables in the representation of a 
potential toxicity as the same type of NPs may exhibit diverse effects in different 
biological conditions. This makes the development of classic QSAR difficult (Choi et al. 
2019). Toropova et al. (2015) suggested a quasi-SMILE approach to represent molecular 
structures, p-chem properties and experimental conditions (eclectic data) with NMs 
(Trinh et al. 2018, Choi et al. 2019). The eclectic data are translated into optimal nano-
descriptors (the sum of weights of quasi-SMILES) for the outcome prediction and Monte 
Carlo optimization is used to select the optimal descriptors. Optimal based SMILES 
descriptors can be calculated with the International Chemical Identifier34 although, as 
noted by (Pan et al. 2016, Sizochenko et al. 2016), SMILES-based descriptors can have 
some drawbacks for describing endpoints for some NMs and for the interpretability of 
the models. To overcome the limitations of optimal-SMILES, the Improved SMILES-
Based Optimal Descriptors has been proposed (Pan et al. 2016) as a novel descriptor 
characterizing structural and chemical properties, thereby interpreting the endpoint more 
accurately. In a recent study, pseudo-SMILES were tested as descriptors for random 
forest method and compared with the linear regression based on optimal descriptor 
method (Cassano et al. 2016).  
The final component of data pre-possessing/ transformation is the splitting of the dataset 
prior for model implementation. Surprisingly, only 41% of studies mention the technique 
used and even fewer, the presence of outliers and how the removal improved model 
performance. Often such information is omitted as unimportant, yet such details ensure 
the reproducibility of a method. Datasets are split into different sub-sets with different 
roles of i) a set for training a statistically significant and reliable model, ii) the test set to 
measure robustness and iii) the validation set to assess predictability of the trained model. 
Training is done to adjust the model parameters while preventing overfitting. Good 
predictivity may be achieved for substances significantly similar to those in the training 
set; a model will perform inadequately for test set substances that differ from the training 
set. Thus, instances should be selected in a way that ensures that test set substances lie 
within the properties space defined by the training set (Kar et al. 2014, Sizochenko et al. 
 
33 https://www.acdlabs.com/resources/freeware/chemsketch/. (Webpage accessed 22/04/2020). 
34 https://iupac.org/who-we-are/divisions/division-details/inchi/ (Webpage accessed 22/04/2020). 
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2014). In some cases, for further evaluation, unseen datasets are used in order to test the 
model on data which are absent in the training and validation step (Toropov et al. 2013, 
Baharifar et al. 2016, Choi et al. 2018).  
Distribution of variables into the training and validation set has an influence on model 
performance (Toropov et al. 2013). Several techniques are mentioned in the reviewed 
studies, including balanced splitting based on one specific variable (Sivaraman et al. 
2001). Keeping extreme responses (i.e., the highest and lowest range of a variable in the 
training set (Kar et al. 2014, Yilmaz et al. 2015, Pan et al. 2016)) avoids the risk of 
extrapolating out of the response range. For this concept, Kar et al. (2014) used PCA 
score plots to confirm that each test set compound was near to or within the chemical 
space of at least one training set compound. Ghorbanzadeh et al. (2012) performed a 
diversity analysis to check whether structures of the training and test sets represent those 
of the whole data set. This method enhances model stability and verifies the 
appropriateness of the external test set to assess the morel predictivity. Some other 
methods for data division are the k-means clustering method (Epa et al. 2012, Le et al. 
2013, Le et al. 2016) or the modified Kennard-Stone algorithm where the response vector 
is replicated k (number of descriptors) times in order to enhance the influence of the 
response on the splitting results (Salahinejad et al. 2013, Salahinejad et al. 2014).  
Random splitting is the most employed method across the studies, yet different 
distributions should be tested for the training and validation set to realistically estimate 
the influence of splitting and thus, confirm that the final model quality was not random 
(Toropov et al. 2008, Toropova et al. 2011, Toropova et al. 2015). Mikolajczyk et al. 
(2015) sorted NPs along increasing values of zeta potential, then, included every third NP 
in the validation set, using the remaining NPs to form the training set (Puzyn et al. 2011). 
The same methodology has also been followed elsewhere (Salahinejad et al. 2014, Pan et 
al. 2016). The methodology used by Puzyn et al. (2011) added to the validation set some 
cases which do not fall in the range of the training set (validation and reliability testing at 
the same time). The complete dataset should be provided to potential dataset users, 
including nanomaterial, endpoints and descriptor information, together with the,  clearly 
defined, training and test sets (Puzyn et al. 2018). 
 
Model implementation  
The third component of the roadmap is the model implementation of linear or nonlinear 
models (Figure 3.1). In this section, the second OECD validation principle - an 
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unambiguous algorithm - requires full model structure and accurate values of all the 
model parameters to be specified. Of the 86 studies reviewed, 48 performed linear 
modelling, 51 non-linear analysis and 13 performed both modelling techniques. For each 
of the studies examined, the combination of model implementation, validation metrics 
and applicability domain were recorded separately, causing many extractions per study. 
If, for example, another model was created with the above specifications unchanged, this 
would be introduced as new case within the analysis or if a different dataset is used with 
the same model, this also leads to a new insertion. This process resulted in the extraction 
of 273 predictive models (cases) implemented in 86 individual studies (Figure 3.2).  
 
The most popular data mining ML algorithms can be combined into categories such as 1) 
rules, 2) instance based, 3) trees, 4) bayes, 5) neural networks, 6) dimensionality 
reduction, 7) regression and 8) meta/ensemble algorithms (Brownlee 2013).  
 
Figure 3.2. Model (cases) categories, their population (left) and detailed breakdown 
(right, zoomed box) as extracted from the 273 cases derived from the 86 studies gathered. 
Instance based (Inst Based), decision tress (D. Tree), bayesian networks (Bayes), neural 
networks (N. Network), dimensionality reduction (D. reduction). 
 
In most of the cases (87 out of 273) trees were implemented and the most popular 
algorithm was Random Forest (RF) (31 cases) (Figure 3.2, zooming box, D.Tree). 
Functional Trees (FT), Classification Trees (CT) and Decision Trees (DTs) followed with 
19, 11 and 16 cases, respectively. Random Trees (RT) and Genetic Programming-based 
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decision Trees (GPTree) were used in 5 and 4 cases each, whereas only one study 
implemented a M5 model trees (M5P) algorithm. The application of trees algorithms in 
the studies to predict diverse endpoints is shown in Table 3.3.  
 
Table 3.3. Endpoints predicted by trees category extracted from the studies gathered 
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The DTs classifier is a rooted tree which each of its nodes is a partition of the instance 
space based on gaining information. Horev-Azaria et al. (2011) used one of the most 
common DTs algorithms, C4.5, and their implementation starts with cases that are 
examined for patterns that require categorization of groups. Jones et al. (2015) also 
employ the C4.5 algorithm while Zhang et al. (2012) used a RT to associate cytotoxicity 
with energy conductivity and metal dissolution. They found that the model captured 
nonlinear dependence between descriptors and cytotoxicity as well as possible 
interactions. RF is a ML recursive ensemble algorithm based on a combination of 
independently grown binary decision trees constructed with various samples of bootstrap 
(Ha et al. 2018). By aggregating the predictions of each tree the RF algorithm makes 
forecasts depending significantly on two model parameters, rarely mentioned in the 
studies, the number of trees and number of variables chosen to be used at each node (Ban 
et al. 2018). Similarly, RT algorithm divides the output population into groups based on 
numerical input inequality or categorical input grouping. The input factor and the split 
criterion are chosen at each branching point to achieve the greatest gain of information 
(Gernand et al. 2014). M5P is another algorithm that implements base routines for 
generating trees and rules (Liu et al. 2013). CT starts with a ‘root node’ that contains all 
objects (i.e., NMs), then divides by recursive binary splitting into child nodes.  Each split 
is defined by a threshold that takes into account the selected descriptor values at a given 
stage (Gajewicz et al. 2018). GPTree uses a simplified fitness function from a random 
population of solutions with repeated attempts to find better solutions through the 





Regression models were the second most commonly used computational tools in 
nanotoxicology with 63 cases (Figure 3.2) in the reviewed literature. Multiple Linear 
Regression (MLR, 40 cases) and Linear Regression (LR, 18 cases) are mostly preferred 
while Generalized Linear Model (GLM, 2 cases) is less commonly applied. Logistic R, 
Multivariate Adaptive Regression Splines (MARS or EARTH) and Projection Pursuit 
Regression (PPR) appeared only once in the reviewed studies. The application of 
regression algorithms in studies to predict diverse endpoints is shown in Table 3.4. 
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In MLR the output is expressed as a linear function of the inputs and the degree of 
influence of descriptors on output is obtained by the weights of the coefficients. The MLR 
model is designed to minimize the sum of squares of observed and expected values 
differences (Ghorbanzadeh et al. 2012). A descriptor array can be selected using the 
MLREM sparse feature reduction process. The approach is repeatedly applied increasing 
sparsity and optimal descriptors are obtained at the starting point of model performance 
deterioration (Epa et al. 2012). One approach for selecting descriptors is to investigate 
the statistical value of all possible descriptor combinations by using MLR-OLS which 
can be performed in QSARINS35 (Papa et al. 2015). Partial least squares (PLS) is another 
method that, due to the lower number of data points, can be used for selected descriptors 
in a stepwise approach. In the case of PLS, a strict test for the importance of each 
consecutive element is necessary in order to prevent overfitting (De et al. 2018). GLM is 
an extension of conventional regression models which allows the mean to rely through a 
relation function on explanatory variables and the response to be any member of a group 
of distributions called the exponential family. GLM includes statistical models such as 
LR for normally distributed responses, binary data logistics models and counting data 
log-linear models through its general model formulation (Jones et al. 2015, Choi et al. 
2018). Projection Pursuit Regression (PPR) is a non-parametric approach based on 
developing a number of non-linear univariate smooth functions. The regression function 
is then represented by the sum of a finite number of ridge functions. Among the infinite 
 
35 http://www.qsar.it/ (Webpage accessed 22/04/2020). 
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direction of projections, an optimization technique enables a sequence of projections to 
reveal the data set's most important structures (Papa et al. 2016). The EARTH algorithm 
constructs models of regression without making any assumptions between dependent and 
independent variables. The input space is divided into regions with their own regression 
equation (Papa et al. 2016).  
 
Instance based algorithms appeared in 30 of the reviewed studies (Figure 3.2). The most 
popular Instance based algorithms were Support Vector Machine (SVM, 14 cases) and 
k-Nearest Neighbors (kNN, 13 cases); less frequently used were Kstar and Locally 
Weighted Learning (LWL) algorithm. The application of Instance based algorithms in 
studies to predict diverse endpoints is shown in Table 3.5. 
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The kNN method classifies a case in the feature space based on the nearest training 
instances (Melagraki et al. 2014) relying on the similarity principle (Papa et al. 2016). 
Based on weighted majority voting, each case is allocated to the class of the kth closest 
neighbors. The optimal k value is selected using distances (generally Euclidian distances) 
as weighting factors for voting, characterizing compounds’ dissimilarity in 
multidimensional feature space (Fourches et al. 2010). The k value can be selected by a 
cross-validation method (Kovalishyn et al. 2018). Fourches et al. (2010) used an 
algorithm combining kNN and variable selection procedure to maximize model accuracy. 
SVM is another widely used algorithm for classification and regression. Firstly, SVM 
defines decision boundaries parting data into different classes (Choi et al. 2018). 
Secondly, data are mapped in a higher dimensional descriptor space, where a linear 
representation can be better fit (Chau et al. 2012). SVM performance depends on kernel 
function’s shape and on parameters associated with the distribution of learning data. The 
usual practice to discover the optimal parameters is through grid search (Papa et al. 2016). 
Three rarely used instance-based algorithms in the field of nanotoxicology are the LWL, 
Kstar and Lone-Star. LWL uses an instance-based algorithm for locally weighted 
learning (Jones et al. 2015). In KStar, the class of a test case is based upon the similarity 
with the training cases, using an entropy-based distance function (Liu et al. 2013). The 
sparse classification Lone-Star algorithm implements optimization methods to overcome 
issues inherent to nanotoxicity modeling, such as unequal distribution of classes and 
unknown relationships between inputs. This method, when compared to traditional 
SVMs, takes advantage of the combined l1- and l2-norm SVM’s ability to select a small 
set of features while ignoring the redundant ones, to achieve both the classification goal 
and the selection of correlated features simultaneously (Yanamala et al. 2018). 
Neural Networks were applied in 41 cases (Figure 3.2); in four of the cases, the type of 
Neural Networks was not provided, but for the rest a number of different algorithms were 
used including neural networks controlled by Laplacian Prior (BRANNLP, 12 cases) or 
by Gaussian Prior (BRANNGP, 9 cases). Radial Basis Function neural networks (RBF), 
General Regression Neural Networks (GRNN), MultiLayer Perceptron (MLP) and 
Counter Propagation neural network (CPANN) algorithms were used in a few instances. 
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Self-Organizing Map (SOM) algorithm was found in 9 cases and the application of Neural 
Networks algorithms in the reviewed studies to predict diverse endpoints is shown in 
Table 3.6. 
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Neural Networks was conceived based on functions of the central nervous system and 
became very popular in discovering relationships between parameters (Baharifar et al. 
2016). Different architectures and topologies were noted in the reviewed studies, such as 
RBF, MLP and GRNN (Concu et al. 2017). In MLP each network is built from several 
layers connected by weights. These weights are adjusted iteratively during training to 
reduce network errors (Ghorbanzadeh et al. 2012). RBFNN are composed of three layers 
and descriptors are transmitted to the hidden one unprocessed. The hidden layer is made 
of few centers whose number and location are automatically defined. Hidden centers 
activation is computed from a transfer function depending on the distance between the 
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center and the cases (Papa et al. 2016). GRNN differ from RBF as it forms hidden layers 
of as many units as the cases. Activations of these units are calculated using a non-
parametric estimator for a given object with a probability density function (Papa et al. 
2016). SOM’s neural networks use unsupervised learners, projecting data onto a two-
dimensional display providing an indicator of the degree of similarities between cases. 
Shorter distances of projection indicate crucial similarities (George et al. 2011). SOM 
does not perceive differences between classes and dependent variables (Sizochenko et al. 
2018). CPANN consists of two active levels of which one is a SOM. Inputs are connected 
to all units of the map with randomized weights and for each input pattern, a neuron most 
similar to descriptors is determined to enhance the fit in SOM. The neuron is projected in 
the same place in the second level with adjusted weights between the two maps (Papa et 
al. 2016). In contrast to backpropagation networks, regularized Bayesian networks do not 
need a validation array to establish when learning should stop. Bayesian regularization 
controls the complexity of models using Gaussian and Laplacian priors (BRANNGP and 
BRANNLP, respectively). Laplacian priors prune unrelated descriptors leading to robust 
models by optimizing the sparsity and predictivity (Epa et al. 2012).  
Dimensionality reduction methods were used within 20 of the studies reviewed (Figure 
3.2). Partial Least Squares (PLS) was used in 15 cases and Linear Discriminant Analysis 
(LDA) in 5 cases. The application of Dimensionality reduction algorithms in studies to 
predict diverse endpoints is shown in Table 3.7. 
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LDA is a method that seeks for a hyperplane to discrete different endpoints and as such, 
LDA is commonly used for dimensionality reduction and classification. Within two of 
the reviewed studies (Kleandrova et al. 2014, Kleandrova et al. 2014b), LDA was 
employed for classification to search for the perturbation model using a forward step-wise 
procedure. PLS is a fusion of MLR and Principal Component Regression (PCR) and it is 
one of the most popular approaches in QSARs. Through linear combination of the original 
variables, PLS produces a set of components to best represent the output in the descriptor 
space (Papa et al. 2016).  
 Two rules models were found to be employed in the studies reviewed as two versions of 
Decision Table algorithms (DT) (Figure 3.2). Rules, as classifiers include algorithms that 
dissect the dataset by rules. DT classifiers carry all links between input and output data 
using majority values or nearest neighbors in the case of unknown data. DT/naive Bayes 
(DTNB) hybrid classifier splits the attributes into two sub-assemblies: one for DT and the 
other for naive Bayes (Jones et al. 2015). Such Rules models have been used in the studies 
reviewed to predict only cellular viability. Twenty-one consensus models with 
meta/ensemble algorithms were found in the reviewed literature (Figure 3.2). Here, 
ensemble methods unite multiple individual algorithms into a consensus final model to 
reduce variance, bias or enhance predictivity. The application of meta/ensemble 
algorithms in studies to predict diverse endpoints is shown in Table 3.8. 
 
Table 3.8. Endpoints predicted by ensemble extracted from the studies gathered 
Reference NMs category Output 
(Liu et al. 2013) 
Metal, dendrimer, metal 
oxide, polymeric 
Aggregated 
(Singh et al. 2014) 




(Chau et al. 2012) Metal Oxide Cellular uptake 
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(Kovalishyn et al. 2018) Metal, Metal oxide 
MIC, mortality rate, 
viability 
(Basant et al. 2017) 
Metal Oxide 
Viability 
(Pan et al. 2016) 
(Furxhi et al. 2019b) 
(Jones et al. 2015) Dendrimers 
(Fourches et al. 2016) Carbon-based 
 
Chau et al. (2012) used a meta algorithm based on majority voting for the top five out of 
2100 individual classifiers. The bagging algorithm generates multiple versions of a 
predictor which are then used to generated an aggregated predictor based on the multiple 
versions (Liu et al. 2013). In Decision Tree Boost (DTB), a stochastic boosting is applied 
repeatedly to increase prediction accuracy. Each function's output is then merged with 
weighting to minimize the total prediction error and the loss function in the training set. 
In Decision Tree Forest (DTF) independent trees are developed in parallel without 
interacting. Learning sets are then drawn randomly with replacement from the training 
dataset producing different models to predict the entire dataset which are then aggregated. 
The DTF uses data rows left out to validate the model without the requirement of a 
separate data set. Kovalishyn et al. (2018) built an ensemble of backpropagation neural 
networks while applying the kNN method to determine the local correction of the 
Associative Neural Networks (ASNN). Their ASNN ensemble included 100 networks. 
While Bayes models offer visual representation of the variables connection and perform 
well with missing values, only 9 cases were found to be applied in the review literature; 
7 of which were Bayesian Networks (BN) and 2 Naïve Bayes (Figure 3.2). BN are 
graphical models that encode probabilistic relationships among random variables. The 
distribution of these variables with respect to the categories is used to assign a probability 
of pertinence to each category. The accumulated pertinence probability across all nodes, 
which are presumed independent, are used for categorization. The application of Bayes 
algorithms in studies to predict diverse endpoints is shown in Table 3.9. 
 
Table 3.9. Endpoints predicted by bayes models extracted from the studies gathered 
Reference NMs category Output 
(Furxhi et al. 2019a) 




(Bilal et al. 2019) Quantum Dots IC50, viability 
(Marvin et al. 2017) Metal, Metal oxide Aggregated 
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(Murphy et al. 2016) 
Carbon-based, Metal, 
Metal Oxide 
(Sheehan et al. 2018) Metal, Metal oxide 
(Furxhi et al. 2019b) Metal Oxide 
Viability (Horev-Azaria et al. 2011) Metal 
(Jones et al. 2015) Dendrimers 
 
BN can be fed with varying datasets that may lack data through their ability to iteratively 
refine prediction as novel knowledge becomes accessible (Sheehan et al. 2018). The 
structure of the model is optimized using data for every node and the conditional 
probability tables to determine the ideal configuration of nodes interactions (Murphy et 
al. 2016). Naive Bayes uses posterior probability to predict the target attribute's value. 
The classifier tries to find the value that maximizes the conditional probability of the 
target attribute by using a given input (Jones et al. 2015). Assuming that, for a given 
outcome, input attributes are independent, naïve Bayes is easily implemented as the 
calculation of the probability is straightforward based on the Bayes theorem by counting 
the frequency of values and combinations in historical data (Horev-Azaria et al. 2011, 
Chau et al. 2012). 
In figures 3 and 4 we demonstrate the different machine learning categories used over the 
last decade and their relation with the data size samples (Figure 3.3). In addition, we 
show the categories used in relation to the number of the theoretical descriptors used in 
the final model and the percentage of the nano-specific p-chem properties over the years 
(Figure 3.4). 
 
Figure 3.3. Machine learning categories used over the last decade (left) and their relation 




Figure 3.4. Machine learning categories vs number of descriptors (right) and vs 
percentage of p-chem data cases over the years (left). 
 
Model validation and applicability domain.  
The fourth OECD principle includes goodness-of-fit, robustness and predictability 
measures aiming at distinguishing the elements between internal and external validation. 
As stated in the OECD document (OECD 2009), no absolute predictivity calculation is 
sufficient for all purposes and varies depending on the statistical methods used in the 
analysis. 
Goodness-of-fit 
Of the studies reviewed, 78% report internal validation with calculation of performance 
metrics to demonstrate the goodness-of-fit, a measure of how well the model accounts for 
variability in the training set’s response. The quality of regression can be assessed by the 
squared correlation coefficient (R2) (Yousefinejad et al. 2013) or the standard error of 
estimation (SEE) (Le et al. 2016). Only models with a higher R2 than the thresholds 
defined in previous studies should be considered acceptable (Villaverde et al. 2018). 
Furthermore, the adjusted R-squared (Radj2) value can also be calculated in order to 
prevent over-fitting, (Bigdeli et al. 2015). Radj2 is interpreted in the same way the R2 
value except it takes the number of degrees of freedom into account. The equations of the 
above metrics can be found in supplementary material. A number of studies did not report 
internal validation, as they focus on more demanding metrics like robustness. 
Robustness    
The term ‘robustness’ here refers to the stability of model predictions when a perturbation 
is applied to the training set and 69% of the studies reviewed provide some information 
about model robustness. Commonly, robustness evaluation for ML is done through a k-
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fold cross-validation, by randomly dividing the data set into k subsets, then computing 
the average performance across all k trials (Gernand et al. 2014). Root Mean Square Error 
(RMSE) may be used to specify model’s calibration ability. If two regression models have 
similar RMSE, F-values (the ratio between explained and unexplained variance) and P-
values (the probability of finding the observed or more extreme results) can help 
determine the model of choice (Danauskas et al. 2001, Durdagi et al. 2008). Robustness 
metrics such as squared cross validated correlation coefficient (Q2), leave-one-out cross-





LMO-25%) are popular robustness indicators (Kar et al. 2014, Walkey et al. 2014). 
To avoid the possibility of overestimation by using only leave-one-out cross validation, 
a bootstrap procedure (Q2Boot) is suggested (Pourbasheer et al. 2015) and is mainly 
suitable for limited number of training cases (Liu et al. 2015). These approaches 
systematically take out data points from the training set, reconstructing the model, and 
then predict the left-out data points. The leave-many-out approach remove different 
number of values from the data set (10, 20, 25, or 50%), depending on the size of the 
dataset although there is no rule-of-thumb as to the percentages one should apply for cross 
validation or data split. Besides Q2LOO, the root-mean square error of cross-validation 
(R2CV) can be calculated (Bigdeli et al. 2015, Mikolajczyk et al. 2015). The minimum 
criteria for a successful QSAR model is R2 ≥ 0.6 and Q2LMO  of ≥ 0.5 (Pan et al. 2016), 
whereas training and test set R2 values difference should not exceed 0.3 (Epa et al. 2012). 
To further assess the robustness, standard deviation based on predicted residual sum of 
squares (PRESS) can be calculated (Ghorbanzadeh et al. 2012) which in small values 
suggests model insensibility to single data points. For binary classification problems, 
validation metrics derived by the confusion matrix, for both goodness-of fit and 
robustness include accuracy, sensitivity, specificity, and correct classification rate (CCR) 
(Fourches et al. 2010). Across these approaches, the classification models are regarded 
as acceptable if CCRCV ≥ 0.6 and CCRtest ≥0.6 (Fourches et al. 2010). Other metrics 
include F1-score, Matthews correlation coefficient (MCC), discriminant power and the 
Receiver Operating Characteristic (ROC) curve. ROC graph can be applied to show 
comparatively two-group classification models predictive capabilities.  
Chance testing  
Where there is a large number of variables, such as is often the case in nanotoxicology, 
some variables are likely to be chosen by chance. To verify model robustness, a y-
randomization permutation test is used to avoid ‘‘correlation-by-chance’’ possibilities 
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confirming the model's statistical significance (Fourches et al. 2010). Within the y-
randomization permutation test, the values of output are mixed and the correlation 
coefficient is determined. The scrambled-output R2 is compared to the model's R2; the 
model is not reliable if the two values are identical (Borders et al. 2013, Papa et al. 2016). 
Similarly, the ‘‘true’’ model can be characterized by calculating the values of RMSE and 
RMSECV (Gajewicz et al. 2015). Monte Carlo can also be used, whereby the dependent 
variable is randomized and the models rerun (Danauskas et al. 2001), as well as ensuring 
model’s Q2CV  statistically significance value (Yousefinejad et al. 2013) or the CCR 
acceptance thresholds (Fourches et al. 2010) or its prediction accuracy (Oksel et al. 2016). 
QUIK rule (Papa et al. 2015), a basic criterion that optimizes the ranking of the best 
features combinations, enables high predictor collinearity models to be rejected (Papa et 
al. 2016). While all above studies, compare the values of the “true” and random models, 
a new metric is used elsewhere (Kar et al. 2014, Kar et al. 2016). The randomized model's 
squared average correlation coefficient (𝑅𝑟
2) should be lower than the original model's R2. 
Another metric (based on the 𝑅𝑟
2) 𝑐𝑅𝑝
2 can range from 0 to 1 with a 𝑐𝑅𝑝
2 value greater than 
0.5 defining what can be considered an acceptable model. The equations of the above 
metrics are provided in supplementary material. Models should be selected for further 
external validation if they can predict the training set (goodness-of-fit) and the test set 
(robustness). 
Predictability 
The use of external validation is being increasingly recommended by researchers and 
authorities for the assessment of model reliability. Internal validation provides an 
optimistically skewed estimate of the real predictive potential (Basei et al. 2019) and 60% 
of the reviewed studies performed some form of external validation. However, this does 
not indicate that the reported statistics are sufficient to fully evaluate model performance. 
In addition, using more than one validation metric to calculate the accuracy of the model 
prediction is always advantageous (Oksel et al. 2015b). The quality of the resulting 
models can be evaluated by the mean squared error (MSE) (Gernand et al. 2014) and Q2ext 
value (Ghaedi et al. 2014). Standard error of prediction (SEP) or its deviation (SDEP) 
and slopes k have also been used (Toropov et al. 2009). SEP is the calibrated error to the 
degrees of freedom between predicted and measured endpoints (Le et al. 2016). 
Predictability can also be assessed through the root mean square error of prediction 
(RMSEP) (Mu et al. 2016). Mean absolute error (MAE) is regarded as a straightforward 
error determinant (Basant et al. 2017) and QSARs should meet the criteria: MAE ≤ 0.1 × 
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(train set range) and MAE +3σ ≤0.2 × (train set range). Concordance correlation 
coefficient (CCC) is a restrictive parameter for predictability (Singh et al. 2014, 
Mikolajczyk et al. 2015). The 𝑟𝑚
2  metric provides the stringent external validation 
criterion at a given threshold value, which can be adopted for regulatory processes (Roy 
et al. 2012). Likewise, it is possible to use 𝑟𝑚
2(𝐿𝑂𝑂)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  for the training set (Kar et al. 2014) 
which may reflect the model’s external validation characteristics (Kar et al. 2016). 
Among the metrics mentioned, 𝑟𝑚
2  displays significantly different values from other 
measures, among which CCC is the most confident (Roy et al. 2012). For binary 
classification, the sensitivity, specificity, accuracy and ROC curves can be calculated 
(Horev-Azaria et al. 2011, Sizochenko et al. 2015). Some of the reviewed models within 
the peer-reviewed literature did not demonstrate any validation metrics at all (Murphy et 
al. 2016, Sizochenko et al. 2018). 
Ranking of classifiers 
Roy et al. (2018) proposed a composite score of predictions using a reliability indicator; 
a tool based on absolute prediction errors to rank the quality of predictions. The tool ranks 
the models into good, moderate and bad, using three criteria, although the tool is presently 
valid only for MLR models. Furxhi et al. (2019b) proposed a composite score based on a 
Copeland index to rank classifiers according to their performance on diverse datasets, 
validation stages and performance metrics. Tamvakis et al. (2018) proposed a 
dissimilarity performance index based on their voting performance to recommend the 
optimal ensemble combination. A variety of different datasets were used here to evaluate 
the relationship between voting results and dissimilarity measurements. Tsiliki et al. 
(2015) proposed an integrated, fully validated procedure framework which implements 
multiple models and uses cross-validation averages for model selection.  
Applicability domain (AD) 
The descriptor space in which the model was trained is essential and defining the 
applicability domain (AD) is required as the third OECD principle of validation. Indeed, 
predictions extrapolated outside the model's AD may be less accurate (Fourches et al. 
2010). Whilst model AD is a dynamic area of modelling analysis, there is no universal 
AD definition technique. Usually, the AD definition is based on an arbitrarily outlined 
distance between the analyzed NM and the training set compounds (Tetko et al. 2008). 
Several methods for determining the AD exist (Netzeva et al. 2005) as seen in Figure 3.5 




Figure 3.5. Methods determining the applicability domain of a model.  
 
As used in 3 of the studies reviewed (Liu et al. 2011, Papa et al. 2015, Papa et al. 2016), 
the AD of classifiers can be checked by PCA using the descriptor correlation matrix to 
symbolize the training and prediction distribution set within the used model’s space. 
Consideration of the descriptors’ ranges is a straightforward way to characterize the AD. 
This method assumes that the descriptor values obey a normal distribution and therefore 
could be inaccurate if this presumption is breached. Singh et al. (2014) used different 
approaches to evaluate the AD with the first based on the ranges of descriptors and the 
second on the leverage approach. The second most common method is based on the 
leverage approach and Williams plot (Figure 3.5). The leverage approach offers an 
inspection of multivariate normality providing a measure of a compound's distance from 
the model's space centroid. Williams’s plot (standardized cross-validated residuals vs 
leverage values) can be used to visualize a QSAR's AD and check the existence of outliers 
(Pourbasheer et al. 2015). It is stressed that the leverage in the William graph quantifies 
only linear similarity, so this approach is only applicable to linear regression models 
(Basei et al. 2019). In addition to AD based on Williams plot, Euclidean based AD can 
be used to detect the outliers. Determination of the AD for non-linear models can be 
accomplished by the average kernel similarity (Liu et al. 2015). AD can also be 
determined based on a kernel density estimator, a non-parametric probability density 
distribution-based method (Liu et al. 2013). Non-parametric techniques have the capacity 
to detect empty spaces within and to generate regions around the interpolation space 
boundaries to reflect the distribution of data. 
AD's distance approach (e.g. Euclidean, Manhattan, Mahalanobis) is based on calculating 
the distance of a test compound and a defined point in the model's descriptor space. The 
prediction is inaccurate if the distance exceeds the threshold (Varsou et al. 2019). The 
benefit of this approach is that by drawing isodistance contours in the interpolation space, 
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confidence levels can be associated with the AD. The disadvantage is, once again, the 
assumption of a normal distribution for the underlying data. Xia et al. (2011) verified the 
AD of their models by the leverage approach versus the Euclidean distances measured by 
the jackknifed residuals. If a compound's jackknifed residual is greater than 2.5 times, the 
compound will be treated as an outlier. 
Sizochenko et al. (2015) estimated the AD based on minimum-cost-tree of variable 
importance values in the space of descriptors whilst Kar et al. (2014) used diverse 
approaches to assess AD, namely the leverage approach and distance to the model in X-
space (DModX) (Figure 3.5). DModX approach is usually applied for PLS models and 
the basic theory is that Y and X residuals have a diagnostic value for model reliability. 
Since there are a number of X-residuals, a summary is required and this is accomplished 
by the standard deviation of the X-of the matrix corresponding row. Kovalishyn et al. 
(2018) used the ensemble predictions standard deviation (STD) which correlates with 
predictions accuracy. The method shows that the prediction is more likely to be unreliable 
if dissimilar models give significantly dissimilar predictions for a case and STD is 
preferably used as a model uncertainty estimator.  
Toropova et al. (2013) suggested the idea of “defect” to the AD of quasi-QSARs (Figure 
3.5). The quasi-SMILES defect is characterized as the sum of each quasi-SMILES 
component defect and is calculated according to probabilities (Trinh et al. 2018). Another 
method is the multiple threshold method used by Chau et al. (2012), a method originally 
proposed by G. Fumera (2000). The AD can also be calculated by the standardization 
approach, a straightforward method proposed by Roy et al. (2015) for terming the outliers 
and for the identification of compounds outside the domain (validation and prediction set) 
(Gajewicz et al. 2018). Compared with the leverage strategy, the proposed method works 
well. The method does not, however, consider inter-correlation between descriptors and 
does not consider descriptor relative contribution. 
Twenty-six out of 86 studies fully validated their models and demonstrated the AD as 
shown in Table 3.10. The minimum amount of data rows was 6 data point and the 
maximum around seven thousand. 
Table 3.10. Studies performing goodness-of-fit, robustness and predictivity and assessing 
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We provided an overview of data pre-processing techniques, model implementation, 
validation and applicability domain of ML methods used in predicting human health and 
ecotoxicological hazard endpoints. We focused on recording methodologies rather than a 
critical assessment of the available tools, leaving the fifth OECD principle, a mechanistic 
interpretation, out of the scope of this study. 
The framework 
Variable selection was commonly used in the articles reviewed with almost 50% of the 
studies using a feature selection method. Since most of the models developed have been 
based on implementing classic QSARs (i.e., using generated theoretical descriptors), 
initial feature reduction and selection were required. Various metrics of variable 
correlation may give different results and descriptors that seem highly associated with 
one method may not be really redundant. Selecting the most appropriate descriptors is 
always based on process (e.g. choice of GA or ERM). GA showed great performance 
among the different methods for feature selection, while ERM was superior in some cases 
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as it is a total search algorithm and therefore less reliant on the initial set of descriptors. 
These trials make the selection of statistical features a dynamic research area (Puzyn et 
al. 2018). We recommend a combination of different feature selection techniques to 
evaluate possible differences in the results and to mitigate any method bias.  
Different models that use measured p-chem properties and experimental data, including 
biological data, exploit all the features since those properties are nano-specific (Choi et 
al. 2018, Furxhi et al. 2019a). QSAR-perturbation models in addition to classical QSARs, 
make use of all available descriptors by generating several pairs of variables using the 
moving average approach (Kleandrova et al. 2014, Kleandrova et al. 2017). Contrary to 
the feature reduction problem of theoretical generated descriptors, using nano-specific 
properties comes with data lacunas and the need of more descriptors. 
Several studies have developed quasi-QSARs using line notation methods, such as 
SMILES, to represent the structure of a molecule in a character string. This codification 
enables using the SMILES-specific models to classify non-SMILES descriptors. It should 
be noted that the application of a mixture of SMILES generated by different software 
packages is improper (Toropov et al. 2008). Optimal SMILES-based models outperform 
models based on optimal descriptors (Toropov et al. 2009).  
Class imbalance reflects an unequal distribution of class values within a dataset and poses 
a challenging problem because classifiers exhibit biases of results. This has been rarely 
accounted for properly during training (Choi et al. 2018, Furxhi et al. 2018, Trinh et al. 
2018b, Furxhi et al. 2019b). The most common technique used was SMOTE; SMOTE 
looks at the feature space for the minority class data points and generates new points 
considering its k nearest neighbors. Class imbalance not only affects model performance, 
but it also affects features correlation. Once a balanced dataset is attained, feature 
correlation becomes more accurate. Regarding data normalization, it is advisable to select 
a different normalization technique (z-score, min-max, log10) for each variable according 
to the skewness of feature data (Choi et al. 2018).  
Single random splitting was common across the studies; however, our research shows 
clearly that multiple random training and validation distributions should be examined to 
investigate the influence that split may have on attribute distribution and to ensure 
randomness. Even though there is a no general rule-of-thumb for setting a splitting point, 
the 80/20 was the most commonly used ratio, often referred to as the Pareto principle 
(Zhu et al. 2015). If the dataset is not balanced, the data should be stratified before 
splitting, however such information is often not reported. Since most of the datasets used 
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in nanotoxicology are quite small and splitting may hinder a satisfactory variance in the 
estimates, k-cross validation should be performed. Moreover, after splitting, correlation 
between the data in the training or test set should be minimal and the test data should be 
contained within the chemical space identified by the training data. The latter can be 
covered by using PCA score plot or diversity analysis (Ghorbanzadeh et al. 2012, Kar et 
al. 2014) and investigation of multiple splitting can be performed following the 
methodology from Puzyn et al. (2011). The complete data set of substances, endpoints 
and descriptor values should be annexed in each analysis, along with clearly defined 
learning and test sets. (Puzyn et al. 2018).  
In order to evaluate model performances, it is essential to provide proper metrics and 
statistics and 78% of the reviewed studies presented evidence of internal validation. 
Almost half of the studies investigated robustness performance and 60% of the studies 
performed external validation. k-fold validation provides a superior estimate of the 
generalization error since it is less affected by overfitting (Horev-Azaria et al. 2011). R2 
can be artificially increased by adding parameters while Q2cv, decreases when a system is 
over-parameterized, making Q2cv a more accurate measure of models’ predictability 
(Yousefinejad et al. 2013). Matthews Correlation Coefficient (MCC) is a good choice to 
demonstrate any biases in the dataset and in the presence of imbalance classes (Luque et 
al. 2019). From the gathered studies, six used MCC as a performance metric (Chau et al. 
2012, Singh et al. 2014, Concu et al. 2017, Furxhi et al. 2019a). Table 3.10 presents the 
studies that, in compliance with OECD principles, applied measures of robustness, 
predictivity validation and estimated the applicability domain. It should be noted, that 
choosing the right metric depends on data distribution and splitting, and a combination or 
aggregation of metrics should be preferred. Overall, there was inadequate assessment of 
the uncertainty and sensitivity of the methods in the studies collected. A thorough study 
of uncertainties and areas of variability, bias and influence of QSAR models is presented 
in the work of Cronin et al. (2019). Based on their analysis, the authors provide 
assessment criteria for QSAR evaluation.  
The algorithms 
Within the reviewed studies, trees, neural network and regression algorithms were 
abundant compared to rules, bayes, or meta algorithms. Trees algorithms were used in 
most of the cases, with RF being the most favorable approach applied. Trees are simple 
to understand and interpret and can be used even with small datasets. They are unaffected 
by data shortcomings that result in small changes of the outcome and are associated with 
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high dimensionality, correlated variables and missing values (Labouta et al. 2019). RF 
has been demonstrated to be ideal for rigorous meta-analysis of complex and 
heterogeneous data (Ha et al. 2018). Helma et al. (2017) note in their study that, with the 
exclusion of p-chem/proteomics descriptors, RF model performed better than PLS and 
weighted average models. They showed excellent predictivity with small or large 
datasets, which performed well even with missing values. Furxhi et al. (2019b) 
demonstrated that RF ranks first among individual classifiers and even compete with 
meta-algorithms. RF is highly tolerant of overfitting, as it combines a number of simple 
models and has the ability to deal with special issues, such as descriptors counting higher 
than observations (Papa et al. 2016). RT has shown great results in the sense of 
parsimony, but are more susceptible to biases relative to RF. In addition, RF has the 
benefit of fully investigating parameter’s values as opposed to RT, which usually includes 
a small subset of the data set. RF is also less prone to data vulnerabilities due to 
overrepresentations in datasets, which cause instances to appear influential. RF's 
randomized selection ensures analysis of all variables (Gernand et al. 2014). DTs easily 
handles feature interactions and they are non-parametric but some drawbacks is the non-
support of ongoing learning, so trees must be rebuilt with each inclusion of new data, they 
easily overfit and can also take up a lot of memory. 
Regression models were the second most commonly used; usually as MLR and LR. As a 
result of their simplicity and uncomplicated interpretation MLRs are used widely. 
Compared to other models that cannot be visually presented, e.g. RF, MLR can be 
prioritized due to its transparent structure (Sizochenko et al. 2014). PLS can be used 
instead of MLR in cases of smaller data sets, assuring though that strict component 
significance tests are applied to avoid overfitting (De et al. 2018). PLS is suitable when 
there is descriptors co-linearity, while the parameters of the model, such as weights, 
regression coefficients, selectivity ratios and the scores of variable importance on 
projections, can be used to measure variable significance (Bigdeli et al. 2015). Logistic 
regression is generally based on the hypothesis that there is a defined relationship between 
dependent and independent variables. When the assumption is not true,  algorithms which 
do not make such an assumption, e.g. instance based algorithms, outperform logistic 
regression models (Chau et al. 2012). 
The most popular instance based algorithms were SVMs and kNN. The kNN method is 
a popular read-across strategy as it requires few similarities and is less computationally 
intensive and easier to implement than SVM. However, in the case of the complex 
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problem of multi-label variables, kNN may take longer to find the k nearest neighbors. In 
such cases of very high-dimensional spaces, SVM is more popular. SVM is highly 
accurate, insensible to overfitting and can work well with a suitable kernel even if data 
cannot be linearly separated in the feature space. However, SVMs are hard to adjust and 
interpret and memory-intensive. Similar to DTs and LR, kNN is highly influenced by the 
size of the available data set and more data may help in making the model more consistent 
and accurate. Bayes can be restructured as new scientific data becomes available and 
contemporary research grows, thereby enhance underlying assumptions in the 
construction of the initial model (Furxhi et al. 2019a). BNs provide the capacity to merge 
different common (i.e., experimental data) and non-traditional (i.e., expert judgment, 
simulated data) knowledge bases into the BN parameterization process; this is attractive 
in data-scarce environments such as the nanotoxicology arena (Marvin et al. 2017). BNs 
based on Bayes’ theorem are relatively simple to build and particularly valuable for large 
data sets. Naive Bayes is recognized to outperform sophisticated methods of classification 
along with simplicity, and is also a good choice when memory resources are a restrictive 
factor. 
Meta algorithms can improve model predictivity and reduce overfitting. The need, 
though, for developing models that include a directed causality between the nanoform 
and its toxic activity, is clearly stated under the fifth OECD QSAR validation principle 
and has discouraged meta-algorithm application. On the other hand, although lacking a 
mechanistic interpretation, RF has often been used for combining robustness, resources 
efficiency and simple parameterizations. A Neural network structure is not easily 
readable, their trained parameterizations are hard to comprehend and they can be very 
resource and memory intensive. Bayesian regularized networks create models that are 
reasonably insensitive to the number of hidden layer nodes, making architecture 
optimization effortless (Winkler et al. 2014). A lot of research has been dedicated to ANN 
especially in pattern recognition, and the advances in the algorithms have been ported to 
nanotoxicity applications. Due to their potential high complexity, ANN can accommodate 
lots of data and still achieve high accuracies, although with evident computational cost. 
However, whilst ANN can accommodate large datasets, small datasets on the other hand 






Challenges and perspectives 
When only small data sets are available, models that have few parameters (low 
complexity) and/or a strong prior should be used and, in this case, a ‘prior’ can be 
interpreted as any assumption on how the data behaves. In linear regression for instance, 
the number of parameters can be easily adapted and the models assume only linear 
interactions. In simple terms, Bayesian models such as Naive Bayes deal with a few 
parameters and a direct way to adjust their prior.  
Neural networks were the only ML algorithm reviewed using more datasets exceeding 
1000 cases than smaller ones (Figure 3.3 right). Trees and regression models were used, 
as expected, to handle smaller datasets. It is worth noting that Bayesian networks, 
although not frequently preferred, have been used in all ranges of dataset sizes. Given the 
present scarceness of nanotoxicity data, the use of effective modelling of small datasets 
is required (Oksel et al. 2015b). However, even the best algorithm trained with small 
datasets can be defeated by less sophisticated algorithms trained with more data (Baldassi 
et al. 2016). Datasets and/or databases integration can be a solution to data scarcity, 
generating new hypotheses and knowledge (Karcher et al. 2018). Karcher et al. (2018) 
highlighted the importance of data integration in nanotechnology and provide 
recommendation for advancing integration. Regarding the number of descriptors in the 
models reviewed (Figure 3.4 left) ~75% of the studies used less than 10 descriptors, 
reflecting computational limitations or a lack of data. In Furxhi I. et al. (2020a) a thorough 
analysis of the data issue in computational nanotoxicology is provided, stretching from 
missing data to experimental protocols and concepts. There is a shift in ongoing research 
towards monitoring, identifying and quantifying p-chem properties of nanoforms (Figure 
3.4 right). This is evident both in terms of increases in the base expectation of particle 
characterization in academic journals and also in the objectives of new projects such as 
Work package 5 of the Horizon 2020 project Nanocommons36 focused on learning from 
raw experimental data, such as microscopic images or spectral data. 
There are no specific trends revealed by breaking down the number of cases by ML 
technique used over the last decade (Figure 3.3, left), other than those of trees and 
bayesian networks starting gaining popularity during the last 5 years, and neural networks 
and regression maintaining a longstanding presence in the field. Targeting multiplicity 
and arbitrariness in model implementation, the EU funded Horizon 2020 project 
 
36 https://www.nanocommons.eu/ (Webpage accessed 22/04/2020). 
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NanoSolveIT37 aims at delivering a validated, sustainable, multiscale nanoinformatics 
strategy, via OECD-style case studies for the assessment of potential adverse effects of 
NM on human health and the environment. The project includes the development of cost 
effective nano-informatics tools and models based on Artificial Intelligence for the 
prediction of crucial NMs functionalities and adverse effects from descriptors and 
physical characteristics of NMs.   
Nanoforms toxicity databases are available at a developmental stage and data obtained 
from research studies originate from different experimental procedures. Furthermore, the 
development of reliable data sets from a computational perspective requires that data be 
sufficient to allow splitting after assessing its accuracy and suitable specifically for 
computational use (Villaverde et al. 2018). Knowledge-based expert systems often refer 
to data-driven modeling. Those systems of expertise derive information from both 
literature and databases and are considered important tools for predicting toxicity. 
Considering the lacunas and variations in the accessible nanotoxicity data, knowledge-
based expert systems can be a valuable approach for QSARs, with a kind of "text data 
mining" capacity constantly capturing new knowledge that emerges in the literature and 
knowledge-transfer extracting knowledge from diverse fields (Oksel et al. 2015b, Basei 





















This review of the current state-of-the-art ML computational tools in nanotoxicology, 
addressing both human health and eco-toxicological endpoints, identified several models 
that provide prediction to numerous nanotoxicological outcomes. The main conclusions 
are:  a variety of ML algorithms have been used during the last decade with non-linear 
modelling gaining popularity; linear regression is still a popular method, enriched with 
nonlinear techniques;  there is a clear shift from theoretical descriptors and traditional 
QSAR modelling to models incorporating nano-specific features; there is great diversity 
in data pre-processing techniques depending on datasets and ML chosen;  there is little 
technical convergence in pre-modelling stage methods compared to model 
implementation and validation, there is, in general, a lack of justification of model 
selection and validation metrics choice.  In summary, ML applications in nanotoxicology 
comprise a very active and diverse collection of ongoing efforts. Whilst still in their 
infancy towards a scientific accord and subsequent guidelines and regulation adoption, 
ML applications are transforming our ability to predict toxicities from nano-features and 
experimental conditions.  
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Abstract    
Inroads have been made in our understanding of the risks posed to human health and the 
environment by Nanoparticles (NPs) but this area requires continuous research and 
monitoring. Machine learning techniques have been applied to nanotoxicology with very 
encouraging results. This study deals with bridging physicochemical properties of NPs, 
experimental exposure conditions and in vitro characteristics with biological effects of 
NPs on a molecular cellular level from transcriptomics studies. The bridging is done by 
developing and implementing Bayesian Networks (BNs) with or without data pre-
processing. The BN structures are derived either automatically or methodologically and 
compared. Early stage nanotoxicity measurements represent a challenge, not least when 
attempting to predict adverse outcomes and modelling is critical to understanding the 
biological effects of exposure to NPs. The pre-processed data-driven BN showed 
improved performance over automatically structured BN and the BN with unprocessed 
datasets. The pre-structured BN captures inter relationships between NP properties, 
exposure condition and in vitro characteristics and links those with cellular effects based 
on statistic correlation findings. Information gain analysis showed that exposure dose, NP 
and cell line variables were the most influential attributes in predicting the biological 
effects. The BN methodology proposed in this study successfully predicts a number of 
toxicologically relevant cellular disrupted biological processes such as cell cycle and 
proliferation pathways, cell adhesion and extracellular matrix responses, DNA damage 





independent data shows a robust and promising methodology for incorporating 
transcriptomics outcomes in a hazard and, by extension, risk assessment modelling 
framework by predicting affected cellular functions from experimental conditions.  
 
Keywords: Bayesian networks; machine learning; in vitro; transcriptomics; 
nanoparticles; information gain; 
 
Introduction  
The term Nano-Particles (NPs) covers particulates with one or more dimensions in the 
sub-100nm size range which can differ widely in composition, size, shape and solubility 
as well as other physicochemical properties. They are not a single entity and the diversity 
in properties is only matched by the range of possible biological interactions associated 
with such NP properties. This creates a significant challenge for pro-active risk 
characterization for the adequate prevention of human and/or environmental health 
effects whilst still reaping the societal benefits of nanotechnology. This is further 
compounded by the rate of development in nanotechnologies and their increasingly 
widespread use in commercial products such as electronic devices, food packaging and 
health care. Human and environmental exposure to NPs is a current issue and can be both 
incidental (e.g. occupational exposure) or deliberate (e.g. cosmetics). NPs can enter the 
human body via a number of routes including inhalation, ingestion or skin absorption 
where they themselves can become modified and may also cause biological perturbations. 
The toxicity of different NPs has already been documented by a number of studies 
(Stensberg et al. 2011, Gerber et al. 2013, Ajdary et al. 2018, Cao 2018) utilizing both in 
vitro and in vivo models showing a broad range of property dependent effects from 
relatively minor (e.g. oxidative stress) to the more serious (e.g. mutagenicity). This 
variation in toxicity demonstrates that not all NPs are toxic and not all NPs are non-toxic, 
thereby stressing the need for efficient and predictive approaches to hazard 






Figure 4.1. A systems toxicology paradigm. The pathway aims to extrapolate all 
available toxicological information to humans using a combination of in-silico methods 
and toxicokinetics modelling. Molecular level analysis provides toxicological 
information preceding cellular and physiological manifestation of effects. In vitro 
methods investigate cellular effects of direct exposure to a substance. In vivo studies 
provide an examination of a variety of tissues in controlled environments. Human studies 
require biomonitoring, sampling and tissues/fluids analysis. Population level effects is the 
culmination of this extrapolation with supporting evidence typically requiring 
longitudinal observations and large-scale data gathering.  
Systems toxicology (Figure 4.1) extrapolates short-term observations to long-term 
outcomes, integrating information from experimental systems (molecular, cellular and 
macroscopic) with potential risks to humans (phenotypic and population level studies) 
(Boué et al. 2017, Belcastro et al. 2018). Omics technologies (Figure 4.1 left) study the 
changes in epigenome, transcriptome, proteome and metabolome induced by a substance. 
Integration of omics with the toxicity of a substance is called toxicogenomics and bridges 
molecular and cellular effects (NRC 2005, George et al. 2010, Sahu et al. 2015). 
Capturing dysfunctions at a molecular level allows omics technologies to trace adverse 
effects at low doses including early and sub-clinical effects that traditional in vitro and in 
vivo studies may overlook (Kawata et al. 2009, Bai et al. 2017). Toxicokinetics models 
(Figure 4.1 centre) such as Physiologically Based Pharmaco-Kinetic models (PBPK) and 
Physiologically Based Dose Response (PBDR) models enable in vitro-to-in vivo and in 
vivo-to-human extrapolation of observations (Judson et al. 2011, Li et al. 2012, Carlander 





(Figure 4.1 right), supplemented by experimental studies, provide the information 
needed for substance safety regulation. 
        Adverse Outcome Pathways (AOPs) systematically address the organization and 
gathering of systems of toxicology information for specific substances. AOPs have been 
developed as identifiable event chains that link the effects at molecular level to human 
level (OECD 2017b). Although recent trends in toxicology focus on toxicity pathways, 
mode of actions and AOPs (NRC 2007, Shukla et al. 2010, Nel et al. 2013, Raies et al. 
2016), definite AOPs have not yet been established for specific NPs or classes of NPs 
(e.g. poorly soluble, low toxicity NPs) due to toxicity data gaps (Gerloff et al. 2017) 
although there are areas of advancement (Vietti et al. 2016). Increasingly, omics data has 
become more widely available given the increase in high-throughput and high content 
screening methods. However, the development of state-of-the-art knowledge that 
integrates such data from these various methods with more traditional animal and 
epidemiological information, is still a developing process (Labib et al. 2016, Stagljar 
2016, Buesen et al. 2017, Sauer et al. 2017).   
         Although toxicity has been observed with a variety of NPs to variable extents and 
outcomes, how the specific physicochemical properties of different NPs and cellular 
properties of exposed systems relate to adverse effects is not comprehensively 
understood. The availability of data surrounding the interaction between biological 
systems and NPs is still relatively limited as compared to other chemical compounds (Bai 
et al. 2017). Dealing with the variety of NPs physicochemical properties, routes of 
exposures, dosimetry, and their multiple effects on biological systems means that 
Machine Learning (ML) tools are particularly well suited towards the prediction of 
biological effects based on NPs properties (Winkler et al. 2013, Sizochenko et al. 2014, 
Marvin et al. 2017). Furthermore, computational models are fast and cheap and as they 
rely on information inputs rather than physical test materials, they can be used to predict 
the impact of materials not yet synthesized thereby contributing to the development 
process, particularly in relation to safe-by-design approaches. This efficient approach 
assists in the development of safer Nanomaterials (NMs) without stifling their 
commercial development (Winkler et al. 2014) in the way that iterative processes of 
physical material development and in vitro/ in vivo safety testing can through constraints 
of cost and time. Most modelling efforts have thus far been based on Quantitative 





and physicochemical properties (Napierska et al. 2010, Chen et al. 2017, Choi et al. 
2018). QSAR models do not provide insights into the toxicity pathways, but instead 
predict endpoints from in vivo or in vitro studies (e.g., carcinogenic or non-carcinogenic) 
(Jagiello et al. 2016). Recently, novel models called RASARs (Read-Across Structure 
Activity Relationships) are being used to define chemical similarity (Luechtefeld et al. 
2018).  Another emerging recent approach, Quantitative Structure-Toxicity Relationships 
(QSTR) perturbation models, have been applied to estimate toxicity and ecotoxicity of 
NPs for different endpoints and experimental conditions with remarkable performance 
(Kleandrova et al. 2014, Kleandrova et al. 2014, Luan et al. 2014, González-Durruthy et 
al. 2017). QSTR-perturbation models apply moving average analysis to reconstruct the 
case descriptors and perturbation theory to get the final optimization function based on 
differences of case pair combinations. Whether based on data fusion or approximate 
methods such approaches are promising in the field of nanotoxicology. Bayesian 
Networks (BNs) are ML probabilistic graphical models that merge automated 
probabilistic analysis and human insight for a wide range of problem solving. BNs have 
been used in a plethora of studies for forecasting complex system outputs, including risk 
evaluation, medical diagnosis, skin sensitization and clinical decision-making (Morgan 
2005, Jaworska et al. 2010, Jaworska et al. 2013). They are increasingly relied upon on 
the modern, data rich society we find ourselves in and unsurprisingly are finding a 
significant role in nanosafety and have been used to support risk assessment and prioritize 
NMs hazard assessment (Murphy et al. 2016, Marvin et al. 2017, Sheehan et al. 2018).   
The aim of this study is to develop and apply a BN classifier that predicts NP induced 
cellular effects using data inputs addressing NP physicochemical properties, experimental 
exposure conditions in vitro characteristics and transcriptomics outcomes. The study data 
gathered for output use functional analysis of the altered genes; investigating which 
biological pathways are most disrupted after exposure to a test substance (McDermott et 
al. 2013, Römer et al. 2014, Lin et al. 2017). This represents a growing field within 
toxicology because of its capacity to improve risk assessment (Shukla et al. 2010, Buesen 
et al. 2017, Franceschi et al. , Tsiliki et al. 2017). Using this approach, we seek to predict 
disruption of biological processes owing to genetic perturbations generated by 
physicochemical properties of NPs. The focus of this study is to determine the predictive 
capability of a modelling approach focused on biological pathways in vitro which align 





Materials and Methods 
Approach 
 BNs were constructed and evaluated as outlined in Figure 4.2 with the input data derived 
through a review of the peer reviewed, scientific literature. The extracted data was then 
applied either in its unprocessed, raw form (Raw Dataset, RD) or processed to address 
imbalance, data gaps, and discretization of values to form the Processed Dataset (PD). 
Imbalance issues in the dataset occurs when one of the outputs has more counts than the 
other which in turn can limit classifiers performance (Choi et al. 2018, Wang et al. 2018). 
 
Figure 4.2.Workflow of BN construction and evaluation. 
Data was then analysed using a Correlation Feature Selector (CFS) algorithm, which 
provides some initial insight into the relationships among the attributes (inputs and 
outputs). Based on these relationships, the BNs were manually crafted into pre-structured 
networks with the two datasets, RD and PD, randomly split into training (60%) and 
validation (40%) sets. The training PD set was enriched by applying a Synthetic Minority 
Technique (SMOTE) to address imbalance issues. For each dataset, different BNs were 
constructed; a BN based on the RD (BN-RD) and another based on the PD (BN-PD). A 
third BN with a structure learned from the data using the K2 algorithm was also applied 
for the PD (BN-K2). The K2 algorithm uses a greedy search with no restriction on the 
number of parents a node can have (Lerner et al. 2011) whilst BN-RD and BN-PD have 
maximum four parents in each node. All BNs are trained and applied as binary classifiers 
individually for each of the nine outcomes (Furxhi et al. 2018).  At the final stage, all 
BNs were validated against the training and validation sets with an additional validation, 
using a reliability set, finally used to evaluate the BN performance when data from new 






Toxicity Outcomes of the studies gathered 
Data from in vitro differential gene expression analysis studies were gathered from peer-
reviewed scientific literature. Omics methods in nanotoxicology is advocated due their 
ability to capture different outcomes. Whole-genome transcriptomics studies were 
selected since the use of existing standardized tests might miss, in principle, novel 
endpoints Marchese et al. (2016). In targeted analysis, such as targeted genes sequencing 
using Polymerase Chain Reaction (PCR) only the regions of select set of genes are 
analyzed. Unexpected changes outside the examining genes are not observed such as in 
whole-genome analysis (Boon et al. 2013, Hrdlickova et al. 2017). We collected non-
targeted analyses carried out for the complete genome (whole-genome analysis) in human 
cell lines using a systematic search strategy using Boolean logic operators (AND, OR and 
NOT) combined with key search terms (e.g. nanoparticle, nanomaterial, transcriptomics, 
gene expression, whole-genome) to form defined search strings. These search strings were 
applied to various publicly available search engines and databases (Google Scholar, 
ScienceDirect, PubMed, NCBI GEO Datasets, NanoMiner and ArrayExpress). A 
summary of the retrieved literature is available at (Furxhi 2019). 
          Data completeness is a measure of the extent to which the data which serve to 
address a specific need are available (Marchese et al. 2016). In our case, the focus was 
studies that extract enriched Gene Ontology analysis terms from the most significant 
dysregulated expressed genes that are associated with biological processes. Almost all 
studies selected had, as a first minimum requirement, to have validated quality and 
integrity of RNA extraction prior to microarray analysis. In addition, most of the studies 
further validate the results by applying real-time quantitative PCR analysis. Furthermore, 
in order to maintain high relevance for human health effects, all studies gathered here 
analyze human cell lines after exposure to NPs (ibid). 
          The studies gathered had a considerably variety of different human cell models 
including both primary cells and immortalized cell lines which exhibit varying responses. 
In addition, the cellular models were restricted to human cells to limit uncertainties related 
to species-specific biological mechanisms (Jaworska et al. 2010, Shukla et al. 2010, 
Judson et al. 2011). The use of a broad variety of cell models was to breadth of biological 
interactions arising from a variety of possible NP exposure routes. For example, the use 
of type II alveolar epithelial (A549) cells and macrophage cells (e.g. differentiated 





Caco-2) to represent ingestion route and gastrointestinal exposure, endothelial cells to 
reflect cardiovascular exposure, either deliberate (intravenous delivery) or incidental 
(translocation). 
Toxicity Determinants in the studies gathered  
Numerous factors can determine the relative toxicity of substances compounds, such as 
the route of exposure (e.g. inhalation, oral, dermal), external exposure, tissue dose, 
persistence in the biological environment (duration of biological interaction), as well as 
physicochemical properties of NPs (shape, core size, coating etc.). Furthermore, different 
tissue types, cell models and experimental parameters (e.g. particle dispersion and cell 
culture conditions) add further data variables. A challenge associated with defining 
information criteria for NPs is that the current understanding of independent variables, 
such as physicochemical properties and other experimental variables, which contribute 
most to the outputs of assays is arguably insufficient (Marchese et al. 2016). The lack of 
harmonization in toxicological analysis, NP characterization and preparation as well 
analysis and reporting within the nanotoxicological literature, driven in part lack of 
standard protocols for NP in vitro toxicity studies (Drasler et al. 2017, Warheit 2018) 
generates significant heterogeneity of the literature data. 
          In this study we collected all available information on NP characterization from 
each study keeping a minimum requirements check list in order to identify in silico the 
physicochemical properties and other experimental variables that significantly affect the 
outputs of transcriptomics studies. The studies selected include “priority” properties of 
interest for NP characterization during toxicological assessment as reported in (Hackley 
et al. 2013). Besides RNA extraction quality check, the second minimum requirement for 
a study to be considered was reporting NP size and a traceable origin, i.e., either the 
synthesis method of the NP, or product name and manufacturer for commercially 
available NPs. Additional physicochemical parameters (such as surface area) are deemed 
important for the data to be considered complete (Hackley et al. 2013, Marchese 
Robinson et al. 2016). Studies missing information for such attributes were also included 
when this information could be retrieved from the NP manufacturing or synthesis 
information.  
          Within nanoscience, less attention has been paid to the question of which additional 
experimental details used, need to be recorded ((Marchese Robinson et al. 2016). In this 





duration and cell line, cell type and microarray protocol. A third minimum requirement 
for a study to be considered was to report exposure dose and duration, with one exception, 
(Peng et al. 2010) where it was not relevant. Cell line would have been a fourth 
requirement but it was, in any case, always reported. In general, information on 
physicochemical properties was scarce but traceable, whereas, exposure (dose and 
duration) and in vitro conditions were always reported. Supplementary online material 
provides a classification of information given in the selected studies (Furxhi 2019). All 
studies provide information for the majority of the toxicity determinants/methods/outputs 
classes. 
          For each of the studies reviewed, the combination of experimental exposure 
conditions, in vitro characteristics, such as cell line, cell type and tissue, physicochemical 
properties and outcomes are recorded separately in a datasheet, resulting in many 
extractions per study. If, for instance, another dose is administered during an experiment 
with all the other conditions unchanged, this was inserted as new instance within the 
dataset. Biological effects comprising a number of cellular responses (see Table 4.1 
outputs) were extracted and used as the outcome of interest to be simulated by the BN 
model. Effect occurrence was expressed in binary manner (Triggered, No effect). The NP 
is said to have a toxic effect (Triggered) based on the conclusions of the relevant study 
from which the data was derived. The studies analysed dysregulated genes filtered with a 
cut-off criteria (p-value or log2 fold change) in order to identify the most significant 
perturbed genes at in vitro systems after exposure to NPs. Gene Ontology analysis was 
then performed to functionally annotate the candidate genes with the related biological 
effect. Triggered output is defined as the biological effect that correspond to cellular 
responses of disturbed gene functions after NP exposure. Whilst ‘No effect’ was 




As such, missing values in the compiled dataset were not uncommon, with several 
physicochemical properties not reported in most of the studies, most notably composition 
(presence of impurities in bulk and coatings) and surface area. Filling the missing values 
from articles 'supplementary information’, as well as information gathered directly from 





(PD). Density values derived from manufactures information combined with particle size 
distribution data (assuming spherical shape and smooth surface) can be used to calculate 
the Specific Surface Area (SSA) (Ha et al. 2018). Furthermore, as well as data gap filling, 
discretization was also performed during pre-processing. The range of the numeric input 
attributes in the PD is discretized and expressed as nominal equal frequented bins with 
some input ranges obtained from literature, such as core size and zeta potential (Hristozov 
et al. 2014).  
Data analysis  
Correlation Feature Selection algorithm (CFS) was applied to the data to remove 
irrelevant and redundant information allowing a classifier to operate more effectively 
(Kohavi et al. 1997, Doshi et al. 2014). WEKA (Waikato Environment for Knowledge 
Analysis, version 3.8.2), an open-source Machine Learning workbench was used for the 
CFS application and BNs construction. We used the algorithm to investigate associations 
between the variables individually for the two datasets (Hall et al. 1998). CFS was applied 
in 10-fold cross-validation (out-of-sample testing) which randomly selects ten equal size 
subsamples of the dataset for validation. Of the ten subsamples, a single one is used as 
validation set to test the remaining nine, combining the results to an overall average 
metric. We used CFS to estimate correlation between subset of attributes and outcomes, 
as well as inter-correlations between the attributes (Karegowda et al. 2010). 
Distinguishing the most important associations provided the basis of constructing the BN 
graphical models.  
Data Split and Balancing 
The datasets are split into training (60%) and validation sets (40%) randomly. Most 
instances in the training dataset correspond to no effect outcomes for the majority of the 
endpoints. Imbalanced datasets can limit the performance of most classification 
algorithms, making the prediction biased to the dominant class value (Ha et al. 2018). To 
avoid this, we adjusted the relative frequency of triggered/no effect instances by 
resampling the second dataset by applying SMOTE (Synthetic Minority Oversampling 
Technique), a supervised instance algorithm that oversamples the minority instances 








A BN is a directed acyclic graphical model that represents variables as ‘nodes’ and their 
connections as arrows. Each arrow signifies a conditional dependence of the child node 
to a parent node. The network as a whole represents the joint probability distribution of 
included variables and use Bayes’ Rule to update conditional probabilities given new data 
(Friedman et al. 2000, Zabinski et al. 2016, Zabinski et al. 2017). The network is 
practically defined by its graphical structure and the corresponding trained conditional 
probabilities of the included variables. The probability distribution of all nodes P(A) =
 P(A1, … , An) is specified by the product of all conditional probability tables (CPTs) in 
the BN model as shown in equation (1), where 𝑝𝑎(𝐴𝑖)  is parent of node 𝐴𝑖  and 
P(𝐴𝑖|𝑝𝑎(𝐴𝑖) a conditional probability distribution. 
      𝑃(𝐴) =  ∏ 𝑃[(𝐴𝑖|𝑝𝑎(𝐴𝑖)
𝑛
𝑖=1
]     (1) 
CFS results between all variables in the dataset (input and output) included inter-
relationships between the outputs. A model that would have outcome-to-outcome links 
would fail to predict the outcomes only from new inputs and therefore would be biased 
to the prediction of other effects. Applying CFS for each biological effect of the PD 
dataset separately reveals the association (predictive ability) of each input attribute (all 
cases of the final PD dataset) for the specific effect (Figure 4.3). Based on that, we 
constructed the links that associate input features as parents to the cellular effects enabling 
the BN model to predict the effects solely from the inputs. Another BN structure is 
derived automatically by WEKA using the K2 algorithm (Gámez et al. 2011). Bayesian 
rules, such as the K2 algorithm, build a different BN structure for each output by changing 
both probabilities and links between the inputs and the outputs. K2 algorithm is a score-




Model Validation  
Training sets were used for the internal validation of the BNs. The internal validation was 
performed using a 10-fold cross-validation process which valuated the predictive 





validation is a standard way to obtain unbiased estimates of a model's goodness of fit. In 
our case we used 10 subsamples as training data where a single subsample is retained as 
the validation data. The external validation set (40% of the whole dataset) was used to 
evaluate the predictive performance ability of the trained model (Raies et al. 2016). In 
addition to the external validation dataset, a reliability validation set (four studies) was 
used with data from studies that were not included in the previous training and validation 
datasets. Matthews Correlation Coefficient metric is also calculated (Matthews 1975).  
Important Attribute Analysis 
Variable (attribute) importance can be measured relatively, based on information 
obtained from the model (Choi et al. 2018). We quantified the importance of a feature for 
classification using information entropy (Nguyen et al. 2010, Fan et al. 2011, Doshi et al. 
2014) which is a measure of uncertainty of a random variable and defined as:  
𝐻(𝑋) =  − ∑ 𝑃(𝑋𝑖)𝑙𝑜𝑔2(𝑃(𝑋𝑖)) (2) 
where, 𝐻(𝑋) is the entropy of variable X and 𝑃(𝑋𝑖) is the prior probabilities for the i
th 
value of X. The entropy of X after observing values of another variable Y is defined as 
𝐻(𝑋/𝑌) =  − ∑ 𝑃(𝑦𝑗) ∑ 𝑃(𝑋𝑖/𝑦𝑗) 𝑙𝑜𝑔2𝑃(𝑋𝑖/𝑦𝑗)) (3) 
where, 𝑃(𝑋𝑖/𝑦𝑗) is the posterior probabilities of X when values of Y are given.  
The amount by which the entropy of X decreases reflects an addition of information about 
X provided by Y. The reduction of entropy is called information gain and can be defined 
as: 
𝐼𝐺(𝑋/𝑌) = 𝐻(𝑋) − 𝐻(𝑋/𝑌) (4) 
where, 𝐼𝐺(𝑋/𝑌) is the information gain of variable X due to entropy decrease provided 
by variable Y.  
In order to evaluate the relevant importance of every input to each output we normalized 
IG for each effect using min-max normalization (Priddy et al. 2005). The input with the 
lowest IG, i.e. the one with the least influence on the model outcome prediction is zeroed 









Information in raw dataset (RD) on the specific surface area (SSA) was not available in 
98% of the 245 cases (rows at the datasheet); the presence of impurities in the bulk form 
or in the coating was not defined in approximately 88%. In 29% of cases, no information 
about the zeta potential was given and in 75% of cases there were no shape descriptors 
included. Of the various attributes relevant to particle toxicity, primary particle size was 
the only value consistently reported. More generally, information on physicochemical 
properties was scarce whereas, exposure (dose and duration) and in vitro conditions, such 
as cell line, cell type and microarray protocol, were always reported. In relation to the 
NPs evaluated in the studies extracted, the most common were: Ag (16.3%), Au (18.2%), 
TiO2 (17.1%) and ZnO (47.2%). Other NPs appeared (CuO, SiO2, Fe2O3, etc.) in less than 
2%. The PD consisted of 245 instances (rows) of 12 inputs and 9 outputs as columns (see 
Table 4.1). Processed Dataset (PD) had 8% (RD: 75%) of shape missing, 9% (RD: 29%) 
of zeta potential missing and 5% (RD: 98%) of SSA missing. Reliability dataset was 
comprised of 19 instances. The PD and reliability datasets are available at (Furxhi 2019). 
Table 4.1. Processed Dataset (PD) inputs and outputs extracted from literature review 
and their states (categories)/ numerical ranges and abbreviations used in this study. 




10 categories: Ag,  Au,  Polymeric NPs,  CuO,  






Core size (nm) Core size 
4 discretized ranges: 0  to  10,  10  to  50,  50  
to  100,  >100 
Shape Shape 
5 categories: Spherical,  Ellipsoid, Unknown, 
Nanotube, Clusters 
Surface  coatings Coatings 
21 Categories: None,  Silica,  Citrate,  PAH,  
DMSA,  Madelic acid,  Lipid bilayer,  Hybrid 
lipid, Methoxyl,  Diethyl glyc,  Gluconic acid, 
Citric acid,  folic acid,  chromium,  starch,  
surfactant, polymeric, colloidal, 









 9 discretized ranges: 0  to  18,  18  to  36,  36  
to  54,  54  to  72,  72  to  90,  90  to  126,  126  




5 discretized ranges: -30  to  -15,  -15  to  0,  0  




Exposure  dose 
(μg/ml) 
Dose 
8 discretized ranges: 0  to  3,  3  to  8,  8  to  
12,  12  to  30,  30  to  50,  50  to  75,  75  to  
100,  >100 
Exposure 
duration  (h) 
Time 
5 discretized ranges: 0  to  6,  6  to  12,  12  to  





Cell line C. line 
22 categories: SH-SY5Y, 293T, A549, 
CACO-2, HDF, PC3, THP-1, HEPG2, 
VSMC, HACAT, HMDM, JURKAT-T, 
MDDC, MCF-7, IMR-90, U251, HELA, 
HMEC 184, EAHY926, SAE, RKO, SK 
MEL-28 
Cell type C. type 2 categories: Cancer or Normal 
Tissue Tissue 
12 categories: Kidney, Brain, Lung, 
Intestinal, Skin, Prostate, Liver, Colon, 
Cardiovascular, Breast, Cervix, Blood 
Microarray Array 










Binary  mode  (Triggered, No effect) 




DNA  damage  
and  Repair  
responses 
DNA dam. 
Cell  adhesion  
and Extracellular  





























The relationships between the inputs in the PD dataset are shown in Figure 4.3 (A) and 
the relationships of each outcome individually to the inputs are shown in Figure 4.3 (B). 
In both cases, attributes showing the most robust correlation (association 0.9 - 1) are 
selected as parents to the respective variable (node). 
        
Figure 4.3. Results of 10-fold cross-validation Correlation Feature Selection algorithm 
applied in Processed Dataset. (A) Inter-relationship of input variables, (B) relationship 





These input relationships allow us to manually construct the part of the model that is fixed 
for all outcomes. We build the prediction model by relating each output to the fixed input 
structure, excluding inter-relationship of outputs that would interfere with the results, 
which enables the ability to obtain various toxicological outcomes using one prediction 
model.  
Bayesian structure 
Two BN graphs were constructed on the basis of the results of the Correlation Feature 
Selection (CFS) algorithm which reveals significantly associated variables that as nodes, 
can be linked in a parent-child relationship. We constructed BNs nodes and links that 
represent the associations only between the inputs based on the results of CFS (Figure 
4.4 centre).  Each output is linked with the input nodes (Figure 4.4 peripheral). 
 
Figure 4.4. Graphical structure of the BN-PD model. Centre: Structure based on 
correlation between the inputs. Perimeter: BN-PD structures based on output prediction 
ability of inputs. Nodes (circles) with blue color represent physicochemical inputs, green 
nodes represent exposure inputs, yellow circle are in vitro characteristics inputs and red 





Validation of the BNs 
The classification performance of the three models, BN-PD, BN-RD and BN-K2, are 
shown in Figure 4.5 – 4.7 as the classifier accuracy, sensitivity and Matthews’s 
correlation coefficient (MCC). Accuracy shows how many instances are correctly 
classified by the model compared to the total number of instances. Sensitivity 
demonstrates the classifiers’ ability to predict the triggered instances. MCC is a 
correlation coefficient between target and predictions. It varies between -1 and +1, lowest 
values indicating disagreement between actuals and prediction. It is frequently used to 
measure quality of binary classifications. It can be more appropriate when negatives 
actually mean something and it is frequently used to measure quality of binary 
classifications. 
          BN-PD showed the highest accuracy for all but one of the cellular effects in 
internal, external and reliability validation (Figure 4.5). Model performance improved 
when data pre-processing was implemented in the second dataset (BN-PD versus BN-
RD). BN-PD also had higher performance compared to the automatically structured BN 
(BN-K2) in all of the cases. BN-RD had a higher accuracy in the case of inflammation 
(Inflam.) and metal ion responses in internal validation compared to the other two 
classifiers (Figure 4.5, A). In addition, it had higher accuracy in the external validation 
in the case of metal ion responses (Figure 4.5, B). Regarding the reliability dataset, BN-
PD showed higher predictive capability than the other classifiers (Figure 4.5, C). In 
general, data-driven approach structure performed better compare to BN-RD and BN-K2.  
 
Figure 4.5. Accuracy of the classifiers. The validation of the models is carried out for 
each cellular effect separately. (A): Internal validation using a 10-fold cross-validation 





datasets. (C): Reliability validation using the reliability dataset. BN-PD: BN constructed 
from pre-processed dataset, BN-K2: BN automated constructed using K2-algorithm, BN-
RD: BN constructed from raw dataset. 
BN-PD showed the highest sensitivity for most of the cellular effects in internal, external 
and reliability validation (Figure 4.6) with model performance improved when data pre-
processing was implemented in the second dataset (BN-PD). BN-PD also had higher 
performance compared to the automatically structured BN (BN-K2) in almost all of the 
cases. BN-RD had better sensitivity in cell cycle and inflammatory responses at internal 
validation, whilst BN-K2 had better sensitivity in DNA damage (DNA dam.), unfolded 
protein and endoplasmatic reticulum (Stress) responses (Figure 4.6, A). BN-RD 
sensitivity scored higher compared to BN-K2 in predicting cell death (C. death), metal 
ion and cytoskeleton organization (Cytoskel.) responses in the external validation process 
(Figure 4.6, B). Regarding the reliability dataset, BN-PD showed higher predictive 
capability than the other classifiers (Figure 4.6, C). However, as shown in the sensitivity 
reliability graph (C), BN-RD predicted the triggered instances for DNA damage (DNA 
dam.) responses while the other BNs failed to predict any.  
  
Figure 4.6. Sensitivity of the classifiers. The validation of the models is carried out for 
each cellular effect separately. (A): Internal validation using a 10-fold cross-validation 
process with the training 60% datasets. (B): External validation using the validation 40% 
datasets. (C): Reliability validation using the reliability dataset. BN-PD: BN constructed 
from pre-processed dataset, BN-K2: BN automated constructed using K2-algorithm, BN-





BN-PD data-driven approach structure also had higher MCC performance compared to 
the BN-K2 and BN-RD (Figure 4.7). BN-PD outperformed the other classifiers in MCC 
metric in internal, external and reliability validation. BN-RD model had higher MCC 
score in the case of inflammation (Inflam.) and metal ion responses in internal validation 
(Figure 4.7, A) compared to the other two classifiers and higher MCC in metal ion 
responses in external validation (Figure 4.7, B). Regarding the reliability dataset, BN-PD 
showed higher predictive capability than the other classifiers (Figure 4.7, C). Even for 
DNA damage (DNA dam.) responses BN-PD is zero compared to negative (worse) 
performance of BN-RD and BN-K2. 
 
 
Figure 4.7. Matthews correlation coefficient of the classifiers. The validation of the 
models is carried out for each cellular effect separately. (A): Internal validation using a 
10-fold cross-validation process with the training 60% datasets. (B): External validation 
using the validation 40% datasets. (C):  Reliability validation using the reliability dataset. 
BN-PD: BN constructed from pre-processed dataset, BN-K2: BN automated constructed 
using K2-algorithm, BN-RD: BN constructed from raw dataset. 
In summary, BN-PD that fully accounts for the CFS correlations had an aggregate 
predictive performance of >80% in most of the cases and outperformed the BNs that do 
not used either predefined structure, gap filling or data balancing.  
Important Attribute Analysis 
In conducting the important attribute analysis, it was found that exposure dose was the 
most influential attribute (IG=1) that affected all outcomes significantly. Unfolded 
protein and endoplasmatic reticulum stress responses (Stress) were most influenced by 





as NP and cell line ranked after dose as important attributes (0.25-0.82) whilst coating 
(0.59) strongly effected cytoskeleton organization (Cytoskel.) responses although coating 
appeared influential in most of the outcomes. Array and tissue occurred in top five 
determinants in four out of nine outcomes. Exposure duration (time) was influential on 
cytoskeleton organization, angiogenesis (Angiogen.) and DNA damage and repair (DNA 
dam.) responses. (0.14-0.31). Zeta potential appeared only in metal ion and unfolded 
protein (Stress) responses scoring 0.12 and 0.44, respectively. Surface area appeared 
solely in angiogenesis responses (0.27). Similarly, cell type occurred only in DNA 
damage and repair responses (0.25). Shape had the smallest information gain to the 
outcomes compared to the other four most influential input attributes. The input data 
represented low aspect ratio NPs therefore cannot address fibre-type NP effects nor can 
be used yet to perform a proper evaluation of how shape differentiates toxicological 
outputs. Primary particle size showed relatively insignificant influence to the prediction 
of the outcomes. In summary, dose, NP composition and cell line had the foremost 
influences. Array, coating, exposure duration and tissue had notable influences. Zeta, cell 
type and surface area influenced some outcomes distinctively. Shape and core size in the 
given set of attributes had the least influence in discriminating the outcome classes. The 
results of normalized information gain analysis are presented in Table 4.2. 
Table 4.2. Normalized information gain for each model outcome (bold) by input 







Input attribute IG Input attribute IG Input attribute IG 
Exposure dose 1.00 Exposure dose 1.00 Exposure dose 1.00 
Nanoparticle 0.61 Nanoparticle 0.82 Cell line 0.25 
Microarray  0.37 Zeta potential 0.12 Coating 0.01 
Surface area 0.27 Cell line 0.03 Shape 0.00 
Exposure 
duration 




Cell death and   
Apoptosis responses 
Cell adhesion  
 and Extracellular   
matrix  responses 







In this study we describe the application of a BN approach to assess the relationship 
between in vitro wide-genome transcriptomic outcomes in various cellular models and 
exposure to different NPs. This requires the integration of biological outcomes (possible 
markers of toxicity) with physicochemical NP properties, exposure conditions and in vitro 
model characteristics. The BN model predicts a number of biological effects at cellular 
level with a predictive capability exceeding 80% based on data derived solely from the 
literature. Given the vagaries of reporting within the literature, this predictive capability 
is noteworthy and may be improved further with greater harmonization.     
          Bayesian network constructs can combine expert knowledge and data-driven 
modeling (Velikova et al. 2013, Seixas et al. 2014). Using an intermediate feature 
selection step before constructing and applying the BN model provides insight into the 
dataset under investigation and guides model development. Feature selection as a 
classifier pre-step analysis has been implemented in several studies (Hall et al. 1998, 
Drugan et al. 2010, Cinicioglu et al. 2014, Chormunge et al. 2018). In this study, we 
derive and compare two pre-structure BN based on CFS results (BN-PD and BN-RD) and 
show that using pre-processed data enhances the classifier accuracy (BN-PD). We 
compare the CFS based BN-PD to an automatically derived BN structure using the K2-
algorithm (BN-K2); the former performs better suggesting, manual BN structuring based 
Nanoparticle 1.00 Exposure dose 1.00 Exposure dose 1.00 
Cell line  0.73 Cell line 0.24 Nanoparticle 0.45 
Zeta potential 0.44 Tissue 0.20 Microarray 0.14 
Exposure dose 0.42 Coating 0.05 Tissue 0.13 
Coating 0.08 Nanoparticle 0.03 Coating 0.01 
Cell cycle and  
 Proliferation responses 
Cytoskeleton  
organization responses 
DNA damage and  
 Repair responses 
Input attribute IG Input attribute IG Input attribute IG 
Exposure dose 1.00 Exposure dose 1.00 Exposure dose 1.00 
Cell line 0.32 Coating 0.59 Cell line 0.59 
Nanoparticle 0.28 Nanoparticle 0.42 Nanoparticle 0.43 









on statistical correlation is optimum. In conclusion, pre-defined discretized ranges, gap 
filling and class balancing improves classifier prediction ability. 
          Previous studies have listed characteristics for aggregated hazard ranking of NMs 
to investigate the relationship between NMs properties and adverse effects (Marvin et al. 
2017, Choi et al. 2018, Sheehan et al. 2018). In this study, artificial nodes of cumulative 
indices, such as hazard node derived from all the outputs were not included in the BN 
structure. This allows analysis and validation of the model for each cellular effect 
individually. In agreement with our findings, Marvin et al. (2017) found that coating plays 
a significant role in most biological effects such as inflammation and genotoxicity (DNA 
dam.). From a biological perspective, this would be expected as coating may serve to 
modify surface properties (e.g. charge, hydrophobicity) and biological interactions with 
poorly soluble particles occurs at the surface interface. Sheehan et al. (2018) performed 
a comparative study investigating the efficacy of quantitative Weight of Evidence and 
Bayesian methodologies in ranking the potential hazard and found particle size, surface 
coating, administration route and surface charge to have significant influence on the 
toxicological outcomes depending on the NP. These are all contributors also found to 
have significant impact on the relative toxicity of  particles in a pulmonary inflammation 
review of in vivo studies (Braakhuis et al. 2014).  In our study, zeta potential (surface 
charge) and tissue (administration route) have a significant influence, but size does not 
significantly affect the prediction of the molecular biological effects compared to the 
other attributes. The former is expected as zeta-potential is associated with respiratory 
toxicity (Cho et al. 2012) and different tissues show different senstivities towards NPs. 
In a study of 15 different metal oxide NPs, Cho et al. (2012) found that zeta potential was 
a key physicochemical influencer of respiratory toxicity in vivo. How size variation alone 
affects the prediction of outcomes can only be seen if the other effects are filtered out by 
means of a sensitivity analysis (out of the scope of this study). Studies report the effect of 
particle size on whole-genome gene expression (Bouwmeester et al. 2011, Grzincic et al. 
2015, van der Zande et al. 2016). Particle size in terms of agglomeration state and/ or 
primary particle size may change during a toxicity test (biological matrices) or during the 
life cycle due to dissolution or interaction with test media (Worth et al. 2017). In 
principle, the approach presented here can correlate different set of properties, 
quantitative exposure metrics, including in vitro characteristics with the toxicity pathways 





          Including exposure conditions such as dose and duration can improve the 
classification quality as this information is always reported in toxicological studies. 
Aggregating exposure features not readily comparable in one attribute, e.g. exposure 
doses for different tissues, could reduce the biological accuracy of the model. This is 
compensated in our study by including tissue as an extra model input attribute. Exposure 
dose was identified as the most important determinant for most effects in the model, 
which is in concordance with the cornerstone of toxicology, the dose-response 
relationship. Such findings were also commensurate with QSAR as Choi et al. (2018) 
found that dose was the most important attribute when looking at cell viability using 
neural network QSARs. They reported formation entropy as the second most important 
attribute which strongly relates to NP in our model. Exposure dose here was clearly an 
important determinant for toxicity as it is used as a surrogate of delivered (tissue) dose. 
Tissue dose data from in vitro and in vivo studies could be equivalently combined in the 
dataset. However, tissue doses are widely overlooked in both in vivo and in vitro studies 
(Schmid et al. 2017) and thus data from both approaches cannot be readily integrated in 
one toxicity classification dataset. Reporting and use of delivered dose will refine outputs, 
particularly where in vitro and in vivo data form base datasets for wider use in risk 
assessment.   
          The relative information gain (IG) analysis also showed a variety of other output 
categories which show agreement in terms of attribute importance with in vitro and in 
vivo studies as summarized below: 
-Angiogenesis regulation responses (e.g., disruption in vascular endothelial growth 
factor, sprouting or angiopoietins) depend strongly on NP, exposure dose and duration  
(Bartczak et al. 2013, Mukherjee 2018);  
-Cell adhesion and extracellular matrix responses (e.g., disrupted genes involved in cell-
cell junction, morphology, movement, migration or structure) are determined by the 
exposure dose as also described in (Septiadi et al. 2018), NP and tissue (Ahmad Khalili 
et al. 2015, Engin et al. 2017).  
-Cell cycle and proliferation pathway responses (e.g., disrupted genes involved in cell 
differentiation, division, growth, mitosis progression or cytokinesis perturbation) are 
influenced by NP, exposure dose and cell line (0.32), in agreement with other studies 





-Cell death and apoptosis (e.g., mitochondrial fragmentation/apoptosis, phosphorylation 
of p53, death receptor, cleavage of caspase and PARP pathways) processes are highly 
determined by exposure dose and in vitro characteristics such as cell line and tissue (De 
Stefano et al. 2012, Ma et al. 2016).  
-Cytoskeleton organization (e.g., disrupted genes involved in cell matrix, microtubule, 
actin polymerization, cytokinesis or signal transduction) responses depend on NP and 
exposure dose (Soenen et al. 2010, Kang et al. 2016). 
- In vitro characteristics (cell line and cell type) influence DNA damage and repair (e.g., 
disrupted genes involved in oncogenesis, histone or chromatin binding, replication, base 
excision, mismatch, chromosome damage or segregation) responses that depend strongly 
on exposure dose (Singh et al. 2017). 
          In terms of accuracy of prediction, BN-PD had marginally lower accuracy 
predicting metal ion responses compared to BN-RD in internal and external validation. 
CFS with the RD revealed that metal ion response is strongly associated with in vitro 
characteristics (data not shown) whereas it has poor correlation in the PD case (Figure 
4.3). PD CFS and information gain agree with regards to metal ion dependencies where 
NP and zeta inputs have strong influence whilst BN-RD has higher accuracy with none 
of these attributes as parent-inputs to the class (Furxhi et al. 2018). Biologically one 
would anticipate NP to be of primary importance as metal ion responses are dependent 
on the presence of metal ions (i.e. metal or metal oxide NPs) (Poynton et al. 2012, Saliani 
et al. 2016). Moreover, cell line/ type and tissue would be expected to show strong 
associations owing to varying expression of, for example thiol rich, binding proteins.  
          BN-PD had zero MCC score concerning DNA dam. responses and BN-K2, BN-RD 
had negative scores. Reliability dataset has three triggered cases for DNA dam., 
corresponding to ZnONPs and A549 cell line. On the contrary, training dataset has no 
triggered cases, to either ZnONPs or A549 cell lines. In BN-PD (Figure 4.4) DNA dam. 
is apparently affected from cell line, cell type, dose and NP. Cell line and NP information 
gain score was 0.59 and 0.43, respectively (Table 4.2). There is no link of the values of 
these two significant attributes to triggered DNA dam. in the training dataset that makes 
the reliability dataset triggered cases impossible to predict from BN-PD. More data would 
compensate this issue.  
         Several microarray protocols were followed in the studies considered yet despite 





et al. 2011). Microarray protocol (Array node) in a real scenario does not contribute to 
the change of the toxicity. However, the classifier precisely predicts the outcomes of cell 
adhesion and extracellular matrix responses or angiogenesis responses based on array 
information gain (0.14 and 0.37, respectively) interrelating dose and NP with array 
through shape at the Bayesian structure (see Figure 4.4). A further challenging issue 
relates to inflammatory and immune responses. Within the analysis, these outcomes 
depended strongly on exposure dose and in vitro characteristics consequently masking 
the role of physicochemical properties in inflammation. This is expected when 
considering that different cell types (e.g. glioblastoma vs. keratinocyte) and cell lines (e.g. 
primary vs. immortalized) exposed to the same NP can express markedly different 
cytokine levels and inflammatory profiles.  
          NPs can cause very overt signs of toxicity (e.g. cell death), especially at higher and 
often non-physiological doses, that are easy to detect yet they may also cause much more 
muted disruption of cellular functions at the molecular level. Such small perturbations do 
not necessarily result in adverse effects in vitro or in vivo (Sauer et al. 2017) or may be 
part of a wider sequence of events whereby small perturbations can produce large, non-
linear effects on a complex system such as an organ or whole organism (Gonzalez-Diaz 
et al. 2013). By their very nature, small perturbations require targeted forms of analysis 
to detect, that in itself requires knowledge of the wider adverse outcome pathway(s) for 
which there are still relatively few in nanotoxicology. Alternatively, high content analysis 
such as omics can provide the breadth and sensitivity to detect small early changes 
although again identifying and understanding the link between small perturbations and 
complex disease endpoints remains a challenge for NP. Future studies expanding BN 
applicability may incorporate differentiated expression gene values (fold change) to 
predict the NP hazard in a quantitative manner by linking genes probabilistically with 
apical endpoint (diseases) such as Alzheimer’s (Alexiou et al. 2017), cancer (Achcar et 
al. 1985) or diabetes (Sangi et al. 2015). Inclusion of molecular events, defining states, 
association assessment and integration in the BN graph are steps to be considered in future 
model development. To date, limited data exists for proteomics and metabolomics for 
NPs. Transcriptomics is a well-established technique with high intra-array reproducibility 
(Fröhlich 2017) but provides only a list of genes associated with a pathway. Future 
integration of other omics data (multi-omics) will elucidate the potential causative 
changes that lead to an adverse effect and will lead to an advance in the field of 





          The flexibility of BNs to missing or additional generated data allows the increase 
of predictive ability as the data become available or data quality increases. In addition, 
BNs are used in data-poor environments which fits in our case of a small set of publicly 
available microarray gene expression human in vitro studies. Another advantage is that 
BNs are understandable as a result of their graphical representation, thus they are used 
both as predictive and descriptive models allowing a great accessibility to the tool 
(Murphy et al. 2016). A detailed comparison of BN advantages with other modelling 
approaches  in performing classification may be found in (Zabinski 2017).  In this study 
we include exposure conditions and in vitro characteristics as model inputs, integrating 
quantitative metrics and study characteristics to biological effects. As more experimental 
data becomes available, the model can be extended to provide additional predictions. 
Biological phenotypic outcomes, for example based on in vitro or/and in vivo testing 
could be incorporated to the model to link inputs with perturbations (Key Events) and 
phenotypic changes (apical effects) (Bañares et al. 2017, Hasin et al. 2017). Such 
prediction can be used to prioritize NPs for further toxicological testing (Chepelev et al. 
2015, Labib et al. 2016). Our data focuses on human cell lines to minimize the loss of 
relevant biological information. The use of cell lines does not represent the biological 
complexity and thereby cannot represent the full response in the whole organism (Sahu 
et al. 2015). However, the complexity of the in vitro model can be enhanced by using co-
cultures reducing the need for in vivo models (Bouwmeester et al. 2011, Snyder-
Talkington et al. 2015) or use of organo-typic models such as precision cut lung slices 
(Hess et al. 2016) which combines the complexity of in vivo systems with the efficiency 
of in vitro models and reduced animal number. It is worth to mention that in vitro models 
can efficiently capture the complex molecular functions altered in vivo as demonstrated 
in (Zhang et al. 2016, Kinaret et al. 2017). 
          The model proposed here could benefit from studies that report “no observed 
transcriptomics adverse effect level” (NOTEL). For example, Bajak et al. (2015) found 
that exposure of 5 and 30 nm Au NPs to Caco-2 cell line for 24 and 72 h respectively did 
not disturb any gene. Such numeric attributes, used as a benchmark of effects, would 
provide a valuable output in the established model increasing the model precision and 
applicability to different stakeholders. Information on physicochemical properties was 
scarce as seen above, thus future studies should include a detail characterization of the 
NPs physicochemical properties that are considered relevant to hazard identification such 





studies gathered tested NPs at an exposure duration of 24 to 48 hours. A longer exposure 
may show the adaptive mechanisms at the molecular level and allow the determination of 
adverse versus the reversible effects. Detailed considerations for in vitro testing of NPs 
which should increase reliability and relevance is mentioned elsewhere (Drasler et al. 
2017). The integration of in vitro and in vivo studies in one dataset poses challenges 
beyond this study. In vivo studies were excluded from this study because a harmonized 
exposure metric system is needed to transpose in vivo exposure dose to a quantity 
compatible to the target tissue dose (biologically effective dose) of in vitro studies (Li et 
al. 2008, Riviere 2009). A PBPK model can be used to estimate the concentration of NPs 
in target tissue (Judson et al. 2011, Li et al. 2012) and therefore incorporating a PBPK 
model to the BN model framework described here could be investigated to combine data 
from in vivo and in vitro studies (in vitro-to-in vivo extrapolation). Furthermore, using 
PBPK model can permit the route-to-route and species-to-species (e.g., animal-to-human) 
extrapolations (Raies et al. 2016). A detailed review of available PBPK models can be 
found at the supplementary material in the final technical report of Nanocomput project 
(Worth et al. 2017). 
          QSTR-perturbation models have dealt also with relatively small datasets of cases, 
while combining multiple endpoints, experimental conditions and toxicities/activities 
(Speck-Planche et al. 2015, Concu et al. 2017). There are three ways that approach could 
be fused to our study: The dataset in this study can be preprocessed and modeled using 
the QSTR-perturbation model of Concu et al. (2017); the Concu et al. (2017) dataset can 
go through the CFS and BN construction and pre-processing stages to be modelled by 
BNs; finally, a BN can be used to model the QSTR final classification function, instead 
of the ANN used (ibid); 
The BN model approach, as demonstrated here has enormous potential for the 
advancement of pre-screening of NPs as part of risk characterization as well as the wider 
materials development process. In a broad context, improved screening can be foreseen 
as the ability to screen large candidate data sets based on physicochemical data to identify 
possible concerns. Considering this approach, BN models may be employed to screen 
combination of attributes to identify which values of the attributes lead to toxicity. This 
could be in the form of physicochemical data generated through testing of actual materials 
such as is required during regulatory activities (e.g. REACH registration) or screening of 





is to reduce the burden of toxicological testing, especially in higher organisms to align 
with the 3R’s of toxicological evaluations and improve efficiency (time and money) 
between concept and commercial product.  
Conclusions 
NPs have entered mainstream production supply chains while at the same time the risks 
of these new materials for humans and for the environment remains to be fully 
understood, not least when considering the long term effects of chronic exposure. Early 
stage nanotoxicity measurements represent a challenge, not least when attempting to 
predict adverse outcomes and modelling is critical to understanding the biological effects 
of exposure to NPs. In this study, we demonstrate a novel approach to predict the 
molecular effects of NPs on human cells by using a variety of inputs such as 
physicochemical properties, exposure conditions and in vitro characteristics. To this end, 
we employ a machine learning algorithm, Bayesian Networks, to afford a better 
understanding of how these inputs can predict normal cell function disturbance after 
exposure to NPs in vitro. The BN successfully predicted a number of disrupted biological 
pathways associated with NP properties which reflect drivers of toxicity determined also 
experimentally, such as zeta-potential and surface coating, in vitro and in vivo. Model 
structure based on statistical associations between input attributes and outputs has 
considerable biological relevance. The results show that appropriate pre-processing 
techniques should be applied before implementing a BN. It allows researchers to obtain 
various toxicological outcomes through one prediction concept and prioritize in vitro 
experimental set-ups. In summary, BN-PD that fully accounts for the CFS correlations 
has an aggregate predictive performance of >80%, in most of the cases and outperforms 
the BNs that do not use either predefined structure, gap filling or data balancing. The 
biggest challenge in any model development is the lack of sufficient homogenous 
experimental data. BNs predictability improves with additional data over time. Future 
integration of data confirming molecular events with phenotypic changes will allow the 
model presented to quantitatively determine the risk posed from exposure to NPs which 
can then be extrapolated to humans. The model validation shows a robust and promising 
methodology for incorporating transcriptomic findings in hazard and risk assessment 
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Abstract  
Nano-Particles (NPs) are well established as important components across a broad range 
of products from cosmetics to electronics. Their utilization is increasing with their 
significant economic and societal potential yet to be fully realized. Inroads have been 
made in our 
understanding of the 
risks posed to human 
health and the 
environment by NPs 
but this area will 
require continuous 
research and 







to create breakthroughs in diverse fields from facial recognition to genomics. More 
recently, ML techniques have been applied to nanotoxicology with very encouraging 
results. In this study, categories of ML classifiers (rules, trees, lazy, functions and bayes) 
were compared using datasets from the Safe and Sustainable Nanotechnology (S2NANO) 





Physicochemical properties, toxicological and quantum-mechanical attributes and in vitro 
experimental conditions were used as input variables to predict the toxicity of NPs based 
on cell viability. Voting, an ensemble meta-classifier, was used to combine base models 
to optimize the classification prediction of toxicity. To facilitate inter-comparison, a 
Copeland Index was applied that ranks the classifiers according to their performance and 
suggested the optimal classifier. Neural Network (NN) and Random forest (RF) showed 
the best performance in the majority of the datasets used in this study. However, the 
combination of classifiers demonstrated an improved prediction resulting meta-classifier 
to have higher indices. This proposed Copeland Index can now be used by researchers to 
identify and clearly prioritize classifiers in order to achieve more accurate classification 
predictions for NP toxicity for a given dataset. 
Keywords: Machine Learning; Voting; Nanotoxicity; Nanoparticles; Copeland Index; 
Introduction 
Nano-Particles (NPs) a broad classification of particulates, differing in various 
physiochemical attributes such as shape, surface area, composition and other properties 
yet all sitting within the defined nano-range of 1-100nm. Such physicochemical attributes 
can imbue NPs with enhanced properties and as such, they are produced for a wide variety 
of applications for example cosmetics, drugs and medications, biomedical devices, 
microelectronics and energy harvesting. Despite their increasing application across 
innumerable product lines and their numerous benefits, further research on their 
hazardous effects on humans and the environment is required to ensure safety and 
sustainability (Khan et al. 2017, Jeevanandam et al. 2018). 
          Nanotoxicology is a branch of toxicology that analyses the toxicity of NPs. Such 
analysis is necessary to identify their potential harmful effects on humans, animals or the 
environment. In vivo animal toxicity tests are constrained by time, ethical considerations 
and financial burdens (Raies et al. 2016). Powerful techniques such as high throughput 
screening play an important role for the hazard determination of NPs (Damoiseaux et al. 
2011, Watson et al. 2014). Those methods are often expensive and time-consuming, 
especially in the case of NPs where a wide range of different NP’s physicochemical 
properties may alter the final hazard evaluation (Aillon et al. 2009, Nel et al. 2009, Sharifi 
et al. 2012, Khan et al. 2017). Additional attributes important for the manifestation of the 





cell line exposed to the substance (Concu et al. 2017, Quik et al. 2018, Sizochenko et al. 
2018, Furxhi et al. 2019).  
          Risk assessment and regulation have been a challenge due to insufficient and 
inadequate information concerning the hazard and exposure assessment (Ha et al. 2018, 
Karcher et al. 2018, Trinh et al. 2018). The field of nanotoxicology is interested in the 
performance and flexibility of computational methods that can predict the toxicity of NPs 
covering the diversity of chemical and biological behaviours along with exposure 
experimental conditions. Computational methods aim to complement in vitro and in vivo 
toxicity tests by minimizing the need for animal testing, reducing the cost and time of 
toxicity tests, and improving toxicity prediction and safety assessment. Machine Learning 
(ML) tools are gaining popularity in predicting toxicity due to their ability to combine a 
variety of information sources such as physicochemical properties and exposure 
conditions to predict endpoints of interest (Kleandrova et al. 2014b, Bhavna et al. 2018, 
Findlay et al. 2018, Gómez-Tamayo et al. 2018, Li et al. 2018, Pastor et al. 2018, 
Schöning et al. 2018, Sheehan et al. 2018). ML is, at its most basic, the practice of using 
algorithms to parse data, learn from that data and then to make predictions about an 
endpoint of interest.  
          Classification is a ML technique that assigns variables in a collection to predict 
outcomes. The most popular classifiers in predicting the toxicity of NPs range from 
artificial Neural Networks (NN) (Concu et al. 2017, Choi et al. 2018), Bayesian Networks 
(BN) (Low-Kam et al. 2015, Murphy et al. 2016, Marvin et al. 2017, Furxhi et al. 2019), 
Quantitative Structure Activity Relationships (QSARs aka nano-QSARs) (Burello 2017, 
Bhavna et al. 2018, Puzyn et al. 2018), Linear Regression (LR), Random Forest (RF) and 
Support Vector Machines (SVM) (Ventura et al. 2013, Kovalishyn et al. 2018, Trinh et 
al. 2018). Recently, integrated approaches (ensemble classifiers) are used to merge results 
from individual classifiers (base) in order to optimize the predictions (Ai et al. 2018, B. 
et al. 2018, Cerruela García et al. 2018, Jain et al. 2018, Tamvakis et al. 2018, Zaslavskiy 
et al. 2018). Voting is a comprehensive ensemble learning method that collect votes from 
multiple base classifiers to predict the outcome via a voting mechanism to obtain a better 
predictive performance (Hooda et al. 2018, Kazemi et al. 2018). 
          The toxicity of NPs is an increasingly important research area worldwide in recent 
times (Jeevanandam et al. 2018) through a wish to ensure the sustainability of this new 





essential tool for predicting the toxicity surrogating the relationship between input and 
output. Classifiers are one of the most common ML tools exploiting experimental data 
such as  physicochemical properties, quantum-mechanical attributes and toxicological 
outputs for nanotoxicity prediction (Haase 2018, Puzyn et al. 2018, Quik et al. 2018). 
Despite the wide variety and selection of classifiers and modelling approaches, no optimal 
classifier can be identified so far (Papa et al. 2016, Tamvakis et al. 2018). Instead the 
predictability of the classifier depends on the dataset characteristics (missing values, 
training size, input variables) or the methods used to assess classifier performance 
(Tamvakis et al. 2018).  
The objective of this study is to:  
a) apply classification models investigating how appropriate they are for each analysis 
scenario (datasets, validation, performance metrics),  
b) generate integrated classifiers to increase the overall performance in all scenarios,  
c) develop an index capable of prioritizing the most appropriate classifier for NPs toxicity 
and  
d) investigate the performance of base and ensemble classifiers with different ratios of 
missing data.  
          We demonstrate the efficacy of base and ensemble classifiers using different 
datasets such as balanced and imbalanced, diverse validation processes (internal, external 
and reliability validation) and several performance metrics (accuracy, sensitivity, 
specificity, F1-score, discriminant power). A Copeland Index based on the above results 
ranks the most appropriate classifier, either base or ensemble. The index clearly reveals 
ensemble classifiers have higher scores than base classifiers for accurate and robust 
prediction of nanotoxicity based on cell viability. 
          The proposed index is recommended for scientists analysing the toxicity of NPs 
exploiting ML classifiers. The suggested index can be used as a tool to identify which 
base classifier combinations achieve more accurate classification predictions. The index 
clearly ranks the optimum classifier with the highest score. In this study we used a dataset 
with NPs physicochemical properties, toxicological and quantum-mechanical attributes 
and in vitro experimental conditions as inputs to predict the toxicity based on cell viability 
in vitro studies. The same methodology can be applied to different datasets, meaning that 





purposes apart from toxicity prediction of NPs. This comparative analysis is valuable and 
useful to the potential broad users in exploring several ML-based approaches and 
selecting the optimal among classifiers with quite comparable results.  
Materials and Methods 
In this study we applied predictive models that estimate NP toxicity based on cell viability 
following four stages as seen in Figure 5.1. These are data collection, data pre-processing, 
model implementation and model evaluation. 
 
Figure 5.1. Workflow followed in this study. Datasets are collected from the S2NANO 
database and processed for ML (normalization, one-hot encoding, data spltting and data 
synthesis- SMOTE). The training portion of the data is fed to eight base classifiers. Triads 
of the base classifiers are combined through Voting and the best combinations are used 
as ensemble classifiers. All base and ensemble classifiers are evaluated using internal and 
external validation and a reliability dataset. In addition, datasets with artificially 
generated missing values are used to demonstrate the classifiers robustness. Finally, a 






The two datasets used in this study, originally found in the S2NANO database 
(www.s2nano.org), are collected from Choi et al. (2018). They consist of seven metal 
oxide NPs with physicochemical properties, quantum-mechanical and toxicological 
attributes and in vitro experimental data (input parameters) reported. The endpoint used 
as the output to be predicted is simple cytotoxicity of the NP based on cell viability. 
Information about the dataset can be found in the original paper (ibid). The main 
(S2NANO data) dataset comprised 574 rows and 16 columns (15 inputs and 1 output). 
The second dataset (S2NANO reliability validation data in the original paper), originating 
from studies unrelated to the main dataset, was used for reliability validation. It comprised 
144 rows and the same columns as the main dataset. Data attributes of the main dataset 
are shown in Table 5.1. 






Toxicological attributes Toxicity 
Core size (nm)  
5.9–369 
Formation enthalpy  
(eV)  -17.35– -1.61 
Assay 
method 
 8 types 













(eV) -5.17– -1.51 
Cell name 








energy   
 (eV) -11.12 - -6.51 
Cell species 












Table 5.1. Attributes of the main dataset (S2NANO data) retrieved from Choi et al. 
(2018) used in the model implementation. 
Data pre-processing 
Each input was normalized according to Choi et al. (2018) using z-score, min-max or 
log10 transformation based on input skewness. Core size, hydrodynamic size, specific 
surface area, conduction band energy, exposure time and dose were normalized with 





energy and electronegativity, were normalized by a min-max method. We used the same 
normalizations as Choi et al. (2018) in order to be able to compare the classifiers 
performances generated in this study with the aforementioned. One-Hot encoding was 
performed for the classifiers which operate only with numeric attributes such as liner 
regressions. One-Hot encoding is a technique that converts all nominal attributes into 
numerical dummy variables (binary) (Cassel et al. 2006). The value 0 or 1 was used to 
indicate the absence or presence of the originally nominal attributes. The S2NANO 
dataset was randomly split into a training (60%) and a validation set (40%) for the 
classification training and evaluation. The S2NANO training dataset had a class 
imbalance problem, as it is dominated by experiments of nontoxic class (Wang et al. 
2018). We balanced the dataset by adjusting the relative frequency of toxic/non-toxic 
instances by resampling the training dataset applying the Synthetic Minority 
Oversampling Technique (SMOTE), a supervised instance algorithm that oversamples 
the minority instances using k-nearest-neighbour (kNN) (Chawla et al. 2002). The 
training dataset comprised of 343 rows (Imbalanced Dataset, ID) and reached 575 rows 
(Balanced Dataset, BD) after applying SMOTE. Later operating SMOTE the training 
dataset had equally toxic and non-toxic instances. Validation and reliability datasets 
comprised of 235 and 144 rows, respectively and SMOTE was not applied to those, since 
the imbalanced issue is addressed in the training dataset. Learning from data sets that 
contain few instances of the minority class produces biased classifiers with high 
predictive accuracy over the majority class, but poorer predictive accuracy over the 
minority class (Hu et al. 2009).  
Model implementation  
The Weka platform (Waikato Environment for Knowledge Analysis, version 3.8.2) was 
used for implementing the base and ensemble classifiers (Hall et al. 2009, El-Melegy et 
al. 2018). The BD and ID training datasets were used for implementing the classifiers. 
Both training datasets were evaluated in order to compare the classifiers in this study with 





Class for building and using 







Bayes Networks are a type 
of probabilistic graphical 
model that uses Bayesian 
inference for probability 
computations. 
Trees RF 
Class for constructing a 
Forest of Random trees. A 
tree that considers k-
randomly chosen attributes 
at each node. An ensemble 
learning method for 
classification. 
Lazy 
1.  IBk 
K-nearest-neighbour 
Instance-Based learner 
using Euclidean distance 
metric. 
2.  LWL 
General algorithm for 
Locally Weighted Learning 
Functions 
1.  NN 
Multilayer Perceptron - 




Optimization for training a 
support vector classifier 
3.  LR 
Standard Linear Regression 
for prediction 
Meta Vote 
Algorithm for combining 
classifiers results 
Table 5.2. Summary of base and ensemble classifiers used in WEKA. 
The eight base classifiers were selected to represent different categories of supervised 
classifiers such as rules, trees, lazy, functions and bayes. The Vote ensemble method 
combines the results of base classifiers to provide an optimized prediction. 
          Rules as a classifier category comprises algorithms that break down the dataset 
according to rules. Decision table (DT) classifiers hold all links of input data and their 
outcomes and in case of unknown inputs they use majority value for estimating the 
outcome, or, as in our application, a nearest neighbour algorithm (Amandi 2018, 





          Bayes classifiers are probabilistic classifiers (Friedman et al. 1997). A Bayesian 
Network (BN) is a directed acyclic graph model that represents variables as nodes and 
their connections as arcs. Each arc signifies a conditional dependence of the end node to 
a parent node (Xu 2018). The network as a whole represents the joint probability 
distribution of included variables and use Bayes’ Rule to update conditional probabilities 
given evidence. 
          Tree classifiers divide the input value space to a number of paths and sub-paths 
leading to the class outcomes. Decision trees are constructed using a greedy algorithm 
that selects the best split point at each step in the tree building process. A decision tree is 
an efficient approach used in classification and regression (Bhavna et al. 2018). Random 
Forest (RF) is a type of ensemble ML algorithm called Bootstrap Aggregation or bagging. 
An ensemble classifier combines the predictions from several classifiers to increase 
predictability (Dietterich 2000). Bagging, Boosting and Voting are popular methods for 
producing ensembles. Bagging produces replicate trainings sets by randomly sampling 
with replacement from the training instances and combines classifications of randomly 
generated training sets to form a final prediction (Sun et al. 2011, Zareapoor et al. 2015). 
RF is an improvement upon bagged decision trees that disrupts the greedy splitting 
algorithm during tree creation so that split points can only be selected from a random 
subset of the input attributes (Esmaily et al. 2018, Hengl et al. 2018). This simple change 
can decrease the similarity between the bagged trees and in turn the resulting predictions. 
The final class outcome is then estimated by majority voting of the random trees outcomes 
(Breiman 2001). 
          Lazy classifiers are instance-based, they store the data and use them only when 
needed for the classification. The basic idea behind Locally Weighted Learning (LWL) 
is that instead of building a global model for the whole function space, for each point of 
interest a local model is created based on neighbouring data of the query point (Englert 
2012, Kaur et al. 2018). For this purpose, each data point becomes a weighting factor 
which expresses the influence of the data point for the prediction. Instance Based kNN 
(IBk) is a k nearest neighbour classifier that uses Euclidean distance and a number of 
neighbours set by the user. 
          Algorithms that fall into the functions category include classifiers that can be 
written as mathematical equations in a reasonably natural way (Witten et al. 2016). A NN 





output nodes through the trainable weights of the interconnections and the non-linear 
function of the nodes (Zhang 2018). The NN contains one hidden layer and the output 
layer has one neuron corresponding to toxicity class.  
          Linear regression (LR) is a simple linear model that minimises the error of a linear 
formula comprised by adjustable weights for each attribute multiplied by the attribute 
value (Cattaneo et al. 2017). The basic regression method is incapable of discovering 
nonlinear relationships.  
          Support vector machines (SVM) apply kernel algorithms to transform data to an 
easier separable form. In our case, the kernel is Sequential Minimal Optimization (SMO) 
that construct polynomials multiplying attributes and applying adjustable weights to the 
products. It is a non-linear advancement of linear regression as it actually applies linear 
regression to a new space of attributes constructed by trying combinations of attribute 
products (Gao et al. 2018, Sørensen et al. 2018). It uses numeric attributes and can 
achieve a high degree of accuracy using complex polynomials, thus prone to overfitting. 
Voting  
Ensemble algorithms iterate and build combinations of base classifiers to improve 
learning capability (Nakano et al. 2017, Ali et al. 2018). Voting, an ensemble algorithm, 
provides a simple method for combining base classifiers. The default scheme is to average 
their probability estimates but in our case the majority voting (Lam et al. 1997) was used 
to estimate one value among the outputs of the base classifiers since it was also used for 
choosing the classifiers for each ensemble (Table 5.4). Voting is a commonly used 
ensemble method for optimizing classification prediction by combining results from 
individual base classifiers (Mikolajczyk et al. 2015, Raies et al. 2017, Zhang et al. 2017, 
Tamvakis et al. 2018) 
          To select which classifiers to use in Voting, we combined all possible sets of three 
base classifiers38. For each instance and triad, a new predicted value for the toxicity class 
was calculated based on majority (two out of three) of the predicted values of the three 
classifiers (Rokach 2010, Afolabi et al. 2018). The sum of correctly predicted instances 
for each triad was used to rank the triads and indicate the most complimentary 
 
1The number of k-combinations of n-elements is computed by the binomial coefficient (n¦k) =n!/k!(n-k)!. For 8 classifiers in triads 
the number of possible combinations is (8¦3)=8!/3!(8-3)!=56. Kreher, L., D.,, et al. (1999). Combinatorial algorithms : generation, 







combinations of classifiers. Triads were used to avoid voting risk of ties and to simplify 
the procedure with respect to processing times and complexity (Banfield et al. 2005, 




Internal validation was performed using 10-fold cross-validation for BD and ID training 
sets. In 10-fold cross-validation the data is divided randomly into 10 equal sized parts. 
One part is withheld and the algorithm is trained on the remaining nine-tenths; then the 
error rate is calculated on the holdout set. Finally, the 10 error estimates are averaged to 
yield an overall estimate. This process aims to reduce randomness of the results and 
conduct a robust evaluation. The validation data set (40% of S2NANO data) was used for 
external validation (Raies et al. 2016). The reliability dataset was used to test how the 
models built on data of different origin perform in new situations, predicting the 
classification of instances from different studies.  
          To evaluate the model predictivity, several performance metrics were considered 
in addition to correctly classified instances (Tamvakis et al. 2018). Those metrics, as seen 
in Table 5.3, included the percentage of correct classification for positive rates - toxic 
(sensitivity, SENS) and non-toxic (specificity, SPEC) and the overall percentage of 
correct classifications for toxic and non-toxic (balanced accuracy, ACC). F1-score (F1) 
and Discriminative Power (DP) were also calculated (Contrera et al. 2007, Li et al. 2007). 
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Table 5.3. Definition of classification metrics. TP are the true positive, FN the false 





          In our study, ACC was used to be consistent with Choi et al. (Choi et al. 2018). 
ACC is synonymous with a confusion matrix that shows the number of instances 
classified correctly as well as details of misclassifications, or complemented with SENS 
and SPEC (Kovalishyn et al. 2018). F-1 score is the weighted average of precision and 
SENS. Therefore, this score takes both false positives and false negatives into account 
(Reilly et al. 2017). Discriminant Power (DP) is a measure that summarizes SENS and 
SPEC to assess how well a classifier distinguishes between positive and negative cases. 
The classifier is considered poor for DP <1, limited for 1<DP < 2, fair for 2<DP <3 and 
good in other cases according to (Sokolova et al. 2006). 
Missing Values 
One of the biggest challenges in predicting NPs toxicity is lack of proper and sufficient 
information. The lack of standard protocols for NP in vitro toxicity studies (Drasler et al. 
2017, Warheit 2018) results in heterogeneity of data in the literature and, consequently 
missing values in compiled datasets. Choi et al. (2018) provided a complete dataset 
having filled the gaps of physicochemical and quantum data in their original source by 
elaborately combining manufacturer data, theoretical values, and literature data (Ha et al. 
2018). In order to investigate the robustness of the models when values are missing, we 
generated versions of the dataset removing values artificially (Witten et al. 1999, 
Farhangfar et al. 2008). Three additional training datasets were created from the 
S2NANO data training set removing values randomly. Probabilities of missing values 
(0.3, 0.5 and 0.7) were used to define whether a particular value in an instance was 
removed e.g., a probability of 0.3 means 30% of the dataset values was replaced with 
missing data.  
Copeland Index 
Copeland’s method or Copeland’s pairwise aggregation method ranks candidates which 
are ordered by the number of pairwise victories (true predictions of toxicity), minus the 
number of pairwise defeats (false predictions of toxicity) (Cook 2006, Sculley 2006, Al-
Sharrah 2010). Each classifier was ranked according to its performance on different 
datasets (BD, ID), validation processes such as internal (INT), external (EXT) and 
realibility (REL) and performance metrics such as sensitivity (SENS), specificity (SPEC), 
F1-score (F1) and Discriminant Power (DP) (see Figure 5.2).  
          The performance value from each metric individually, except DP, were discretized 





evaluation. Bins were used to filter out small differences that the Copeland Index would 
enhance. Each bin got a score in the same range (0.5 to 1 being an appropriate scale) so 
that different metrics can be compared and aggregated. This score was used to calculate 
the win-loss scores of the classifier for each case (e.g. BD-INT-SENS). The win-loss 
score, SW-L, is the count of wins minus the count of losses when comparing the classifier 
with the other classifiers. Copeland Index is the sum of win-loss scores for all datasets 
and validations for one classifier (Ragothaman et al. 2003, Koch et al. 2009, Xia 2013). 
In total, 20 values of SW-L (five validation processess for two different datasets) were 
added per classifier to provide the Copeland Index (Figure 5.2). Reliability validation 
was performed only with BD in order to compare the classifiers with Choi et al. (2018). 
 
Figure 5.2. Copeland Index compilation. Examples of ranges and range scoring of 
specificity, F1-score and DP.  The ranges were defined by discretizing equally the results 
from the classifiers in four sections. DP ranges are based on Sokolova et al. (2006) and 
are the same across different datasets and validation processes. 
Results 
Voting 
Table 5.4 presents the ranking of the base classifier triads according to the number of 
correctly predicted instances. Five triads get a perfect score (574/574), all combining IBk 






Table 5.4 Ranking of base classifier triads according to correctly predicted instances for 
training datasets. An instance is considered correctly predicted by a triad when it is 
correctly predicted by at least two of its members. The total number of instances in dataset 
is 574. 
Classifier Evaluation 
The classification performance of the models is presented in Figure 5.3. It shows the 
results of the eight base models, including the models (*) from Choi et al. (2018), and of 
the five perfect scoring triads of the voting (BIR, SIR, NIR, LIR, DIR) across all datasets 
and classification metrics. Internal Balanced Dataset 
LWL and Generalized Linear Model (GLM*) have the lowest SENS comparing to NN* 
(≈ -7%) and DT has -3% SENS. All other base and ensemble classifiers have similar 
SENS performance with NN*(±1%). LR, BN, DT and lazy classifiers have lower SPEC 
differing to NN* from -13%  to -5% and lower ACC ranging from -6% to -3%. DIR 
enesmble classifier has -2% SPEC difference. On the other hand, NN has 2% higher 
SENS compared to NN*. All other base and ensemble classifiers have almost same SPEC 
and ACC performance (±1%). LR has lower F1 than the other classifiers (-0.06). NN has 
the highest DP improvement (+0.39) in contrast with LWL (-0.85). Summing up, LR, 
DT, BN and lazy classifiers do not perform as well for almost all metrics. All ensemble 





Triads of base classifiers 
574 
BN-IBk-RF (BIR), SMO-IBk-RF (SIR), NN-IBk-RF (NIR), IBk-
LWL-RF (LIR), DT-IBk- RF (DIR) 
573 
BN-NN-IBk, BN-NN-RF, SMO-NN-IBk, SMO-NN-RF, NN-IBk-
LWL, NN-IBk-DT, NN-IBk-LR,  NN-LWL-RF, NN-DT-RF, NN-
RF-LR 
570 SMO-NN-LWL, SMO-IBk-LWL, SMO-LWL-RF 
568 BN-IBk-LR, SMO-IBk-RF, NN-RF-LR 
567 
BN-SMO-LR, BN-NN-LR, BN-RF-LR, SMO-IBk-LR, SMO-DT-
LR, NN-IBk-RF, IBk-LWL-LR, LWL-RF-LR 
566 
BN-NN-LWL, BN-IBk-LWLL, BN-IBk-LWL, BN-LWL-RF, SMO-








Figure 5.3. Base models and Voting triads relative performances for different dataset and metrics. Axis x (y=0) in each graph represents a Neural 
Network, NN*, the best performing model in Choi et al. (2018). The lollipops represent the differences between the classifiers and the NN*. The 







Internal Imbalanced Dataset 
BN, DT, RF, IBk and function classifiers have lower SENS comparing to NN*. DT 
reached the lowest score (-24%) and the rest circa -8%. NN  and LWL have ≈ +3%  SENS. 
DIR has  -4% SENS while all the other ensembles have ≈ +1% SENS except BIR (-2%). 
BN and lazy classifiers have lower SPEC (≈ -4%). All other base and ensemble classifiers 
have ≈ +1%  SPEC performance with LR reaching +3%. BN and DT have the lowest 
ACC and F1. LR and IBk have -6% ID ACC. NN classifier has +2% ACC. The rest of 
base classifiers and DIR have -2% ACC. The ensemble classifiers have good ACC 
performance (±1%) and higher F1 score. LR and ensemble classifiers (except DIR) have 
higher DP. Summing up, all base classifiers, except NN and LWL, have lower SENS. BN 
and lazy classifiers have also lower SPEC and ACC.Ensemble classifiers, DIR excluded, 
have +1% higher performance (see Figure 5.3 second column).  
External Balanced Dataset 
BN and SMO have lower SENS, -9% and -5% respectively, with LR reaching the highest, 
+7%. All other base and ensemble classifiers have almost same SENS performance 
(±1%).  LR have lower SPEC than NN*. BN has the lowest ACC (-3%). RF, NN and all 
the ensemble classifiers reach +5% higher SPEC, +2% higher ACC, higher F1 (≈ + 0.08) 
and DP scores (≈ + 0.38).  LR has the lowest F1 score (-0.1) and the highest DP (>3). 
Summing up, NN and RF and ensemble classifiers have the best performance. BN has the 
lowest performance (see Figure 5.3 third column).  
External Imbalanced Dataset 
All classifiers outperformed NN* SENS except LR (-7%). The highest score is reached 
by LWL, IBk, RF, NN and ensemble classifiers (+13%). DT, BN and LWL have lower 
SPEC than NN* (≈ -5%). In contrast, all  other base and ensemble classifiers have almost 
the same SPEC performance  (±1%).  LR is the only classifier having lower ACC (-3%). 
RF, NN and ensemble classifiers have +7% higher ACC with SIR and NIR reaching the 
highest.  NN, SIR and NIR have the highest F1 score (+0.06) and DP (+0.45).  BN and 
DT have the lowest (-0.08 and -0.24 for F1 and DP respectively). Summing up, LR has 
the lowest performane. DT, BN and LWL have lower SPEC. The ensemble classifiers 
reach the highest SENS and SPEC while SIR and NIR reach the highest ACC (see Figure 







BN reaches the highest SENS (+36%) and IBk the lowest (-50%). LR and LWL have 
+29% difference while RF, DT, BIR, LIR and SIR reach +22% from NN* (64%). LR 
scores the lowest (-38%) and SMO the highest (+4%) SPEC. All classifiers have lower 
SPEC than NN*.  BN and LWL classifiers have the highest ACC (+13%) while IBk 
reaches the lowest (-30%). LIR has among the highest ACC (+11%), F1 (+0.06) and DP 
(+0.33). DT has the lowest F1 score (-0.3) and IBk the lowest DP (-0.75). Summing up, 
BN has the highest SENS (36%) and IBk the lowest (-50%).  SIR and SMO have the 
highest SPEC. BN, LWL and LIR have the highest ACC (see Figure 5.3 last column).  
Missing Values  
Figure 5.4 shows how classifiers accuracy is affected when data is removed from the 
dataset. Similar patterns appear in both internal and external validation 
 
Figure 5.4. Robustness of classifiers in case of missing data. Internal (left) and external 
(right) balanced accuracy for datasets with different replacement probabilities of missing 
values. Vertically and closely dots show that the model maintains accuracy in scarce 
datasets. 
RF model has the best internal ACC performance from all models reaching 92% with 0.3 
missing values dataset and 88% with the 0.5 dataset. BN, LWL and RF have the least 
span among the base classifiers showing they are the least affected models. In general, 
ensemble classifiers perform better with NIR being the least robust. SIR performs equally 
with DIR at all points of probabilities. At probability of 0.5 missing values, BN starts 





sensitive to missing data compared to all other models. RF, LWL and BN are able to 
handle missing values datasets, even at 0.7. LIR outperforms the other models at 0.7 
reaching 82% ACC at external validation and equal performance with RF and LWL at 
internal validation (79%). RF has the most robust performance reaching 92% ACC when 
30% of dataset values are removed and maintaining 88% accuracy with a 0.5 dataset. 
 
Copeland Index 
The best classifier based on the Copeland Index integrating all metrics and datasets is the 
ensemble classifier LIR (LWL-IBk-RF) (Figure 5.5). RF is the best base classifier but 
IBk and LWL do not perform as well individually. 
 
Figure 5.5. Scoring of base and ensemble classifiers across the four basic criteria: metric 
scoring, performance metric, validation, and dataset. Classifiers are ordered from highest 
ranking (left) to lower (right). NN* the best classifier from Choi et al. (2018) is shown 
with orange dot.  
          RF and NN have the highest performances among the base classifiers and perform 
better still when combined (NIR). SIR is the second best ensemble classifier. SMO has 
an average performance scoring same number of wins and losses but combined with IBk 
and RF the performance is significantly enhanced. Combining RF with the BN or DT, in 








In this study we demonstrate a methodology to select the best combinations of base 
classifiers for ensemble classifier using voting. Base classifiers are combined in triads 
and ranked according to their best accuracies calculated by majority voting. The best 
combinations of classifiers are used to implement voting ensemble classifiers. In this 
study we used a voting method of correctly predicted values for combining classifiers in 
triad ensembles. Using also triads, Tamvakis et al (2018) propose a general dissimilarity 
index. The complexity of combinations with more than three classifiers is not applied in 
this study and is likely to prove unwieldy.  
          Regarding base classifiers, RF and NN showed the best performance in contrast to 
LWL and IBk which showed the lowest performance. Linear regression classifiers (LR, 
GLM*) performance is poor for most metrics and the Copeland Index. Simple linearity 
cannot predict toxicity when independent variables vary. Support vector machines 
capture these variations much better, applying linear regression after combining attributes 
to form a more separable dataset. 
          Trees (RF, RF*) and NN are the best base classifiers; RF has a better performance 
than NN in some cases, such as in EXT ID validation or REL. RF decreases the variance 
through bootstrap aggregation (ensemble-algorithm that improves accuracy, bagging) 
resulting in good prediction capabilities and ranking RF as the best base classifier.  
          The IBk classifier performs moderately. Its kNN algorithm however, using 
weighted distance, is capable of correctly predicting instances that other classifiers may 
not predict. Supplementing each other, IBk and RF are always the two best base classifiers 
in all best triad combinations. RF is already a strong bagging classifier able to predict the 
majority of instances. Combinations of a base classifiers with RF and IBk, predict specific 
instances that are unpredicted by the best base classifiers. In our case, LIR, that is, 
majority voting among a bagging classifier, RF, and two lazy classifiers, IBk and LWL, 
gives the best results, as reflected also in the Copeland Index. These results point towards 
combining more robust with simpler classifiers and using bagging (RF and Voting) (Galar 
et al. 2012).  
          The RF and NN classifiers applied in this study perform better than RF* and NN* 
from Choi et al. (2018). This may be attributed to the 60-40 split of the original dataset 
for training and validation and mostly to the classifier parameters set-up. Choi et al. 





reproduction using their classifiers is not possible. For instance, the number of hidden 
layers in NN and tree depth in RF used in this study may vary.  
          Bayes Network has excellent results in the reliability validation but moderate in the 
external validation. The dataset used in this study is designed for a QSAR application, 
using numerical attributes. Bayes Networks operate on nominal attributes; in this study, 
we discretize the numeric attributes into nominal ranges. Discretization was performed 
on the final training dataset so attribute values in the reliability or validation data may 
correctly be predicted according to the training ranges. In the ensemble (BIR) classifier, 
BN improves all its metrics and ranks third in the Copeland Index. 
          The best triad (LIR) shows a high performance across most datasets, particularly 
the overall performance for reliability dataset. Other triads, that included the best base 
classifiers, did not performed well with the reliability dataset. For the three datasets, the 
best triad shows an improvement in classification performance in all cases, especially in 
external validation. 
The goal of this study is to test classifiers on reaching an overall good performance 
referring to all datasets and metrics combined, avoiding overfitting and underfitting. In 
this respect, ensemble methods produce the best results compared to base classifiers. 
Classifier performance differs by class balance (BD, ID), validation process (internal, 
external, reliability) and the performance metric considered (e.g. sensitivity, precision). 
We integrate all cases in a Copeland Index to compare classifiers in a singular ranking. 
          The Copeland Index clearly reveals ensemble classifiers have higher scores than 
base classifiers, confirming the results in Figure 5.3, voting’s potential to increase the 
predictive ability. The best classifier in this ranking (LIR) did not contain the two best 
base classifiers combined (e.g. NIR). 
          Model performances corresponding to datasets with missing values are not 
included in the Copeland Index. The generation of missing values is random and does not 
account for joint probabilities of missing data (e.g. all quantum-mechanical values 
missing as not measured in an experiment) due to the experimental design. Missing values 
in toxicological datasets is a common issue that modellers have to deal with. We tested 
the model performance with different replacement probabilities of missing values. BN, 
LWL, RF and SMO base classifiers can perform well maintaining their accuracy levels 
to those using the dataset with no missing values. As expected, Bayes networks and the 





randomising and bagging and SMO through combining attributes, manage to rebuild the 
toxicological outcome through attribute interrelations. BIR, SIR, LIR and DIR also 
demonstrate robustness despite missing values. NN, although accurate in whole dataset 
predictions, show poor performance when values are missing. IBk and LR have also very 
poor performances. LIR has a very robust behaviour competing with RF. Similar 
conclusions can be drawn for the external validation, with SIR having the best accuracy, 
preforming better than RF. Values were randomly removed in this study while in real-
world datasets missing values correspond to omissions or limitations in the experimental 
protocols and designs. The robustness of the model performance on missing data should 
be tested in real datasets where no information for systematically missing for specific 
attributes instead of randomly distributed values in the dataset. 
          In most existing databases several issues such as, data curation (quality and 
completeness), common ontology, format of datasets, missing values (grouping 
approaches) etc., are not handled. Basei et al. (2019) provides an overview on databases, 
highlighting the importance of data curation showing that more efforts are needed to 
develop reliable datasets. In this scope, an integrated science-based framework under the 
GRACIOUS project (https://www.h2020gracious.eu/) is currently being built. The 
curation system of GRACIOUS is targeting existing data that will go through quality 
assessments. 
          A dataset derived from the S2NANO database was selected for this study. 
S2NANO integrates data form different sources and handles the aforementioned data 
quality issues making the dataset fit for testing models. The specific dataset is curated 
(quality data and completeness are assessed and handled) and has been used before for 
predicting toxicity using ML models (Choi et al. 2018). Results of the latter served as a 
reference point for testing and demonstrating our methodology. 
Using datasets from the GRACIOUS project database when available or testing the 
methodology on existing high quality datasets of different case studies  including multiple 
toxicological outcomes (Kleandrova et al. 2014, Kleandrova et al. 2014b, Basant et al. 
2017, Concu et al. 2017, Furxhi et al. 2019), are the next steps to demonstrate the validity 
and robustness of our concept. Classifiers used previously on the data can be included in 








In this study, we demonstrated the performance of many classifiers on extracts of a 
specific toxicological dataset. Ensembles of those classifiers were compiled based on 
combined performance. Major voting ensemble classifiers were applied in the same 
dataset and were found to outperform base classifiers. The classifiers were ranked 
according to a Copeland Index based on all basic criteria of the analysis, such a datasets, 
validation processes and performance metrics. Bagging, reducing the variance of the 
classifiers, results to better results in tree classifiers and all ensemble classifiers; the best 
ensembles included one accurate base classifier with simpler “satellite” classifiers that 
predict the outlying instances. Classifier comparison on datasets with artificially removed 
values demonstrated that ensemble classifiers based on voting algorithm where still able 
to perform acceptably even when most values in a dataset were missing.  
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6. Chapter 6: Research Conclusions and Recommendations for Future work 
This final chapter demonstrates how the primary research objectives are met within the 
peer-reviewed articles comprising this thesis in the form of research conclusions per 
chapter. Future recommendations and limitations of the studies are also included 
 
6.1 Conclusions from Chapter 2 
In order to predict a nanotoxicological outcome databases such as S2NANO, NIOSH, 
etc., can be searched for available data before searching the peer-reviewed literature 
sources. The majority of the machine learning tools assess lung, skin and combined 
tissues cell viability. In vivo datasets are limited. Depending on the NP, the trend for 
model development favoured metal oxides and metals. On the other hand, in silico tools 
for cytotoxicity prediction of micelles, liposomes or dendrimers have not been developed.  
Particle characterization should be accurate; nano-features as inputs, size, shape, zeta 
potential and surface area are among the most studied hazard determinants. Exposure 
conditions, (i.e., exposure dose and duration) manifested statistical significance and 
differentiated data from various experiments. In cases that endpoints are not uniquely 
selected, e.g., membrane integrity or cellular uptake, an aggregated metric or a Bayesian 
Network can be used, as shown in Chapter 4. One third of the approaches reviewed in 
Chapter 2 corresponded to combinations of endpoints while the majority predicts cell 
viability.  
Regarding model selection, trees, neural networks and regression algorithms were 
abundant compared to rules, bayes, or meta algorithms. Quasi-QSARs, Bayesian 
Networks (see Chapter 4) or perturbation models meet the latest regulation requirements 
by incorporating several biological and experimental features. Perturbation models can 
additionally manage small datasets. 
6.1.1 Study limitations 
• In this thesis perturbations models and quasi-QSARS have not been applied, instead 
Bayesian Networks were chosen to predict multiple outcomes while incorporating 
biological features (Chapter 4).  
• Data curation was performed considering, from the studies gathered, the experimental 
verification of RNA integrity (Chapter 4). Different experimental protocols for 
physico-chemical characterization where not considered. In Chapter 5 a highly 





• This review focused on studies predicting hazard or ecotoxicological endpoints. 
Physico-chemical properties predictions are not included. 
• Mechanistic interpretations of the models where not included in the analysis of this 
study. 
6.1.2 Future research recommendations 
• Quasi-QSARs, Bayesian Networks or perturbation models should be prioritized in 
studies where the latest regulation requirements are of interest 
• Data quality should be ensured. Future work should report data curation through 
templates with proper annotation ontologies (i.e., using NanoCommons data curation 
infrastructure). All elements and stages of experimental design and laboratory 
conditions should be clearly stated to ensure compliance with OECD principles, 
enabling interpretability of data and comparability with other studies. A well curated 
and documented dataset can be re-used in future projects, in read-across studies and 
be integrated in large databases (e.g. GRACIOUS). 
 
6.2 Conclusions from Chapter 3 
There is a great diversity in data pre-processing techniques depending on datasets and 
models chosen. Genetic algorithms show great performance among the different methods 
for feature selection. Representations of the structure of a molecule in a character string 
(e.g., SMILES) or representation of diverse inputs such as experimental conditions and 
nano-features (quasi-QSAR) are less common.  
Data imbalance towards one outcome was addressed in few studies. Multiple random 
(training and validation) data splitting is important to investigate the influence that 
splitting might have on attribute distribution and ensure randomness. In spite of this 
knowledge, single random splitting is common across the studies. Goodness-of-fit, 
robustness and predictivity validation metrics are various. K-fold validation provides a 
superior estimate of the generalization error since it is less affected by overfitting. The 
right metric depends on data distribution and data splitting; a combination or aggregation 
of metrics should be preferred.  
Trees algorithms are the most favourable, unaffected by data shortcomings that result in 
small changes of the outcome and are associated with high dimensionality, correlated 





uncomplicated interpretation are the second most used. The most popular instance based 
algorithms are Support Vector Machines (SVM) and k-Nearest Neighbour (kNN). The 
kNN is a popular read-across strategy as it requires few similarities and is less 
computationally intensive and easier to implement than SVM. However, in the case of 
the complex problem of multi-label variables, kNN may take longer to find the k nearest 
neighbors. In such cases of very high-dimensional spaces, SVM is more suitable. Due to 
their potential high complexity, Neural Networks can accommodate many data and still 
achieve high accuracies, although with evident computational cost. However, whilst 
Neural Networks (NN) can accommodate large datasets, small datasets on the other hand 
render NN prone to overfitting. Chapter 5 provides a methodology to select the most 
robust algorithm depending the dataset. Trees and regression models are used to handle  
smaller datasets. Bayesian networks, although not frequently preferred, are used in all 
ranges of dataset sizes and are gaining popularity in the last 5 years.  
6.2.1 Study limitations 
• This review focused on studies predicting hazard or ecotoxicological endpoints. 
Physico-chemical properties predictions are not included. 
• Mechanistic interpretations of the models where not included in the analysis of this 
study. 
• Comparison of models’ performance was not included.  
6.2.2 Future research recommendations 
• For feature selection, GA is a reliable approach although using multiple methods is 
encouraged to avoid method specific bias. 
• For the representation of the structure of a molecule in a character string, the 
application of a mixture of SMILES generated by different software packages should 
be avoided. 
• Data imbalance towards one outcome should be investigated and tackled to ensure 
unbiased predictions. 
• Multiple random splitting should be applied to limit the influence that splitting may 
have on attribute distribution and to ensure randomness. 
• Validation of models should include various metrics for goodness-of-fit, robustness 
and predictivity in compliance with the OECD principles. Applicability domain 





• In case of big datasets Neural networks and Bayesian networks achieve good 
performances. In case of small datasets, trees and regression algorithms should be 
used and neural networks should be avoided.  
 
6.3 Conclusions from Chapter 4 
Bayesian network (BN) constructs can combine expert knowledge and data-driven 
modelling. Before constructing a BN model, using an intermediate feature selection step 
that provides insight into the dataset under investigation guides model development. Pre-
processed data enhanced the classifier accuracy (as shown in Chapter 3). In our research, 
pre-defined discretized ranges, gap filling and class balancing improved predictions.  
Zeta potential (surface charge) and tissue (administration route) had a significant 
influence in our case to predict molecular effects. Exposure conditions improved the 
classification quality as this information is always reported in toxicological studies. 
However, tissue doses are widely overlooked in both in vivo and in vitro studies.  
BNs are flexible to missing or additional generated data allowing the increase of 
predictive ability as data become available (or data quality increases). BNs are 
understandable because of their graphical representation, thus they are used both as 
predictive and descriptive models allowing a great model accessibility. Physicochemical 
properties were scarce information in our research in Chapter 4, thus future studies should 
include a detail characterization that considers what is relevant to hazard identification 
such as surface properties, chemical composition, aggregation status etc.  
Another issue encountered in Chapter 4 was the integration of in vitro and in vivo studies 
in one dataset; a harmonized exposure metric system is needed to transpose in vivo 
exposure dose to a quantity compatible to the target tissue dose (biologically effective 
dose) of in vitro studies.  
6.3.1 Study limitations 
• Only one method, a Correlation Feature Selection algorithm was applied to determine 
the most important input variables. 
• Codification of molecular structures was not applied. 
• Single random splitting was performed. 
• Applicability domain of the models was not defined. 





6.3.2 Future research recommendations 
• Data pre-processing, such as discretization of numeric variables and balancing 
outcome classes, enhances model robustness. 
• Prior feature selection can provide insight to be used in constructing a BN.  
• Exposure conditions and experimental features should be included as classifier 
attributes to distinguish dose varying experiments. 
• In case of missing values in the dataset, BNs can be used.  
 
6.4 Conclusions from Chapter 5 
Chapter 5 presented a methodology to select the best combinations of base classifiers to 
construct an ensemble classifier using voting. Random Forest (RF) and NN showed the 
best performances in contrast to Locally Weighted Learning (LWL) and Instance Based 
k-nearest neighbour (IBk), which showed the lowest. kNN algorithm, using weighted 
distance, was capable of correctly predicting instances that other classifiers may not 
predict. Classifier performance differed by class balancing, validation process (internal, 
external, reliability) and the performance metric considered (e.g. sensitivity, precision). 
All cases were integrated in a Copeland Index to compare classifiers in a singular ranking. 
BN, LWL, RF and Sequential Minimal Optimization (SMO) base classifiers performed 
well maintaining their accuracy levels to those using the dataset with no missing values. 
As expected, Bayesian networks and the Naïve Bayes classifiers in LWL handled missing 
values well. Supplementing each other, IBk and RF were always the two best base 
classifiers in all best triad combinations in our case. Ensemble methods produced best 
results compared to base classifiers. LIR, that is, majority voting among a bagging 
classifier, RF, and two lazy classifiers, IBk and LWL, gave the best results.  
It should be stressed, that the combination of a robust with simpler classifiers gave 
optimum results, catching the outliers in the data distribution. The best triad showed a 
high performance across most datasets, particularly the overall performance (which is a 







6.4.1 Study limitations 
• In this thesis, the Copeland Index was verified through a highly curated dataset. The 
methodology has not been verified with other datasets. 
• Single random splitting was performed. 
• Applicability domain of the models was not defined. 
 
6.4.2 Future research recommendations 
• Copeland Index assessment or other multicriteria methodologies should be used for 
model ranking and model pick-out justification. 
• In case where model performance is more significant than mechanistic interpretation, 
ensemble algorithms should be used.  
• Ensemble classifiers and BN, LWL and RF base classifiers should be used in case of 
datasets with missing values. 
• In selecting ensemble classifiers components, complementarity of base classifiers of 
high and lower performance is recommended.  
 
         To sum up, this Thesis explores past work in the field, systematically capturing 
information regarding the data used in computational tools (Chapter 2). It demonstrates 
methodologies and the state-of-the-art approaches (Chapter 3) and creates an original 
Bayesian tool that can predict multiple toxicological outcomes in a molecular level from 
transcriptomics outcomes (Chapter 4). Finally, it develops and demonstrates an efficient  
methodology for researchers to compare and choose the optimal classifiers in their unique 
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