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Abstract
The Compact Linear Collider (CLIC) is a high-energy high-luminosity linear electron–
positron collider under development. It is foreseen to be built and operated in three stages, at
centre-of-mass energies of 380 GeV, 1.5 TeV and 3 TeV, respectively. It offers a rich phys-
ics program including direct searches as well as the probing of new physics through a broad
set of precision measurements of Standard Model processes, particularly in the Higgs-boson
and top-quark sectors. The precision required for such measurements and the specific con-
ditions imposed by the beam dimensions and time structure put strict requirements on the
detector design and technology. This includes low-mass vertexing and tracking systems with
small cells, highly granular imaging calorimeters, as well as a precise hit-time resolution
and power-pulsed operation for all subsystems. A conceptual design for the CLIC detector
system was published in 2012. Since then, ambitious R&D programmes for silicon vertex
and tracking detectors, as well as for calorimeters have been pursued within the CLICdp,
CALICE and FCAL collaborations, addressing the challenging detector requirements with
innovative technologies. This report introduces the experimental environment and detector
requirements at CLIC and reviews the current status and future plans for detector technology
R&D.
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1 Introduction
The Compact Linear Collider (CLIC) is a high-luminosity high-energy electron–positron collider pro-
posed for the post High-Luminosity Large Hadron Collider (HL-LHC) phase. CLIC is foreseen to be
built and operated in three centre-of-mass energy stages from 380 GeV up to 3 TeV [1]. The physics
programme of CLIC includes precision measurements of the properties of the Higgs boson and the top
quark, as well as searches for physics beyond the Standard Model (BSM).
Initial studies, described in the CLIC Detector and Physics Conceptual Design Report (CDR)
in 2012, demonstrated the feasibility of performing precision measurements at CLIC [2]. They were
based on the two detector concepts CLIC_ILD and CLIC_SiD, derived from previous studies for the
International Linear Collider [3, 4]. This report on Detector Technologies for CLIC summarises the
studies since the publication of the CDR. A single detector concept, CLICdet, has been developed [5,
6] and a broad technology R&D programme is being pursued. In view of the time scales involved
and the limited resources, the developments focus on areas where the CLIC requirements are the most
challenging: the silicon vertex and tracking detectors and the high-granularity calorimeter systems.
The detector design and technology choices are driven by the physics programme and match the
expected experimental conditions at CLIC, as briefly described in Chapter 2. The detector concepts
and hardware R&D focus on the most challenging 3 TeV case. Only small modifications for the inner
detector region are anticipated for the initial stage at 380 GeV.
The studies for the vertex and tracking detectors, presented in Chapter 3, are carried out by the
CLIC detector and physics collaboration (CLICdp) [7] and are closely linked to other detector develop-
ment projects. Both hybrid and monolithic pixel detector concepts are under consideration and various
technology demonstrators have been built and characterised in view of the CLIC requirements. Detailed
simulations of the detector performance are validated with existing prototypes and used to optimise the
design of future sensors and readout chips. Detector integration aspects are addressed through the con-
ceptual design and prototyping of low-mass support structures, air-flow cooling systems, power-delivery
and power-pulsing concepts, as well as detector assembly scenarios.
The R&D for the main electromagnetic and hadronic calorimeters, presented in Chapter 4, is
performed within the CALICE collaboration, developing calorimeters for high-energy e+e− experi-
ments [8]. Highly granular sampling calorimeter prototypes with silicon- and scintillator-based active
layers have been built and their performance assessed in beam tests. Recent studies aim at demonstrating
the scalability of the proposed technological solutions in view of mass production, detector assembly and
integration. CLIC-specific aspects related to the performance at high centre-of-mass energies and to the
required time resolution for the suppression of beam-induced background particles have been addressed
in dedicated studies.
Radiation-hard and compact sandwich calorimeters for the luminosity measurement and the tag-
ging of forward-going electrons and photons are developed within the FCAL collaboration [9], as de-
scribed in Chapter 5. Detectors and readout systems of increasing size and sophistication have been
developed and tested in recent years, demonstrating the feasibility of forward calorimetry at CLIC.
The detector occupancies and data volumes resulting from the desired high granularities and ex-
pected experimental conditions are presented in Chapter 6. These estimates form crucial input for future
data-acquisition and data-storage concepts. Chapter 7 concludes this report, giving a summary of the
results obtained and an outlook on future developments.
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2 CLIC accelerator and detector overview
This chapter gives an overview of the CLIC accelerator and detector and of the expected experimental
conditions at CLIC. The most important parameters of the CLIC accelerator, which affect the detector
design and technology choices, are presented in Section 2.1. The physics requirements on the detector
performance are listed in Section 2.2. Section 2.3 briefly introduces the overall concept of the CLIC
detector. The vertex- and tracking detectors and calorimeters will then be described in more detail in
the subsequent chapters. The expected rates and energy depositions from beam-induced background
particles in the different detector regions are summarised in Section 2.4, followed by a discussion of the
resulting radiation exposure in Section 2.5.
2.1 CLIC accelerator
The CLIC accelerator is foreseen to be built and operated in three centre-of-mass energy stages from
380 GeV up to 3 TeV, targeting different aspects of the CLIC physics programme [1]. Following a pre-
paration and construction phase for the 380 GeV collider of approximately 15 years and upgrade periods
of 2 years between subsequent stages, each stage would operate for 7–8 years, including a luminosity
ramp-up phase of 2–3 years.
Figure 2.1 shows a schematic layout of the CLIC accelerator complex for the 380 GeV stage.
CLIC uses a novel two-beam acceleration scheme, in which a drive beam of rather low energy but high
current is decelerated, and its energy is transferred to the low-current main beam, which is accelerated
with gradients of up to 100 MV m−1. The two-beam acceleration technique thus removes the need for RF
power sources along the main linac and allows for reaching centre-of-mass energies of up to 3 TeV with
an overall length of the accelerator complex of approximately 50 km.
The main accelerator parameters constraining the design of the detector system are summarised
in Table 2.1 for the three centre-of-mass energy stages. In order to reach its design luminosity of 1.5−
6× 1034cm−2s−1, CLIC will operate with very small bunch sizes (less than 150 nm in x and 3 nm in y
and less than 100 µm along the beam). Collisions occur at a beam crossing angle of 16.5− 20 mrad in
bunch crossings (BX) every 0.5 ns for a train duration of 156–176 ns. The train repetition rate is 50 Hz,
resulting in a very low duty cycle of less than 0.001%.
The short train duration and the fact that on average less than one interesting physics collision
event is expected per train implies that trigger-less readout of all subdetectors, once per train, can be
implemented. The power consumption of the detectors, and therefore the material required for cool-
ing infrastructure, is reduced by switching off parts of the frontend electronics during the 20 ms gaps
between trains (power pulsing). Hence lower material budgets can be reached for the vertex and tracking
systems as well as a lower abundances of inactive light material in the calorimeter systems. Both are of
importance for the physics performance of the CLIC detector.
2.2 Detector requirements
The demands for precision physics [1] lead to challenging performance targets for the CLIC detector
system:
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Figure 2.1: Schematic layout of the CLIC accelerator complex for the 380 GeV stage [1].
Table 2.1: Selected parameters of the CLIC accelerator for the different centre-of-mass energy stages [1].
Parameter Unit Stage 1 Stage 2 Stage 3
Centre-of-mass energy GeV 380 1500 3000
Bunch repetition rate Hz 50 50 50
Number of bunches per train 352 312 312
Bunch separation ns 0.5 0.5 0.5
Accelerating gradient MV/m 72 72/100 72/100
Total luminosity 1034 cm−2 s−1 1.5 3.7 5.9
Luminosity above 99% of
√
s 1034 cm−2 s−1 0.9 1.4 2
Equivalent run time at full luminosity per year 107 s 1.2 1.2 1.2
Total integrated design luminosity per year fb−1 180 444 708
Years of operation (ramp-up + nominal conditions) 3+5 2+5 2+6
Main linac tunnel length km 11.4 29.0 50.1
Crossing angle at interaction point (IP) mrad 16.5 20 20
Number of particles per bunch 109 5.2 3.7 3.7
Bunch length σz µm 70 44 44
IP beam size σx/σy nm 149/2.9 ∼ 60/1.5 ∼ 40/1
• track-momentum resolution for high-momentum tracks of σpT/p
2
T≤ 2×10−5 GeV−1 in the central
detector;
• impact-parameter resolution of σ2d0 = (5µm)
2 +(15µmGeV)2/(p2 sin3 θ), to allow accurate re-
construction and enable flavour tagging with clean b-, c-, and light-quark jet separation;
• jet-energy resolution for light-quark jets of σE/E ≤ 3.5% for jet energies in the range 100 GeV to
1 TeV (≤ 5% at 50 GeV);
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(a) (b)
Figure 2.2: (a) Longitudinal cross section of the top left quadrant and (b) transverse (XY) cross section
of CLICdet.
• detector coverage for electrons and photons to very low polar angles (∼10 mrad) to assist with
background rejection.
These physics performance goals have to be met in the challenging experimental conditions provided by
the CLIC accelerator. The resulting subdetector requirements are discussed in the following chapters.
2.3 CLIC detector concept
The CLIC detector concept CLICdet [5] is optimised for precision measurements based on Particle Flow
Analysis (PFA) reconstruction. The PFA approach allows for the distinguishing of individual particles
within jets and combines the information from the high-precision tracking system with the energy meas-
urement in the calorimeter, resulting in an optimal jet-energy measurement [10, 11]. The inner region of
CLICdet, surrounding the conical beam pipe, comprises an all-silicon vertex and tracking detector with
a central barrel part and two endcap sections. The tracker is surrounded by highly-granular electromag-
netic (silicon-tungsten ECAL) and hadronic (scintillator-steel HCAL) sampling calorimeters. A super-
conducting solenoid surrounding the calorimeters provides a magnetic field of 4 T. Beyond the solenoid,
CLICdet contains an iron yoke interleaved with detectors for muon identification. Forward calorimeters
located close to the beam pipe, called LumiCal and BeamCal, provide luminosity measurements and
forward electron-tagging. CLICdet was optimised for operation at
√
s = 3TeV. As background rates at√
s = 380GeV are lower, some modifications to the inner detector layers are anticipated for the first en-
ergy stage [2]. A quarter-view of the longitudinal cross section and a transverse cross section of CLICdet
are shown in Figure 2.2. More details on the layout of the tracking detectors and calorimeters are given
in the following chapters.
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2.4 Beam-induced backgrounds
The very small bunch sizes lead to strong electromagnetic radiation (Beamstrahlung) from the electron
and positron bunches in the field of the opposite beam. The creation of the Beamstrahlung photons
reduces the available centre-of-mass energy of the e+e− collisions and interactions involving Beam-
strahlung photons result in high rates of lepton pairs and hadrons being produced. Pile-up rejection
algorithms based on hit time stamping at the 1–10 ns level are therefore needed to separate physics from
background events.
Most of the particles originating from Beamstrahlung events are produced at very low polar angles
and are thus confined within the conical beam pipe by the axial magnetic field. The dominant back-
grounds in the detectors are incoherently produced electron–positron pairs and γ γ → hadrons events,
shown in Figure 2.3 for the 380 GeV and the 3 TeV stages. The rate of incoherent pairs reaching the
central detector is approximately 5 times higher at 3 TeV, compared to the 380 GeV case. For particles
from γ γ → hadrons, the increase corresponds to a factor of almost 20 [6].
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Figure 2.3: Polar angle distribution of beam-induced backgrounds for (a) 380 GeV and (b) 3 TeV centre-
of-mass energy. Generated particle distributions for pT > 20MeV are shown, including a
2 GeV c.m. threshold for γ γ → hadrons and excluding safety factors for the simulation un-
certainties. The polar-angle acceptance range of the forward calorimeters and the central
detector region are indicated with horizontal lines.
The electron–positron pairs are predominantly produced at very small transverse momenta and low
polar angles. The detector occupancies in the innermost layers can therefore be reduced to an acceptable
level by a careful design optimisation of the inner- and forward-detector regions. The central beam-pipe
walls are placed outside the high-rate region, in order to reduce the production of secondary particles in
the material of the central beam pipe (0.6 mm beryllium). The inner detectors are shielded from back-
scattered particles originating in the forward region by the 4.8 mm thick steel walls of the conical beam
pipe sections. The beam-pipe walls point to the interaction point (IP) at an angle of approximately 7◦,
which defines the forward acceptance of the tracking system.
The particles produced in γ γ → hadrons interactions, on the other hand, show a harder transverse
momentum spectrum and a more central polar-angle distribution, resulting in sizeable rates and energy
depositions from background particles reaching the outer detector layers [12].
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GEANT4-based [13–15] full detector simulations of beam-induced background events have been
performed for the 380 GeV and 3 TeV stages, in order to estimate hit rates in the inner detectors and
energy depositions in the calorimeters, as well as the expected radiation exposure of these detectors. The
simulations include showering and back-scattering effects [6, 16, 17].
Table 2.2 summarises the expected hit rates from incoherent-pair and γ γ → hadrons background
particles reaching the CLICdet tracking region. The highest rates are observed in the innermost layers
of the vertex detector, reaching up to 8 hits per mm2 per bunch train. A strong radial dependence of
the hit rates is observed, leading to a spread of approximately two orders of magnitude in each detector
region. As expected from the higher production rates at 3 TeV, the hit rates are increased by a factor of
5 (incoherent pairs) to 20 (γ γ → hadrons) with respect to the 380 GeV stage. Even in the outer tracking
layers the hit rates are dominated by incoherent pair events, for which significant contributions from
secondary particles are observed, despite the implemented shielding and layout-optimisation measures.
The high background hit rates constrain the technology choices for the vertex and tracking detect-
ors in terms of pixel size and hit-time resolution, as discussed in more detail in Chapter 3.
Table 2.2: Expected background hit rates in the CLICdet tracking detectors at 380 GeV and 3 TeV. Safety
factors for the simulation uncertainties of five for the incoherent pairs, and two for the γ γ →
hadrons events are included and the corresponding contributions are added to obtain the total
hit rates. The minimum and maximum rate per detector region is given, averaged over the
azimuthal angle and using 10 mm radial bins for the endcap regions.
Energy stage 380 GeV 3 TeV
Subdetector Minimum Maximum Minimum Maximum
Hits[1/mm2/train] Hits[1/mm2/train] Hits[1/mm2/train] Hits[1/mm2/train]
Vertex barrel 0.2 3.2 0.6 8.8
Vertex endcaps 0.1 2.7 0.2 8.8
Tracker barrel 0.0003 0.03 0.002 0.1
Tracker endcaps 0.0004 0.1 0.002 0.6
Table 2.3 summarises the energy depositions from backgrounds in the sensitive volumes of the
calorimeters at 380 GeV and at 3 TeV, integrated over a full bunch train. Both the direct hits and the hits
from back-scattered particles originating in the forward calorimeters occur predominantly in the forward
regions, leading to very large energy depositions of up to 12 TeV per bunch train at 3 TeV in the endcap
calorimeters, largely dominated by incoherent pairs in the HCAL endcaps. The total energies released in
ECAL and HCAL at 380 GeV are a factor of four lower than at 3 TeV. The energy deposits in BeamCal,
which is located closest to the beam line, reach up to 270 TeV at 3 TeV, three orders of magnitude more
than in LumiCal and largely dominated by incoherent pairs. The total energy deposits at 380 GeV are 5–7
times lower than at 3 TeV for the forward calorimeters. Highly granular readout cells and nanosecond
timing of hits are required in all calorimeters to separate background hits from physics hits, as discussed
in more detail in Chapter 4 and Chapter 5.
2.5 Radiation exposure
Due to the absence of large QCD backgrounds in lepton collisions and due to the small interaction rates
in linear colliders, the radiation exposure of the main detectors at CLIC is expected to be much smaller
than the one of the current LHC detectors. Sizeable levels of total ionizing radiation dose (TID) and non-
ionizing energy loss (NIEL) will only be present in the forward calorimeters LumiCal and BeamCal, due
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Table 2.3: Expected energy deposits from background particles in the sensitive volumes of the CLICdet
calorimeters at 380 GeV and 3 TeV. The numbers correspond to the summed energy deposits
for an entire CLIC bunch train, excluding safety factors for the simulation uncertainties.
Energy stage 380 GeV 3 TeV
Subdetector Incoherent pairs γ γ → hadrons Incoherent pairs γ γ → hadrons
[GeV/train] [GeV/train] [GeV/train] [GeV/train]
ECAL barrel 3.6 2.1 14 52
ECAL endcaps + plugs 11.1 9.4 39 252
HCAL barrel 0.05 0.18 0.22 5.0
HCAL endcaps 2874 7.0 11 790 312
Total ECAL+HCAL 2889 19 11 840 621
LumiCal 68.5 4.5 283 193
BeamCal 54 730 5.6 270 600 540
to their exposure to the strongly forward-peaked beam-induced backgrounds discussed in the previous
section.
The radiation levels from incoherent pairs and γ γ → hadrons events in the silicon tracking layers
and in the BeamCal at 3 TeV were estimated using a full GEANT4-based simulation of the energy loss
inside the sensor volumes and of the hit densities scaled with displacement damage factors [16, 18].
This study used the CLIC_ILD detector model [19], with the same 4 T magnetic field and a similar
vertex-detector geometry as CLICdet. A similar study has been performed to estimate the radiation
exposure of the CLIC_ILD ECAL at 3 TeV [20]. The current running scenario assumes a 40% increased
integrated luminosity performance of the accelerator (Table 2.1), compared to the assumptions for the
earlier radiation level estimates. The numbers given in the following take this increased luminosity into
account. Moreover, safety factors for the simulation uncertainties of five for the incoherent pairs, and
two for the γ γ → hadrons events are included [2].
Most of the NIEL damage in the vertex and tracking layers originates from γ γ → hadrons events.
The expected 1-MeV neutron-equivalent fluence for the inner vertex-detector layers is approximately
6×1010 neq cm−2 yr−1. The TID is dominated by incoherent pairs, resulting in a maximum ionising dose
of 300 Gy yr−1 in the inner vertex-detector layers.
A total fluence of approximately 2×1011 neq cm−2 yr−1, is expected for the ECAL endcaps, with
similar contributions from pairs and γ γ → hadrons events. The ionising dose in the ECAL endcaps
reaches up to 6 Gy yr−1 for the γ γ → hadrons events and 3 Gy yr−1 for the incoherent pairs. The rates fall
steeply with increasing radius.
The radiation levels in the tracking detectors and main calorimeters are several orders of magnitude
below the levels expected in the corresponding regions of the ATLAS and CMS detectors during LHC
run 1–3 [21–24]. No dedicated R&D is therefore pursued for the radiation tolerance of the sensor and
readout technologies for the CLIC tracking detectors and main calorimeters.
The radiation exposure of the BeamCal is dominated by incoherent pair background. The TID
reaches up to 7 MGy yr−1 at 3 TeV and the NIEL up to 1.4×1014 neq cm−2 yr−1 in the innermost cells.
Radiation-hard sensor and readout technology is therefore required in this detector region, as discussed
in Chapter 5.
No dedicated studies were performed for the HCAL and LumiCal, nor for the 380 GeV stage.
From the hit rates and energy deposits discussed above, it is expected that the HCAL endcaps will
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have a much larger radiation exposure than the ECAL. An optimised detector layout with additional
shielding will help to mitigate the effect of the beam-induced backgrounds in this region, as discussed
in Section 6.4. The LumiCal layers, on the other hand, are expected to be exposed to several orders of
magnitude lower radiation levels than BeamCal, due to the larger radius. The radiation levels at 380 GeV
are expected to be much lower than at 3 TeV, in view of the lower rates of beam-induced backgrounds
(Figure 2.3) and corresponding energy depositions (Table 2.3).
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3 Vertex and tracking detector
This chapter gives an overview of the developments for the vertex and tracking detector at CLIC. The
requirements are introduced in Section 3.1, followed in Section 3.2 by a description of the detector
concept matching these requirements. An overview of the sensor and readout R&D is given in Sec-
tion 3.3. Section 3.4 presents the simulation and characterisation infrastructure aiding the detector R&D.
For the vertex detector region, fine-pitch hybrid readout ASICs, described in Section 3.5, are studied in
bump-bonded assemblies with thin passive sensors (Section 3.6) and in capacitively coupled assemblies
with active CMOS sensors (Section 3.7). A variety of integrated CMOS sensor technologies, described
in Sections 3.8 to 3.10, are under development for the large-area tracker region. Detector integration
aspects are discussed in Section 3.11. The chapter concludes in Section 3.12 with a summary of the
presented results and an outlook on plans for future R&D.
3.1 Requirements
A precise measurement of the displaced decay vertices of heavy-quark flavour hadrons and tau-leptons is
needed to meet the precision physics requirements at CLIC. For the CLIC tracking system, a transverse
impact parameter resolution of σ(d0) = 5⊕15/(p[GeV]sin
3
2 θ)µm is aimed for [2]. Taking into account
that the inner detector radius is constrained to≥31 mm due to background hits from incoherent pairs (see
Section 2.4), this requirement translates into a single point resolution of 3 µm for the vertex detector [25].
Small, squared pixels with (25×25) µm2 size and the readout of charge information per pixel are needed
to reach this resolution target. The pixel area in the innermost layers is also constrained by the high
background rates, which lead to occupancies of a few percent in the innermost layers for (25×25) µm2
pixels (see Section 6.2).
The main requirement for the tracker is a transverse momentum resolution for high-pT tracks
(≥100 GeV) of σpT/p
2
T ≤ 2×10−5 GeV−1 [2]. The total tracker radius is 1.5 m. To achieve the required
momentum resolution in a 4 T solenoid field, the single point resolution of the tracking detector layers
has to be smaller than 7 µm [26]. This requires the cell length in the Rϕ direction to be in the range of
30–50 µm. The cell length in the beam direction (for the barrel layers) and in the radial direction (for
the endcap layers) is limited by the detector occupancy to 1–10 mm at 50 µm, depending on the detector
layer.
To achieve the stringent requirements on impact parameter and momentum resolution, the material
budget in the detector is limited to 0.2 %X0 per detection layer in the vertex and to 1–2 %X0 per layer
in the main tracking detector. Low-power detector elements deploying power-pulsing features and low-
mass services and supports are therefore necessary. In particular in the vertex detector, the strict material
budget does not allow for liquid cooling of the detector. In order to enable cooling through forced air
flow, the average power dissipation in the vertex detector should therefore not exceed 50 mW cm−2. For
the tracker a leak-less water-cooling system is foreseen, allowing for an average power dissipation of ap-
proximately 150 mW cm−2. Dedicated studies on low-mass support structures for the vertex and tracking
detectors (Section 3.11.3) and on power pulsing (Section 3.11.2) and air-flow cooling (Section 3.11.7) of
the vertex detector have been performed, to ensure that these requirements can be met.
The distinct beam structure of the CLIC accelerator with its low duty cycle allows for the full
readout of the 156 ns bunch train in the 20 ms gap between bunch trains. Therefore, no trigger system is
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foreseen. To suppress hits from out-of-time background as outlined in Section 2.4, a precise hit timing
of about 5 ns is required. It is assumed that only the first hit per readout cell and bunch train will be time
tagged.
The expected hit occupancies from background particles of 1-3% per bunch train in the inner
layers have a similar effect as random noise hits from the detector. Moreover, as only one time stamp
per detector cell is read out per bunch train, such background and noise hits will also deteriorate the
detection efficiency for physics hits reconstructed within the correct time window [26]. As a goal, the
intrinsic detector inefficiency and noise occupancies in the silicon detectors should both be an order of
magnitude below the corresponding inefficiency and hit occupancy caused by beam-induced background
particles. This goal translates into a required hit efficiency of 99.7-99.9% and a maximum tolerable noise
rate below 6.5 kHz per pixel for operation at CLIC with 156 ns bunch duration and 50 Hz train repetition
rate. A much smaller noise rate is typically required for efficient detector operation with particle sources
and in test beams with high duty cycles.
Only moderate radiation tolerance is required for the vertex and tracking-detector region. The
expected radiation exposure from non-ionising energy loss is about 6×1010 neq cm−2 yr−1 for the inner
vertex layers. The maximum total ionising dose in this region is about 300 Gy yr−1. More details on
the expected background hit rates and radiation exposure can be found in Section 2.5 and the references
therein.
3.2 Detector concept
The vertex detector consists of three double layers in the barrel region, ranging in radius from 31–60 mm
and discs on each side of the detector, as illustrated in Figure 3.1. The limited material budget does not
allow for liquid cooling within the vertex detector volume, hence the detector is cooled by forced air
flow. To allow for better air-flow through the detector, the discs are arranged in a spiral geometry. It
has been demonstrated in GEANT4-based full simulation studies on dijet-events, that the spiral endcap
geometry has only a minor impact on the flavour-tagging performance of the detector [27, 28].
260 mm
Figure 3.1: Schematic view of the CLIC vertex detector consisting of three double layers in the barrel
and three double-layer forward petals in a spiralling arrangement to facilitate air cooling [1].
The main tracker is divided into inner and outer parts by a cylindrical support tube. The radius
of this tube, which also supports the third inner barrel layer, has been chosen to be sufficiently large to
allow for an extended coverage of the forward discs. It also serves as a support for the vacuum beam
pipe (see Section 3.11.4). The tracker consists of 6 layers in the barrel (with radii from 127 to 1486 mm)
and 7 inner discs and 4 outer discs on each detector side (extending up to z = 2190mm), as illustrated
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Figure 3.2: Top view of the tracking system. Starting from the centre: the beam pipe, shown in grey,
consists of a cylindrical central part and two conical sections. The vertex-detector layers,
shown in orange, are surrounded by an envelope for air cooling, shown in dark grey. The
main tracker layers are depicted in yellow and are subdivided into outer and inner parts by a
cylindrical support tube shown in light grey. The tracker is surrounded by the electromagnetic
calorimeter, depicted in green.
in Figure 3.2.
Figure 3.3 presents the detector model as implemented in simulations, showing the detailed layout
of sensitive material, supports as well as the routing of services. The main parameters of the vertex and
tracking detectors and the beam pipe are summarised in Table 3.1. Figure 3.4 shows the material budget
of the different regions inside the tracking system, including the beam pipe, supports and cables, as a
function of the polar angle.
3.3 Overview of sensor and readout ASIC developments
The challenging requirements for the sensors and readout ASICs of the vertex and tracking detector in
terms of high spatial and temporal measurement precision and minimal material content have inspired
a broad technology R&D programme in this domain. Starting from tests with existing pixel-detector
readout ASICs and sensors, a progressively more specialised development programme is pursued, aim-
ing at simultaneously fulfilling all of the requirements at CLIC. Synergies are exploited with other de-
tector R&D projects, such as the HL-LHC upgrades for the LHC experiments [29] or the pixel-detector
developments for the Mu3e experiment [30]. In several areas they have led to common developments
13
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1.5 m 2.2 m
Figure 3.3: Layout of the tracking system in the xy plane (left) and the xz plane (right), as implemented
in the simulation model [6]. The vertex detector is shown in the centre (in red). Tracker
sensors are shown in green, support material in black. The orange line indicates the vacuum
tube. The blue lines represent additional material (e.g. cables) in the critical transition regions
between barrel and endcap layers.
Table 3.1: Main parameters of the CLIC beam pipe and vertex and tracking detectors.
Parameter Value
Central beam pipe inner radius 29.4 mm
Central beam pipe thickness and material 0.6 mm beryllium (0.17%X0)
Conical beam pipe thickness and material 4.8 mm steel
Vertex region Tracker region
Material budget per layer 0.2%X0 ≈1%X0
Max. cell size (25×25) µm2 (0.050×1–10 mm)2
Number of barrel layers 3×2 6
Full length of barrel layers 260 mm 964–2528 mm
Radius barrel layers 31–60 mm 127-1486 mm
Number of endcap layers 6 7
Position of endcap layers in z 160–299 mm 524–2190 mm
Total sensor area 0.84 m2 137 m2
and testing efforts.
Table 3.2 gives an overview of the various test assemblies produced as technology demonstrators
for the vertex and tracking detectors, which are described in detail in the following sections.
Initial studies for the vertex detector focussed on assessing the feasibility of small-pitch hybrid de-
tectors with very thin (down to 50 µm) sensors. The hybrid approach allows for a separate optimisation of
readout ASICs and sensors. The general-purpose Timepix (250 nm feature size) and Timepix3 (130 nm
feature size) hybrid readout ASICs with 55 µm×55 µm pitch were used as test vehicles, bump bonded to
sensors with various thicknesses and advanced design features (slim edge and active edge). The results
14
Chapter 3. Vertex and tracking detector
 [deg]θ
0 20 40 60 80
 
[%
]
0
M
at
er
ia
l B
ud
ge
t x
/X
0
10
20
30 Outer tracker
Inner tracker
Vertex detector
Beam pipe
Figure 3.4: Stacked material budget of the different regions inside the tracking system, as a function of
the polar angle [6]. Contributions from sensitive layers, cables, supports and cooling are
included in the respective regions.
Table 3.2: Summary of investigated pixel-detector assemblies and technologies.
Test y Type Coupling CMOS Pixel Target Presented
assembly feature dimensions application in
size section
[nm] [µm2]
Timepix/Timepix3 + Si sensor hybrid planar bump-bonded 250/130 55 × 55 sensor R&D 3.5, 3.6
CLICpix(2) + Si sensor hybrid planar bump-bonded 65 25 × 25 vertex 3.5, 3.6
CLICpix(2) + CCPDv3/C3PD hybrid HV-CMOS capacitive 65, 180 25 × 25 vertex 3.7
ATLASpix simple HV-CMOS monolithic 180 40 × 130 tracker 3.8
ALICE Investigator HR-CMOS monolithic 180 28 × 28 vertex/tracker 3.9
CLICTD (in production) HR-CMOS monolithic 180 30 × 300 tracker 3.9.5
Cracow SOI SOI monolithic 200 30 × 30 vertex/tracker 3.10
CLIPS (produced) SOI monolithic 200 20 × 20 vertex/tracker 3.10.4
of these performance assessments were used to improve the simulation tools and optimise future ded-
icated ASIC and sensor designs for CLIC. While the Timepix and Timepix3 assemblies with very thin
sensors (50–100 µm) show an excellent detection efficiency and time resolution, the spatial resolution
for perpendicular tracks is severely impacted by the lack of charge sharing between neighbouring pixels
between neighbouring pixels separated by a 55 µm pitch. This is due to the reduced number of charge
carrier that are created in the thin sensor which at the same time have undergo less diffusion before being
collected.
A smaller pixel pitch is therefore necessary, in order to reach a better spatial resolution. The
availability of a more advanced CMOS process with 65 nm feature size enabled the development of the
CLICpix and CLICpix2 readout ASICs with 25 µm×25 µm pitch, targeting specifically the requirements
of the CLIC vertex detector. Bump bonding at this small pitch remains a challenge, and the spatial
resolution target of 3 µm for the vertex detector has not yet been reached with 50 µm thin planar sensors.
New sensor designs with enhanced lateral drift are therefore under study, with the aim of increasing
the charge sharing and thereby improving the position resolution for a given readout pitch and sensor
thickness.
An alternative hybrid detector concept is under study, which is based on capacitive coupling
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through a thin layer of glue between CLICpix/CLICpix2 readout ASICs and active CCPDv3/C3PD
sensors implemented in a 180 nm High-Voltage CMOS process. Tightly controlled glue-assembly pro-
cedures, as well as dedicated simulation and calibration efforts are required for this technology, in order
to cope with the complex signal-transfer chain. Similar position resolution values are reached as for the
thin planar sensor assemblies, meaning that they currently do not meet the CLIC requirements.
The High-Voltage CMOS process is also suited for building fully monolithic depleted sensors with
larger (elongated) pixels. The ATLASpix HV-CMOS sensor with 30 µm×300 µm pitch was designed as
a technology demonstrator for the ATLAS HL-LHC upgrade, but also targets the CLIC tracker require-
ments. Studies performed with the CLICdp test-beam setup show sufficient timing precision, while the
spatial resolution is limited by the pixel pitch to values significantly above the required 7 µm. A new
design with an adapted pixel geometry is planned in order to reach this resolution value.
An alternative depleted CMOS sensor technology with very small collection electrodes implemen-
ted on a High-Resistivity (HR) substrate has been chosen for the HL-LHC upgrade of the ALICE Inner
Tracking System (ITS). Promising CLICdp test-beam results with the Investigator analogue test chip
have led to the design of the fully monolithic CLICTD demonstrator chip with sub-segmented macro
pixels of 30 µm×300 µm pitch, targeting the requirements of the CLIC tracker.
The Silicon-On-Insulator (SOI) technology allows for producing thin monolithic sensors consist-
ing of a CMOS readout layer separated from a fully depleted high-resistivity sensor layer through an
insulator oxide layer. The Cracow SOI developments are based on a 200 nm SOI process. Generic tech-
nology demonstrator sensors with a pixel pitch of 30 µm×30 µm and rather thick sensor layers (300 and
500 µm) have been tested successfully. The CLIPS demonstrator sensor with 20 µm×20 µm pitch and a
snap-shot time and energy measurement concept has recently been produced and specifically targets the
CLIC vertex-detector requirements.
3.4 Simulation and characterisation infrastructure
Development of new detectors, especially in not yet established technologies, requires dedicated infra-
structure. This ranges from detailed device simulations for gauging new detector designs, through data
acquisition and readout systems for each new detector, to reference beam telescopes and corresponding
reconstruction and analysis frameworks, which facilitate the measurement of basic device characteristics
and figures of merit such as tracking efficiency or spatial resolution. This section gives a brief overview
of simulation and characterisation tools developed in the context of the CLIC vertex and tracker R&D
and in close collaboration with other experiments.
3.4.1 Monte Carlo detector simulations with Allpix2
Detailed simulations of silicon detectors are a crucial tool for understanding their performance. The
complex characteristics of novel devices, such as highly non-uniform electric fields in the sensor, remain
a challenge to detector simulations. Nevertheless, a better understanding of the device performance
from simulations can significantly improve new detector designs as well as drastically reduce the cost
and time required for the development of a novel device. Advanced tools for simulation such as finite-
element Technology Computer Aided Design (TCAD) [31] exist, but are very demanding on computing
time and do not easily allow integration with other tools in order to facilitate a Monte Carlo approach, an
essential method in high-energy physics given the stochastic nature of particle interactions.
In order to support the CLIC vertex and tracking detector R&D activities, Allpix2 [32, 33] has
been developed. It is a comprehensive and modular open-source framework for Monte Carlo detector
simulations combining detailed device descriptions with simplified models of charge transport.
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The main novelty of the Allpix2 framework is the possibility of easily combining TCAD-simulated
electric fields with a GEANT4 [13–15] simulation of particle interactions with matter, including stochastic
effects such as Landau fluctuations and the production of secondary particles. This allows detector per-
formance parameters, such as resolution and efficiency, to be directly assessed with high precision.
The electrostatic finite element TCAD simulation of the complex field configuration in the sensor
is converted from the adaptive mesh used in TCAD to a regular mesh for fast interpolation and lookup
of field values during charge transport. The charge carriers deposited by the initial GEANT4 simulation
are then transported through the sensor along these field lines using a Runge-Kutta-Fehlberg integration
method [34]. This approach has shown to be especially useful for novel technologies under consideration
for the vertex and tracking detector, such as CMOS pixel sensors with complex implantation profiles (see
Section 3.9.4). With event simulation rates of several tens of Hz, this allows high-statistics samples to be
gathered, which are necessary for detailed studies of the detector behaviour.
The simulation chain is arranged with the help of configuration files containing key-value pairs
with physical units, and an extensible system of modules which implement separate simulation steps such
as the initial energy deposition and charge carrier creation, the transport of the charge carriers through
the silicon, or the shaping and amplification of the signal collected at the electrodes by the front-end
electronics of the detector. The flexibility enables simulations of different detectors in the same setup,
such as a beam telescope for reference tracks together with the actual device under test. An example
for such a simulation chain involving different modules employed for different detectors is shown in
Figure 3.5.
Figure 3.5: Setup of an Allpix2 simulation chain with three detectors, running different simulation mod-
ules [32].
Different physics models for charge transport with varying accuracy and computation speed have
been implemented to cover various use cases, such as the detailed simulation of the detector under invest-
igation, combined with a fast simulation of reference detectors in the same setup. This approach allows
the reproduction of full detector setups as e.g. found in test-beam measurement campaigns, including the
beam telescope used for reference tracks. For the detailed drift-diffusion model implemented in Allpix2,
where charge carriers are propagated through the silicon sensor step by step, while updating mobility and
velocity depending on the electric field at the given position, the framework can produce line graphs de-
picting the drift path of individual charge carriers. An example for such a graph is shown on Figure 3.6,
where electrons and holes drift to different electrodes under the influence of the applied electric field.
This representation can help in understanding the behaviour of charge carriers in the sensor, especially
with more complex electric fields simulated with TCAD.
The Allpix2 framework has seen continuous development and extension of its functionality since
its first release. It is disseminated together with a comprehensive and continuously updated user manual [35].
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(a) (b)
Figure 3.6: Line graph generated by Allpix2 illustrating the charge transport through the silicon sensor.
(a) The ionizing radiation crosses the detector at an angle of 45◦ and electrons (visualised
in azure) and holes (visualised in orange) drift towards their respective collection electrodes.
(b) depicts a projection along the particle trajectory, showing the additional component of
diffusion.
3.4.2 CaRIBOu, a flexible pixel-detector readout system
Developing new detectors requires the design of an adequate readout system, a task usually requiring
significant personnel and financial resources. In order to ease this task, and to facilitate the testing
of many different detectors within the CLIC vertex and tracking detector R&D, a flexible open-source
readout system, CaRIBOu [36–38], has been designed, which only requires minimal adaptation to new
detectors.
Figure 3.7: Schematic representation of the CaRIBOu hardware architecture, consisting of a ZC706 eval-
uation board, a universal CaR board and an application-specific chip board.
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Figure 3.7 shows a schematic representation of the hardware components included in the CaRI-
BOu system. At the detector-side of the readout chain, a custom designed chip board implements the
routing from a specific detector to the interface connector of the CaRIBOu system. The chip board is
connected to the CaR board (Control and Readout board) which provides the hardware environment for
various target ASICs, including programmable power supplies with monitoring, programmable voltage
and current references, analogue-to-digital converters (ADCs), an I2C interface bus, as well as a number
of general-purpose communication links including high-speed full-duplex serial links up to 12.5 Gbps
(GTx), differential links for up to 1.2 Gbps (LVDS) and single-ended general-purpose inputs and outputs
(GPIO) with adjustable voltage level. Furthermore, it is equipped with a clock generator which can be
used to generate stable clock signals for use in both the detector and the firmware blocks. Furthermore,
it can receive an external clock and triggers from a trigger logic unit (TLU) to synchronise with external
devices and other readout systems. The board is connected to the chip board via a 320 pin SEARAY
connector and is therefore re-usable for different devices and setups. The core of the CaRIBOu system is
a Xilinx Zynq System-on-Chip (SoC) device hosted on the ZC706 evaluation board. It combines a dual-
core ARM Cortex-A9 CPU and a Kintex-7 Field Programmable Gate Array (FPGA) fabric connected
through a silicon interposer.
For operation in radiation environments, the connection between the Xilinx system and the CaR
board can be established through an optional FMC cable (up to approximately 5 m) which allows for a
remote placement of the SoC system. The general-purpose links are routed to the FPGA fabric inside the
Zynq SoC. The user can write a detector-specific firmware block (IP core) handling these links or use
some of the available IP cores that implement most of the standard communication protocols. Several
CaRIBOu-specific IP cores are provided with the system. They provide an interface to components on
the CaR board as well as some generic data handling usable for any detector, such as ring buffers for
data reception from the detector interface to the ARM processing system via an Advanced eXtensible
Interface (AXI) bus. New firmware modules can be written and added to the existing design in order to
customise the functionality to match the requirements of a specific detector.
The system is directly connected to the ethernet network and does not require an additional desktop
PC for operation. The ARM CPU of the system runs a full Linux-based operating system, implemented
using the Yocto project, which is widely used in industry for embedded-system solutions [39]. The user
logs into the system using secure shell (SSH).
A flexible data acquisition software called Peary allows the user to access the attached detectors
and to control the different periphery components of the systems, such as voltage regulators or ADCs.
The different components of the software are shown in Figure 3.8. Kernel modules are provided to
access different hardware blocks as well as registers in the FPGA via a memory-mapped device. The
hardware abstraction layer provides convenient functions to control different parts of the readout system,
such as voltage regulators, while shielding much of the complexity of enabling and configuring the
respective I2C devices from the user. The individual detectors are supported via CaRIBOu devices,
which register required periphery components, implement a common set of functions and can export
additional individual functions for control and readout to the environment. The interaction with the user
is then established through a common application programming interface, which is independent of the
detector controlled. This unified communication between end-user interfaces such as a command-line
tool, scripts, or a central data acquisition control software, and the actual hardware attached to the system
significantly reduces the effort required to implement support for new devices.
A photograph of the individual hardware components from a CLICpix2 laboratory measurement
setup is shown in Figure 3.9. Currently, CaRIBOu supports the devices CLICpix2, C3PD, FEI4, H35Demo
and MuPix/ATLASpix, several of which will be discussed in more detail in the following sections. Vari-
ous new devices, such as CLICTD or CLIPS, are currently being integrated into the system.
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Figure 3.8: Schematic representation of the Peary software architecture, comprising kernel modules, a
hardware abstraction layer and individual detector modules which are represented through a
generic API.
13 cm
Figure 3.9: CaRIBOu setup for laboratory measurements.
3.4.3 Beam telescope for test-beam measurements
Efficient detector R&D with particle beams requires the use of a high-performance reference tracking
system. To this end, a dedicated beam telescope for studies within the CLICdp collaboration has been set
up in the H6 beam line at the CERN SPS North Area test-beam facility. The architecture of the system
is based on the LHCb Timepix3 telescope [40].
The telescope consists of seven planes of Timepix3 detector assemblies for reference tracking
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mounted inside a light-tight enclosure, as shown in Figure 3.10. 300 µm thick p-on-n planar sensors
are bump-bonded to the Timepix3 readout ASICs, which are described in more detail in Section 3.5.2.
The planes are slightly rotated with respect to the beam axis in order to increase the average cluster
size and to optimise the spatial resolution. The setup is usually operated in a 120 GeV pi+ beam with
parallel tracks and a narrow beam profile (few mm RMS in both transverse directions), resulting in a
track extrapolation accuracy of approximately 2 µm on the device under test (DUT) in the centre of the
telescope [41]. Exploiting the precise hit-time measurement of Timepix3, a track-impact time resolution
of about 1 ns is achieved [42]. In typical SPS data-taking conditions, the telescope system is capable of
recording approximately 2×105 particle tracks per second without efficiency loss. This rate is limited
by the number of links used for the off-chip data transfer and by high local occupancies due to the
narrow beams and the bunched SPS extraction scheme. As an external timing reference and for DUTs
requiring an external trigger, a scintillator-based trigger system, consisting of three scintillators read out
by photo-multiplier tubes (PMTs) and connected in coincidence, is available.
The device under test is mounted on an x/y linear movement and rotation stage, allowing for
automatic position and angular scans. To facilitate parasitic operation in parallel to other users in the
same beam line, the telescope box can be moved horizontally and vertically by several cm with a remote-
controlled motion stage.
The data acquisition from the telescope planes is based on the SPIDR (Speedy PIxel Detector
Readout) readout system [43]. Two detector planes are read out by one commercial FPGA development
board (Xilinx VC707) hosting a Virtex 7 FPGA. Data frames received from the Timepix3 detectors are
encapsulated in User Datagram Protocol (UDP) frames and sent via an optical 10 Gigabit link to the
readout PC for storage.
The data streams from the telescope planes and DUTs can be synchronised during the reconstruc-
tion by matching telescope time stamps with DUT hit time stamps obtained from a common reference
clock. In this mode, the Timepix3 ASICs and DUTs receive a common 40 MHz clock and a synchronous
reset signal at the beginning of each run.
∼ 25cm
Beam
scint.+PMT scint.+PMT
Beam
Telescope DUT Telescope
Figure 3.10: The CLICdp Timepix3 telescope setup operated in the SPS H6 beam line at CERN. Seven
planes of Timepix3 detectors, a device under test and a scintillator+PMT trigger setup are
mounted inside a light-tight enclosure. Four SPIDR FPGA readout boards are located on
top of the enclosure.
3.4.4 The Corryvreckan reconstruction and analysis framework
The reconstruction and analysis of test-beam data from novel detector prototypes and reference tele-
scopes requires a lightweight and flexible software framework which provides a balance between ad-
aptability and ease of use. Especially, the tracking and alignment algorithms have to be able to adapt
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to different experimental conditions. The EUTelescope software framework [44, 45] has been used for
many of the earlier test-beam data analyses described in the following sections. EUTelescope is based
on a trigger-based event model, which relies on receiving one event per trigger per detector. This event
model has been adapted for the CLIC vertex and tracker test-beam analyses, in order to combine devices
with different frame-based and data-driven readout schemes. Most of the recent studies use the new
Corryvreckan1 software framework [46], which was conceived as a flexible, easy-to-use and to maintain
reconstruction and analysis toolkit. Built on a time-based event model, it supports a straightforward
combination of devices with different frame-based and data-driven readout schemes.
Corryvreckan is designed in a modular way, comprising a central component which deals with
parsing of configuration files, the central event loop and coordinate transformations, and individual mod-
ules which implement the individual steps of the reconstruction process. Several so-called event loader
modules allow the reading and decoding of data from a variety of devices such as ATLASpix, CLICpix,
CLICpix2, Timepix and Timepix3, which will be described in detail in the following sections. In addi-
tion, data files recorded with the EUDAQ framework [47] can be processed directly. The reconstruction
and analysis workflow is configured via two configuration files; one describing the detector setup in-
cluding the position and orientation of all detectors as well as their role (i.e. reference detector or device
under test); the other describing the modules to be executed together with their parameters.
One important feature of the framework is its capability of using timing information from indi-
vidual detectors for reconstruction. Among the available modules are clustering and tracking algorithms
which act on four coordinates, taking into account timing information available e.g. for the detectors of
the reference beam telescope described in Section 3.4.3. The untriggered data stream is read in and split
into chunks in time for processing. The clustering algorithm then searches for pixel hits which are close
to each other both in space and time. This allows a drastic reduction in the combinatorics and allows
the recovery of individual clusters even in high-rate environments. Tracks are then built from individual
clusters using the available time information in a similar fashion.
The modular structure and the flexibility of the event definition also allows for the combination of
data from detectors with different readout architectures. One example is the correlation of a frame-based
device, where pixel hits are only recorded during a certain time frame and read out afterwards, and a
data-driven device where hits are read out and stored as they are detected. In this case, Corryvreckan
uses the start and stop time signals of the frame-based device as delimiters, and only pixel hits from the
data-driven detectors which fall into this frame are accepted and used for the reconstruction. This allows
Corryvreckan to correctly compute the efficiency of the frame-based device despite its deadtime outside
the acquisition frame.
By reducing the dependency on external data handling frameworks, the framework is very light-
weight and fast. For a typical dataset recorded by the CLICdp Timepix3 telescope and a device under test
in the CERN SPS beam, the framework is capable of reconstructing several thousand tracks per second
on a standard desktop PC. During test-beam campaigns, this speed can be exploited by using the frame-
work for online monitoring purposes. The OnlineMonitor module provides an interactive graphical user
interface which presents a configurable set of plots taken from any module in the reconstruction chain.
These plots are updated continuously during the run and allow the user to directly gauge the performance
of all involved detectors not only based on hit maps or correlation plots, but also directly from tracking
results. It is therefore capable of providing the figures of merit for the detector performance, such as ef-
ficiency or resolution, already during data taking and thus allows for the detection of possible problems,
such as a misconfiguration of the device under test, immediately.
The Corryvreckan framework features a comprehensive and continuously updated user manual [48].
1Corryvreckan was named after a maelstrom in the Inner Hebrides off the west coast of mainland Scotland.
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3.5 Hybrid readout ASICs
This section introduces the hybrid pixel readout ASICs used in the context of the CLIC vertex-detector
R&D. Initial studies have focussed on assemblies of existing ASICs (Timepix and Timepix3) bump
bonded to thin planar sensors. The CLIC vertex-detector requirements are specifically targeted by the
CLICpix and CLICpix2 ASICs.
3.5.1 Timepix
Timepix [49] is a pixelated readout ASIC designed by the Medipix2 collaboration [50]. It is imple-
mented in a 250 nm CMOS process with a matrix size of 256 pixels×256 pixels at a pixel pitch of
55 µm×55 µm. The readout is based on a global shutter signal. The pixel matrix is sensitive as long as
the shutter signal is active, and the full matrix is read out after closure of the shutter.
The analogue pixel front-end is based on the Krummenacher architecture [51] for signal amplifica-
tion and shaping, followed by a discriminating stage, using a threshold voltage with 4 bit local adjustment
for hit detection. Each pixel incorporates a 14 bit counter that can be operated in one of three modes.
The Time-over-Threshold (ToT) mode is used for hit energy measurement. The counter is incremented
as long as the discriminator output surpasses the threshold. The Time-of-Arrival (ToA) mode is used for
hit time determination. The counter is incremented starting from the time when a particle hit is detected
until the shutter is closed. In the hit counting mode the counter is incremented each time the discriminator
output surpasses the threshold.
For the Timepix planar-sensor studies presented in Section 3.6, the FITPix USB readout sys-
tem [52] was used to provide low voltage to the Timepix ASIC and for control and data readout.
3.5.2 Timepix3
The Timepix3 hybrid readout ASIC is implemented in a 130 nm CMOS process. It builds on the Timepix
experience and includes advanced features, such as simultaneous time-of-arrival and time-over-threshold
measurements with high precision [53]. The matrix size of 256 pixels×256 pixels and the pixel area of
55 µm×55 µm are identical to Timepix, such that the same sensor types can be used for both ASICs.
Timepix3 is used in a wide range of particle tracking, imaging and dosimetry applications. The analogue
front-end contains a preamplifier with Krummenacher leakage current compensation feedback circuitry,
a 4-bit digital-to-analogue converter (DAC) for local threshold tuning and a discriminator. In addition to
the simultaneous ToT/ToA readout, the timing precision has been improved with respect to Timepix by a
factor of 6, and a zero-suppressed data-driven readout scheme is implemented to reduce dead times at low
occupancy. Time-over-threshold is measured with 10 bit precision. The hit arrival time is obtained with
a step size of 1.5625 ns and a dynamic range of 18 bits, using a combination of a global 40 MHz clock
and local 640 MHz oscillators. Power-pulsing features are included in the ASIC, allowing for switching
dynamically between nominal power and shutdown modes in the analogue domain, and for gating the
system clock and the clock of the pixel matrix. Dedicated power-pulsing tests with Timepix3 assemblies
are described in Section 3.6.2.4.
This feature set, especially the accurate timing and energy resolution, make Timepix3 a suit-
able test vehicle for investigating pixelated silicon sensors for the CLIC vertex and tracking detectors.
Planar silicon pixel sensors of various thickness and with active-edge processing have been studied using
Timepix3, as described in more detail in Sections 3.6.2 and 3.6.3. A dedicated beam telescope based on
Timepix3 has been built and is operated at the CERN SPS, as described in Section 3.4.3.
For data acquisition and readout, the SPIDR readout system [43] is used. The SPIDR system
was designed as a general readout platform for pixelated readout ASICs, such as Timepix3. Using a
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Table 3.3: CLICpix and CLICpix2 design features
CLICpix CLICpix2
ASIC size 1.85 mm×3 mm 3.35 mm×4.06 mm
Active area 1.6 mm×1.6 mm 3.2 mm×3.2 mm
Matrix size 64×64 pixels 128×128 pixels
CMOS technology 65 nm 65 nm
Pixel pitch 25 µm×25 µm 25 µm×25 µm
ToT counter depth 4 bit 5 bit
ToA counter depth 4 bit 8 bit
ToA bin size 10 ns 10 ns
ENC (w/o) sensor ∼ 55e− ∼ 67e−
Minimum threshold (6σ margin) 550 e− 440 e−
Acquisition mode frame-based frame-based
Readout mode single column readout 1/2/4/8 parallel column readout
Data encoding - 8 bit / 10 bit
Readout system µASIC CaRiBOu
Voltage reference external bandgap
Testpulse external internal
Analogue power diss./pixel 7 µW 6.6 µW
Amplifier gain 44 mV/ke− 33 mV/ke−
Slow control custom SPI
Clock speed 100 MHz (acquisition) and 320 MHz (readout)
Data type Zero compression (pixel, super-pixel and column skipping)
Power saving Clock gating (digital part), power gating (analogue part)
10 gigabit ethernet connection, Timepix3 ASICs can be read out at their maximal data rate of 80 Mhits/s
per ASIC. The system is based on VC707 development boards from Xilinx. The Timepix3 ASIC is
mounted on a separate chip carrier board, which is connected to the system on the FMC port. One FPGA
development board is capable of reading two Timepix3 ASICs simultaneously. Fast inputs for clock
signals and synchronisation signals for running multiple systems via a common timing control unit are
available and have been used in the telescope setup described in Section 3.4.3. A separate TDC channel
can be used to provide reference time stamps for applications that require a trigger.
3.5.3 CLICpix
The CLICpix hybrid readout ASIC is a technology demonstrator and targets the CLIC vertex-detector
requirements. It has been designed and fabricated in a 65 nm CMOS process [54, 55]. Table 3.3 summar-
ises the most important ASIC specifications. The pixel matrix consists of 64×64 pixels at 25 µm×25 µm
pixel size. The main features include simultaneous 4-bit measurements of Time-over-Threshold and
Time-of-Arrival with 10 ns accuracy, on-chip data compression and power pulsing capability.
The ASIC front-end is sketched in Figure 3.11. Current pulses coming from the sensor or from a
test-pulse capacitor are amplified and shaped by the preamplifier and Krummenacher feedback network
and compared to a global threshold. This threshold is locally adjusted with a 4-bit DAC to compensate
for pixel-to-pixel threshold mismatch. The result of the comparison is used in the pixel logic as an enable
signal for the counting clocks of both the ToT and ToA counters. Local state machines are implemented
in order to decide when to stop counting: for the ToA counter, it is tied to a global shutter signal, which
is synchronously distributed to the whole pixel matrix and used as a timing reference. For the ToT
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Figure 3.11: Block diagram of the pixel circuits in CLICpix [54]. The left part is the analogue front-end,
with the preamplifier, the discriminator and the threshold equalisation DAC. The right part
shows the digital front-end, with Asynchronous State Machines (ASM) generating enabling
signals for the ToT and ToA counters and configuration latches.
measurement, the counting will stop as soon as the discriminator signal goes below the threshold.
The CLICpix ASIC is read out by the µASIC custom readout system, based on a SPARTAN6
FPGA board and a modular interface card [56]. Bump-bonded and capacitively coupled detector assem-
blies have been produced and successfully tested, as described in Sections 3.6.1, 3.6.2 and 3.7. A bare
ASIC mounted on a readout board is depicted in Figure 3.12(a).
3.5.4 CLICpix2
To overcome several limitations observed with the first generation CLICpix ASIC, a second iteration
(CLICpix2 [57]) was designed in the same 65 nm CMOS process as CLICpix. Figure 3.12 shows pictures
of CLICpix and CLICpix2 at a similar scale, mounted and wire-bonded on the respective readout boards.
For CLICpix2 the pixel matrix area has been increased by a factor of four to 128×128 pixels, and
the counter depths have been increased to 8 bit for the ToA and 5 bit for the ToT counters. Both are
beneficial for better testability in test-beam environments. Further improvements include a better noise
isolation and the removal of a cross-talk issue observed in CLICpix, a more sophisticated input-output
protocol with parallel column readout and 8 bit / 10 bit encoding, a band gap voltage reference and test
pulse DACs inside the ASIC. The readout of CLICpix2 has been implemented in the CaRIBOu readout
system [37], which is described in Section 3.4.2. A second iteration (CLICpix2 [57]) was designed in
the same 65 nm CMOS process as CLICpix. Figure 3.12 shows pictures of CLICpix and CLICpix2 at
a similar scale, mounted and wire-bonded on the respective readout boards. For CLICpix2 the pixel
matrix area has been increased by a factor of four to 128×128 pixels, and the counter depths have been
increased to 8 bit for the ToA and 5 bit for the ToT counters. Both are beneficial for better testability
in test-beam environments. Further improvements include a better noise isolation and the removal of a
cross-talk issue observed in CLICpix, a more sophisticated input-output protocol with parallel column
readout and 8 bit / 10 bit encoding, a band gap voltage reference and test pulse DACs inside the ASIC.
The readout of CLICpix2 has been implemented in the CaRIBOu readout system [37], which is described
in Section 3.4.2.
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Figure 3.12: (a) CLICpix and (b) CLICpix2 ASICs glued and wire-bonded to readout PCBs. Both pic-
tures have a similar scale of approximately 10:1.
3.6 Hybrid passive sensor assemblies
Hybrid passive pixel detectors are widely used for vertexing in modern high-energy collider experiments.
A planar pixelated p-n junction on a high-resistivity sensor wafer acts as the sensitive material, while
highly customised front-end ASICs perform the charge amplification, digitisation and signal transmission
to the back-end electronics. The sensor electrodes are connected to the amplification stages in the ASIC
through a grid of solder bump bonds. The separation of sensor and ASIC in two silicon dies allows the
best suited technology for both components to be chosen. However, the need for very small pixels makes
the bump-bonding interconnect process difficult and costly. It is therefore one of the limiting factors
for the pixel pitch. Novel sensor-fabrication techniques like active-edge (Section 3.6.3) and Enhanced
Lateral Drift sensors (Section 3.6.4) aim at further optimising charge collection, resolution and material
budget.
3.6.1 Fine-pitch bump bonding
A variety of fine-pitch interconnect processes have been explored to produce hybrid assemblies for
the thin-sensor studies presented in Section 3.6.2 and Section 3.6.3. Initial assemblies with 55 µm-
pitch Timepix and Timepix3 ASICs and thin slim-edge and active-edge sensors were made using es-
tablished full-wafer lithographic under-bump metalisation (UBM) and bump deposition processes, fol-
lowed by die-to-die flip-chip and reflow. Assemblies with 25 µm-pitch CLICpix and CLICpix2 dies from
Multi-Project-Wafer (MPW) productions required the development of dedicated carrier-wafer single-
chip bump-bonding processes.
3.6.1.1 Bump bonding of Timepix assemblies
Slim-edge p-in-n and n-in-p sensors with a thickness of 100–300 µm produced at Micron Semicon-
ductor [58] were hybridised at the Fraunhofer Institute for Reliability and Microintegration IZM [59]
to Timepix ASICs of 700 µm native thickness and to Timepix ASICs thinned down to 100 µm [60]. The
processing steps for the sensors are:
1. Sputter deposition of the plating base TiW/Cu;
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2. Preparation of carrier wafers and bonding on carrier wafers (for ≤200 µm sensors);
3. Deposition and patterning of the resist layer by mask lithography;
4. Electroplating of UBM (Cu), stripping of resist and plating base;
5. Removal from carrier wafer (for ≤200 µm sensors);
6. Cleaning;
7. Dicing (performed at Micron Semiconductor);
The Timepix wafer processing consists of the following steps:
1. Mechanical grinding of the Timepix wafer to 100 µm (for Timepix wafer thinned to 100 µm);
2. Preparation of glass carrier wafers and temporary bonding on glass carrier wafers (for Timepix
wafer thinned to 100 µm);
3. Sputter deposition of the plating base TiW/Cu, deposition and patterning of the resist layer by
mask lithography;
4. Electroplating of UBM and bump metallisation (Cu-SnAg), stripping of resist and plating base;
5. Automated optical bump inspection;
6. Dicing;
The final bonding of sensor and ASIC dies, after cleaning, inspection and sorting, is performed in a
pick-and-place process using a flip-chip bonder tool, followed by re-flow soldering. For the 100 µm
Timepix ASICs, a laser debonding of the carrier chips is performed after reflow. Figure 3.13(a) shows a
photograph of an assembly consisting of a 100 µm Timepix and a 100 µm p-in-n sensor.
Timepix assemblies with 50 µm p-in-n active-edge sensors were produced at Advacam [61], using
SnPb solder bumps and a similar process flow as for the hybridisation of Timepix3 (see Section 3.6.1.2).
A photograph of one of the assemblies is shown in Figure 3.13(b).
Measurements with radioactive sources, x-ray photons and in test beams (see Section 3.6.2) showed
an excellent bond yield for all Timepix assemblies. Typically fewer than 50 isolated unresponsive chan-
nels out of 65536 channels were observed, except for a few assemblies with masked columns on the
readout ASICs [62].
14 mm
(a)
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50 μm sensor
700 μm Timepix
(b)
Figure 3.13: 100 µm thick Micron slim-edge sensor on a 100 µm thick Timepix ASIC, hybridised at
(a) Fraunhofer IZM, and (b) 50 µm thick Advacam active-edge sensor on a 700 µm thick
Timepix ASIC hybridised at Advacam.
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3.6.1.2 Bump bonding of Timepix3 active-edge sensor assemblies
Sensors of n-in-p type with activated cut edge and thicknesses from 50–150 µm were produced in a
carrier-wafer process and hybridised to Timepix3 ASICs at Advacam [61]. The active-edge technology
used is based on Deep Reactive Ion Etching (DRIE) of a trench around the active sensor matrix and
subsequent implantation of the exposed sensor edges [63], resulting in singularised sensors without a
dedicated dicing step. The sensor front-side patterning and UBM layer deposition is therefore performed
as part of the sensor production, prior to the DRIE processing. Different UBM deposition processes
were explored, including thin-film deposition of Ni/Au or Pt, as well as electroplating of Cu/Au or SnPb.
The singularised sensors are removed from the carrier wafer and the sensor back side is metalised. The
Timepix3 wafer processing consists of UBM and SnPb solder deposition, followed by dicing. Sensors
and ASICs are bonded in a pick-and-place process using a flip-chip bonder tool and subsequent re-flow
soldering. A photograph of one of the resulting assemblies is shown in Figure 3.14.
An excellent pixel response yield was achieved for all tested Timepix3 assemblies, with less than
50 isolated unresponsive or noisy readout-ASIC channels and less than 20 unresponsive or unconnected
sensor channels out of 65536 channels per assembly [64].
14 mm
Figure 3.14: Assembly of a 50 µm thin active-edge sensor bump-bonded to a Timepix3 ASIC, wire-
bonded to a readout PCB.
3.6.1.3 Bump bonding of CLICpix assemblies
Commercially available bump-bonding processes usually require the processing of full wafers for the
UBM and solder deposition. The 25 µm-pitch CLICpix dies were however received from a Multi-Project-
Wafer (MPW) production, without access to the ASIC wafers. A dedicated single-chip Indium bump-
bonding process was therefore developed at SLAC, based on carrier-wafers for patterning and metal
deposition steps on the sensors and ASICs [65]. Slim-edge n-in-p sensors from Micron with 200 µm
thickness and active edge n-in-p sensors from Advacam with 50 µm and 150 µm thickness were used for
the test assemblies. All sensors were provided without wafer-level UBM. The carrier-wafer processing
for both the sensors and the ASICs consists of the following steps:
1. Align sensors / ASICs on carrier wafer;
2. Spin photoresist;
3. Expose with contact aligner;
4. Deposit indium layer in evaporator;
5. Lift-off indium, resulting in 4 µm high bumps.
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Example pictures of the resulting UBM and indium bumps on a CLICpix ASIC and a Micron sensor are
shown in Figure 3.15, demonstrating a good uniformity of the bumps.
•  Single-chip bump-bonding process for 25 um pitch  
developed at SLAC (C. Kenney, A. Tomada)
•  Process flow:
•  Spin photoresist
•  Expose with contact aligner
•  Evaporator: 4 μm Indium
•  Lift-off
•  Bumping @ low temperature and force (170 °C, 2 N)
•  3 test assemblies produced with 200 μm n-in-p CLICpix sensors 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Figure 3.15: UBM and indium bumps deposited on the (a) CLICpix readout ASIC and (b) the sensor
prior to the flip-chip process. Image credit: SLAC.
The final bump bonding is performed in a flip-chip component placer at relatively low temperature
(170 ◦C) and force (2 N). An example of a 50 µm sensor assembly wire-bonded to a readout PCB is shown
in Figure 3.16.
1.6
mm
Figure 3.16: Assembly of a 50 µm thin planar sensor (top) bump-bonded to a CLICpix ASIC (bottom),
wire-bonded to a readout PCB.
The quality of the resulting sensor-to-ASIC interconnection was investigated using source and test-
beam measurements [66]. Missing bump connections, as well as shorts between bumps, were identified
based on the response to ionisation signals in the sensors and a comparison with electrical test-pulse
measurements of the ASIC response. Figure 3.17 shows the signal response of a fully depleted 200 µm
CLICpix sensor assembly to minimum ionising particles, operated in a test-beam setup at a bias voltage
of 50 V. Regions of weak signal response, mostly visible on the top side, correspond to missing bond
connections. Regions with shorts between neighbouring bonds can be identified by a pair-wise reduction
of the signal response to approximately half of the typical values. For all tested assemblies, the number
of shorted pixels was below 2%. Pixels with weak or no sensor signal were found in 2-40% of the cases.
Larger regions of unconnected pixels were found to be correlated with missing bumps visible in the
pictures taken prior to the flip-chip step. The number of pixels with good sensor signals ranged from
40% up to 97%.
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Figure 3.17: (a): Average signal of the leading pixel in a cluster as a function of the track intercept
position for a CLICpix 200 µm sensor assembly operated in a test-beam telescope setup,
showing regions with defective interconnections (missing bumps and shorts) as explained
in the text. (b): zoom into the highlighted region with several shorted bumps.
3.6.1.4 Bump bonding of CLICpix2 assemblies
A single-chip bump-bonding process based on carrier-wafers for CLICpix2 ASICs and active-edge
sensors from Advacam [61] and FBK-CMM [67] is currently under development at IZM [59]. The
100 µm and 150 µm Advacam sensors received thin-film Ni/Au UBM during the sensor production, as
described in Section 3.6.1.2 for the Timepix3 active-edge sensors. The 130 µm thick FBK-CMM sensors
received Ti/W/Cu UBM at IZM, as described in Section 3.6.1.1 for the Micron sensors. The carrier-wafer
processing steps for the ASIC UBM and SnAg bump deposition include:
1. Preparation of carrier wafers with mask alignment marks and bond layer;
2. Bond single-chip dies on carrier wafer;
3. Bump deposition: sputtering of plating base, resist lithography, Cu+SnAg-galvanic, resist removal
and etching of plating base outside bumps, reflow of bumps;
4. Removal of ASICs from carrier wafer.
Figure 3.19(a) shows the resulting uniform distribution of SnAg bumps on one of the CLICpix2 ASICs.
The flip-chip assembly of the ASICs and the sensors is performed in a pick-and-place process using a
flip-chip bonder tool, followed by a further reflow step. Figure 3.18 shows a photograph of a CLICpix2
assembly with a 130 µm active-edge sensor, wire-bonded to a readout PCB.
X-ray images of the resulting assemblies are taken for quality control purposes. The bump con-
nectivity was investigated in more detail for one of the assemblies by performing a destructive cross-
section and taking light microscope and Scanning-Electron-Microscope (SEM) pictures at various posi-
tions inside the assembly. An example microscope picture is shown in Figure 3.19(b), demonstrating a
good solder connection between the two dies in the corresponding region.
Several assemblies were operated successfully and exposed to radioactive sources and test beams.
Preliminary results indicate a good interconnect quality for the sensors with Ti/W/Cu UBM. Figure 3.20(a)
shows the pixel hit rate in a 90Sr source exposition of a 130 µm FBK sensor assembly. An interconnect
yield of 99.7% is observed. The 55 missing bumps (0.3% of all pixels), visible also on the x-ray picture
of the assembly (Figure 3.20(b)), are located in a continuous region at the ASIC corner and were lost
30
Chapter 3. Vertex and tracking detector
3.
4m
m
Figure 3.18: Assembly of a 130 µm thick active-edge sensor bump-bonded to a CLICpix2 ASIC, wire-
bonded to a readout PCB.
(a) (b)
Figure 3.19: SnAg solder bumps on CLICpix2 ASIC (a) and cross-section through CLICpix2 and Adva-
cam active-edge sensor after bump-bonding (b). Image credit Fraunhofer IZM.
when lifting the ASIC from the tape. Further studies are ongoing to investigate the significantly lower
interconnect yield observed for the assemblies made with thin-film UBM sensors.
3.6.2 Measurements with thin planar sensor assemblies
Timepix and Timepix3 readout ASICs have been used to study planar passive pixel sensors in laboratory
and test-beam campaigns. Despite not matching all requirements for application in the CLIC vertex
detector, the study gave valuable insight into charge collection, charge sharing, single-hit point and time
resolution and detection efficiency of the technology. It thus helped in setting the specifications for
the dedicated CLICpix ASICs and in validating the simulation tools used for the optimisation of future
sensors and readout ASICs.
3.6.2.1 Energy and time calibration of Timepix3 assemblies
The energy and time measurement response of the Timepix and Timepix3 detector assemblies has been
calibrated individually for each pixel in order to achieve a uniform response of the detector over the
whole pixel matrix [42, 62, 64]. This is necessary, in order to correct for systematic variations across
the pixel matrix and for process-related variations in the ASIC. First, a relative calibration per pixel is
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(a) (b)
Figure 3.20: (a) 90Sr source measurement of a CLICpix2 assembly bump bonded to a 130 µm thick
active-edge sensor. Most of the missing 55 solder bumps are located in the notch in the
top right corner and were lost when lifting the ASIC from the tape. (b) The notch is also
visible in the x-ray picture taken after the flip-chip process (image credit IZM). The dark
areas in the x-ray picture are caused by residues in the packaging material and are not related
to assembly defects.
performed using the test pulse circuitry of the readout ASIC. Owing to the use of a fixed threshold value
in combination with a constant rise time, non-linear functions are required to parameterise the front-
end response in terms of energy and time measurement as a function of the test-pulse amplitude (time
walk). Following the test-pulse calibration, signals of known energy or known time-of-arrival are used
to perform an absolute calibration of the device.
Energy calibration For the energy measurement, the test pulse calibration results in a conversion of
the time-over-threshold counts to the injected pulse amplitude in mV. Signals of known energy from
x-ray fluorescence targets allow for an absolute energy calibration of the detector to be performed. The
results are shown in Figure 3.21 for three different Timepix3 detector assemblies with 50 µm, 100 µm
and 150 µm thick planar sensors. All fluorescence peaks originating from the different target materials
are reconstructed at the expected position, validating the calibration procedure. It should be pointed out
that only the Iron and Indium peaks are used for the calibration, while the Copper, Lead and Zirconium
measurements are only used for verification purposes.
Time calibration Similar to the energy calibration, the time calibration is done in two steps by a
combination of test pulses for the non-linear time walk and test-beam data to calibrate the delay [42].
Figure 3.22 shows an example of the timing residuals at various stages of the calibration.
To parameterise the time-walk effect of the front-end, the time-of-arrival of analogue test pulses
with varying amplitude is compared to the arrival time of a digital reference pulse, which is not affected
by time walk. The test pulse injection is taking place relative to the same clock that is measuring the
arrival time, and thus any systematic variation in the clock phase between pixels remains undetected.
To compensate for that effect, external signals with known arrival time have to be injected into the
detector. This has been performed in beam tests using the Timepix3 based reference telescope described
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Figure 3.21: Measured peak energy vs. nominal peak energy obtained from an x-ray fluorescence meas-
urement for three different Timepix3 detector assemblies with 50 µm, 100 µm and 150 µm
thick planar sensors [64]. Fe and In points are used for calibration, while the Cu, Pb and Zr
points are added for verification purposes. Only a sub-set of all available target materials
was used in each case. The results of linear fits to the data points are also given.
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Figure 3.22: Timing residual between the reconstructed hit on a Timepix3 assembly with a (a) 50 µm
and (b) 150 µm thin sensor and the scintillator reference. The raw distribution and two
calibration stages are shown [42].
in Section 3.4.3. The telescope is capable of reconstructing a particle hit on the device under test with
about 2 µm spatial and 1 ns temporal precision. The coincidence between three additional scintillators
is used to achieve a more precise timestamp of the order of several hundred picoseconds of the particle
impact.
Time resolution Figure 3.23(a) summarises the time resolution obtained in beam tests with 120 GeV
pions for 3 different sensor thicknesses operated 5 V above the full depletion voltage. A significant im-
provement in the time resolution can be achieved when using a time-walk correction for the 50 µm sensor.
The relative improvement is reduced for the thicker sensors due to the larger energy deposits. After time-
walk correction, all sensors yield approximately the same resolution at their nominal operating voltage.
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The electric field in the sensor has a strong influence on the time resolution. The investigated
50 µm, 100 µm and 150 µm thick sensors deplete around 10 V, 15 V and 25 V respectively. Figure 3.23(b)
shows the obtained time resolution for different bias voltages for the 50 µm and 150 µm sensor. The
resolution however is improving beyond that voltage due to stronger electric fields at higher bias voltages.
This is due to an increase in the drift velocity that in turn results in a faster signal creation on the input of
the charge sensitive amplifier and in a bias towards single-pixel clusters with higher pixel signals. The
best time resolution achieved in this study at significant over-depletion is (720±40) ps.
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Figure 3.23: (a) Time resolution of Timepix3 detector assemblies with various sensor thicknesses with
and without time-walk and delay corrections, biased at 5 V over-depletion. (b) Improvement
of time resolution with increasing bias voltage for two different sensor thicknesses [42].
The resolution of the reference time stamp from an organic scintillator readout by a PMT of
0.3 ns has been unfolded.
3.6.2.2 Impact of sensor thickness on tracking performance
The very low material budget for the vertex detector constrains the sensor thickness in hybrid assemblies
not to exceed 50 µm per single detection layer. A systematic study of the influence of the sensor thickness
on the tracking performance was therefore performed, to assess the performance of such thin active
layers.
Spatial resolution The cluster size is defined as the number of adjacent pixels exceeding the charge
threshold after a particle hit. Figure 3.24(a) illustrates the relative occurrence of different cluster size
categories for sensors of various thicknesses from 50 µm to 500 µm bump-bonded to Timepix ASICs and
operated in a 5.6 GeV e− beam at perpendicular incident [68]. In thicker sensors, the drifting charge
diffuses further and gives rise to a larger fraction of multi-pixel clusters. As expected for squared pixels,
the cluster size along both pixel axes is similar.
The spatial resolution of the sensor is closely linked to the cluster size. For multi-pixel clusters, the
hit position can be determined more precisely by means of charge weighting, using e.g. the η-correction
algorithm [69], and thus the resolution improves with the increasing fraction of multi-pixel clusters. For
that reason, the trend of rising cluster size with sensor thickness is directly reflected in the distributions
of the residuals between the reconstructed sensor-hit position and the track impact point obtained from
the telescope. Figure 3.24(b) summarises the obtained resolution as a function of the sensor thickness,
demonstrating the superior resolution of the thicker sensors. For 50 µm sensor thickness, where more
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Figure 3.24: Test-beam results of Timepix assemblies with sensors of different thicknesses: (a) Fraction
of different cluster sizes and (b) single-point x and y residuals as a function of the sensor
thickness [68]. The average of the RMS calculated per run in a range of ±40µm around 0
is used. The track resolution is not unfolded.
than 90% of all clusters contain only one pixel, the resolution is only slightly better than the binary
resolution of pitch/
√
12, which amounts to ∼ 16µm. Examples of the residual distributions are shown
in Figures 3.25(a) to 3.25(d). For the thinner sensors, a narrow peak from more precisely reconstructed
multi-pixel clusters can clearly be distinguished from the broader distribution of single-pixel clusters.
The RMS calculated in a range of ±40µm is used as a measure of the width of the distributions.
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Figure 3.25: Example single-point x residuals for Timepix assemblies with fully depleted silicon sensors
of different thicknesses [68]: (a) 50 µm p-in-n, (b) 100 µm p-in-n, (c) 200 µm n-in-p and (d)
500 µm n-in-p. The RMS is calculated within a range of ±40µm around 0.
The limited resolution of the track impact point onto a sensor under study contributes in quadrature
to the width of the residual distribution. The resolution of the reference telescope used here is ∼ 2µm.
This is significantly smaller than the resolution of the sensor under study, and its contribution is thus
neglected.
Detection efficiency The most probable charge deposit of a minimal ionising particle in a 50 µm thin
sensor is around 3300 e−. To efficiently detect a particle hit, the threshold of the front-end has to be
significantly lower than that, in order to account for statistical fluctuations in the energy deposit and for
charge sharing between adjacent pixels. The detection efficiency of the sensor is defined as the number
of detected hits that can be associated to a reconstructed particle track divided by the total number of
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reconstructed particle tracks through the sensitive detector area. This has been studied on planar-sensor
assemblies using Timepix3 ASICs [41]. For the track to hit matching, a radius of 100 µm around the
predicted track impact point has been chosen. Figure 3.26 shows the detection efficiency as a function of
the threshold for Timepix3 assemblies with sensor thicknesses of 50 µm, 100 µm and 150 µm, obtained in
a 120 GeV pion beam. For all three sensors, the resulting detection efficiency is above 99% for thresholds
around 1000 e− and below. Several pixels (less than 50, corresponding to less than 0.1 % of the matrix)
have been masked manually due to their abnormally high dark count rate. These known inefficient pixels
have not been taken into account when estimating the efficiency result. A similar analysis of test-beam
data taken with thin-sensor Timepix assemblies resulted in efficiencies of more than 99.7% at nominal
operation thresholds for sensor thicknesses down to 50 µm [68].
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Figure 3.26: (a) Global detection efficiency as a function of the threshold for Timepix3 assemblies with
sensor thicknesses of 50 µm, 100 µm and 150 µm. (b) enlarged scale showing the efficiencies
between 95% and 100% [41].
The window of threshold values required to maintain high efficiency decreases as the sensor thick-
ness is reduced. This implicates the necessity of low-noise readout electronics, allowing for a reduction
of the detection threshold while simultaneously maintaining a low noise occupancy in the detector.
3.6.2.3 Comparison of planar-sensor performance with simulations
The Timepix3 planar sensor performance measured in test-beam experiments has been compared to
simulations using the Allpix2 simulation framework (Section 3.4.1) [32]. The Geant4-based simula-
tion includes the CLICdp Timepix3 telescope and the tested assemblies with thicknesses of 50 µm and
100 µm. The reconstruction and analysis of both measured and simulated data is performed with the
Corryvreckan framework (Section 3.4.4) [46]. It reproduces the results from an earlier study of the same
data set [41], which used the EUTelescope reconstruction framework [45] and compared the data to
Allpix simulations [70–72].
A comparison between the simulated and measured cluster size is depicted in Figure 3.27. The
cluster size and hence the charge sharing depend on the pixel geometry as well as the drift and diffusion
in the sensor and the detection threshold. The excellent agreement observed between data and simulation
for both sensor thicknesses thus indicates a correct modelling of these dependencies in the simulation.
Figure 3.28 shows the comparison between data and simulation for the spatial residual distribu-
tions.
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Figure 3.27: Cluster size distributions for Timepix3 sensor data and Allpix2 simulations for a sensor
thickness of (a) 50 µm and (b) 100 µm [32].
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Figure 3.28: Residual distributions for Timepix3 sensor data and Allpix2 simulations for a sensor thick-
ness of (a) 50 µm and (b) 100 µm [32].
For both sensor thicknesses a good agreement between data and simulation has been found, which
further shows that the reference is being modelled well in the simulation.
3.6.2.4 Power-pulsing tests with Timepix3 assemblies
Power-pulsing capabilities of the analogue and digital pixel front-end have been implemented in the
Timepix3 ASIC, before CLIC specific front-end ASICs became available. Laboratory and test-beam
measurements have been performed with a Timepix3 ASIC bump bonded to a 50 µm thin n-on-p planar
sensor.
For the analogue power pulsing, the three most power consuming nodes (the preamplifier and two
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of the discriminators) are multiplexed between the ON and OFF states, configurable through 3 independ-
ent DACon and DACoff values. In the digital domain, the system and pixel matrix clocks are gated, such
that they do not get distributed to the pixel matrix during the power-off state. This reduces the power
consumption in the digital state-machines in the pixel and further reduces the power consumption of the
chip, when combined with power pulsing in the analogue chip domain.
The noise rate and hit efficiency of the ASIC in a power pulsing cycle has been investigated in
laboratory measurements. The delay between the time when the power is enabled and the time when the
Timepix3 shutter opens has been varied between 5 µs and 10 µs, as illustrated in Figure 3.29(a).
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Figure 3.29: (a) Illustration of the power pulsing duty cycle for CLIC. (b) Detailed illustration of the
power-on sequence to activate different column groups in the pixel matrix (blue line). The
red shaded area corresponds to the approximate period in which the respective group of
columns exhibits an increased noise level. After that period, the frontend is stable and the
shutter is opened.
The results of the laboratory measurements are summarised in Figure 3.30. To determine the
minimal delay time between the power-on transition and the shutter-open signal, noise and signal meas-
urements have been performed while the ASIC has been operated in a power-pulsed mode with a duty
cycle of 50%. Figure 3.30(a) shows the number of detected hits within 100 s as a function of the shutter-
open delay, measured with and without a 90Sr source placed above the sensor. The measurement has
been performed in two different operation modes: using analogue power pulsing only (APP) and using
analogue and digital power pulsing simultaneously (ADPP). Similar results have been measured for both
operation modes. Without using the 90Sr source, the number of noise hits is monotonically decreasing
and is close to zero for a shutter open delay of 8 µs and longer. At shorter delay times, the outputs of the
front-end amplifiers are not yet settled into a steady signal, and thus may cross the threshold discrimin-
ator level. Noise hits are injected into the digital part of the detector. The measurement with the 90Sr
source shows a stabilisation of the hit count at around 6 µs after the power has been switched on. At
shorter delay times, the detector is dominated by noise effects.
The transition from the low-power to the operational state happens consecutively in a fraction of
columns at a time (configurable from 2 to 16 columns) and with configurable delay from one group to
the next, as sketched in Figure 3.29(b). This prevents spikes in power consumption during the transition
to the powered state. Figure 3.30(b) illustrates the noise occupancy per pixel and frame as a function of
the pixel column number. The delay between the start of the power-on sequence and the shutter open
signal is 8.6 µs. The various curves correspond to various settings of the DAC that is defining the power
consumption in the off-state. To best demonstrate the effect, only two consecutive columns are powered
on every 0.05 µs, resulting in a sizeably different time delay to the shutter opening point for each double-
column in the ASIC. As demonstrated before, the delay has to be of the order of 10 µs to effectively
suppress noise injection into the pixel front-end. This is the reason why columns with high number show
high noise occupancy while columns with low number are already in a stable state and show no noise
hits. In addition, it can be seen that the settling time to recover from the power-off state is increasing, as
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The physics aims at the proposed CLIC linear e+e- collider pose challenging requirements on the performance of the detector system. In particular for the vertex 
detector the principal challenge is building an ultra-low mass (~0.2% X0 per layer) detector that can provide a point resolution of a few µm as well as ~10 ns time 
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Figure 3.30: (a) Detected number of hits within 100 s as a function of the time delay between switching to
the power-on state and the shutter open of the Timepix3 ASIC using analogue power-pulsing
only (APP) and analogue and digital power-pulsing simultaneously (ADPP). The noise rate
has initially been determined without particle illumination (blue and green curves). To es-
timate the hit efficiency, the detector has been illuminated by a 90Sr source (red and black
curves). The duty cycle of the pulsed power operation is 50 %, with a shutter-open time of
1 ms. (b) Noise occupancy as a function of the pixel column number [73]. The power is
switched on individually for each double-column with a delay of 50 ns. For high column
numbers, the delay between power-on and shutter-open is reduced, and thus the noise oc-
cupancy is increased. The measurement is shown for different settings of DACoff, i.e. for
different current levels in the power-off state.
the biasing of the front-end (DACoff) is decreased.
The power consumption of the ASIC has been measured separately for the power-on and power-
off states. When fully powered, a consumption of about 1.1 W has been measured, and a reduction of
the power consumption by a factor of approximately 4 has been achieved when the analogue and digital
power of the ASIC are switched off. Due to the low duty cycle operation in the CLIC detector, the pow r
consumption in the power-off state would be the dominant contribution to the total power budget.
Results from test-beam measurements obtained using the Timepix3 telescope as reference system
for particle tra king show a stable hit efficiency and ToT distribution under power-pulsed operation [73].
For these measurements the delay between the transition to power-on and the shutter opening has been
fixed to 10 µs. Both analogue and analogue+digital power pulsing have been studied.
3.6.2.5 Test-bea p rfo mance of CLICpix planar-sensor assemblies
The performance of 25 µm-pitch hybrid detectors with thin planar sensors is assessed using CLICpix.
Assemblies with 50 µm and 200 µm thick sensors bump-bonded to CLICpix ASICs (see Section 3.6.1.3)
were exposed to a 120 GeV pi+ beam in the H6 beamline at the CERN SPS. The 200 µm assemblies
have been tested in the AIDA telescope [74, 75], the 50 µm assembly (shown in Figure 3.16) in the
Timepix3-base telescope (see Section 3.4.3).
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Figure 3.31(a) shows the MPV of the cluster signal of the 200 µm CLICpix assembly, obtained
as a function of the applied bias voltage. The deposited energy reaches a plateau value at full depletion
around 30 V, with a most probable energy deposition of approximately 16 000 e−.
The large average cluster signal in this assembly leads to a significant fraction of multi-pixel
clusters, shown in Figure 3.31(b) as a function of the applied bias voltage. At low bias voltages, the
active volume is increasing. This leads to a longer drift time of the charge carriers and a larger lateral
diffusion before they are collected at the readout electrodes. Diffusion increases the probability to lift the
signal in neighbouring pixels above the detection threshold of the readout ASIC and thus the probability
to obtain a multi-pixel cluster increases. As soon as the full bulk volume is depleted, a further increase
of the voltage increases the electric field in the sensor, reducing the drift time and thereby the lateral
diffusion, and the cluster size decreases again. The maximal fraction of multi-pixel clusters is therefore
reached around the full depletion voltage of 30 V.
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Figure 3.31: (a) Most-probable-value of the cluster signal in the 200 µm planar CLICpix assembly, (b)
fractional cluster multiplicity and (c) spatial resolution as a function of the applied sensor
bias voltage.
Figure 3.31(c) shows the position resolution as a function of the applied bias voltage, obtained as
the width of a Gaussian fit to the respective residual distributions. The most accurate position recon-
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struction is obtained for the voltage corresponding to the maximum in the two-pixel cluster distribution
(Figure 3.31(b)). Therefore the spatial resolution of the device reaches a minimum of about 4 µm at
this voltage. This number includes the uncertainty of the track-position prediction from the telescope
of about 2 µm [75]. When including the non-Gaussian tails, the RMS within a range covering 99.7%
(mean ±3σ ) of the distribution (RMS99.7) increases to 6.9 µm. When unfolding the track uncertainty
from the measurement result, the obtained spatial resolution of the 200 µm assembly with 25 µm pixel
pitch is around 3.5 µm, close to fulfilling the requirement on the spatial resolution for the vertex detector
at CLIC. The material content of about 0.2 %X0 of the sensor alone is taking the full available budget
for the detection layer, leaving no margin for the ASIC, support and services. Thus even thinner sensors
down to 50 µm need to be considered.
The position reconstruction for multi-pixel clusters profits from charge weighting of the individual
pixel contributions. In Figure 3.32, the distributions of the spatial residuals and the cluster size for the
50 µm assembly are compared to the corresponding distributions obtained with the 200 µm thick sensor.
A Gaussian fit to the residuals obtained with the 50 µm thin sensor results in a resolution of 7.9 µm, the
RMS99.7 is 8.6 µm. This is close to the binary expectation for single-pixel hits at 25 µm pixel pitch.
As already seen during the investigation of the Timepix3 detector assemblies, the cluster multiplicity is
reduced in thin sensors, due to the shorter drift path and reduced diffusion of the drifting charge cloud.
Even at the small pixel size of 25 µm, the available signal in the 50 µm thin sensor and the amount of
diffusion is not large enough to result in a sizeable fraction of multi-pixel clusters. The mean cluster size
is 1.1, and thus, the spatial resolution is still dominated by the pixel geometry.
 / mm
hit
 - y
track
y
0.04− 0.02− 0 0.02 0.04
N
or
m
al
iz
ed
 e
nt
rie
s
0
0.02
0.04
0.06
0.08
mµ50 
mµ200 RMS99.7=8.6 µm
RMS99.7=
6.9 µm
CLICdp
(a)
Cluster size in y / pixels
1 2 3 4 5 6 7
N
or
m
al
iz
ed
 e
nt
rie
s
0
0.2
0.4
0.6
0.8
mµ50 
mµ200 
mean=1.1
mean=2.0
CLICdp
(b)
Figure 3.32: Comparison of the distributions of (a) spatial residual and (b) cluster size of the 50 µm and
200 µm thin sensor assembly.
The use of a beam telescope with good tracking resolution allows the study of the sensor re-
sponse as a function of the track intercept on the sensor surface with sub-pixel resolution. A geometrical
representation of the sharing of charge is shown in Figures 3.33 and 3.34, where the in-pixel hitmap
for different cluster sizes is shown for the 200 µm thick assembly and the 50 µm thin assembly. In the
200 µm thick sensor, only tracks passing close to the pixel centre produce single pixel clusters, while
tracks passing further towards the pixel edges and corners result in higher cluster multiplicities. Clusters
formed of two or more pixels allow for an interpolation of the track impact position, and thus lead to
the good observed spatial resolution. For the thin assembly, single pixel hits occur almost across the full
pixel cell, restricting the spatial resolution close to the binary limit.
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Figure 3.33: Track intercept within the pixel cell of the 200 µm planar CLICpix assembly for different
cluster sizes.
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Figure 3.34: Track intercept within the pixel cell of the 50 µm planar CLICpix assembly for different
cluster sizes.
The detection efficiency as a function of the threshold is summarised in Figure 3.35(a) for both
sensor thicknesses. The efficiency in the 50 µm thin sensor is around 95%, at the lowest achievable
threshold for that particular detector assembly of around 1300 e−. Increasing the threshold from the
nominal value, the detection efficiency of the assembly is degrading almost immediately, due to the low
signal level. The most probable ionisation signal in a 50 µm silicon sensor is approximately 3300 e−. It is
thus desirable to reach threshold values below 1000 e− for better efficiency. This emphasises the need for
a low noise in the readout ASIC, in order to be able to set the detection threshold as low as possible and
thus to allow for fully efficient operation of the thin sensor. The studies on Timepix3 detector assemblies
summarised in Section 3.6.2.2 have demonstrated a fully efficient operation of 50 µm thin sensors at a
threshold of 600 e−. The four times larger signal in the 200 µm sensor leads to a larger threshold range in
which the assembly is operated at full efficiency. Up to a threshold of 3000 e−, the efficiency is constant
at 99.7 %.
The efficiency of the 50 µm thin sensor assembly as a function of the track intercept within the
pixel cell is illustrated in Figure 3.35(b). It shows a drop in efficiency along the pixel edges, and most
prominently at the pixel corners. This can be explained by the comparatively high operation threshold of
1300 e−, which, in the presence of charge sharing, leads to a fraction of events where the charge for all
of the pixels falls below the threshold.
3.6.2.6 Conclusions and outlook for thin planar-sensor studies
The results obtained with thin planar passive pixel sensors bump-bonded to Timepix, Timepix3, CLICpix
and CLICpix2 readout ASICs demonstrate that individual requirements for application in the vertex-
detector region, like spatial resolution, efficiency, timing performance and material budget, can be
achieved by planar passive pixel detectors. It is however challenging to meet all requirements at the
same time. A further reduction of the pixel pitch below 25 µm could result in better spatial resolution
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Figure 3.35: (a) Efficiency of the 50 µm and the 200 µm thick planar CLICpix assembly as a function of
the threshold, and (b) efficiency within the pixel cell for the 50 µm thick sensor assembly
operated at 5 V bias and 1300 e− detection threshold.
also at 50 µm thickness. However, the available CMOS feature sizes and logic densities, as well as the
interconnect process between sensor and readout ASIC set limits on the achievable pixel pitch. The
chosen 65 nm CMOS process technology and pixel architecture require a minimum pitch of approxim-
ately 25 µm.
3.6.3 Active-edge sensors
To achieve a full coverage of the detector, inactive areas have to be minimised. However, the low avail-
able material budget in the CLIC vertex detector disfavours overlaps between sensor tiles. One possible
alternative is the use of sensors with active-edge technology. Being sensitive up to the physical edge of
the silicon die, such sensors allow for seamless tiling of individual sensors.
The fabrication is based on a deep reactive ion etching (DRIE) process of the sensor edge [63]. A
trench is formed and then implanted, thereby extending the back-side implantation to the sensor edge.
This allows the depleted area to be extended up to the physical edge of the sensor. Using this technique,
the physical edge can be moved very close to the pixel matrix, since no non-depleted material is needed
to separate the depletion zone from the dicing area.
Figure 3.36 illustrates a finite-element simulation of the edge region of a planar sensor fabricated
with active edge technology. The depleted area extends up to a few micron from the physical edge of the
sensor. In this particular example, the edge region has been chosen to be significantly smaller than the
pixel pitch.
Due to the extension of the back-side contact to the edge, the potential gradient between the sensor
edge (bias voltage) and the outermost pixels (ground potential) makes this type of sensor potentially
prone to early breakdown. To smoothen the potential gradient, additional guard rings can be placed
between the outermost pixel cell and the sensor edge, surrounding the full pixel matrix. These guard
rings can either be connected to ground potential or be kept floating.
Experimental studies on thin active-edge sensors with various guard-ring and edge layouts have
been performed using Timepix3 readout ASICs [76]. Besides a study of the high-voltage stability and
43
Chapter 3. Vertex and tracking detector
pixel (55 µm)
p substrate
n++ implant n++ implant
edge dist.
p++ back side
p+
+
ac
tiv
e
ed
ge
(a) (b)
Figure 3.36: (a): Electric field distribution in a 50 µm thin planar sensor at −15 V bias in the 2D cross
section. The dashed white lines indicate the regular 55 µm pixel grid. (b) Electric field lines
close to the sensor edge. In both figures, the solid white line indicates the border of the
depletion volume.
breakdown behaviour, the sensor assemblies have been operated as DUT in the CLICdp Timepix3 ref-
erence telescope. The main focus of the study is on the signal collection and detection efficiency of the
sensor in the edge region.
The experimentally measured charge collection in 50 µm thin sensors close to the edge is summar-
ised in Figure 3.37. For better comparability to 2D device simulations, only particle tracks which pass
the sensor within the central 40 % of the pixel cell area are considered. In devices without guard ring,
the recorded signal is constant up to the physical edge of the sensor, as the pixel implants are the only
available contacts towards which the charges can drift. This is illustrated by the signal distribution as
a function of the track incident position close to the sensor edge, shown in Figure 3.37(a). In devices
with floating guard ring, a slight drop in signal is observed, as shown in Figure 3.37(b). This can be
explained by the capacitive coupling of the guard ring to the surrounding implants. A grounded guard
ring is capable of collecting signal, and thus is competing with the pixel implant. As a result, a significant
drop in signal is observed for tracks passing the sensor after the last pixel, as visible in Figures 3.37(c)
and 3.37(d).
Exploiting the good pointing capabilities of the reference telescope used, the efficiency of the act-
ive edge region has been mapped in two dimensions (see Figure 3.38). All 256 pixel rows are mapped
to a 2×2 pixel grid, showing the edge region of the sensor. As already deduced from the signal distri-
butions in Figure 3.37, the device without guard ring and the device with floating guard ring stay fully
efficient up to the physical edge of the silicon, whereas for both sensors with grounded guard ring a
significant loss of efficiency can be noted. This is attributed to the fact that the grounded guard ring and
the last pixel implant compete in collecting the ionisation charge. Most of the signal close to the sensor
edge is collected by the guard ring and therefore lost for detection. This effect is even more pronounced
in the area close to the centre between two pixel implants.
The results of the active-edge sensor study show that 50 µm thin planar pixel sensors can be oper-
ated fully efficiently up to the physical sensor edge.
3.6.4 Sensors with enhanced lateral drift (ELAD)
The small diffusion length of the drifting charge carriers in very thin planar pixel sensors results in a
low pixel multiplicity per particle hit, as shown in Sections 3.6.2.2 and 3.6.2.5. The position resolution
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Figure 3.37: Experimentally obtained signal distribution close to the sensor edge for 50 µm thin sensors
with different edge layout in planar Timepix3 assemblies [77]: (a) no guard ring, (b) floating
guard ring, (c) grounded guard ring with 28 µm edge and (d) grounded guard ring with 55 µm
edge. The vertical dashed line indicates the physical edge of the sensor. The solid black line
indicates the most probable value of the cluster signal per x-bin.
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Figure 3.38: Experimentally obtained detection efficiency close to the sensor edge for 50 µm thin sensors
with different edge layout in planar Timepix3 assemblies [77]: (a) No guard ring, (b) float-
ing guard ring, (c) grounded guard ring with 28 µm edge distance and (d) grounded guard
ring with 55 µm edge distance. The vertical dashed line indicates the end of the regular pixel
matrix, the vertical solid line indicates the physical edge of the sensor.
is therefore limited to pitch/
√
12. The pixel pitch for hybrid pixel detectors is however limited by the
feature size of the readout electronics node and the available area for the readout logic in the ASIC, and
furthermore the availability of appropriate interconnect techniques. For the CLIC studies on hybrid pixel
detectors, pixel pitches smaller than 25 µm have so far been out of reach.
The goal of the development of enhanced lateral drift detectors (ELAD) [78–80] is to increase
charge sharing in pixel sensors without decreasing the pixel pitch or increasing the sensor thickness. By
locally engineering the electric field in the sensor bulk, a lateral drift component can be induced, and the
ionisation charge can eventually be shared between neighbouring readout implants with a ratio of sharing
that depends on the impact position. A lateral field component in the sensor is needed, realised by ion
implants situated several tens of microns below the readout implants and acting as repulsive/attractive
areas in the silicon bulk.
To investigate the feasibility of the concept, 2D TCAD finite element simulations of the charge
collection in ELAD sensors with strip implants have been performed. A readout pitch of 55 µm has been
chosen in the simulation, to match the Timepix3 footprint, and a total sensor thickness of 150 µm was
selected for initial design studies. The aim is to achieve a cluster size of two pixels. To achieve an electric
field profile with optimal charge sharing properties, extensive optimisations of the width and depth of
the deep implants, the distance between implants within one layer and between layers, the position and
shift to neighbouring layers, the number of layers, and most importantly the doping concentrations of the
deep implants were performed.
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Static simulations were carried out to optimise the electric field and depletion behaviour of the
sensor at realistic production conditions, as well as to study possible early breakdown of the device.
Transient simulations of the drifting charges after a particle incident show the increased lateral extent of
the charge cloud during the drift, and thereby demonstrate the beneficial effect of the deep implants on
the charge sharing. An example is illustrated in Figure 3.39, where the electron current density in the
ELAD sensor bulk is depicted after a particle hit for several snapshots in time. Electrons (in a p-type
sensor) drifting through the implant region are guided towards the middle between two readout electrodes
and cross the cell border, effectively sharing charges between two readout cells.
15
0
µm
Figure 3.39: TCAD transient simulation of the electron current density in an ELAD sensor after a min-
imum ionising particle hit at a distance of 16.9 µm from the left pixel implant. Charge drift-
ing throughout the implant region is deflected and effectively shared between both readout
implants.
The collected charge on the two simulated strips as a function of the particle incident point is
illustrated in Figure 3.40. The theoretical optimum for reconstructing the particle hit position with the
highest accuracy corresponds to a linear splitting of the charge on both neighbouring strips, as indicated
by the black dashed line. The simulation in a standard sensor without deep implants (black solid line)
is far from that optimum. For most incident positions the majority of the charge is collected by an
individual strip, and significant charge sharing between both electrodes occurs only close to the mid-gap
position at x=27.5 µm. With this distribution, the accuracy for reconstructing the exact particle hit point
is mostly limited by the strip distance. The benefit of the ELAD design manifests itself in a linear charge
sharing curve much closer to the theoretical optimum, as indicated by the blue solid curves. This offers
the possibility to reconstruct the impact point by weighting the two signals and thus improving over the
binary limit of strip distance divided by
√
12. This technique can also be applied in thinner sensors.
The potential detector-performance benefits of ELAD sensors, optimised using TCAD finite ele-
ment simulations, have been evaluated making use of the Allpix2 detector simulation framework (cf.
Section 3.4.1). The electric field in a standard pixel sensors and in a pixel sensor with ELAD strips were
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Figure 3.40: TCAD simulation of the collected charge on two neighbouring strips in an 150 µm thick
ELAD detector as a function of the MIP incident position between the two strips. The
centre of the left strip is at x=0 µm, the simulation reaches up to the centre between both
strips at x=27.5 µm. The optimal case, where the charge is split linearly between both strips,
is indicated by the dashed grey line. The simulation results for ELAD (dark blue solid lines)
and standard strip sensors (black solid lines) are shown.
loaded in Allpix2, and the charge drift and charge collection induced by traversing MIPs were simulated
at perpendicular incidence. Residuals reflecting the difference between the Monte Carlo position of the
MIP and the reconstructed position using a simple centre-of-gravity interpolation have been obtained.
An example of such distributions is shown in Figure 3.41 for the 150 µm thick sensor. At a pitch of
55 µm, an optimal resolution of approximately 7.6 µm is achieved for a deep implant concentration of
3×1015 cm−3 and an operation voltage of 300 V. This represents an improvement of a factor of two in
comparison with the binary resolution. Similar performance gains are expected for sensors thinned to
50 µm.
The deep implants in the sensor bulk material makes the fabrication of ELAD devices more chal-
lenging than the fabrication of standard planar pixel sensors. The first technology demonstrator produc-
tion foresees an alternating ion implantation and silicon epitaxial growth by chemical vapour deposition
to create the deep implant structure. Process simulations show the feasibility of the procedure, without
deteriorating the already implanted structures during the subsequent high temperature steps for epitaxial
growth of the following layers and annealing for implant activation. Several layout variations of diodes,
strip and pixel sensors have been implemented in the first production design of this novel detector type,
in order to demonstrate the concept and to validate the layout and process optimisation. However, the
producibility of the concept is not guaranteed.
3.7 Capacitively coupled active High-Voltage CMOS sensors
The need for fine-pitch bump-bonding to interconnect the sensor to the readout ASIC in passive hybrid
pixel detectors is a major cost driver and also one of the limiting factors for the pixel pitch. Instead of a
direct coupling of the sensor output to the amplifier input via a small solder ball, the signal can also be
transferred capacitively between the two dies. A thin layer of glue between the sensor and readout ASIC
forms a capacitor between each pair of opposing pixels, resulting in a capacitively coupled pixel detector
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Figure 3.41: Allpix2 simulation results of the ELAD design: Comparison of the residual distribution in
a 150 µm thick standard sensor and a 150 µm thick sensor with deep implants to enhance
the lateral drift (ELAD). The deep implant concentration of the ELAD is 3×1015 cm−3 and
both sensors are operated at 300 V.
(CCPD) [81]. In order to maintain a good detection efficiency, the signal arriving at the readout front-end
should not be smaller than the signal of a bump-bonded passive planar sensor. For that reason, a first
stage of amplification is needed inside the sensor, as well as a sufficiently large coupling capacitance
between the output pads of the active sensor and the input pads of the readout front-end.
3.7.1 Fabrication process and demonstrator chips
To study the prospects of CCPDs for the vertex detector at CLIC, a dedicated active sensor has been
developed (CCPDv3) [82]. The sensor offers a pixel matrix with 64×64 square pixels with 25 µm pixel
pitch, and thus matches the footprint of the CLICpix ASIC. The sensor is fabricated in a commercial
180 nm High-Voltage CMOS (HV-CMOS) process. The basic pixel design is outlined in Figure 3.42(a).
A large deep n-well is placed in the p-substrate and covers most of the pixel area. A moderate reverse bias
voltage (.90 V) can be applied to the substrate and thus a few microns around the n-well are depleted.
Depending on the substrate resistivity, the depletion depth can vary between a few microns and several
hundred microns. The n-well serves as collection diode for the signal and all active components are
placed inside the deep n-well. They are thus being shielded from the high substrate voltage. Since the
P-MOS transistors are placed directly in the collecting n-well, they are prone to injecting noise into the
amplifier front-end. The front-end is therefore designed using as few P-MOS transistors as feasible. The
fast drift signal collected in the depleted layer is transformed to a voltage signal by a transimpedance
amplifier and sent to a metal readout pad, from where it couples capacitively to the corresponding input
pad of the readout ASIC. The chip contains only the analogue front-end in each pixel, and offers no
standalone readout circuitry, except for an analogue monitoring output of the amplifier response for a
single pixel.
A second generation of the CCPDv3 produced in the same 180 nm HV-CMOS process, the CLIC
capacitively coupled pixel detector (C3PD), matches the larger 128×128 pixel matrix footprint of the
CLICpix2 ASIC and offers several advancements in the analogue front-end and digital periphery design
for better testability [83]. This includes a faster signal rise-time at the amplifier output, an improved
test-pulse circuitry, an I2C slow-control interface and power-pulsing functionality. Figure 3.42(b) shows
a photograph of a bare C3PD sensor thinned to 50 µm and wire-bonded to a readout PCB. Table 3.4
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(a)
(b)
Figure 3.42: (a) Schematic cross-section of a capacitively coupled active sensor and (b) photograph of a
50 µm thin C3PD active sensor chip.
Table 3.4: Comparison between CCPDv3 and C3PD active HV-CMOS sensor parameters.
CCPDv3 C3PD
Pixel pitch 25 µm×25 µm 25 µm×25 µm
Matrix size 64×64 128×128
RMS Noise 35 e− 40 e−
Amplifier stages 2 1
Gain 250 mV/ke− 190 mV/ke−
Rise-time >100 ns 20 ns
Power diss. per pixel 26 µW 4.8µW
Testpulse full matrix indiv. row/column
Power pulsing – analogue front-end
compares the main parameters of the CCPDv3 and C3PD sensors.
3.7.2 TCAD charge-collection simulation
Finite-element TCAD simulations have been performed to gain a deeper insight into the depletion and
charge collection properties of the investigated HV-CMOS devices. A two-dimensional structure con-
taining three pixels of the active HV-CMOS sensor has been built. The model was derived from the
Graphic Database System (GDS) layout file of the CCPDv3 sensor. The entire structure is 75 µm wide
and 100 µm thick, and the pixels have a pitch of 25 µm. In order to replicate a larger multi-pixel struc-
ture and not to be affected by edge effects, periodic boundary conditions were added to the physical
edges of the model. Detailed comparisons between the two-dimensional model and a more realistic
three-dimensional simulation have been made to confirm the validity of the applied simplifications [66].
Due to the sensors not operating at full depletion the exact depletion depth is an important quantity
to simulate and measure, as it is related to the charge collection and timing performance. The depletion
width of a p-n junction is proportional to the resistivity of the substrate and the square root of the applied
bias voltage. The electric field of a sensor is another important quantity as it can give a better under-
standing of where a breakdown can occur and of the transport direction and magnitude of the charge
carriers. From this, regions within the device that produce fast or slow charge collections can be identi-
fied. The value of the electric field for the three-pixel structure was simulated at a bias voltage of −60 V.
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A comparison of the electric field for different substrate resistivities between 10Ω cm and 1000Ω cm is
shown in Figure 3.43. In all cases, the electric field penetrates the deepest under the deep n-well and has
areas of low field under the p+ implants that make up the bias ring. This means that between pixels the
charge collection will be the slowest. This is especially pertinent for the 10Ω cm case due to the very
low field values. The high field value displayed in yellow is deepest for the 10Ω cm substrate compared
to the higher resistivity options. As the resistivity increases, this area extends laterally, indicating a faster
charge collection when the MIP passes in between two pixels, compared to lower resistivity models.
(a) (b)
(c) (d)
Figure 3.43: Simulated absolute value of the electric field at −60 V for four different values of substrate
resistivity [66]: (a) 10Ω cm, (b) 80Ω cm, (c) 200Ω cm and (d) 1 kΩ cm. The white line
represents the edge of the depletion region.
The collected charge of the simulations is found by integrating the current following a particle hit.
The resulting charge transients are shown in Figure 3.44 for various resistivities and on three different
time scales. The lower resistivities initially have a slightly quicker charge collection in the sub-nano
second range (Figure 3.44(a)). This is a consequence of the larger electric field value in the depletion
region for the lower resistivity models. After 0.5 ns, the larger depletion region of the higher resistivit-
ies leads to larger charges collected. The 1 kΩ cm model has the highest collected charge, with around
700 e− more charge collected than the 200Ω cm model and about 1000 e− more than the 10Ω cm stand-
ard substrate after 100 ns (Figure 3.44(b)). Diffusion of charges from the undepleted bulk into the drift
region leads to a significant increase of the collected charge up to several microseconds after the particle
incidence (Figure 3.44(c)).
Besides higher resistivities, a further way to improve the performance is to apply the bias voltage
from the back side instead of the top side. This makes the high values of the electric field extend more
towards the bulk which will increase the speed and amount of charge collected. Especially for the
higher bulk resistivity, the back-side bias contact is beneficial for the signal collection, as illustrated in
Figure 3.44. However, back-side biasing requires an additional fabrication step to ion-implant and to
apply the metallisation to the sensor back side for the contact. For most CMOS processes, this is a non-
standard step and has to be applied in a separate post-processing after sensor fabrication is completed.
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Figure 3.44: The total charge collected for the three-pixel simulation model at different bulk resistivity
values at −60 V bias over different time scales [66]: (a) 0.5 ns, (b) 100 ns and (c) 10 µs. The
high-resistivity material and the back-side biasing scheme both result in significantly higher
collected charge compared to the standard resistivity of 10Ω cm and top-side biasing.
C3PD active high-voltage CMOS sensors have been fabricated on substrates with higher resistivity
of 80Ω cm, 200Ω cm and 1000Ω cm. Compared to the standard substrate resistivity of 10–20Ω cm, a
larger depletion zone around the deep n-wells is formed, and a larger fraction of the deposited charge is
collected by drift. In addition, chips with post-processed back side will become available, allowing to
apply the bias voltage to the back side of the substrate, and to deplete a larger fraction of the substrate.
These chips, however, have not been tested, yet.
3.7.3 C3PD standalone characterisation
For a group of 9 pixels on C3PD the analogue amplifier output is routed to the periphery and can be
monitored using an oscilloscope, four pixels at a time. Several C3PD chips have been tested in stan-
dalone mode, without being glued to a readout ASIC [83]. Extensive optimisation on the settings of the
on-chip DACs steering the front-end has been performed, to achieve a fast signal rise time, and high
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signal-to-noise ratio. Figure 3.45(a) shows an example set of pulses recorded from a detector being illu-
minated by an 55Fe-source. Results show a rise time of the pixel output pulse of the order of 20 ns. The
average charge gain obtained from the integral spectrum presented in Figure 3.45(b) was measured to be
190 mV/ke− with an RMS noise of 40 e−. Samples of the C3PD chip have also been thinned to 50 µm,
and have been successfully tested along with the standard 250 µm thick chips with no observed changes
in their performance. Only small variations between devices in terms of rise time, power consumption,
signal-to-noise ratio and leakage current have been observed.
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Figure 3.45: (a) Measured sample pulses from a 55Fe source and (b) resulting amplitude spectrum and
double Gaussian fit for one of the monitored C3PD pixels [83].
3.7.4 Mechanical properties of capacitive coupled assemblies, chip-to-sensor
alignment
Capacitive coupling between the two silicon dies is achieved by bonding the two chips face-to-face using
an epoxy adhesive. To avoid cross-coupling between neighbouring channels, a precise positioning of
both dies with respect to each other is needed. For that reason, a flip-chip bonder tool is used for the
gluing process. This ensures planarity, precise alignment and reproducibility of the final assembly.
To demonstrate the feasibility of the capacitive coupling, extensive studies on the assembly pro-
cedure and detector performance have been pursued. Mechanical assembly properties like sensor to
ASIC alignment, glue layer thickness etc. have been extracted by means of destructive cross-sections
performed on dummy material and active sensors. The flip-chipped assembly is embedded in an epoxy
resin, and then ground to expose a cross-section perpendicular to the matrix surface at the desired depth.
The cross-section is then inspected with an optical or electron microscope. An example of a scanning
electron microscopy image showing a CCPDv3 and CLICpix assembly is shown in Figure 3.46. The glue
layer thickness is around 0.2 µm. The total distance between the CCPDv3 output pad and the CLICpix
input pad including the passivation layers has been measured to be around 3 µm. The measured glue
thickness was found to be insensitive to the applied bond force, which was varied between 3 N and 20 N.
For the highest bond force of 20 N, a deformation of the CLICpix aluminium pads was observed.
To investigate the influence of chip misalignment, several assemblies of CCPDv3 and CLICpix
have been produced with an intentional offset between the two pixel pads. Figure 3.47 illustrates the
considered cases. In Figure 3.47(a), the ideal alignment is shown, where the centre-of-gravity between
the sensor output pad and the input pad of the readout ASIC are exactly aligned to each other. This is
expected to result in the highest coupling capacitance for matching channels and low cross-capacitance
to neighbouring channels. In Figures 3.47(b) and 3.47(c) an intentional offset by 6.25 µm and 12.5 µm,
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Figure 3.46: Scanning electron microscopy of cross-section through CCPDv3 and CLICpix glue as-
sembly fabricated with ideal alignment between the CCPD coupling pad and the CLICpix
input pad.
corresponding to a quarter and the half of the pixel pitch, is introduced. The performance of the different
assemblies has been evaluated in test beams. As an example, the detection efficiency as a function of the
threshold is illustrated in Figure 3.48. Several assemblies with ideal alignment are compared to a quarter
pixel and a half pixel misaligned detector. Due to the misalignment, signal charge is coupled to several
pixels, and the charge on an individual pixel is reduced. This results in a reduced detection efficiency and
a faster drop with increasing threshold. While for the quarter pixel misaligned assembly the degradation
is only moderate, for the half pixel misaligned detector the effect is strongly visible in the steep drop of
the efficiency.
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Figure 3.47: Alignment of the CCPDv3 output pad (in red) and the CLICpix input pad and the neigh-
bouring via (in black) for three cases: (a) perfect alignment of the gravity centres of the two
pads, (b) quarter-pixel offset and (c) offset by half a pixel.
3.7.5 Coupling simulation
To better understand the coupling and cross-talk between neighbouring pixels, a three-dimensional finite
element simulation of the capacitive coupling between the metal pads of the CCPDv3 active sensor and
the CLICpix readout ASIC has been performed with the COMSOL Multiphysics software package [85].
To simplify the calculations, a sub-matrix of 3×3 pixels of the sensor and readout ASIC have been
modelled in three dimensions, as shown in Figure 3.49(a). The thickness of the different chip layers as
well as their material and dielectric properties are taken into account.
The electric field distribution in the system is calculated, and from this the capacitance between the
various nodes is extracted. Figure 3.49(b) illustrates the extracted capacitance between the central sensor
pixel to all nine pixels on the readout ASIC for nominal alignment parameters. The highest capacitance
of 3.8 fF is found between the directly facing pixels. A cross-coupling capacitance to neighbouring pixels
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Figure 3.48: Measured detection efficiency for minimum ionising particles as a function of the applied
detection threshold for an ideally aligned CCPDv3+CLICpix sample (turquoise), a quarter-
pixel misaligned sample (red) and a half-pixel misaligned sample (green) of 10Ω cm res-
istivity [84].
of the order of 0.5 % in row direction and up to 3.7 % in column direction. The capacitance to corner
pixels is negligible. The different cross-coupling to the various neighbouring pixels is attributed to the
geometry of the CLICpix pixel pad and the connection via, as illustrated in Figure 3.47. This asymmetry
in the cross-coupling has also been observed in test-beam data [82].
(a)
CLICdp
(b)
Figure 3.49: Finite element simulation of the coupling capacitance between CCPDv3 and CLICpix
pads [85]: (a) simulated geometry, with only a single sensor output pad shown for sim-
plicity (blue box) and nine readout ASIC pixel pads (green octagons). Pad 5 is the directly
matching pad on the readout ASIC, the remaining pads are the eight surrounding neighbour-
ing channels. (b) extracted coupling capacitance of the central sensor output pad to the nine
pads in the readout ASIC. The orientation corresponds to the view shown in (a).
The coupling capacitance depends on the thickness of the glue layer and hence the distance
between the metal pads. The simulation has been repeated for various distances between the metal
pads from 3–100 µm. The resulting capacitance values are shown in Figure 3.50(a). As the distance
increases, the capacitance between the sensor and the readout ASIC pads decreases. The relative differ-
ence between the matching pixel and its neighbours decreases, as well. For a gap of 20 µm, the main
capacitance drops by an order of magnitude with respect to the 3 µm gap, while the capacitance to the
neighbour pixels is almost constant or initially even increases. This initial increase is attributed to the
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complex pad geometry leading to distance-dependent shielding effects. The steep decrease of the main
coupling capacitance underlines the necessity of keeping the glue layer as thin and as homogeneous as
possible, in order to achieve a sufficiently large signal and a homogeneous detector response over the
pixel matrix.
To investigate the effects of misalignment between the two chips, the CLICpix ASIC was fixed in
space and the CCPDv3 chip has been moved by ±13µm along the row and column direction. This cov-
ers the full range of possible mismatch between both chips, similar to the experimental study outlined in
Section 3.7.4. To maintain a full coverage of the two chips, the matrix has been increased to 5×5 pixels,
where only the inner 3×3 pixels are analysed. Results of the scan in row direction are summarised in
Figure 3.50(b). The colour bands indicate the uncertainty of the capacitance due to the ∼ 2µm precision
of the flip-chip alignment. A small misalignment does not affect the coupling of the main pixel, and even
for the maximal misalignment, the capacitance drops only by a factor of two. However, as expected, a
strong increase in the cross-coupling capacitance to the neighbouring pixels by several orders of mag-
nitude is observed. Even for a slight misalignment of 2 µm, the cross coupling capacitance is increased
by a factor of 3. This confirms the need for a precise alignment between the two pixel matrices to the
micron-level, and confirms qualitatively the observed test-beam results in Section 3.7.4.
CLICdp
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Figure 3.50: Simulated coupling capacitance between the output pad on the CCPDv3 sensor and the
input pad of the CLICpix readout ASIC [85]. The coupling capacitance for the main pixel
(number 5) and the cross-coupling capacitance to the eight surrounding neighbouring pixels
is shown as a function of (a) the glue layer thickness and of (b) the lateral misalignment
between sensor and readout ASIC.
The capacitance simulation setup is also used to obtain the nominal coupling capacitance between
the pads of the next generation sensor and readout ASIC (C3PD and CLICpix2) and to confirm the effect
of a guard-ring mesh surrounding the C3PD pixel pads. For nominal alignment parameters, the coupling
capacitance to the main CLICpix2 input pad is 3.5 fF. The guard ring [85] shields the C3PD pads from
the neighbouring pixels in the CLICpix2 readout ASIC and thereby reduces the cross-coupling by almost
an order of magnitude, while slightly increasing the main coupling capacitance. It also adds load to the
C3PD amplifier, as the coupling capacitance to the guard ring itself is similar to the one to the main pixel
of the readout ASIC.
3.7.6 Calibration, glue uniformity, coupling capacitance
Special care has been taken during the design phase of the second generation of the active sensor and the
readout ASIC (C3PD and CLICpix2) to allow for a characterisation of the capacitive coupling between
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both chips in the assembly. To this end, both chips offer the possibility to inject test pulses into the
respective amplifier input. Per pixel, a small capacitance can be switched between two voltage levels,
and thereby a fixed amount of charge is injected into the front-end.
The ToT response to a test pulse injection into the CLICpix2 front-end for various test pulse amp-
litudes is used to calibrate the CLICpix2 amplifier stage. A nominal value of the test pulse capacitance
of 10 fF is assumed. Based on the assumption that the ToT response does not depend on the origin of the
charge signal, whether test pulse or injected into the input pad, the amount of charge coupled into the
CLICpix2 front-end due to a signal generated by C3PD can be determined.
To perform the characterisation of the coupling capacitance, the analogue output of several pixels
on C3PD are made routed on pads in the chip periphery. The test pulse circuit of one pixel has been
altered in the design to allow for a direct injection of a voltage signal into the C3PD output pad. Using
this pixel, a voltage step with known amplitude can be injected into the glue layer. This results in a charge
signal on the CLICpix2 input pad. Using the known relation between input charge and ToT response of
CLICpix2, the amount of charge is measured. From this, and the monitored C3PD output amplitude, the
unknown coupling capacitance can be determined.
This deduction is valid for the one pixel in C3PD for which the test pulse amplitude is routed
directly to the output pad. For the other pixels with monitoring output, an additional calibration step
between test pulse voltage and amplitude response is necessary. With this, the capacitance can be cal-
culated for those pixels, as well. Under the assumption that this relation is common to all pixels in the
C3PD matrix, the coupling capacitance through the glue layer can be calculated for all 128×128 pixels
of the assembly.
Figure 3.51 illustrates the ToT response of the CLICpix2 front-end to a fixed test pulse charge
injected into the sensor input for two capacitively coupled detector assemblies. The monitored pixels
are located close to the upper right corner of the plots. For the assembly shown in Figure 3.51(a), a
coupling capacitance of 2.95 fF in the upper right corner has been extracted. Given the slight gradient to
higher ToT towards the lower end of the matrix, this is in good agreement to the simulated value of 3.5 fF
as summarised in Section 3.7.5. The assembly shown in Figure 3.51(b) shows a strong non-uniformity
of the test pulse response over the pixel matrix. The four dots of epoxy glue applied to the silicon die
prior to the flip-chip assembly process are clearly visible as regions of stronger signals, surrounded by
regions in which the lower dielectric constant of air, as opposed to the glue ,leads to a lower coupling
capacitance. The extracted capacitance in the upper right corner is 1.46 fF, attributed to the lack of glue
in this region. These results indicate that the gluing process has to be well controlled in order to achieve
a homogeneous and high coupling capacitance throughout the detector assembly. For full-size chips in
the order of several cm size, a good understanding and control of the gluing process will be essential.
3.7.7 Test-beam results
Several capacitively coupled detector assemblies comprising CCPDv3 and CLICpix as well as C3PD
and CLICpix2 have been tested in a particle beam at CERN. Detailed analyses of the tracking resolu-
tion, detection efficiency, cross-coupling, charge collection and timing have been performed [82, 86, 87].
The CLICpix and CCPDv3 hybrid detector assembly is more than 99 % efficient at the nominal detec-
tion threshold of approximately 1200 e− for a wide range of bias voltages and reaches close to 100 %
efficiency at the maximal applicable voltage of 80 V, as illustrated in Figure 3.52(a). The single-point
hit resolution at perpendicular particle incident is in the order of 6–8 µm for C3PD (Figure 3.53(c)) and
CCPDv3, as expected from the fact that most hits lead to single-pixel clusters in the very thin depleted
layers of the active sensors. For larger incidence angles the higher fraction of two-pixel clusters leads to
a slightly improved resolution, as depicted in Figure 3.52(b).
Figure 3.53 summarises results obtained with C3PD and CLICpix2 assemblies. The differences
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Figure 3.51: Testpulse response through the glue layer for two different CLICpix2 + C3PD capacitively
coupled pixel-detector assemblies. The detector shown in (a) has a rather uniform response
over the pixel matrix, whereas the detector shown in (b) clearly has a non-uniformity due
to the glue application process. The reduced response in columns 124 and 125 originates
from a different amplifier design in the C3PD front-end and is not related to the capacitive
coupling.
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Figure 3.52: (a) Single hit efficiency versus bias voltage [82] at the nominal detection threshold of ap-
proximately 1200 e− and (b) single hit resolution in the x-direction as a function of the
incidence angle and for two different cluster-position reconstruction algorithms [86], ob-
tained in test-beam measurements with capacitively coupled hybrid assemblies of CLICpix
and CCPDv3.
in cluster-signal and cluster-size distributions among individual detector assemblies are attributed to the
varying glue-assembly quality discussed in Section 3.7.6. As expected from the overall low cluster
multiplicities, the width of the residual distributions of ∼ 7µm is mostly determined by the square pixel
pitch of 25 µm and not significantly affected by the difference in cluster signals.
To determine the timing performance of the capacitively coupled assemblies in test-beam meas-
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Figure 3.53: (a) cluster-signal, (b) cluster-size and (c) residual distribution, as measured in test beam for
three capacitively coupled detector assemblies consisting of C3PD and CLICpix2 [87].
urements, the time-of-arrival measurement by CLICpix2 is compared to the precise reference time of the
particle track. CLICpix2 is operated with a 100 MHz clock, and the time-stamp binning is thus 10 ns.
Figure 3.54(a) depicts the time residual distribution, before and after applying a time-walk correction. A
Gaussian fit to the non-corrected distribution yields a resolution of 9 ns. The non-corrected distribution
shows non-Gaussian tails towards later hit arrival times, as expected from time walk in the discrimin-
ator in the pixel front-end. The time-walk effect introduces a correlation between the hit arrival time
and the hit energy measured in time-over-threshold counts (ToT). This dependence can be exploited to
compensate for the effect. In Figure 3.54(b) the extracted correction function for each ToT bin is shown
in red. After correction, the time residual distribution has a Gaussian shape, and a fit results in a time
resolution of 7 ns. In this result, the reference resolution has not been deconvolved.
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Figure 3.54: (a) Timing residual distribution before and after time-walk correction and (b) illustration of
the pulse-height dependence of the time measurement (time-walk) in a C3PD and CLICpix2
assembly [87].
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Table 3.5: Design and production parameters of the ATLASpix_Simple demonstrator chip.
Parameter Value
Process technology 180 nm HV-CMOS
Substrate resistivities 10, 50–100, 200-400, 700-2000 Ω cm
ASIC size 3.4 mm×18.3 mm
Sensitive area 3.25 mm×16 mm
Matrix size 25×400 pixels
Pixel pitch 130 µm×40 µm
ToT counter depth 6.5 bit
ToA counter depth 10 bit
ToA bin size ≥12.5 ns
Readout scheme self triggered
Data output rate 1.6 Gbps
Data encoding 8 bit / 10 bit
Power consumption < 200 mW/cm2
3.8 Monolithic High-Voltage CMOS sensors
The ATLAS CMOS collaboration and the Mu3e collaboration are developing several monolithic HV-
CMOS sensors for the upgrade of the outer layer of the ATLAS pixel detector (ATLASpix) and the
vertex detector of the Mu3e experiment (MuPix) [30]. One of these demonstrators is the self-triggered
ATLASpix_Simple sensor with an elongated pixel geometry [88], which has target specifications similar
to the CLIC tracker requirements. The most prominent differences are on the one hand the better spatial
resolution and more stringent material and power-budget limits for CLIC, and on the other hand the re-
laxed radiation tolerance and readout rate, compared to ATLAS. Several ATLASpix_Simple sensors have
been investigated in laboratory and test-beam measurements in view of the CLIC tracker requirements.
The ATLASpix_Simple matrix was produced in a common reticle with other test chips, as shown
in Figure 3.55(a). The main design parameters are presented in Table 3.5. The matrix contains 25×400
pixels of 130 µm×40 µm size, giving an active matrix size of 3.25 mm×16 mm. The chip is fabricated in
the same commercial 180 nm HV-CMOS process as the active HV-CMOS sensors matching the CLICpix
and CLICpix2 readout ASICs, as presented in Section 3.7. Substrates with different resistivity values
have been used. The chip for which results are presented here was produced with a substrate resistivity
of 200Ω cm. The collecting deep n-well covers most of the pixel area, as illustrated in Figure 3.56.
The full pixel circuitry is embedded in this deep n-well, which also serves as collection diode for the
signal. The pixel circuitry contains a charge sensitive amplifier followed by a discriminator stage. The
discriminated front-end response for each pixel is routed to a dedicated readout cell in the chip periphery
by a point-to-point metal connection. There, Time-of-Arrival and Time-over-Threshold is determined
and passed on to the data serialiser circuitry. The process has been split into two subsets, one featuring
an isolation of the P-MOS transistors by placing them in a separate, isolated n-well, rather than directly
in the collecting deep n-well. The chip studied here does not have this additional shielding. To minimise
noise injection into the collection well, the comparator is thus based on N-MOS transistors only. The
reverse bias voltage to the substrate is applied on the front-side. The nominal operation voltage is −50 V
to −60 V, resulting in an estimated depletion depth of approximately 20 µm, as simulated for the active
sensors fabricated in the same technology (cf. Figure 3.43).
Several ATLASpix_Simple sensors have been wire-bonded to readout PCBs (Figure 3.55(b)) and
tested in the Timepix3 based telescope (Section 3.4.3) using 120 GeV pion and muon beams. The CaRI-
Bou readout system (Section 3.4.2) was used to operate the sensor. The chip has been operated with a
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Figure 3.55: (a) Reticle of the common MuPix/ATLASpix submission and (b) photograph of the
ATLASpix chip wire-bonded to a readout PCB.
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Figure 3.56: Schematic cross section of the 180 nm high voltage CMOS process used for the
ATLASpix_Simple monolithic sensor.
125 MHz clock, resulting in a Time-of-Arrival bin size of 16 ns.
For most of the particle incidents on the sensor, only the directly hit pixel collects enough charge to
surpass the threshold value (estimated to be around 800–1000 e−). Figure 3.57 illustrates the distribution
of pixel multiplicities mapped into a single pixel. Only along the pixel borders, charge is detected by
two adjacent pixels simultaneously. For tracks hitting the majority of the pixel area, only the directly hit
pixel detects the signal.
Figure 3.58 shows the spatial residual distributions. Along both pixel axes, the distribution re-
sembles a box distribution, reflecting the pixel pitch, with slight distortions coming from the track predic-
tion resolution of the reference telescope. The box shape is closely linked to the low cluster multiplicity.
The obtained RMS of the residual distribution is 37.1 µm along the long pixel dimension, and 11.8 µm
along the short pixel dimension.
The overall detection efficiency of the studied sensor has been measured to be 99.7 %. No obvious
substructure within the pixel cell is observed, indicating no systematic efficiency degradation due to e.g.
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Figure 3.57: Pixel multiplicities mapped into a single pixel, as measured in beam tests for an
ATLASpix_Simple sensor.
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Figure 3.58: ATLASpix_Simple residual distribution between the track impact point and the reconstruc-
ted hit on the detector along the (a) long and (b) short pixel dimension.
charge sharing or the electrode geometry. Figure 3.59 summarises the detection efficiency as a function
of the applied threshold (Figure 3.59(a)) and bias voltage (Figure 3.59(b)). The large operation window
for efficient functioning of the detector below 1500 e− threshold and above 40 V bias is well separated
from the noise region. Only below approximately 600 e−, a total noise rate on the full chip of more than
1 Hz is measured. The total noise rate of about 100 Hz at 500 e− threshold is still tolerable for operation
in the CLIC detector. Above a threshold of 1500 e− or a bias below 40 V, the efficiency degrades due
to small or shared signals not being detectable any more. The spatial resolution is not affected by the
detection threshold. This is due to the fact that almost no charge is shared among neighbouring pixels,
and thus the resolution is determined by the pixel geometry, approximately to pitch/
√
12.
Figure 3.60(a) illustrates the measured timing residual between the track time stamp and the hit
time reconstructed by the ATLASpix_Simple detector. The sensor has been operated at −75 V reverse
bias and the threshold was set to approximately 500 e−. A row-by-row correction of the propagation
delay along the metal lines to the periphery has been extracted and applied to the data. Due to the low
operating threshold, time walk in the front-end does not contribute significantly to the resolution, and
thus has not been corrected for here. The chip has been operated with a clock of 125 MHz, which results
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Figure 3.59: ATLASpix_Simple efficiency and total noise rate as a function of (a) the detection threshold
and (b) the bias voltage.
in a time-of-arrival binning of 16 ns, due to a chip-internal down scaling of the clock frequency by a
factor of two for the ToA measurement. The standard deviation of the residual distribution is 6.8 ns.
Additionally, the histogram was fitted with a box function convolved with a Gaussian, to take the clock
binning uncertainty into account.
With increasing threshold, time-walk of the detector front-end significantly degrades the timing
resolution of the detector, as illustrated in Figure 3.60(b). The RMS of the distribution, as well as
the Gaussian component of a convolution of a Gaussian and a 16 ns wide box-shaped distribution is
shown. The RMS is close to 7 ns at 480 e− threshold and increases to around 16 ns at 2200 e− threshold.
The RMS describes the resolution with which a single particle hit can be timed (including the clock
binning), whereas the Gaussian component of the convolution describes an upper limit on the intrinsic
timing resolution of the detector from the charge collection process and the and analogue front-end. This
intrinsic limit is close to 5 ns at 480 e−.
For an application in the CLIC tracking detector, 7 µm resolution along the rϕ direction are aimed
for (see Section 3.1). To achieve this, a modification of ATLASpix_Simple with 25 µm wide pixels is
under development. For this version the long pixel dimension has to be elongated to approximately
200 µm, to maintain the pixel area needed to fit the necessary transistors into the pixel n-well. This
elongation is well within the pixel-size requirements for the CLIC tracker. All other requirements, such
as the material budget, the detection efficiency, the timing resolution and the power consumption are
already met by the current demonstrator chip.
3.9 Monolithic CMOS sensors with a small collection electrode
CMOS sensors with a small collection electrode and a high-resistivity substrate have been developed for
particle-detector applications [89] and recently tested in view of the CLIC vertex and tracking detector
requirements [90]. In these designs, the CMOS circuitry is placed in deep p-well rings, surrounding the
pixel implants. The P-MOS transistors are thereby physically separated from the collection electrode,
resulting in a good noise isolation and allowing for full CMOS circuitry in the pixel. Moreover, the size
of the collection electrode can be minimised, leading to a very small sensor capacitance in the order of a
few fF which is beneficial for achieving a very low noise and analogue power consumption [91].
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Figure 3.60: (a) Timing residual distribution between the telescope track and the hit on the AT-
LASpix_Simple sensor, and (b) variation of the width of the timing residual distribution
with the detection threshold .
3.9.1 Fabrication process
Figure 3.61 outlines the studied 180 nm imaging process. To create a depleted area around the collection
electrode, a bias voltage can be applied to the p-wells and the substrate. For the studied version of the
Investigator this bias voltage is limited to maximally 6 V, however further prototypes produced in this
technology allow for a higher bias voltage. Due to this bias voltage limit and the small junction area
around the collection electrode, achieving a full lateral depletion of the pixel cell is not guaranteed, as
illustrated in Figure 3.61(a), where the junction is marked by the yellow line and the edge of the de-
pleted area by the white line. Thus, to achieve a sizeable depletion in these sensors, a high resistivity
(1–8 kΩ cm) p-type epitaxial layer is used as sensing material. The epitaxial layer is grown on a low res-
istivity p-type substrate material. To improve the depletion behaviour, a recent process modification was
introduced, based on a deep planar junction that is caused by an additional deep n-doped implantation,
as depicted in Figure 3.61(b) [92].
3.9.2 The ALICE Investigator analogue test-chip
The standard imaging process has been chosen by the ALICE collaboration for a monolithic pixel de-
tector chip (ALPIDE) for use in the Inner Tracking System (ITS) upgrade of the ALICE detector [89]. In
the context of the optimisation studies for the ALPIDE chip, a small analogue test-chip, called Investig-
ator, was fabricated to study the analogue performance of the technology in detail. The Investigator chip
contains several small pixel matrices with 10×10 pixels, with design variations of the geometry and
circuitry of the pixels. The geometrical parameters of the pixel layout are highlighted by blue dashed
lines in Figure 3.61. Each pixel contains a source follower and the outputs of the inner 8×8 pixel sub-
matrix are buffered and routed in parallel off the chip, where they are sampled at 65 MHz and digitised
using a 14-bit sampling ADC. Furthermore, the Investigator chip has also been fabricated in the modified
process including the deep n-implant.
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Figure 3.61: Schematic cross-section of a pixel in (a) the standard 180 nm CMOS imaging sensor pro-
cess, and (b) a process modification to obtain full depletion of the epitaxial layer [92] (not
to scale). In both cases, a deep p-well shields the n-wells with circuitry from the sensor and
allows for full CMOS circuitry in the pixel. The yellow lines mark the junction areas and
the white line the edges of the depleted regions.
3.9.3 Test-beam results
The Investigator chip has been integrated in the Timepix3 based test-beam setup (see Section 3.4.3).
The analogue performance of both process variants has been assessed and evaluated with respect to the
requirements for the CLIC tracker and vertex detector for a mini-matrix with the geometrical parameters
summarised in Table 3.6. Studies of different pixel layouts have shown that a spacing between electrode
Table 3.6: Geometrical parameters of the studied Investigator chip and mini-matrix.
Parameter Value [µm]
Pixel pitch 28
Spacing between electrode and deep p-well 3
Collection electrode size 2
Thickness epitaxial layer 25
Total thickness 100
and deep p-well of 3 µm is favourable as a compromise between an improved spatial resolution, for smal-
ler spacing, and a larger efficient operation window at higher thresholds and faster charge collection, for
larger spacing. More details including a study of different bias voltages, as well as a detailed description
of the test-beam setup, reconstruction and analysis can be found elsewhere [90, 93].
Comparing both process variants, the main performance difference is caused by the non-depleted
regions near the pixel edges in the standard process, where charge transport by diffusion dominates. The
cluster size as a function of the track impact positions within the pixel cell is presented in Figure 3.62.
Significantly more charge sharing can be observed for the standard process compared to the modified
process, especially at the pixel edges and corners, which are not fully depleted in the standard process.
The increased charge sharing in the standard process impacts the spatial resolution, as presented
in Figure 3.63(a). The spatial residual is defined as the difference between the calculated cluster posi-
tion and the track position interpolated on the Investigator reference plane. The telescope resolution is
unfolded from the observed RMS99.7 to obtain the spatial resolution. The resolution versus threshold
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Figure 3.62: Average total cluster size as a function of the track impact position within the pixel cell
for (a) the standard process at a threshold of 41 e− and for (b) the modified process at a
threshold of 50 e−. The different threshold values can be attributed to the slightly higher
pixel input capacitance and noise for the modified compared to the standard process [93].
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Figure 3.63: Performance of the standard and modified process for different threshold values: (a) spatial
resolution and (b) efficiency.
(Figure 3.63(a)) shows significantly lower values for the standard process over the full threshold range.
As visible in Figure 3.63(b), the increased charge sharing in the standard process also impacts
the efficient operation window at higher threshold values, resulting in a reduced single pixel signal that
causes a drop of the efficiency at higher threshold values. Even at low threshold values the measured
efficiency of (99.2±0.1)% for both process variants shows a discrepancy from 100% that can not be
explained by the stated statistical uncertainty. Since this deviation is visible for both process variants, it
is assumed to be caused by the data taking setup [93].
The timing residual is defined as the difference in time between the measured arrival time of the
first pixel of a reconstructed Investigator hit and the mean time of all hits on the telescope track. The
resulting residual distribution is presented in Figure 3.64 for both process variants. A Gaussian function
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is fitted to the timing residual within a range that contains 99.7% of all statistics. The timing resolution
σtime is calculated unfolding the timing resolution of the telescope of σtime,tele = 1.1ns [42] from the
width σGauss of this fit. A slightly more precise analogue timing resolution of (5.1 ± 0.3)ns has been
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Figure 3.64: Timing residual distribution for (a) the standard process and (b) the modified process. Gaus-
sian fits in a range corresponding to 99.7% of all events are shown in red. The quoted timing
resolutions are obtained by unfolding the telescope resolution from the width of the Gaus-
sian fits, and the uncertainty corresponds to the statistical uncertainty on the fit values.
measured for the modified compared to the standard process where an analogue timing resolution of
(6.1 ± 0.5)ns has been measured. This is expected from the higher electric field in the sensor of the
modified process [93]. However, the measurement precision is limited by the 65MHz sampling rate of
the external ADCs on the readout board [93].
The time the signal of the seed pixel needs to rise from 10–90% of its total amplitude (T10−90) is
presented in Figure 3.65, showing a significantly slower charge collection of approximately 30 ns for the
standard process compared to approximately 15 ns for the modified process, consistent with the expected
slower charge collection in the non-depleted regions.
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Figure 3.65: Distribution of the time the signal needs to rise from 10–90% of its amplitude for both
process variants.
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Overall, the study of the analogue performance of the CMOS sensors with a small collection
electrode shows that the standard process offers a better spatial resolution for the same pixel geometry,
while the modified process offers better efficiency at high threshold values, and faster signal collection.
Both process variants meet the 7 µm spatial resolution requirement for the tracker. For the standard
process a spatial resolution close to the value of 3 µm required for the vertex detector has been measured.
While the hit time resolution of ∼6 ns is promising in view of the 5 ns time resolution requirement
for the tracking system, more refined measurements are needed with a fully monolithic chip in this
technology. The lower rise time can affect the accuracy of the arrival time measurement in future fully
integrated chips with an on-chip-threshold and needs to be investigated further. A noise below 10 e− [93]
can be reached with the studied CMOS technologies with a small collection electrode. This allows for
efficient operation for very thin active sensor volumes (epitaxial layer thickness of 25 µm). The fabricated
chips can be thinned down to an overall thickness of 50 µm [89], making this technology an interesting
candidate for achieving a low material budget simultaneously with an excellent spatial resolution and
fast timing, as required in particular for the vertex detector.
3.9.4 Simulation results
Various simulations with different pixel geometries and process parameters have been performed and
compared with test-beam measurements. The simulations lead to a better understanding of the techno-
logy and are used to optimise the sensor layout for future designs.
Fully self-consistent finite element TCAD simulations have first been performed in two dimen-
sions [93] and later extended to three dimensions. The electric field and the edge of the depleted region
in the simulated three-dimensional single pixel cell are presented in Figure 3.66 for the standard and
modified process. Consistent with the test-beam results, differences between both process variants are
visible especially at the pixel corner: in the standard process the low electric field regions are much more
prominent in the pixel corners, for which the depleted region does not extend over the full lateral size
of the pixel. The simulations confirm that for both process variants the regions with lowest electric field
are located at the pixel corners. To push the charges faster out of this low-field regions and speed up the
charge collection in the sensor, the modified process has been further optimised using three-dimensional
transient TCAD simulations [94]. Both a gap in the deep n-doped implant and an additional deep p-
type implant at the pixel border were considered. These modifications however reduce charge sharing
between pixels and thereby deteriorate the spatial resolution. A compromise was found where a gap in
the n-layer is only implemented in one dimension, such that the charge sharing and spatial resolution in
the other dimension are not deteriorated. This design is suitable for the CLIC tracking detector, where
high spatial resolution is only required in the rφ dimension.
To benchmark the worst case scenario in respect of charge collection time, a single MIP has been
simulated traversing the pixel corner. The charge versus integration time from this simulation is com-
pared in Figure 3.67 for the standard process, the modified process, and the modified process with the gap
in the deep n-doped implant in one dimension. Approximately 20% of the charge is collected after 13 ns
for the standard process and 5 ns for the modified process. For the modified process with the additional
gap in the deep n-doped implant in one dimension the charge collection is further accelerated such that
20% of the charge is collected before 3 ns. Though no front-end simulation has been included, the results
indicate that for the simulated pixel pitch of 30 µm×37.5 µm the much slower charge collection in the
pixel corners of the standard process would lead to a significant deterioration of the timing performance.
The electric field distribution from the electrostatic TCAD simulations of the standard process
have been combined with the Monte Carlo simulation framework Allpix2 (see Section 3.4.1) to enable
high-statistics simulations including stochastic effects while retaining an exact description of the highly
non-homogeneous electric field in the sensor [95].
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(a) (b)
Figure 3.66: Electric field distributions from a three dimensional TCAD simulation of a single pixel cell
of (a) the standard process and (b) the modified process for a pixel pitch of 30 µm×37.5 µm.
The collection electrodes are placed at the top corners of the simulated structures. The black
lines indicate the edge of the depleted regions.
A simplified approach has been used, calculating the charges that arrive within 20ns at the col-
lection electrode instead of calculating the induced current. Example results and comparison with test-
beam data are depicted in Figure 3.68, where the mean cluster size is shown as a function of the de-
tection threshold for simulation and data. An excellent agreement has been found for various detection
thresholds. Moreover, the comparison with the simulation using a linear electric field (see grey dashed
line) in the sensor shows the importance of modelling the electric field in TCAD for such sensors.
3.9.5 The CLICTD monolithic tracker test chip
The promising results for the analogue performance of the studied small collection-electrode CMOS
sensors led to the design of the fully monolithic CLICTD (CLIC Tracker Detector) chip in the same
180 nm HR-CMOS process, targeting the CLIC tracker requirements [96].
The top-level layout of the CLICTD design is shown in Figure 3.69 and the main sensor design
parameters are summarised in Table 3.7.
The CLICTD matrix has a size of 3.84 mm×4.8 mm and comprises a sensitive area of 128 rows
and 16 columns. The detector unit cell consists of channels with dimensions of 30 µm×300 µm. The
smaller dimension along the rφ coordinate of the detector is constrained by the spatial resolution require-
ment of 7 µm in this coordinate. To ensure prompt charge collection in the sensor diodes, while limiting
the amount of digital circuitry, each channel is segmented in sub-pixels. Each sub-pixel is equipped with
a collection electrode and an analogue front end. The analogue output of each sub-pixel is routed along
the long channel dimension to the common digital part. Thus, the number of sub-pixels per channel and
the length of each channel is constrained by the space available within the 30 µm pixel pitch in the short
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Figure 3.69: CLICTD mask set after placement and routing. The overall dimensions of the ASIC are
5.0 mm×5.0 mm.
dimension. Motivated by three-dimensional transient TCAD simulations discussed in Section 3.9.4, a
geometry with 8 sub-pixels and a sub-pixel pitch of 30 µm×37.5 µm has been chosen, as illustrated in
Figure 3.70.
Figure 3.71 shows a block diagram of the CLICTD channel design. The charge collected in each
sub-pixel is integrated by a charge-sensitive amplifier. A global detection threshold is applied to the
amplified signal by a threshold discriminator in each sub-pixel, which can be tuned individually with a 3-
bit threshold adjustment DAC. A gain of 550 mV/ ke−, a noise of 14 e− RMS and a minimum detectable
charge of 93 e− have been obtained from simulations of the analogue front-end. Each of the sub-pixels
can be masked individually.
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Table 3.7: Main design parameters of the CLICTD monolithic CMOS sensor.
Parameter Value
Process technology 180 nm HR-CMOS
ASIC size 5.0 mm×5.0 mm
Sensitive area 3.84 mm×4.8 mm
Matrix size 128×16 pixels
Pixel pitch 30 µm×300 µm
Analogue sub-pixel pitch 30 µm×37.5 µm
Gain 550 mV/ ke−
Noise RMS (simulated) 14 e−
Minimum threshold (simulated) 93 e−
Readout modes 8-bit ToA + 5 bit ToT / 13 bit ToA / 13 bit photon counting
ToA bin size 10 ns
Data compression Zero suppression per pixel
Readout scheme shutter-based
Data output clock 40 MHz
Power pulsing scheme analogue low-power mode and clock gating
Power consumption (w/o power pulsing)a 210 mW/cm2 + 70 mW periphery
Power consumption (after power pulsing)b 5 mW/cm2 + 70 mW periphery
a Average for continuous operation at 2.5 µs shutter duration and 3% occupancy.
b Average for CLIC duty cycle and 3% occupancy.
A shutter-based read out scheme is implemented, optimised for the expected low pixel occupancies
in the CLIC tracker resulting in mostly single sub-pixel hits per bunch train. The discriminator output
of all sub-pixels is combined by means of an OR-gate and sent to two asynchronous state machines
in each pixel, measuring the ToA and ToT, respectively. The ToT measurement uses a 100 MHz clock
with a programmable clock division factor between 2 and 16 to adjust the dynamic range. The ToA is
determined by a measurement of the clock cycle for which the first sub-pixel signal crosses the threshold,
using the shutter signal as a time reference and a 100 MHz clock to achieve the required 10 ns precision.
The address of all sub-pixels detecting a signal above threshold is stored in a bit pattern for each
channel. Besides increasing the spatial hit resolution in the long dimension, this allows for detailed
studies of the sensor performance as a function of the pixel occupancy and charge-sharing between sub-
pixels.
Different modes can be selected to read out the ToA and ToT information of the combined sub-
pixel outputs. In the nominal configuration a simultaneous 8-bit ToA and a 5-bit ToT measurement is
performed. Alternatively, the chip can be operated in a long counter mode, reading out only the time
stamp of the first sub-pixel hit with the combined 13-bit precision, such that the timing performance can
be studied in detail. In addition, the chip also allows for a readout in photon counting mode, where the
accumulated number of sub-pixel threshold crossings is counted.
For threshold tuning and calibration purposes, test pulses can be injected to selected front-ends, as
well as directly to the input of the digital logic.
A serial readout is proposed to shift the data off chip at a clock frequency of 40 MHz. To reduce
the amount of data, a compression scheme is implemented, using the first bit of the readout data as a
flag for zero suppression: if a signal above threshold has been recorded in at least one sub-pixel of the
channel, this hit-flag is set to a value of one and the following 21 bits of ToA, ToT as well as the bits
storing the hit pattern are readout. Otherwise, only the hit-flag, set to a value of zero, is sent off the chip.
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Figure 3.70: CLICTD pixel layout: The pixel is divided into 8 sub-pixels with separate analogue front-
ends, that share a common digital block.
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Figure 3.71: Block diagram of the CLICTD channel design.
For continuous operation at 2.5 µs shutter duration and 3% occupancy the average power con-
sumption of the matrix was simulated to amount to approximately 210 mW cm−2. The analogue and
digital circuitry both contribute similar amounts to this total power. The periphery blocks, which have
not been optimised for low power consumption, contribute an additional 70 mW. To reduce the average
power consumption of the chip to the required level of less than 150 mW cm−2, a power-pulsing scheme
is implemented. It sets the main power consuming parts of the analogue electronics to a low-power
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mode between subsequent shutters. The average power in the digital domain is minimised by means
of clock gating: the clock in the channel logic is stopped when it is not acquiring or shifting out data.
For the CLIC duty cycle, an average power consumption in the matrix of approximately 5 mW cm−2 was
simulated. The periphery blocks are not power pulsed.
The CLICTD chip has been submitted for production in the modified process with the additional
deep n-doped implant (see Section 3.9.1). Using a process split, additional wafers are produced with
a segmentation of the deep n-doped implant in the long dimension of the pixel, to reduce the charge
collection time (see Section 3.9.4).
3.10 Monolithic SOI sensors
3.10.1 SOI process for pixel detectors
Silicon-On-Insulator (SOI) wafers implement a layer of SiO2 insulator oxide (Buried Oxide, BOX)
between a thick high-resistivity sensor wafer and a thin low-resistivity electronics wafer. SOI wafers
allow the fabrication of monolithic pixel detectors, by implementing a sensor matrix with collection
electrodes in the high-resistivity substrate and readout electronics on the low-resistivity layer [97]. The
separation allows for a full depletion of the sensor layer while offering full standard CMOS circuits on
the electronics wafer. The insulation layer physically separates the electronics from the substrate wafer,
and thus reduces the parasitic capacitances. Figure 3.72 shows a schematic cross section through an
SOI pixel-detector. For applications with higher ionising radiation levels than CLIC, process variants
including an additional buried silicon layer (Double SOI) can be exploited [98]. The additional layer can
be connected to an external bias voltage, compensating for threshold voltage shifts in the transistors, and
it acts as an additional shielding of the electronics layer from the high potential needed to deplete the
sensor layer.
BOX (insulator)
HV
high resistive wafer
collecting diodes
readout electronics on epitaxial layer metallic layers
Figure 3.72: Schematics of an SOI CMOS structure working as a particle detector [99]. A high-resistivity
sensing layer and a low resistive electronics layer are separated by a buried oxide layer.
Single or double oxide layers can be implemented to separate the sensing layer from the
electronics layer.
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3.10.2 Technology demonstrators
A technology demonstrator pixel detector has been fabricated in the 200 nm Lapis SOI process [100].
This technology allows for a fabrication of thin sensors, down to 50 µm. The demonstrator contains two
different pixel architectures, schematically shown in Figure 3.73. One is based on a source-follower
(SF) design, the other on a charge-sensitive preamplifier. The source-follower based matrix has 8×36
integrating pixels, with a pixel pitch of 30 µm. The matrix with charge-sensitive preamplifier (CSA)
is subdivided into two smaller matrices, one with small sensing diodes, the other with larger sensing
diodes, each containing 8×18 pixels of size 30 µm×30 µm. A rolling shutter readout of the full matrix
is implemented. In the first demonstrator, the source-follower matrix was subdivided into eleven smaller
sub-matrices (4×6 or 8×6 pixels) with the same pixel architecture but slightly different sensor implant
layouts and transistor sizes. Test results for the first generation of source follower matrix can be found
in [99]. Results presented here are obtained with the second iteration of the design, where the source-
follower matrix was designed with uniform geometry and a more homogeneous response. The test
sensors have been fabricated on different silicon-on-insulator materials with different thicknesses and
resistivities. The results presented in the following were obtained with 500 µm thick n-doped float-
zone silicon and 300 µm thick p-doped double-SOI. Thinning to 100 µm is foreseen for future sensor
productions, in order to meet the CLIC vertex-detector requirements in terms of material content.
Figure 3.73: Matrix layout of the SOI technology demonstrator with three sub-matrices, as described in
the text.
3.10.3 Characterisation
The performance of multiple SOI demonstrator detectors has been evaluated in several beam tests using
a 120 GeV pion beam at CERN. The detector was placed on a mezzanine board that was assembled on
a dedicated readout board containing a 12-bit external ADC. This system was connected to a Genesys
Virtex-5 FPGA Board for readout. Details on the reconstruction and analysis flow can be found else-
where [99]. The main focus was the characterisation of a 500 µm thick float-zone n-type detector and a
300 µm thick double-SOI p-type detector.
3.10.3.1 Signal-to-noise ratio
The signal-to-noise ratio obtained in both detectors as a function of the applied bias voltage is displayed
in Figure 3.74. For the float-zone n-type detector, all three pixel matrices show an excellent signal-to-
noise ratio, as expected for the thick sensing layer. Full depletion of the detection layer is reached around
70 V. From that point on, the signal-to-noise ratio of the source-follower matrix is stable above 350. The
charge-sensitive preamplifier matrices show a maximal signal-to-noise ratio of about 250, with a slightly
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decreasing trend above full depletion. The origin is suspected to be the limited dynamic range of the
preamplifier. The extracted resistivity of the 500 µm float-zone sensor wafer is around 12 kΩ cm.
Due to a relatively high leakage current, the maximum operation voltage for the double-SOI de-
tector was limited to 70 V, corresponding to a depletion depth of approximately 130 µm. Therefore, there
are two effects reducing signal-to-noise ratio. The first one is directly connected to the lower depletion
depth with respect to float-zone detector, affecting all three pixel architectures equally. The second one
is caused by the much larger pixel capacitance introduced by an additional coupling to the middle sil-
icon layer, that is affecting mainly the source-follower architecture. The matrices with charge-sensitive
preamplifier front-end reach a signal-to-noise ratio around 90, whereas the source-follower based pixels
only reach 35. Since the full depletion is not reached, the resistivity of the double-SOI sensor wafer
cannot be extracted from the signal measurements.
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Figure 3.74: Signal-to-noise ratio as a function of the applied reverse bias voltage for the three sub-
matrices of (a) the 500 µm thick float-zone n-type SOI detector and of (b) the 300 µm thick
double SOI p-type detector .
3.10.3.2 Efficiency
Figure 3.75 shows the detection efficiency of the 500 µm thick float-zone n-type SOI detector as a func-
tion of the applied bias voltage at perpendicular particle incidence. The obtained efficiency reaches a
plateau in the order of 98 % already for voltages above 20 V, as expected for the high resistive sub-
strate and the large detector thickness. The slight systematic inefficiency of the detector is expected to
be caused by the rolling shutter readout scheme and the inevitable inefficiency of the pixel row that is
currently read out and reset. Systematic studies, correlating the track impact point to the rolling shutter
position on the matrix are ongoing.
3.10.3.3 Spatial resolution
The large sensor thickness in combination with the small pixel pitch leads to an excellent spatial resol-
ution of the detector, as summarised in Figure 3.76 for the resolutions in the y-coordinate. The cluster
positions for the SOI sensor were obtained after correcting for the non-linear charge sharing between
the pixels in the cluster. The resolution values were obtained by quadratically subtracting the telescope
pointing resolution of 2 µm from the width of a Gaussian fit to the residuals between the cluster posi-
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Figure 3.75: Efficiency as a function of the applied reverse bias voltage for the 500 µm thick FZ-n SOI
detector. Both, charge-sensitive preamplifier and source follower pixels are almost fully
efficient above 20 V.
tions and the predicted impact points. Above full depletion the 500 µm thick float-zone n-type detector
reaches 3 µm for all pixel types. The performance of the source-follower matrix is slightly superior to
the charge sensitive preamplifier due to the better signal-to-noise ratio, as shown in Figure 3.74, and
reaches a resolution of about 2.2 µm at high voltages. Due to the reduced signal-to-noise ratio, the
slightly thinner double-SOI detector only reaches a resolution of the order of 4–5 µm. For this detector,
the charge-sensitive preamplifier matrices with the larger signal-to-noise ratio show the better resolution.
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Figure 3.76: Spatial resolution in the y-coordinate as a function of the applied reverse bias voltage for
the three sub-matrices (a) of the 500 µm thick FZ-n SOI detector and (b) of the 300 µm thick
double-SOI p-type detector .
3.10.4 The CLIPS vertex-detector test chip
The CLIPS (short for CLIc Pixel Soi) detector was designed to fulfil the CLIC vertex-detector require-
ments in terms of spatial and timing resolution and material content [101]. The fully monolithic chip
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consists of three pixel matrices with 64×64 pixels each, with a pixel size of 20 µm×20 µm, and an
additional set of test structures. The first matrix M1 is implemented without n-stops between the pixels,
the second matrix M2 includes n-stops. The pixel layout in the third matrix M3 is similar to M2, but
the feedback capacitance is formed only on parasitic capacitances instead of a dedicated metal-to-metal
capacitor implemented in the M2 matrix. The total size of the chip is 4.4 mm×4.4 mm, as illustrated in
Figure 3.77(a).
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CLIPS (CLIc Pixel Soi): current status
New PDD structure
The Japanse KEK center propose a new
structure that is fabricated on single SOI,
but fulfils all advantages provided by
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Figure 3.77: CLIC Pixel SOI chip: (a) chip layout containing three independent pixel matrices with
design variations and (b) block diagram of the pixel front-end.
The pixel electronics is divided into several functional blocks, as depicted in Figure 3.77(b). For
all three matrices, the pixel front-end is based on a charge sensitive pre-amplifier with common-source
architecture and a non-resistive feedback. The simulated front-end response is linear up to 1 fC of input
charge, which is approximately the expected ionisation signal in a 100 µm thick detector. Above that, the
output starts to saturate. A discriminating stage is implemented for hit detection.
The readout of charge and time information is based on a snapshot concept, well adapted to the
low duty cycle of Linear Colliders. The amplified ionisation charge is stored on a storage capacitor,
which is sampling the analogue output of the pre-amplifier once a particle hit is detected in the pixel.
The Time-of-Arrival of the particle hit is extracted in a similar way. Once a particle hit is detected, a
storage capacitor is discharged by a constant current source triggered by the discriminator output signal,
thus the charge and voltage on the capacitor decrease linearly with time. The earlier the particle hit
appears, the lower the voltage on the capacitor will be at the end of the periodic active detection cycle,
which can be synchronised to the bunch-train structure of the Linear Collider. In this way, hit timing is
measured during the gaps between colliding bunches, without the need to distribute a clock tree into the
pixel matrix. This change in architecture allows to reduce the pixel size below 25 µm. In the first CLIPS
demonstrator, analogue-to-digital conversion of the charge and time information for pixels with detected
hits (signalled by a trigger output of the discriminator in each pixel) will be performed off-chip by the
readout system.
The active time window of the chip is adjustable between 100 ns and 300 µs. The discharge current
has to be adopted such that the ToA measurement covers the full active time, and thus the achievable
timing resolution depends on the active time window. Simulations have been performed for an active
window of 1 µs, covering well the duration of the bunch trains at CLIC. The extracted non-linearity of
the time measurement is below 0.5 % corresponding to less than 5 ns over the full ToA range.
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Time-walk of the discriminating stage is an additional source of uncertainty on the ToA measure-
ment. From simulations, the expected time-walk is below 10 ns for signals above 0.3 fC at a threshold
of 0.1 fC. Since both charge and time information are available, a time-walk correction can be applied
during the event reconstruction.
The first version of CLIPS has recently been produced. Chips fabricated on 500 µm thick FZ-n
wafers have been received. Thinning of selected wafers to 100 µm is foreseen at a later stage. The
development of test systems is currently ongoing.
3.11 Detector integration
The detector performance requirements, in particular the very low material budget for the vertex and
tracking detectors, lead to challenging constraints for the mechanical and electrical integration of the
detector components and their cooling systems. An integrated approach is followed, addressing simul-
taneously the critical R&D issues in the domains of Through-Silicon Via (TSV) interconnects, power-
delivery and power pulsing, support structures, detector assembly, cabling and cooling. The work is
focused on conceptual designs and validation through Finite-Element-Analysis (FEA) simulations and
technology demonstrators of critical components.
3.11.1 Back-end processing (TSV)
The size of pixel readout ASICs is usually limited by the size of the reticle used in the CMOS process. In
most current pixel detectors, the ASICs are designed to be abutted on three sides, while the fourth side is
used for wire-bond connection. Multiple ASICs are then flip-chip bonded onto a large sensor to form a
module. To minimise inefficient areas, the sensor pixels in the border region of the readout ASICs have
to be enlarged, at the cost of degraded spatial resolution. The guard ring and ASIC periphery regions
contribute to the material budget as insensitive material.
In order to achieve a full coverage of large areas with hybrid pixel detectors, sensor and readout
ASICs should ideally be seamlessly tileable along all four sides. Active edge sensors, as presented in
Section 3.6.3, can help in reducing inactive material on the sensor side of hybrid pixel detectors and
allow neighbouring sensors to be brought close together without an inactive area on the sensor edge.
Through-Silicon Via (TSV) vertical interconnects remove the need for wire-bonding connections on the
ASIC side of the assembly. Instead of being connected on the ASIC periphery, Input/Output (IO) signals
are routed through the silicon die to the ASIC back side, where they are redistributed to Ball Grid Array
(BGA) IO pads.
A post-processing "via last" TSV process, developed by CEA-Leti [102] and the Medipix3 collab-
oration [103], has demonstrated the feasibility of TSVs on functional detector ASICs from the Medipix/-
Timepix ASIC family [104, 105]. The process includes thinning of the ASIC wafers to 120 µm and
results in vias of 60 µm diameter connecting the IO signals through the silicon die to the redistribution
layer on the back side, as shown in Figure 3.78.
Three separate projects have been undertaken with CEA-Leti in order to develop the TSV pro-
cessing on the IO pads of Medipix3 and Timepix3 wafers. The first one demonstrated the general feas-
ibility of the processing of Medipix3/Timepix3 wafers and established the process steps. The aim of
the second project was to evaluate the yield of the TSV processing. The achieved TSV yield was good
for most of the wafers (70–80%). The majority of the observed yield loss was restricted to components
close to the edge of the wafer, as was expected from equipment limitations. A small number of samples
were flip-chip connected to standard silicon sensors and underwent further testing, demonstrating the
full functionality of the TSV processed ASICs. From this project it was concluded that the TSV yield is
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Figure 3.78: (a) Medipix3RX redistribution layer on the back side of the ASIC for connecting the TSVs
on the bottom to BGA bonding pads in the centre. (b) Cut through a TSV in a 120 µm thick
Medipix3RX ASIC. Image credit: CEA-Leti.
adequate for a small-scale production. In a third project, even thinner wafers down to 50 µm thickness
have been processed successfully, aiming mostly at applications in vertex detectors of high-energy phys-
ics experiments. The dies are mechanically flat and robust, and electrical testing results are compatible
with the one for 120 µm thick ASICs from previous runs.
3.11.2 Power delivery and power pulsing for the vertex detector
In the following a current-based power-delivery and power-pulsing concept for the CLIC vertex detector
is described, which has been verified experimentally for a dummy-load setup corresponding to a barrel
half ladder [106]. It targets an average power consumption of less than 50 mW/cm2 as well as a low
material-budget contribution of 0.05%X0 per single detection layer for cables and local energy storage
across the ladder.
3.11.2.1 Powering requirements
Different powering states during the CLIC accelerator cycle can be defined according to the nominal
power-consumption values of the CLICpix ASIC. This is shown schematically in Figure 3.79 for a half
ladder consisting of 12 readout ASICs based on the CLICpix architecture (see Section 3.5.3) and with a
size of 1 cm2 each.
The analogue peak power of 24 W is only needed during a short acquisition time window of
approximately 20 µs around the time of the collisions and can be switched off entirely during the 20 ms
gaps between bunch trains. The average analogue power consumption can thus be reduced by a factor of
approximately 1000 to 24 mW.
The digital part of the CLICpix ASICs has a peak power of 1.2 W per half ladder during the
acquisition time. Afterwards the most power consuming digital blocks are disabled, resulting in an idle
state with less than 100 mW power consumption per half ladder. The data readout is assumed to consume
360 mW per ASIC and will be performed sequentially ASIC-by-ASIC. The readout time per ASIC scales
with the pixel occupancy in each ASIC, with an expected maximum of approximately 300 µs per ASIC
at 3% occupancy. The readout of the entire half ladder will be spread over the duration of the 20 ms gap
between bunch trains. The average digital power consumption in this scenario amounts to approximately
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160 mW per half ladder, corresponding to a reduction by a factor of 8 with respect to the digital peak
power.
Critical voltage levels are regulated inside the readout ASICs. Voltage variations of approximately
±10% during load transitions can therefore be tolerated for the supply voltages.
Figure 3.79: Analogue and digital power consumption states in a vertex-detector half ladder (12 ASICs
of 1 cm2 each) during the CLIC accelerator cycle [106].
3.11.2.2 Powering concept
An electrical circuit optimised for low material budget and providing the required powering states for
a vertex detector half ladder is shown schematically in Figure 3.80. It is based on an FPGA-controlled
current source that is located outside of the main detector and that provides a low continuous current.
The current is brought through cables to the detector front end, where it charges up on-detector silicon
capacitors for local energy storage at each ASIC. Low-mass aluminium cables are chosen for the cable
sections located inside the detector volume. The locally stored energy is then used to deliver the power to
the readout ASICs in the vertex detector half-ladder. On-detector low-dropout (LDO) regulators provide
the necessary stability of the input voltage for the analogue and digital parts of the readout ASICs. The
voltage of the capacitors is sensed at the back-end and used to regulate the magnitude of the storage-
capacitor currents. The local energy storage concept results in a largely reduced current from the current
source to the vertex-detector region and across the ladder, which reduces the needed cable mass accord-
ingly. Separate current sources, cables, storage capacitors and LDOs are used for the analogue and digital
parts, such that both parts can be optimised independently.
3.11.2.3 Experimental verification
An experimental setup implementing the proposed circuit for the analogue and digital power pulsing
was developed. Silicon capacitors, voltage regulators and dummy loads representing the 12 ASICs of a
half ladder are implemented on a printed circuit board, as shown in Figure 3.81 for the analogue power-
pulsing setup. The board is connected through low-mass aluminium flex cables and copper back-end
cables to the controlled current source setup consisting of laboratory power supplies, an FPGA control
board and a custom made controlled current-source board.
Measurement results of an analogue and a digital power-pulsing sequence are presented in Fig-
ure 3.82. The voltage of the storage capacitors for the analogue power pulsing decreases during the
20 µs of 2 A peak current consumption from 5.3 V to 1.4 V, before the capacitor gets recharged during
the 20 ms gap before the next on-time. The output voltage for the analogue part is set to approximately
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Figure 3.80: Diagram of a controlled current source powering a half-ladder [106].
Silicon capacitors
Low-Dropout Regulators
Loads
Figure 3.81: Printed circuit board of a dummy half ladder for analogue power-pulsing, equipped with
storage capacitors, ISL80112 LDOs and dummy loads representing 12 readout ASICs [106].
1.2 V. The voltage drop during the entire on-time is less than ∆V ≈ 20 mV. This level of voltage stability
was achieved using capacitors at the input and output of the LDOs of 10 µF and 1 µF, respectively.
For the digital power pulsing, three load current states are visible, corresponding to the peak
current during data acquisition (100 mA), the current during readout (360 mA) and the idle current (8
mA). One readout period of 300 µs is emulated for each of the 12 dummy loads, equally spread over the
20 ms between consecutive bunch trains. All 12 input storage capacitors of 6.6 µF each are connected in
parallel and hence the voltage at each storage capacitor is affected by the load conditions in the entire
half ladder. This leads to the observed ramps of each storage capacitor voltage between 1.8 V and 3 V.
The voltage at the LDO output is set to approximately 1.0 V and variations of this voltage of up to
∆V ≈ 70 mV are observed during load transition periods. A capacitor of 1 µF is placed at the LDO
output to reach this level of voltage stability.
The measured average power dissipation is smaller than 10 mW/cm2 for the analogue part and
smaller than 35 mW/cm2 for the digital part. The combined power dissipation stays therefore below the
anticipated vertex detector limit of 50 mW/cm2. It should be noted that the observed power dissipation
is dominated by the dissipation in the LDOs due to the large necessary over-voltages in the storage
capacitors for this implementation, which could be further optimised in future implementations of the
system, once silicon capacitors with larger energy density become available.
The averaged contributions of the aluminium cable, the LDOs and the capacitors to the material
budget in the vertex detector ladder corresponds to 0.1 %X0. Approximately 80 % of this material is in
the silicon capacitors and the rest is shared equally between the cables and LDOs. The use of thinner
conductors and future improvements of the silicon-capacitor technology are expected to decrease the
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Figure 3.82: Measurement results for (a) analogue and (b) digital power pulsing [106]. Shown are the
storage capacitor voltage Vcap, the load voltage Vload and the load current Iload for the dummy
load located furthest away from the current source. For the digital power pulsing also the
charge current from the back-end IBE is shown.
material budget contribution to the required 0.05 %X0.
The power-pulsing test setup was operated in a magnetic field of up to 1.5 T, showing no degrad-
ation of the electrical performance and no measurable mechanical effects.
3.11.3 Lightweight support structures
The low overall material budget for the inner detector region results in target values of about 0.05 %X0
for the contribution from the stave supports of each vertex-detector double layer and of less than 1 %X0
for the contributions from supports and cooling infrastructure per single tracker layer. The stiffness and
the vibration modes have to be compatible with air-flow cooling in the vertex-detector region and with
the large lever arms for the suspension systems in the tracker region. To reach these ambitious goals, new
lightweight support structures have been designed, simulated, produced and experimentally evaluated.
A variety of Carbon-Fibre-Reinforced-Polymer (CFRP) support structures and a vertex-detector barrel
ladder dummy with realistic material composition have been designed, simulated, built and thermo-
mechanically characterised.
3.11.3.1 Vertex detector support structures
Test samples of low-mass supports suitable for the vertex-detector barrel layers based on CFRP have
been produced at different manufacturers and at the CERN EP Composite Lab. While earlier studies
had evaluated also cross-braced designs [107], all recent productions have focussed on full-sandwich
staves [108]. Figure 3.83 shows two examples of sandwich staves with very thin CFRP prepreg skins
(30–50 µm) and either Rohacell or Nomex honeycomb cores. The produced samples have a surface area
of 280 mm × 26 mm, a thickness of approximately 2 mm and a weight between 1.5 g and 2.1 g. The
material budget for each stave was estimated based on calculations and on a photon attenuation source
measurement. Values of approximately 0.06%X0 were obtained, close to the target of 0.05%X0.
The flatness on both sides of the staves was measured using a laser sensor and a reference gran-
ite surface. Values of approximately 0.6 mm were obtained for a first batch of samples. For a second
batch produced with an improved manufacturing procedure, a flatness of approximately 0.1 mm was
achieved. Flexural-stiffness measurements have been performed using a three-point bending test setup
(Figure 3.84(a)) following the ASTM D790-02 standard. Stiffness values of 0.2–1.4 N mm−1 were ob-
tained, in agreement with calculations and ANSYS finite-element simulations (Figure 3.84(b)). Struc-
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tures based on a Rohacell core were found to have higher stiffness and lower deformation than those
made with a Nomex honeycomb core.
(a) (b)
Figure 3.83: Example CFRP stave supports made from thin CFRP prepregs and a core of (a) Rohacell or
(b) a Nomex honeycomb structure [108].
(a) (b)
Figure 3.84: (a) Three-point bending test setup for flexural stiffness measurements and (b) corresponding
ANSYS finite-element simulation.
The air-flow cooling setup described in Section 3.11.7 was used to measure the vibrations induced
on stave supports, for fixation mechanisms of different rigidity and for different air velocities and angles
of incidence [109]. In all cases, the out-of-plane vibrations were found to be at an acceptable level of less
than 2.5 µm RMS amplitude at nominal flow conditions (5 m/s) and for the worst case of perpendicular
incidence of the air flow on the stave. Example measurement results for a bare Rohacell stave with a
material budget of approximately 0.06%X0 are displayed in Figure 3.85.
3.11.3.2 Thermo-mechanical vertex-detector stave dummy
A low-material stave design for the double detector layers in the vertex barrel part has been developed
and two dummy staves with silicon dummy layers and a realistic support have been assembled, in order
to evaluate the thermo-mechanical characteristics of the design.
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Figure 3.85: Measurements of the vibration amplitude for a bare CFRP Rohacell stave support (a) for
different angles of incidence as a function of the air velocity and (b) as a function of the
position along the stave.
Figure 3.86: Layer stack-up of a double-sided thermal dummy stave for the vertex barrel detector.
Figure 3.86 illustrates the layer stack of the demonstrator stave. The structure is based on a carbon-
fibre Rohacell sandwich structure, which gives mechanical stability to the stave and provides the 2 mm
separation between the two active layers. Ten silicon dummy sensors and a flex circuit are glued with
adhesive tape to either side of the support. The dummy sensors, produced at MPG-HLL [110], are made
of an aluminium layer on top of 100 µm non-processed silicon, which mimics the 50 µm active sensor and
50 µm readout ASIC. The aluminium traces allow for resistive heating of the dummy sensor, producing
a realistic heat load on to the structure. The flex-PCB on top contains 24 digital temperature probes
and the necessary traces for heating of the dummy sensors and for the temperature readout. Figure 3.87
depicts one of the staves during the assembly sequence. On the left side, the flex circuit is already
glued to the structure, while on the right half, the silicon sensor tiles are still visible. The total stave
size is 280 mm×26 mm. Besides gaining experience on the assembly procedure of such a structure, the
assembled staves have been integrated into the detector mock-up for cooling tests, as outlined in more
detail in Section 3.11.7.
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26 mm
280 mm
Figure 3.87: Vertex barrel stave (thermal dummy).
(a) (b)
Figure 3.88: (a) Support structure concept for the outer tracker and (b) full-scale subsection of the tracker
barrel support structure.
3.11.3.3 Support structures for the tracker outer barrel
Figure 3.88(a) illustrates the support structure concept for the outer tracker, with one large barrel structure
hosting the outer two layers, and two wheel structures on each side of the detector, hosting the four
endcap layers per detector side. The structure is based on a 3D space frame concept. Specially designed
and optimised light-weight, custom made node pieces connect commercial off-the-shelf carbon fibre
tubes to form the frame. The estimated material content of the inner and outer barrel support structures
ranges from 0.13 %X0 to 0.37 %X0 per detection layer. A subsection corresponding to 1/6 of one outer
barrel ring section has been built at 1:1 scale, as shown in Figure 3.88(b). The subsection is over 1 m in
size, and the total weight is 926 g. After assembly, the precision of the final structure has been evaluated
by means of mechanical and photogrammetric metrology. Overall, the deviation of the node points from
their ideal position was below 300 µm, with a standard deviation of less than 150 µm. Static load tests
were used to validate the FEA simulation model. With a 50 kg test load placed on the structure, the
deformation has been below 500 µm. This confirms the simulation results of the mechanical stability of
the design. The estimated sag of the whole structure for the outermost tracker layers is 70 µm for an
assumed total load of 150 kg.
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3.11.4 Beam pipe design
A layout for the beam pipe of the CLIC detector at 3 TeV centre-of-mass energy has been developed,
consisting of a thin central beryllium cylinder connected to stainless-steel conical sections on either side.
While the design was originally worked out for the CLIC_ILD detector concept [111], small adaptations
to the geometry were made [5], in order to match the inner detector layout of the current CLICdet concept
and to maximise the forward acceptance of the detector. The resulting design, shown in Figure 3.2 and
Figure 3.89, meets the requirements from physics, mechanics and cooling:
1. To limit the background occupancies in the innermost detector layers to a few percent, the beam
pipe needs to be placed outside the cone-shaped region exposed to very high rates of beam-induced
background particles.
2. The material content before the first detection layer should stay below 0.2%X0, to ensure a precise
measurement of event vertices.
3. The beam pipe should provide shielding against back-scattered particles produced in the forward
detector region, while maintaining sufficient angular coverage for the forward tracking discs.
4. A path for the flow of cooling air into the vertex-detector region needs to be provided.
5. The beam pipe has to withstand the loads induced by the vacuum and the loads transmitted from
the conical portions to the beryllium cylinder.
To address the first two requirements, the 616 mm long central beryllium part of the beam pipe is foreseen
to have an inner radius of 29.4 mm and a wall thickness of 0.6 mm. The third and fourth requirements lead
to a double-wall design of the two conical sections with an inner part made of 4.8 mm thick stainless steel
and an additional thin (< 1 mm) CFRP layer around it. The gap of 5 mm between the two walls acts as an
air in- and outlet. A spiralling structure made of CFRP is placed in the gap, adding a rotational component
to the air flow and thereby maximising the cooling efficiency in the vertex-detector region. The CFRP
layer points to the interaction point at an angle of 6.6 degrees, which sets the angular acceptance limit for
the forward tracking discs. The last requirement is addressed by a system of support collars and spokes
connecting the beam pipe to the main support cylinder for the inner tracking system. The overall length
of the beam pipe consisting of the two conical sections and the central cylindrical part is 5.1 m, resulting
in a total weight of approximately 100 kg.
3.11.5 Detector assembly
The CFRP main support cylinder provides the mechanical stiffness and the positioning for all detectors
in the inner region as well as the beam pipe, and it directly supports the elements of the outermost
inner tracker barrel layer (ITB3). Detailed studies on the assembly procedure of the inner detector have
been performed only for the previous detector model CLIC_ILD [111]. The overall concept of having
a removable support cylinder holding the inner detectors and the beam pipe remains unchanged in the
current CLICdet model, but due to the larger radius and the fact that the full inner tracker is supported
inside the cylinder, changes to the routing of services are necessary. These changes need to be reflected
in the assembly sequence, as well. In the following, the assembly concept developed for CLIC_ILD is
outlined, and changes to adopt to the CLICdet detector model are mentioned where appropriate.
In a first step, both half-shells of the main support cylinder are populated. Starting with ITB3,
which is placed directly onto the support cylinder, the inner tracker barrel is assembled and the services
are routed along the inner wall of the support cylinder. Subsequently, the support structure for the vertex
detector is installed. First, the air-flow guiding cylinder is inserted along with the supports of the outer-
most vertex barrel double layer. The detector layers are then placed onto the support and connected to
the services, which are routed along the inner wall of the air-flow cylinder. The procedure is repeated for
the remaining two barrel double layers. The final step is the insertion of each vertex detector petal and its
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Figure 3.89: Engineering layout for the innermost region of the detector (from [5]), indicating the cyl-
indrical beryllium (Be) beam-pipe section, the conical beam-pipe section (stainless steel –
SSt), and the outer shell (carbon-fibre-reinforced polymer – CFRP) used to create an air-
channel for the vertex detector cooling. The positions of the vertex barrel and petal layers
as well as the innermost tracker barrel layers and discs are indicated. The purple structure
is the support of the innermost tracker disk, to which the barrel support structure (shown in
grey) is attached. A cylinder keeping the air flow in the close vicinity of the vertex detector
is also shown.
services, starting from the innermost one and going through each petal following their relative placement
in the z-direction. The completed sub-assembly for the CLIC_ILD concept is shown in Figure 3.90(b),
and a detailed view of the vertex detector region is shown in Figure 3.90(a). The procedure is repeated
for the other half-shell.
For CLIC_ILD, the services of the vertex detector have been routed along the support cylinder.
Due to the increased radius of the support tube in the CLICdet detector layout, the services for the vertex
barrel are routed along the conical section of the beam pipe, and thus outside of the tracker acceptance.
Eventually, this makes it necessary to insert also the inner endcap discs of the tracking detector at this
stage of the assembly procedure, before the vertex detector services can be put in place.
As outlined in Section 3.11.4, the beam pipe is composed of a central beryllium cylinder and two
stainless steel cones on either side. The beam pipe is supported from the main support cylinder by a
system of collars and spokes. The preparation of the beam pipe for the final assembly process is shown
in Figure 3.91.
The CFRP layers of the two conical beam-pipe sections will serve as support for the services to
the vertex detector and the inner endcap tracking discs. Using a dedicated temporary support, shown in
Figure 3.92(a), two half conical shields are supported from their inner surfaces while the endcap discs are
placed starting with the innermost disc closest to the interaction region. Finally, the collars to connect the
conical shields to the main support cylinder are attached. The completed subassembly for the CLIC_ILD
model is shown in Figure 3.92(b).
With all different sub-assemblies in place, the assembly of the inner detector can proceed by
lowering and connecting the sub-assemblies into each other. Once the complete support tube is ready, it
can be inserted as one single piece into the detector.
A similar sequence will be applied to the structural parts of the outer tracker, before they are
86
Chapter 3. Vertex and tracking detector
(a)
(b)
Figure 3.90: Sub-assembly of the vertex detector and inner tracking layers for CLIC_ILD [111]: (a) the
complete sub-assembly of the vertex detector and inner tracking layer and (b) a closeup of
the vertex detector barrel layers and petals assembled in the inner detector region.
Figure 3.91: Preparation of the beam pipe for the final assembly of the inner region [111]. The beam
pipe is resting on temporary supports and the collars and their support spokes are added to
it.
inserted into the electromagnetic calorimeter.
3.11.6 Cables
Low-mass flexible cables are presently proposed to power the front-end electronics of the vertex and
tracking detectors [111]. Their conductive material is aluminium, which reduces the material contribu-
tion by a factor of 4 compared to copper cables with the same total electrical resistance. These cables are
composed of 6 layers of different material with a total thickness of 140 µm. Three different materials are
used: two aluminium layers to conduct electricity to power the sensors, three kapton layers to provide the
desired mechanical properties and electric isolation and one glue layer to glue the intermediate layers.
Figure 3.93 shows the different layers and their thickness in micron as well as a photograph of such a
cable.
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(a) (b)
Figure 3.92: Sub-assembly of the inner tracking layers and stainless steel conical shields [111].
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Figure 3.93: (a) Schematic cross section of the proposed front-end power cables, showing the different
material layers and their thickness in µm. (b) Photograph of a 10 mm wide flex cable [111].
Cable bending, in particular in the innermost regions of a detector, is an important issue because
of the space limitations around the subdetectors and their mechanical support structure. For an ini-
tial assessment of the potential issues that might occur when bending layered flat cables, numerical
bending simulations have been performed, assessing the stresses on the cables during installation in the
detector [112]. The results show that the proposed cables would withstand the bending and the forces
expected during assembly of the detector components.
3.11.7 Cooling
Due to the low radiation exposure of less than 1011 neq cm
−2 yr−1, the CLIC vertex detector can be op-
erated at room temperature. Still, the dissipated power has to be removed from sensors and readout
electronics, to maintain a decent temperature within the detector. The current presumption foresees a
temperature below 40 ◦C on the active elements. The use of conventional liquid/two-phase cooling solu-
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tions in the CLIC vertex detector would result in a significant increase in material budget from both the
cooling medium and its tubing, which would exceed the available material budget. Therefore, the use of
a dry gas (air or N2) as a coolant has been proposed for the inner detector region as a means to achieve
the specified material budget [109].
The initial studies on the feasibility of this cooling solution have been performed using Compu-
tational Fluid Dynamics (CFD) models and the results are documented in [113]. Experimental studies
have been conducted in order to validate the results of the CFD simulations.
A bench-top wind tunnel was built as a first step in the validation of the air cooling solution, to
better understand how a single vertex detector stave behaves under the action of an air cooling stream.
Both thermal studies and vibration test were performed. The CFD thermal simulations reproduced the
measured data to within a few degrees. Stave vibrations induced by the air flow were found to be at an
acceptable level, as discussed in Section 3.11.3.
56 cm
(a)
(a) Overall view of the velocity streamlines (b) Overall view of the velocity streamlines with the flow
between the outermost barrel layer and the CFRP sup-
port tube hidden for clarity
(c) Detailed view of the velocity streamlines in the transi-
tion from the barrel to the endcap region (the flow be-
tween the outermost barrel layer and the CFRP support
tube was hidden for clarity)
(d) Contour of the air velocity in the y-z plane
Figure 14: Air velocity inside the vertex detector volume.
The air temperature on a cross-section along the y-z plane is shown in Figure 15. As expected,
the air temperature increases gradually as the flow progresses through the vertex detector vol-
ume. For an inlet temperature of 0  C the average air temperature at the outlet is 23.4  C. If an
energy balance is applied to the volume:
qin = qout = m · cp(Tout  Tin) (3)
it yields that, for a mass flow m of 19.9 g/s, a specific heat capacity at constant pressure cp of
1004.4 J/kgK and a temperature difference of 23.4  C, the calculated heat flow absorbed by the
air is qout = 468.2W, which is close to the heat flow qin = 455.1W applied through the boundary
conditions (difference of 2.9 %). As expected due to the relatively low air velocity, there is a
19
(b)
Figure 3.94: (a) Photograph of the 1:1 scale mock-up of the vertex detector to study the performance of
the air-flow cooling concept. (b) illustration of a computational fluid dynamics simulation
of the air cooling in the CLIC_ILD vertex-detector region, showing the velocity streamlines
of the forced air-flow in the detector volume [113].
To have a more realistic test set-up, a 1:1 scale thermal mock-up of the vertex detector was built,
as shown in Figure 3.94(a). In a first step, the cooling performance on the barrel staves was studied. To
represent the staves in the vertex detector barrel, the mock-up uses double-sided PCBs with a thickness
of 1.6 mm. Copper traces embedded on each side of the PCBs were used to apply the same heat load
as that generated by the electronics and silicon sensors as expected in a real detector. A total of 176
surface mount PT100 temperature sensors were used to determine the temperature distribution along both
sides of each stave. The measurements have shown that at nominal working conditions (average power
dissipation of 50 mW cm−2 and a volumetric flow of about 17 L s−1, corresponding to an air velocity of
5 m s−1), there are significant temperature gradients along the axial and circumferential directions, as
illustrated in Figure 3.95.
An example result of the computational fluid dynamics simulation of the air cooling in the vertex-
detector region is shown in Figure 3.94(b). The CFD simulation qualitatively reproduces the measured
temperature distributions of the middle and outermost barrel layers in the mock-up, and can b us d to
further optimise the detector geometry. The gradients along the axial direction (up to 35 ◦C over the stave
length) will be difficult to eliminate without a reduction of the average power dissipation in the staves.
Increasing the volumetric flow, as an attempt to reduce these gradients, has been experimentally tested
(see Figure 3.95) and has proven to be inefficient [109].
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Figure 3.95: Average temperature increase of the dummy staves with respect to the inlet air temperature
as a function of the position along the length of the stave, data from [109].
In a later step, the two realistic dummy staves presented in Section 3.11.3.2 were integrated into
the mock-up. One of the PCB-based staves in the middle and one in the outer layer were replaced.
The new staves were each equipped with 48 digital temperature sensors, allowing for a better resolution
of the temperature gradient along the stave. The realistic stave design had no impact on the cooling
performance; similar temperature distributions were achieved.
For the large main tracker (137 m2 surface area), air-flow cooling is not considered to be a viable
option owing to the large volume. First conceptual simulation and engineering studies demonstrate
the feasibility of liquid cooling, based on e.g. water, in terms of material budget and cooling power
for room temperature operation. Owing to the similarities in the general support structure concept,
operation temperature and power dissipation with respect to the upgrade project of the ALICE inner
tracking system [89], no further CLIC tracker specific cooling studies have been performed so far.
3.12 Summary and outlook
The results presented in this chapter demonstrate that significant progress has been made since the CDR
in all areas of the vertex and tracker R&D towards reaching the challenging detector requirements at
CLIC. The CLIC-specific developments largely profit from synergies with other detector development
projects and from the rapid progress in the semiconductor industry.
Advanced simulation and characterisation tools have been developed and are used extensively
to aid the various design and testing activities.
Hybrid pixel detector assemblies with thin planar sensors (down to 50 µm) have shown excellent
detection efficiency (> 99%) and timing performance (few nanoseconds resolution). The use of active-
edge sensor technology and Through-Silicon Vias (TSV) has enabled detector layouts with minimised
inactive areas. Dedicated readout ASICs with small pitch (25 µm) have been developed in 65 nm process
technology and successfully hybridised to planar sensors using intricate single-chip solder bump-bonding
techniques. The achievable position resolution in thin sensors was found to be limited by the low amount
of charge sharing. Approximately 7 µm were achieved for a pitch of 25 µm and an active thickness
of 50 µm. Sensor designs with enhanced lateral drift are under development with the aim to improve
the position resolution. Further performance improvements require smaller pixel pitches, which can
be achieved in the future using advanced ASIC process technologies (for example 28 nm feature size).
Alternative fine-pitch interconnect processes, such as the use of Anisotropic Conductive Film (ACF),
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could in the future reduce the complexity and cost of the hybridisation process, making the use of hybrid
pixel detectors feasible also for the large-area tracker.
Capacitively coupled hybrid pixel detectors with active HV-CMOS sensors have been produced
and tested successfully. Non-uniformities observed in the response of the various assemblies were found
to be related to the complex hybridisation and calibration procedures. Further refined gluing techniques
and a precise characterisation of the signal transfer chain would be needed for maintaining a good per-
formance over larger detector areas.
Promising results have been obtained from test assemblies implemented in various monolithic
depleted CMOS pixel sensor technologies with 180–200 nm feature size. These technologies offer the
potential for achieving high performance over large surface areas, with a reduced material budget and
at a lower cost than hybrid solutions. The performance of the fully integrated ATLASpix High-Voltage
CMOS test chip with elongated pixels has been found to be close to meeting the requirements of the CLIC
tracker. A new version with adapted pixel geometry targeting the CLIC tracker requirements is currently
under design. The ALICE Investigator analogue test chip implemented in a High-Resistivity CMOS
process with minimised collection electrodes has been tested in view of the CLIC tracker requirements.
The excellent results obtained with this test chip in terms of spatial and temporal resolution have led
to the design of the fully integrated CLICTD tracker test chip with segmented macro pixels, which is
currently in production. Test assemblies with Silicon-On-Insulator technology have demonstrated the
potential of this concept for achieving very good spatial resolution. A dedicated demonstrator chip for
the CLIC vertex detector, CLIPS, has been designed and is currently in production.
The feasibility of power pulsing with local energy storage optimised for the CLIC duty cycle was
demonstrated with a low-mass powering demonstrator setup, including tests in a magnetic field. Power
pulsing was also implemented successfully in hybrid ASICs and HV-CMOS sensors for CLIC. Average
power consumption levels below 50 mW cm−2 have been achieved.
Detector integration studies have been performed to demonstrate the feasibility of the CLIC
vertex and tracking detector concepts in terms of mechanical supports, assembly, cabling and cooling.
Demonstrators of low-mass support structures for the vertex and tracker detector have been produced
and tested in respect of their mechanical properties. Air cooling for the vertex detector was tested in
simulation studies and in air-flow tests using a full-scale CLIC vertex-detector mock-up with realistic
heat loads. Further integration studies including larger demonstrator assemblies with functional readout
ASICs will be required in the next phase of the project.
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4 Electromagnetic and hadronic calorimeters
This chapter presents the requirements and concepts for the electromagnetic and hadronic calorimeters
at CLIC and gives an overview of the R&D for imaging calorimetry, which is performed within the
CALICE collaboration.
4.1 Introduction
The physics at future high-energy lepton colliders, with its requirement for a jet energy reconstruction
with unprecedented precision, is one of the primary motivations for the development of highly granular
calorimeters. Within the CALICE collaboration [8], several such concepts for the electromagnetic calor-
imeter (ECAL) as well as the hadronic calorimeter (HCAL) are being developed. For the CLIC detector
a sampling ECAL based on tungsten absorbers and silicon sensors as active material is envisaged, while
the HCAL will consist of a steel absorber structure with small scintillator tiles read out individually by
Silicon Photomultipliers (SiPMs).
In order to demonstrate the performance of the concepts, in the years 2005 to 2012 the CALICE
collaboration built physics prototypes and exposed them to test beams of various particle types. An
overview of the results can be found in [114]. Since the time of the CLIC CDR [2] several new results
have been published, which will be discussed in this chapter. The next step is to demonstrate that the
concepts are scalable to a hermetic collider detector, fulfilling realistic requirements on space and power
consumption of the readout electronics. Concepts for production and quality control as well as for a
cooling system are also mandatory. These points are addressed by technological prototypes. For the
SiPM-on-tile HCAL (Analogue HCAL, AHCAL) a large prototype with 38 layers has been built and
recently exposed to particle beams, while for the Silicon ECAL (SiECAL) up to now a 10-layer prototype
has been studied. The completion of the ECAL technological prototype with 30 layers is an important
future goal.
4.2 Requirements for calorimetry at CLIC
The CLIC physics programme requires an efficient reconstruction of multi-jet final states and a jet-
energy resolution for light-quark jets of σE/E ≤ 3.5% for jet energies in the range 100 GeV to 1 TeV
(≤ 5% at 50 GeV) [2]. In particular the separation of W and Z bosons on an event-by-event basis profits
from highly granular (imaging) calorimeters optimised for Particle Flow Analysis (PFA) reconstruction.
A high granularity in the calorimeters is also essential for separating interesting physics events from
beam-induced background particles, which lead to large energy deposits in the sensitive volumes of the
main calorimeters of up to 12 TeV per bunch train at 3 TeV (see Section 2.4). Hit-time tagging at the
1-nanosecond level combined with PFA reconstruction techniques are required to efficiently suppress
these out-of-time background particles in the reconstructed data.
In general the use of PFA reconstruction algorithms reduces the influence of the instrinsic calori-
meter energy resolution on the jet reconstruction. Nevertheless, the intrinsic energy resolution plays an
important role at low jet energies (up to roughly 100 GeV), for the matching of tracks with calorimeter
energy depositions for charged particles, and for the reconstruction of photon final states. In the usual
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parametrisation of the energy resolution for single particles, σE/E = a/
√
E(GeV)⊕ b, the stochastic
term a reflects statistical fluctuations in the shower evolution and measurement, while the constant term
b arises from imperfections in detector homogeneity, stability and calibration. At higher energies, there
are additional contributions from the fluctuations of non-contained energy, or leakage. Photon final
states require a good intrinsic resolution in the ECAL of approximately 15%/
√
E, which implies a high
sampling fraction, and sufficient containment to limit electromagnetic leakage into the HCAL. An ECAL
depth of 22 X0 can fulfil this requirement [5]. A total depth of 7.5 λ I in the HCAL, in addition to the
1 λ I in the ECAL, was found to be sufficient to reduce the effect of hadronic leakage on the jet-energy
resolution to an acceptable level [2]. The goal for the constant term is 1% for the ECAL and 2–3% for the
HCAL [114]. In prototype tests very often the constant term cannot be determined precisely for several
reasons: small prototypes exhibit leakage, the covered energy range is not wide enough to constrain the
fit of the energy resolution, or the data does not follow the simple parametrisation. The constant term can
also be affected by limited statistics in calibration samples. In addition, prototypes usually do not have
the expected production quality of the components, concerning sample uniformity, stability and sensitiv-
ity to environmental conditions. Therefore, the constant term determined from beam tests of calorimeter
prototypes often is larger than what is expected for the full-scale detector.
4.3 Calorimeter implementation in CLICdet
The overall layout of the calorimeters for the CLIC detector is shown in Figure 2.2. The ECAL and
HCAL barrels are arranged in dodecagons around the tracker volume. The endcap calorimeters are
arranged to provide good coverage in the transition region, and maximum coverage to small polar angles.
Figure 4.1 shows the implementation of ECAL and HCAL in the current simulation model.
Figure 4.1: Side view of a quarter of the CLIC detector. The ECAL is shown in dark green; the HCAL in
red. In the barrel region, both ECAL and HCAL layers are parallel to the beam, while they
are perpendicular to the beam in the endcap. The part of the ECAL closest to the beam pipe
is the ECAL plug (see text).
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4.3.1 ECAL
The basic ECAL structure of the CLIC detector is a silicon-tungsten sampling calorimeter with 5×5 mm2
silicon detector cells. To achieve a good photon energy resolution, in particular at high energy, the ECAL
consists of 40 layers, with tungsten absorber plates of 1.9 mm thickness and a distance of 3.15 mm
between plates [5]. The tungsten plates reduce the size of electromagnetic showers in the calorimeter,
due to the small Molière radius (9 mm) and short radiation length (3.5 mm) of tungsten. This helps to
avoid overlapping of showers produced by nearby particles. The ECAL barrel extends from 150 cm to
170 cm in radius, corresponding to a total thickness of about 22 X0 or 1 λ I. To allow easy access to the
detector for maintenance or repairs implies that the ECAL endcap has to be built in two main parts, with
a small so-called ECAL plug remaining in place attached to the support structures, while the bulk of
the endcap is retracted. The necessary empty space between ECAL endcap and ECAL plug is presently
assumed to be shaped as a ring, with a width of 30 mm. The ECAL has in total 101 million readout cells,
corresponding to a silicon-detector surface of 2500 m2.
4.3.2 HCAL
The proposed hadronic calorimeter of the CLIC detector consists of 60 steel absorber plates, each of
them 19 mm thick, interleaved with scintillator tiles, similar to the CALICE calorimeter design for the
ILD detector. The gap for the sensitive layers and their cassette is 7.5 mm, including two cassette walls
made of 0.5 mm steel each. The polystyrene scintillator in the cassette is 3 mm thick with a tile size of
30×30 mm2. Analogue readout of the tiles with SiPMs is envisaged. The HCAL barrel extends from
174 cm to 333 cm in radius. Both the endcap and the barrel HCAL are around 7.5 λ I deep, which brings
the combined thickness of ECAL and HCAL to 8.5 λ I. The part of the HCAL endcap which surrounds
the ECAL endcap is treated as a separate entity called the HCAL ring. The HCAL has in total 10 million
readout cells, corresponding to a scintillator surface of 8700 m2.
4.4 CALICE Silicon Electromagnetic Calorimeter
The basic unit of the active elements of the CALICE SiECAL is the Active Sensor Unit (ASU) with
a lateral size of 18×18 cm2. An ASU is the assembly of PCB, ASIC and silicon wafers. A PCB
is equipped on one side with 16 SKIROC ASICs and on the other with four wafers. Each wafer is
subdivided into 256 pads of 5.5×5.5 mm2, yielding a total number of 1024 pads per ASU. Two versions
of ASUs are under development: a more conservative one with the ASICs in ball grid array (BGA)
packages, and a more aggressive one with ASICs directly bonded to the PCB, allowing for a smaller
layer thickness (see Figure 4.2). A readout layer of the ECAL is a chain of up to 12 interlinked ASUs.
Each layer is read out individually with an interface board.
The CALICE Collaboration is currently developing a technological prototype of the SiECAL. The
final prototype will have up to 30 layers of one ASU each and a total of about 30 000 readout channels.
Up to now a maximum of 10 layers with a total of 10 240 readout channels have been operated in test
beams. The program comprises in particular also the production and tests of long layers with up to 12
ASUs.
4.4.1 SiECAL sensor and ASIC R&D
The sensors in the SiECAL technological prototype consist of 256 P-I-N diodes and are produced from
6 inch silicon wafers. Several designs with and without guard rings have been tested. So far sensors
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with a thickness of 320 µm and 650 µm have been used. Studies involving 8 inch wafers with 725 µm
thickness are ongoing.
The data are read out with SKIROC2 ASICs [115], a dedicated 64-channel dual-gain ASIC with
a 12 bit ADC, designed to cover charges from 2 fC to 10 pC, equivalent to a dynamic range of about
2500 MIP. It provides a cell-by-cell auto trigger down to 0.5 MIP. It also offers time tagging with a 12
bit TDC.
A key element of the readout electronics is the capability for power-pulsed operation to reduce
the average power consumption and thus the need for active cooling. Power pulsing makes use of the
low duty cycle in the linear-collider beam time structure. The current SKIROC generation (SKIROC2
and SKIROC2A) is designed for the bunch structure of the ILC with bunch trains of 1 ms length every
200 ms, resulting in a duty cycle of 0.5%. Power pulsing can also be applied at CLIC. However, the
higher bunch train repetition frequency of 50 Hz and the shorter train duration of 156–176 ns will require
design changes in a dedicated readout ASIC for CLIC, which also needs to provide hit time tagging with
a precision of approximately 1 ns.
(a) (b)
Figure 4.2: CALICE SiECAL technological prototype: (a) setup with flat ASU with directly bonded AS-
ICs, ASU with BGA-packaged ASICs, and compact interface card (SL board). (b) Exploded
drawing of a SiECAL layer.
4.4.2 SiECAL assembly and mass-production
A detector designed for Particle Flow techniques requires of the order of 100 000 highly integrated detec-
tion units for the SiECAL alone. Therefore the scalability of the production was included in the design
from the start. In recent years a demonstrator of an assembly and quality assurance chain has been real-
ised [116] (see Figure 4.3). This chain features two test benches and two assembly installations. The first
bench characterises the large silicon diodes with the readout electronics and the second one measures the
mechanical tolerances of the PCBs with high precision to ensure the sub-millimeter specifications are
fulfilled. A semi-automated precision gluing table is used to mount and electrically connect the wafers
onto the PCB. Finally, the instrumented ASUs are connected to their back-end interface and assembled
in their mechanical support. These can then be interfaced to the standard data acquisition chain for full
validation with cosmic rays, radioactive sources or in beam tests. A first batch of 10 short active layers
(1 ASU long) has been produced in 2016. Several critical points in the production process have been
identified and corrected, e.g. the precision of the distribution of the glue has been improved, and the
alignment procedure for the components of the active layers has been revised to reach the required pre-
cision. In addition, the inter-connection between the interface card and the first ASU, as well as between
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(a) contact springs (b) metrology bench
(c) glueing bench (d) assembly bench
Figure 4.3: Test and assembly benches for the CALICE SiECAL technological prototype: (a) contact
springs for electrical tests, (b) metrology of the raw PCB of an ASU, (c) conductive glue
distribution on a PCB in the glueing bench and (d) positioning of an ASU in the assembly
bench [116].
ASUs, has been re-designed to be scalable to a large production.
4.4.3 SiECAL mechanics, cooling and integration
The mechanical structure of the SiECAL consists of a carbon reinforced epoxy composite structure
(alveolar structure) embedding half of the tungsten absorber plates. The other tungsten plates, carrying
active readout elements on both sides (a slab), are inserted into the alveoli between two tungsten plates.
Figure 4.2(b) shows a drawing of a SiECAL layer.
Inside the readout layers, the power dissipation is distributed along the detector slab with hot
spots at the location of the readout ASICs. The residual heat dissipated by the ASICs along the ASU
chains is conducted by a copper drain to a cold block (heat exchanger) located at the end of a slab. This
system includes also copper drains adapted to the cooling of the interface cards. The heat exchangers
are connected to a leakless water cooling system with small water speed (<1 m/s), a small temperature
gradient (<5 ◦C) and a very limited risk of water leakage, as the part of the cooling loop inside the
detector is below atmospheric pressure. More details and results from prototype tests can be found
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in [117].
In the SiECAL design for ILD, the slabs in the barrel are oriented perpendicular to the beam
direction. This has the advantage of having no gaps in the instrumented volume pointing to the interaction
vertex, and requiring shorter slabs. On the other hand, slabs running parallel to the beam direction
have the advantage of easier access to the interface boards a the end of the slab, for connecting them
to the cooling and the DAQ system, and also for possible maintenance. For the CLIC detector both
options are considered. For both options, the space available for interface boards is very limited. A
new SiECAL interface board (SLab interface board, SL board) fulfilling the ILD constraints has been
produced (see Figure 4.2(a)), and first tests are encouraging. A sketch of the SiECAL interface region
and a photo of the cooling interface from the prototype test are shown in Figure 4.4.
(a) (b)
Figure 4.4: SiECAL interface region: (a) sketch of the top view of the interface region. The end of
the ECAL slabs is on the left (blue) and the adjacent HCAL module is on the right (grey).
The cooling interface (orange) is in the middle of each slab, while the position of the DAQ
interfaces (SL boards, green) alternates between layers. (b) Cooling interfaces during a test
of the SiECAL cooling prototype.
4.4.4 SiECAL power pulsing
The large peak currents (several Ampere per layer) present during power-pulsed operation can have a
negative impact on the power supply, necessitating decoupling by large capacitors.
For several years the SiECAL prototype layers are operated regularly in power-pulsing mode.
On the testbench the power consumption of the SKIROC2 is 25 µW per channel. A first analysis of
test-beam data using simplified layers shows that power pulsing has only a minor influence on the data
quality [118]. However, a ramp-up time of about 600 µs has to be taken into account, which adds to the
overall power budget. In earlier versions of the layers the power needed by the ASICs was provided by
a large 400 mF decoupling capacitor located at the end of a layer. In recent versions of the ASUs this
large capacitor has been replaced by smaller capacitors (O(40 mF)) that are integrated into the ASUs.
This reduces the peak current of about 12 A expected for a long layer to about 1 A. A thorough analysis
of peak currents and power consumption at the different stages of the supply and readout chain is still
outstanding.
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4.4.5 SiECAL test-beam results
Several configurations of short layers of the SiECAL technological prototype have been operated in
beam tests, most of them using sensors with 320 µm thickness. An analysis of a beam test at DESY with
low-energy positrons (1 to 6 GeV) is presented in [119]. The largest setup consisted of 10 layers (about
10 000 channels), including 4 layers with 650 µm thick sensors. It was operated recently at the CERN
SPS, where muon tracks and electron and pion shower data between 10 and 150 GeV were recorded. Due
to the small signals of the silicon sensors and the very compact electronics design, noise is of particular
concern. Several hardware effects were observed for the first ASUs, such as high noise levels due to the
routing of the PCB, re-triggering of the ASUs and so called square events caused by capacitive coupling
of the channels at the edge of a wafer. In recent tests, these problems were much reduced. Around 4%
of the channels had to be masked [120]. For the remaining channels a signal-to-noise ratio for MIPs in
the trigger branch of 11.6±0.7 has been measured. This value is compatible with the value of 12.9±3.4
obtained on a testbench [119]. For the charge measurement after digitisation a signal-to-noise ratio of
around 20 is reported [119].
Recently, a slab of 8 ASUs was tested for the first time. After small changes to the power and
clock distribution, MIP signals could be recorded in all ASUs [121]. For the necessary extension to 12
ASUs further studies are ongoing.
In the following, relevant results obtained with the SiECAL physics prototype will be discussed.
This prototype had 30 active layers with a lateral size of 18×18 cm2 segmented into pads of 1×1 cm2.
The tungsten absorber layers varied in thickness from 0.4 X0 to 1.2 X0, resulting in a total thickness of
20 cm, corresponding to 24 X0. The prototype had 9720 readout channels. The expected performance of
the technological prototype is similar or better.
4.4.5.1 SiECAL energy resolution
The energy resolution for positron showers obtained for the SiECAL physics prototype is (16.51±
0.35)%/
√
E ⊕ (1.9± 0.23)% [122], confirming results obtained previously for electrons [123]. This
corresponds to expectations, and fulfils the CLIC detector requirement of approximately 15%/
√
E. How-
ever, one should keep in mind that these results were obtained for positrons (electrons) with beam en-
ergies up to 20 GeV (45 GeV) only, such that leakage is not important. At CLIC much higher electron
and photon energies are expected, and the constant term in the energy resolution, which is difficult to
determine precisely from low energy data, plays a significant role. Therefore dedicated measurements at
higher beam energies with a prototype providing sufficient containment would be useful.
4.4.5.2 SiECAL particle separation
At large jet energies, the confusion term in particle-flow reconstruction, caused by the overlap of showers
of neutral and charged particles, dominates the jet energy resolution [10]. The correct separation of
nearby showers is therefore an important performance parameter for the calorimeter system of a linear
collider detector. The separation of two electromagnetic showers and the separation of an electromag-
netic and a hadronic shower have been studied by overlapping shower data from the CALICE SiECAL
and AHCAL physics prototypes [124]. Depending on particle type and reconstruction algorithm, a re-
construction efficiency of 75% or better can be reached for distances between the clusters as small as
2 cm. Above 5 cm the efficiency is typically 90% or better (see Figure 4.5). These results are obtained
with a SiECAL cell size of 10×10 mm2. Without re-tuning of the algorithms, a finer granularity usually
does not improve the separation efficiency [124]. So far no re-tuning has been done.
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Figure 4.5: Reconstruction efficiency of two particles as a function of the distance between them: (a)
of a 12 GeV and a 4 GeV electromagnetic cluster and (b) of a 30 GeV pion and a 10 GeV
electromagnetic cluster. Results for various reconstruction algorithms are shown in different
colours and the data (thick solid lines) are compared to Monte Carlo simulations containing
either positron showers (thin solid lines) or photon showers (thin dashed lines) [124].
4.5 CALICE SiPM-on-tile Hadronic Calorimeter
The basic unit of the active elements of the CALICE AHCAL is the HCAL Base Unit (HBU) [125], with
a size of 36×36 cm2, holding 144 SiPMs controlled and read out by four SPIROC2E ASICs (see Fig-
ure 4.6(b)). The AHCAL is designed such that readout layers consist of up to 3 slabs along the beam-
direction, and each slab consists of up to 6 HBUs. An LED system for calibration with one LED per
scintillator tile is integrated in the readout layers. Each layer has one set of interface boards providing
power, signals for the LED system, and connection to the DAQ.
In 2017 and 2018, the CALICE Collaboration built a large AHCAL technological prototype [126].
It consists of a non-magnetic stainless steel absorber structure with 38 active layers of 2 slabs of 2 HBUs
each, and has in total 21 888 channels.
4.5.1 AHCAL sensor and ASIC R&D
The dynamic range requirements for the SiPM-tile system are driven by the need to distinguish single
SiPM pixel peaks for the LED calibration at very small amplitudes, and the need to detect the highest
expected amplitudes in physics events of several hundred MIPs. For operation in self-triggered mode,
SiPMs with low noise and small cross talk between pixels are essential. The design has been optimised
for a signal of about 15 pixels for a MIP crossing the tile. This value was chosen such that a trigger
threshold at 0.25 to 0.5 MIP, which then corresponds to about 4 to 7 pixels including safety margins
for channel-to-channel variations, leads to a tolerable noise rate above the trigger threshold for most
SiPMs. The low trigger threshold at 0.5 MIP or less is necessary to reach an efficiency of 95% or
better for detecting a MIP crossing the tile, ensuring a good imaging performance and the ability to use
tracks within showers for calibration. Recently, SiPMs with trenches between pixels, leading to low
noise (typically of the order of 50 kHz/mm2) and low cross talk (typically a few percent), have become
available from several vendors.
The new AHCAL prototype uses Hamamatsu MPPC S13360-1325PE photon sensors [127]. They
have a size of 1.3×1.3 mm2 with 2668 pixels with a pitch of 25 µm. Compared to the SiPMs previously
used in the physics prototypes, their probability for after-pulses and cross talk between the pixels is about
an order of magnitude lower. The tiles are injection-moulded polystyrene scintillator tiles with a central
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30mm
(a) SiPM and tiles
36cm
(b) HBU
72cm
(c) AHCAL test-beam prototype layer
Figure 4.6: CALICE AHCAL technological prototype: (a) scintillator tiles with central dimple, wrapped
and unwrapped, mounted on an HBU with SiPMs, (b) electronics side of an HBU and (c)
view of the scintillator tiles from a full test-beam prototype layer.
dimple for optimal light collection, wrapped individually in reflector foil, as shown in Figure 4.6.
The SiPMs were delivered in lots of 600 pieces with a uniform break-down voltage for each lot
within ±100 mV. The gain of the SiPMs was found to be uniform within 2.4% when operated at a
common over-voltage.
The SiPMs are read out by SPIROC2E ASICs [128], a dedicated 36-channel ASIC providing a
12 bit dual-gain energy measurement. The input is coupled capacitively via an 8 bit DAC, allowing a
cell-by-cell tuning of the SiPM bias voltage in a range of up to 4.5 V. For the AHCAL technological
prototype this feature is not used at the moment. Instead all SiPMs connected to one ASIC are operated
with the same bias voltage. The ASIC features a cell-by-cell auto trigger and time stamping at the few
ns level in test-beam operations. In operating conditions with shorter data-taking windows similar to the
bunch train structure of linear colliders, a time resolution of a ns or better is expected.
Like the SKIROC2, also the SPIROC2 is designed for operation in power-pulsed mode. Similar
to SKIROC, the different operating conditions at CLIC is likely to require changes in the ASIC design,
which up to now is optimised for the ILC bunch structure.
4.5.2 AHCAL assembly and mass production
As a full linear collider calorimeter AHCAL will consist of about 10 million channels, the design is
optimised for mass production and automatic assembly. Quality control and quality assurance take place
at several steps of the assembly process [129].
Spot-samples of all SiPM lots, and all of the ASICs, undergo semi-automatic testing procedures
before soldering the HBUs. The HBUs are equipped with all components, including ASICs and surface-
mount SiPMs, in a standard pick-and-place process. At this step a first test of the electronics is done by
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placing the HBU on a reflective surface. The LED system is used to record signals from all channels
(see Figure 4.7), and resoldering or replacement of components is possible.
The polystyrene scintillator tiles are injection moulded. Without any further surface treatment,
they are wrapped in laser-cut reflective foil by a robotic procedure and mounted on the HBUs using a
pick-and-place machine, after glue dispensing with a screen printer. Up to 30 HBUs are then stacked
above each other in a cosmic ray test stand, where their performance parameters (gain, light yield) are
determined.
The HBUs together with the interface boards are then integrated into cassettes. Figure 4.6(c) shows
an active layer, with the scintillator tiles visible. For the new large prototype, an initial MIP calibration
has been determined for all layers at the DESY beam test facility, by exposing them without absorbers to
a 3 GeV electron beam. The calibration confirmed the results for the single HBUs from the cosmic ray
test stand.
Figure 4.7: Example of LED amplitude spectra recorded during tests with an HBU before tile assembly.
Peaks corresponding to integer numbers of pixels are clearly visible for all channels.
4.5.3 AHCAL mechanics, cooling, integration and temperature compensation
The AHCAL absorber is a self-supporting steel structure, into which the readout layers are inserted.
The cassettes are made from 0.5 mm thick steel and have bolts to hold the HBUs in place. The thin
cassette walls are flexible enough to follow the gravitational sag of the absorber plates, and minimize
the non-structural mass. The total thickness of the non-absorber material in a layer is only 5.4 mm,
including 3 mm for the scintillator tile. It is kept as small as possible to minimize the total thickness of
the calorimeter, and therefore the inner diameter of the magnet. The interface boards are outside of the
absorber such that they can easily be accessed for replacement or repair. A sketch of the side view of an
AHCAL layer including the interface board region is shown in Figure 4.8.
The power consumption of the SiPMs and of the readout ASICs in the active layers, which is
reduced by power pulsing of the ASICs, is small enough to be extracted through the steel absorber
structure. However, the interface boards need cooling. Like the SiECAL, the AHCAL is envisaged
to have a leakless water cooling system, operated below atmospheric pressure [117]. For the AHCAL
test-beam prototype, an overpressure cooling system has been used, but with diameters of all pipes as
foreseen for the leakless system. The system operated reliably, keeping the temperatures stable and low
enough for a safe operation of the detector.
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Figure 4.8: Structure of one layer of the AHCAL technological prototype.
The gain as well as the photon detection efficiency of a SiPM depend on the temperature. In order
to keep these quantities stable, the interface boards of the AHCAL technological prototype offer the
possibility of adjusting the bias voltage of the SiPMs to obtain a stable overvoltage. This feature has
been used routinely in recent beam tests, resulting in very stable running and gain variations of typically
within ±1%.
4.5.4 AHCAL power pulsing
The AHCAL technological prototype allows operation with and without power pulsing, and both modes
have been used in beam tests. In addition to the power pulsing mode foreseen for ILC with a duty cycle of
about 0.5%, the SPIROC2 can also be operated with a reduced or without sleep time between acquisition
cycles. This mode improves the data taking efficiency in beam tests, but reduces the power consumption
less than the ILC mode, and leads to more frequent power switching. This power-pulsing mode without
sleep time was also tested successfully with the AHCAL technological prototype operated in beam tests.
The signal quality and power consumption for a full AHCAL slab of 6 HBUs with SPIROC2B
was studied in the laboratory [130]. With a ramp-up time of about 150 µs, the effect of power pulsing
on the data is found to be negligible. Recent studies with a layer of 2 full slabs of 6 HBUs equipped
with SPIROC2E showed a power consumption of about 150 µW per channel for a duty cycle of 1%,
depending slightly on the number of events that need to be read out. In order to reach the goal of 25 µW
per channel, further optimisation is required and possible. A setup with several layers of the full size of
3×6 HBUs, which will allow a system-wide test in realistic conditions, is in preparation.
4.5.5 AHCAL test-beam results
The large AHCAL technological prototype has been operated in beam tests at the CERN SPS. Several
107 events with muon tracks as well as electron and pion showers have been collected. The energies
range from 10 to 100 GeV for electrons and from 10 to 200 GeV for hadrons. The data taking rate
averaged over the spills, of about 5 s duration, was up to 400 events per second. The operation of the
detector was stable, and less than 0.1% non-working channels were observed. The analysis of the data is
ongoing, and more results are expected in the near future.
In the following sections, relevant results obtained with the AHCAL physics prototype, based
on data recorded in 2007 to 2011, will be discussed. This prototype had up to 38 active layers with
a lateral size of 90×90 cm2 consisting of scintillator tiles with sizes from 3×3 cm2 to 12×12 cm2.
The scintillator tiles were read out by wavelength-shifting fibres coupled to SiPMs. Together with the
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cassettes of the active layers, the absorber thickness was 21.4 mm of steel per layer, resulting in a total
HCAL thickness of 120 cm, corresponding to 5.26 λ I. The prototype had 7608 readout channels. The
expected performance of the technological prototype is similar or better, and it offers channel-by-channel
hit time information at the few-nanosecond level in addition.
The AHCAL test-beam data provide information of unprecedented granularity on hadronic shower
structures and responses, thereby allowing for detailed comparisons with GEANT4 simulations. For ex-
ample, a multitude of shower-shape parameters are well described by the FTFP_BERT and QGSP_BERT
physics lists (see Section 4.6.1). This is essential for achieving reliable GEANT4-based predictions of the
overall CLICdet detector responses. Predictions of the CLICdet performance for particle identification
and jet final states moreover rely on particle-flow analysis with PandoraPFA. To this end a study was
performed in which two pion-induced test-beam events were superimposed, with one event having its
incoming track removed to simulate a neutral particle [131]. Distances between the particles were varied
in the study. The results show that the probability of PandoraPFA correctly resolving the situation is well
described by simulations based on the QGSP_BERT list in GEANT4.
4.5.5.1 AHCAL energy resolution
The energy resolution for pions obtained by summing the energy deposits in the AHCAL physics proto-
type is (57.6±0.4)%/√E⊕(1.6±0.3)%⊕0.18GeV/E [132]. Since the AHCAL is non-compensating,
the energy resolution is affected by fluctuations in the electromagnetic fraction of hadronic showers.
Due to the high granularity of the calorimeter, it is possible to apply individual weighting of the shower
components, in order to compensate for differences between the hadronic and electromagnetic response
as well as for the invisible energy depositions. This approach, known as software compensation, yields
a significant improvement in the fitted combined resolution. Two approaches to software compensation,
a global and a local one, have been explored [132], both leading to a similar improvement of the energy
resolution to approximately (45%)/
√
E⊕ (1.7%)⊕0.18GeV/E, see Figure 4.9(a).
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Figure 4.9: Energy resolution for pion showers: (a) measured in the AHCAL physics prototype [132] and
(b) measured in the combined setup of the SiECAL and AHCAL physics prototype [133]. For
both setups results with and without software compensation are shown.
The readout layers of the AHCAL physics prototype have also been exposed to test-beam in an
absorber structure made of 1 cm thick tungsten plates [134, 135], as was considered previously for a de-
tector at CLIC. Because of the very small radiation length of tungsten, this layer thickness corresponds
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to 2.8 X0, which leads to a rather coarse sampling of electromagnetic showers or shower components.
The energy resolution for electrons is significantly worse than with steel absorber, but for pions a rather
similar resolution of (57.9±1.1)%/√E⊕ (4.6±0.4)%⊕0.065GeV/E is obtained [135]. In the meas-
ured range of energies up to 60 GeV, the W-AHCAL is found to be approximately compensating, such
that the improvement by software compensation is much smaller than for steel absorber [136]. The sim-
ulations based on the physics models implemented in the GEANT4 physics lists QGSP_BERT_HP and
FTFP_BERT_HP reproduce average hadron shower properties at the percent level, and spatial shower
profiles at the 15% level or better [135]. For tungsten absorber and scintillator as active material the
data-driven Neutron High Precision (HP) Models and Cross Sections in GEANT4 are important for the
agreement of simulation with data for all physics lists. The results confirm the validity of the use of
tungsten absorber in a hadron calorimeter, and show that GEANT4 can be used to predict the detector
performance also in this case.
4.5.5.2 AHCAL timing
The measurement of hit times at the nanosecond level in the hadronic calorimeter can be used for the
association to a bunch crossing, for background rejection, and in the study of the intrinsic time structure
of hadronic showers. The CALICE T3B experiment has demonstrated this with a small setup of 15
plastic scintillator tiles read out with SiPMs. The data were recorded with a fast USB oscilloscope with
a sampling frequency of 1.25 GS/s and 8 bit ADC resolution. With this setup a time resolution between
0.7 and 1.07 ns has been reached [137], which includes contributions from the readout system, the data
analysis procedure and the time jitter of the trigger. The analysis showed that the late shower component
is more pronounced for tungsten than for steel absorber.
The dedicated readout with a fast oscilloscope is not scalable to a large collider detector. In the
SPIROC2 readout ASIC of the AHCAL, the hit time measurement is performed with a 12 bit TDC that
encodes the time when a signal crosses the trigger threshold. The resolution of this kind of measurement
depends on the ramp speed of the TDC, and therefore the bunch clock. Up to now this measurement has
only been performed with a previous version of the ASIC, SPIROC2B, and a bunch clock of 250 kHz
optimised for test-beam campaigns. With this setup, a hit time resolution for muons of about 5 ns has
been obtained, while the resolution degrades for showers due to electronics effects [138]. The SPIROC2
ASIC is designed to reach sub-ns time resolution when operated with a bunch clock of 5 MHz, as foreseen
for ILC. This still needs to be demonstrated in beam tests. A readout based on the sampling of the pulse
height at regular intervals and a fit of the pulse shape, as foreseen for CLIC (see Chapter 6), might lead
to a significantly improved resolution for the hit times.
4.5.6 Optimisation of the AHCAL readout granularity
One possibility for reducing the number of readout channels and thus the complexity of the calorimeter
is a coarser granularity in the rear layers of the detector. For ILD the energy reconstruction of jets up to
250 GeV for an AHCAL with 30×30 mm2 tiles in the front part and 60×60 mm2 tiles in the rear part
has been studied in simulation [139]. For a detector with the rear half of the AHCAL layers equipped
with 60×60 mm2 tiles, the degradation was found to be negligible for jet energies up to 180 GeV, while
250 GeV jets show a slightly worse resolution. First practical experience has been gained with one layer
equipped with 60×60 mm2 tiles in the recent beam tests of the AHCAL technological prototype. Further
studies for the higher particle and jet energies expected at CLIC are needed to evaluate whether a coarser
granularity in parts of the calorimeter is also a viable option here.
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4.6 Combined performance of ECAL and HCAL
In a collider experiment, the energy resolution for hadrons will be given by the combination of the meas-
urements in the ECAL and the HCAL. The energy resolution of the combined setup of the SiECAL and
the AHCAL physics prototypes for pions has been found to be (54.25±0.13)%/√E⊕(4.60±0.05)%⊕
0.18GeV/E for the standard reconstruction, while software compensation improves the resolution to
(42.55±0.14)%/√E⊕ (2.50±0.07)%⊕0.18GeV/E [133], see Figure 4.9(b).
Consistent results, showing that the single-pion energy resolution of the combined ECAL+HCAL
system is similar to that of the AHCAL alone for both reconstruction methods, have been obtained with
an ECAL based on tungsten absorber and scintillator strips read out by SiPMs [140].
4.6.1 Shower shapes
The physics prototypes of the SiECAL and the AHCAL have also been used to study observables sens-
itive to the shapes and structure of hadron showers, like the transverse shower profile or track segments
within a shower. The prediction of the particle separation capabilities relies on these distributions being
modelled correctly by the simulation. Studying these variables directly is more sensitive to differences
in the simulation models, and offers interesting insights into the evolution of hadronic showers.
In the AHCAL with steel absorber, the agreement between data and simulation for shower-shape
observables is usually better than 10% for the FTFP_BERT and QGSP_BERT physics lists [141–143].
This good agreement is also found for track segments within pion showers [144]. For pion showers in
the AHCAL with tungsten absorber, deviations between data and simulation of up to 20% are observed
for both FTFP_BERT_HP and QGSP_BERT_HP [135]. In the radial shower profile, both physics lists
predict too much energy in the shower core. At beam energies up to 10 GeV, in general the deviations
between simulation and data for the shower shapes are below 10%, with QGSP_BERT_HP performing
remarkably well for both pions and protons, with deviations within 3% or better for most of the studied
variables [134].
Due to the very high granularity, the SiECAL can resolve even finer structures of hadronic showers
than the AHCAL, but only for the first part of the shower close to the first hard interaction of the incoming
particle. For particle energies between 2 and 10 GeV, none of the studied physics lists describe the
entire set of data, but overall the simulations are within 20% of the data and for most observables much
closer [145]. For tracks originating from the first hard interaction, in most cases data and simulation
agree within 10% without revealing a clear preference for one of the studied physics lists [146]. The
largest source of discrepancy between data and simulation is the energy and radius of the interaction
region. The measured energy deposition in the interaction region is up to 20% higher than predicted by
the simulation.
For most variables describing the shapes of pion or proton showers, simulations based on the
FTFP_BERT(_HP) and QGSP_BERT(_HP) GEANT4 physics lists agree with the data to better than
10% for both SiECAL and AHCAL and steel or tungsten absorber. The good agreement allows a reliable
prediction of the PFA performance of the CLIC detector by the simulation.
4.7 Applications other than at linear colliders
Based on the positive experience of the CALICE prototypes, the CMS experiment has chosen a high
granularity calorimeter with silicon sensors and scintillator tiles read out by SiPMs for the upgrade of
their calorimeter endcaps [24] for the High-Luminosity LHC. This environment poses much stronger
requirements on radiation hardness as well as data readout and trigger rates, and the detector will have to
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be operated at −30 ◦C. On the other hand, the power budget is much larger, and the space requirements
are less stringent than for an electron–positron collider detector. For this upgrade, a new readout ASIC
is being developed that is based on the SKIROC, but implements a sampling of the signal pulse height
with 40 MHz, similar to the scheme planned for the electronics of the CLIC detector. Two versions of the
ASIC are planned, one for the readout of silicon sensors and one for SiPM readout. Intense prototyping
for the CMS calorimeter endcaps is currently ongoing, as they have to be built and installed for the start
of the High-Luminosity LHC in 2026. The similarity of the concepts creates large synergies between the
CMS calorimeter upgrade and the developments for an electron–positron collider detector.
4.8 Summary and outlook
In recent years, the CALICE collaboration has demonstrated successfully the concepts of a highly granu-
lar ECAL based on silicon sensors and tungsten absorber as well as of a highly granular HCAL based on
scintillator tiles read out by SiPMs and steel or tungsten absorber. Beam tests of the physics prototypes
of both concepts have shown that the requirements for the CLIC detector can be met, and that GEANT4
simulations describe the data sufficiently well to have confidence in predictions of the overall detector
performance also for jet final states.
The next generation of prototypes, the technological prototypes, address the scalability of the
calorimeter concepts to a full collider detector. For both concepts technological prototypes have been
built, exercising mass assembly and quality assurance procedures. For the SiECAL, a 10-layer prototype
has been built, and tested in particle beams. In the coming years, an extension to a total number of 30
layers – as planned for the ILD detector concept – is foreseen. This will allow cross-checking of the
performance under realistic collider detector conditions. A 38-layer AHCAL technological prototype
has recently been operated in beam tests with muon, electron and pion beams, and the data will be used
to measure the energy and time reconstruction capabilities as well as to perform shower-shape studies. A
combined beam test of SiECAL and AHCAL is important to evaluate the performance of the calorimeter
system. For both concepts, the operation of layers of the full size, as foreseen in a collider detector,
has to be demonstrated. First steps have been made, and results are expected soon. Both technological
prototypes have dedicated readout ASICs designed for very low power consumption, which is achieved
by power pulsing according to the ILC beam structure. This has been used successfully in beam tests,
but not all aspects have been tested so far.
For the CLIC detector, a test-beam measurement of the energy resolutions for high energy elec-
trons would be important to ensure that also these requirements are fulfilled. No fundamental show-
stoppers have been identified to achieve the required 1 ns time resolution for either silicon or scintillator
and SiPM active active layers. Nevertheless, dedicated adaptions to the readout ASIC designs have to
be implemented in order to demonstrate this in real prototypes. At the same time those readout ASICs
need to include the implementation of CLIC-compatible power pulsing. The large occupancy expec-
ted in the ECAL and HCAL cells close to the beam pipe might require overall design changes with
improved shielding against back-scattering particles, smaller readout cells and shorter integration times
(see Section 6.4).
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5 Very forward calorimeters
This chapter presents the concepts for the forward calorimeters at CLIC and gives an overview of the
corresponding detector developments carried out by the FCAL collaboration. The motivation for forward
calorimetry at linear colliders is introduced in Section 5.1, followed by a description of the forward-
calorimeter concepts for CLIC. Ongoing hardware developments are discussed in Section 5.3. Results
of beam tests with multi-layer prototypes and with irradiated sensors are described in Section 5.4. The
chapter concludes with a brief description of other applications and future plans in Section 5.5.
5.1 Motivation for very forward calorimetry at linear collider detectors
Very forward calorimeters at linear collider detectors are indispensable for precisely measuring the lu-
minosity, the key quantity needed to convert measured count rates into cross sections. The required
accuracy for the absolute luminosity measurement is a few 10−3 [147–149]. The gauge process used
is low-angle Bhabha scattering, which can be calculated with high precision in QED. Very forward
calorimeters are also foreseen to assist in beam tuning, e.g. in a fast feedback system to maximise the
luminosity during collider operation. Finally, yet importantly, very forward calorimeters increase the
angular coverage of the detector. This leads to improved measurements of missing energy, which is
important e.g. to detect BSM phenomena which result in forward-going particles in their decay chain.
5.2 Very forward calorimeters at CLIC
5.2.1 Introduction
Two small dedicated electromagnetic sampling calorimeters, called LumiCal and BeamCal, are to be
installed in the very forward region of the CLIC detector. Detailed Monte Carlo studies have been per-
formed to optimise the design and location of these calorimeters, estimate the background from physics
processes and understand the impact of backgrounds from beam-beam interactions on the luminosity
measurement [2, 150]. A schematic layout of the forward region of CLIC is shown in Figure 5.1.
To ensure a high efficiency and accuracy for the detection of high-energy electrons in a large
beamstrahlung background, compact calorimeters with a small Moliére radius are needed. In order to
cope with high occupancies, LumiCal and BeamCal need a dedicated fast readout. In addition, the lower
polar angle range of BeamCal is exposed to a large flux of particles, leading to energy depositions of up
to one MGy per year. Hence, radiation-hard sensors are required.
5.2.2 Calorimeter implementation in CLICdet
LumiCal is primarily designed with an accurate luminosity measurement in mind. It is located in a cut-
out of the HCAL endcap, at 2.5 m from the interaction point, covering polar angles of 39 to 134 mrad.
The calorimeter has 40 layers on both sides of the interaction point. Each layer comprises a 3.5 mm thick
tungsten absorber and a 320 µm thick silicon sensor. The silicon area is subdivided into 64 radial and 48
azimuthal segmentations, resulting in pad sizes ranging from 3.75×13mm2 to 3.75×44mm2.
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Figure 5.1: Isometric view of the forward region of the CLIC detector [5]. LumiCal is located immedi-
ately downstream of the ECAL endcap. BeamCal and a graphite cylinder to prevent back-
scattering into the vertex region are located inside the cylindrical support tube. A kicker and
a beam position monitor (BPM) are part of the intra-train feedback system.
BeamCal, at 3.2 m from the IP and located in the cylindrical support tube, completes the angular
coverage for forward-electron tagging (from 10 to 46 mrad). BeamCal is implemented in the CLICdet
simulation model with 40 layers on both sides of the interaction point, each comprising a 3.5 mm thick
tungsten absorber and a 300 µm diamond sensors. In addition to diamond, GaAs sensors that are also
radiation hard are under consideration for the active layers. The sensor area is subdivided into regular
cells, independent of the radius, of 8×8mm2. In order to reduce the flux of secondary particles scattering
back into the central detector, a 100 mm thick graphite layer is placed in front of BeamCal.
5.2.3 Concept of the calorimeters
The conceptual design, prototyping and testing in beam of LumiCal and BeamCal elements are being
pursued by the FCAL collaboration [9]. While the focus in FCAL is primarily on the very forward
calorimeters for the ILC, many of the concepts developed, and the simulation tools used, can be ap-
plied for CLIC studies. The small Molière radius in LumiCal and BeamCal is achieved by a compact
design of cylindrical sandwich calorimeters: tungsten absorber discs of about 1 X0 thickness (3.5 mm)
are interspersed with segmented silicon (for LumiCal) or GaAs sensor planes (for BeamCal), as sketched
in Figure 5.2.
At CLIC, with centre-of-mass energies of up to 3 TeV, 40 such sandwich layers are required in
both LumiCal and BeamCal. In order to achieve a small distance between the tungsten plates (1 mm
were recently achieved [151], 0.5 mm is the ultimate goal), the readout electronics is located outside
of the calorimeter structure. Given the time structure of the CLIC beam, with bunch trains colliding at
50 Hz, power pulsing of the calorimeters allows the heat dissipation to be strongly reduced. Some cooling
is needed for the electronics, on the periphery of LumiCal and BeamCal, where space is available.
The Bhabha cross section has a very strong polar-angle dependence. Given the required absolute
accuracy of the luminosity measurement (few 10−3), this strong polar-angle dependence translates into
tight mechanical tolerances for the construction and alignment of LumiCal. The inner radius of LumiCal
has to be controlled with a precision of about 10 µm, and the distance between the LumiCal modules on
both sides of the IP to better than 100 µm. While this has been shown to be feasible, and that monitoring
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Figure 5.2: Schematic view of a half-layer of BeamCal, showing the tungsten absorber, the sensor with
the readout electronics at its periphery, and the steel frame.
these positions with lasers can be achieved, the integration and detailed design in the CLIC detector is
still pending.
5.3 Present FCAL activities
5.3.1 Flexible mechanical infrastructure for beam tests
A mechanical structure, precise but flexible to accommodate different LumiCal or BeamCal prototype
systems, has been built and is shown in Figure 5.3. Up to 30 tungsten absorber plates of 3.5 mm thickness,
glued to permaglass frames, can be very precisely positioned on a set of assembly combs, with exactly
1 mm distance between the tungsten plates. Sensor planes can be inserted between the tungsten plates,
with flexibility to choose the layout of each prototype (e.g. 2 W plates / 1 sensor / 2 W plates etc.).
Precision machining of tungsten plates is challenging: the flatness of the four best tungsten plates used
is better than 40 µm, their roughness is less than 10 µm – a set of plates from a second manufacturer fails
to meet these specifications by a factor of 3 to 5. The mechanical structure is housed in a light-tight box,
equipped with feed-throughs for signals and for nitrogen gas-flow cooling.
5.3.2 Additional high quality tungsten absorber plates
Partners in industry have produced a batch of 25 additional W absorber plates. The detailed composition
of the material, given by the manufacturer, is W 92.5%, Ni 5.25% and Cu 2.25%, similar to the plates
purchased elsewhere earlier. The nominal thickness of the plates is 3.5 mm. When measured with a
Zeiss 3D coordinate measurement system (precision 2.5 µm), variations of the average thickness from
3.43 to 3.62 mm were found, with the exception of one outlier. On average, the density of the plates is
found to be 17.47± 0.02 g/cm3, in agreement with expectations for the type of alloy used. The flatness
of the plates varies from better than 50 µm to around 100 µm, depending on the plate. The plates will
be mounted into permaglass frames, and will be used in the mechanical structure for future LumiCal
prototype test-beam campaigns (see Section 5.5.2).
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(a)
(b)
Figure 5.3: The flexible mechanical structure developed for FCAL prototype tests as described in [152].
Tungsten plates of 14×14 cm, glued on permaglass frames, are inserted into slots of the
precision combs. Sensor planes connected to PCBs (in green) are placed in between the
tungsten plates. (a) A drawing of the structure [152]. (b) A picture of the structure during
beam tests [153].
5.3.3 Currently used sensors and ASICs
Prototypes of LumiCal sensors for the ILC detectors have been manufactured in industry. These n-type
silicon sensors are 320 µm thick. Each sensor covers a 30◦ ring segment (see Figure 5.4, left), with a
radial pitch of 1.8 mm pads (gaps of 0.1 mm between pads). The bias voltage for full depletion ranges
from 39 to 45 V, and the leakage currents per pad are below 5 nA above full depletion [154].
Large area prototype GaAs sensors for BeamCal, shown in Figure 5.4 (right), were developed
for the ILC detectors and produced with partners in industry. The Liquid Encapsulated Czochralski
(LEC) method was used. The sensors were doped by a shallow donor (Sn or Te), then compensated
with Chromium. This results in a semi-insulating GaAs material with a resistivity of about 107 Ωm. The
sensors are 500 µm thick, with pads of several mm2 area. The operation voltage is about 100 V with
leakage current per pad of less than 500 nA.
A dedicated ASIC for LumiCal, containing 8 front-end channels, was designed choosing an
architecture comprising a charge-sensitive amplifier and a shaper. Such an ASIC was produced in
0.35 µm CMOS technology [155]. In addition, a low-power, small-area multichannel ADC ASIC was
developed [156]. It contains eight 10-bit power and frequency scalable pipeline ADCs, and the neces-
sary auxiliary equipment. The 32-channel readout system, based on four sets of the front-end and ADC
ASICs, was developed and used successfully in several test-beam campaigns [157].
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(a)
(b)
Figure 5.4: (a) LumiCal silicon pad sensor, and (b) GaAs sensor for BeamCal.
5.3.4 Development of the FLAME readout ASIC
The existing readout is limited in the number of channels, which allows building only small (32 readout
channels) prototypes of detector modules. For this reason a new development of a LumiCal readout ASIC
called FLAME (FcaL Asic for Multiplane rEadout) was started [153]. The block diagram of FLAME
is shown in Figure 5.5. FLAME is based on the same architecture as the previous readout, with an
analogue front-end and a 10-bit ADC in each channel. It is developed in a smaller feature-size TSMC
130 nm CMOS technology. This choice allows to obtain a large reduction of the power consumption
and much better radiation hardness. A System on Chip (SoC) architecture was chosen, comprising all
functionality (analogue front-end, ADC, data serialisation and transmission) in one ASIC. This will sim-
plify the architecture of the overall readout system, minimising the number of its components. FLAME
is designed as a 32-channel ASIC. By designing a readout board with 8 ASICs one can build a detector
module that reads the whole LumiCal sensor tile, which contains 256 channels. The chip is built of two
identical 16-channel blocks. The data from each block is sent out by a very fast (5.2 Gbps) serialiser and
a serial data transmission block. The output data are coded and formatted and can be received directly
by fast FPGA links.
The development of FLAME is in an advanced stage. Two prototypes of critical blocks, i.e. the
8-channel front-end plus ADC ASIC and the serialiser and data transmission ASIC, were produced and
tested. Presently the integration into a complete FLAME ASIC is ongoing.
5.4 Test-beam results
5.4.1 Performance of prototype calorimeters
Prototypes of detector planes using LumiCal and BeamCal sensors, equipped with FE and ADC ASICs,
were built and successfully operated in a test-beam [157]. In a next step, fully equipped detector planes
using LumiCal sensors were used to study the shower development in a stack of up to 11 tungsten plates
interleaved with four sensor planes, inserted in different positions for a sequence of measurements. Mul-
tilayer operation was demonstrated and lateral and longitudinal shower development was measured and
found to be in good agreement with Monte Carlo simulation [152]. The thickness of the readout system
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Figure 5.5: Block diagram of the FLAME readout ASIC.
imposed a distance between tungsten plates of 4.5 mm – correspondingly, the shower spread laterally
much more than required in LumiCal and BeamCal, and an effective Molière radius of 24.0±1.7 mm
was found. For a further test-beam campaign, much thinner sensor/readout planes were developed, al-
lowing a 1 mm spacing between the tungsten plates in the stack. A schematic view and a photograph of
such a sensor plane assembly is shown in Figure 5.6.
(a)
(b)
Figure 5.6: (a) Schematic and (b) photograph of a thin LumiCal module assembly. The thickness of
the adhesive layers (not shown) between the components amounts to 10 – 15 µm. The total
thickness of the assembly in the sensor/fan-out region is 650 µm, while the outer frame of the
carbon fibre support is less than 750 µm.
Six such sensor layers were interspersed by tungsten absorbers of 1 X0. The sensors were read out
using the APV25 chip hybrid board [158, 159]. Charge dividers were used to enlarge the dynamic range
of the APV25 chip. The powering circuits and the fan-out part which connects silicon sensor pads with
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the FE board inputs were made from flexible Kapton-copper foils with thickness of 70 µm for the high
voltage one, applied to the back n-side of the sensor, and about 120 µm for the fan-out. Ultrasonic wire
bonding was used to connect conductive traces on the fan-out to the sensor pads. A support structure
made of carbon fibre composite with a thickness of 100 µm in the sensor-gluing area provides mechanical
stability. The ultrasonic wire bonding proved to provide good electrical performance, but for a module
thinner than 1 mm, the wire loops, which are typically 100−200 µm high, cause a serious problem when
the module needs to be installed in a 1 mm gap between absorber plates. The bonding machine was tuned
to make the loop as low as possible and technically acceptable. The sampling based measurements, which
were done using a confocal laser scanning microscope, show that the loop height is in the range from
50 µm to 100 µm. The total thickness of the sensor plane was 650 µm.
The calorimeter prototype was studied in a 1 to 5 GeV electron beam at DESY. The shower position
was reconstructed with a resolution of (440±20) µm. The average transverse shower profile for 5 GeV
electrons is shown in Figure 5.7 for data and Monte Carlo simulation. The effective Molière radius for
this setup is determined to be 8.1±0.3 mm in data, in agreement with the 8.4±0.1 mm obtained in Monte
Carlo simulations [160].
, Pads core d
10− 5− 0 5 10
,
 
M
IP
 
〉
 n
 
E〈
 
1
10
210
Data
Data - fit
MC
MC - fit
  
, Pads core d
10− 5− 0 5 10
R
at
io
0.8
1
1.2
  
Figure 5.7: The average transverse shower profile, 〈En〉, as a function of the distance from the core, dcore,
in units of 1.8 mm wide pads, for data (blue triangles) and MC simulation (red circles). The
histograms are the results of fits to data and MC using a parameterisation of the shower shape.
The lower part of the figure shows the ratio of the distributions to the fitted function, for the
data (blue) and the MC (red).
5.4.2 Radiation damage studies
Two studies of the radiation tolerance of potential BeamCal sensors have been carried out. In the first
study, the radiation tolerance of prototype GaAs sensors has been explored by exposing the sensors
to direct radiation from an electron beam of about 10 MeV [161]. It was found that the sensors can
be operated at room temperature up to approximately 1 MGy with only a factor of two increase in the
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leakage current [162]; however, a significant loss in the response to ionising particles was observed. This
loss can be partially compensated by increasing the bias voltage. In addition, a new series of GaAs:Fe
prototypes is under study: these include a small dopant concentration of iron, which is expected to
mitigate radiation damage effects.
In the second study [163], different types of solid-state sensors were exposed to varying levels
of radiation induced by electrons from the SLAC End Station A Test Beam (ESTB). For this study, the
beam, with energies varying between 3 and 15 GeV, was directed into a tungsten beam dump. This
dump was split at the depth of the shower maximum and the sensor inserted, leading to an exposure
incorporating the full spectrum of particle species that will irradiate the BeamCal sensors. GaAs and
silicon sensors were exposed, as well as samples of sapphire and SiC. For GaAs, the observed charge
collection loss was similar to that of the first study, although a high room-temperature leakage current
of order 10 µA/cm2 was observed for 1 MGy-scale doses for a sensor bias of 600 V. SiC sensors and
sapphire sensors were irradiated to 0.8 MGy and 3 MGy, respectively, leading to a charge-collection loss
of 50% and 75%. For silicon diode sensors irradiated to 6 MGy, the charge-collection loss measured was
40%, but a significant leakage current was observed, which could however be reduced after annealing
and by lowering the operating temperature to -30◦ C. Radiation damage studies for FCAL are continuing
at different facilities, and are also being complemented by FLUKA Monte Carlo studies [164].
5.5 Applications and future plans
5.5.1 Applications other than at Linear Colliders
The expertise acquired within the FCAL collaboration for radiation-hard sensors and fast front-end elec-
tronics was used to build, commission and operate fast beam-condition monitors at the CMS experiment
at LHC. Radiation-hard sensors developed by FCAL are used as beam-loss monitors with nano-second
time resolution at FLASH, European XFEL and LHC [165, 166]. In addition, front-end ASICs using
design features similar to the ones developed for FCAL are being produced for the upgrade of the LHCb
tracker.
5.5.2 Next LumiCal prototype
FCAL is preparing a full-depth LumiCal prototype for ILC with at least 20 sensor planes, to be tested
with beam. The existing mechanical structure will be equipped with 3.5 mm thick W plates and sensors
mounted in the recently developed, very compact assembly (see Section 5.4.1). FLAME ASICs and
FPGAs for data concentration are being prepared. In addition, a pixel tracker in front of the LumiCal
prototype will improve the impact position resolution and allow separating electrons from photons.
5.5.3 Pixelated LumiCal and BeamCal for CLIC
Given the high occupancies in LumiCal and BeamCal, shown in Chapter 6, sensors with much smaller
pads than currently used in beam tests are desirable. Ongoing R&D on fully integrated CMOS silicon
sensors with small pixel sizes (see Section 3.9.5) open perspectives towards pixelated (analogue or di-
gital) LumiCal sensor layers, offering compactness as well as large dynamic range for the measurement
of high-energy electromagnetic showers.
116
6 Readout electronics and data acquisition
system
This chapter covers subdetector readout implementations and the resulting data rates at CLIC. Selected
example readout schemes anticipated for the different subdetectors of CLICdet are summarised briefly.
Based on these example implementations, an estimation of the data rates at CLIC is given. Finally,
scenarios for data transfer from the detector to the computing infrastructure are discussed.
6.1 Subdetector implementation
Vertex detector and first tracker disc: Silicon pixel detectors with a cell size of 25× 25µm2 are
considered for the vertex detector as well as the first tracker disc. Using the readout implementation
as proposed in CLICpix2 (see Section 3.5.4), the charge (5 bits) as well as the arrival time (8 bits) is
recorded for one hit readout per bunch train (total of 13 bits). Zero suppression is applied as well as
address encoding.
Main tracker: A pixel tracker implementation based on the CLICTD monolithic sensor (see Sec-
tion 3.9.5) using 30×300µm2 super-pixels is under consideration for the main tracker. Each super-pixel
is furthermore subdivided into 8 pixels of 30× 37.5µm2 surface. The charge (5 bits) as well as the ar-
rival time (8 bits) of one super-pixel is recorded for one hit readout per bunch train. An additional 8 bits
provide a hit map within the super-pixel (total of 21 bits). Zero suppression is applied as well as address
encoding.
ECAL and HCAL: Silicon pad sensors with a cell size of 5× 5mm2 are considered for the active
layers of the ECAL. For HCAL, scintillator tiles with a size of 30× 30mm2 each coupled to a silicon
photomultiplier are considered. For the ECAL and HCAL readout introduced in Section 4.4 and Sec-
tion 4.5, sampling the calorimeter-cell pulse height (16 bits) at regular intervals (40 MHz, corresponding
to a sampling period of 25 ns) is foreseen for operation at CLIC. The sampling time window for the
calorimeters is 200 ns containing the full bunch-train duration (156 ns at 3 TeV) and additional time for
the shower development, resulting in 8 time samples. The required time resolution of the calorimeter is
then achieved by offline signal shape analysis of the recorded pulse heights. Zero suppression is applied
as well as address encoding.
For low-occupancy regions in the calorimeters, the pulse-height sampling may be replaced with
one hit readout per bunch train combined with individual hit time stamping, as is planned for ILC oper-
ation as discussed in Section 4.5.5.2. For the data rate estimation discussed below, continuous sampling
provides an upper limit.
LumiCal and BeamCal: Silicon pad sensors with a cell size that increases as a function of the radius
from 3.75× 13mm2 to 3.75× 44mm2 are considered for the active layers of LumiCal. For BeamCal,
GaAs or diamond sensors with a cell size 8×8mm2 are foreseen. For the LumiCal and BeamCal readout
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discussed in Section 5.3.3, sampling the pulse height (16 bits) of the calorimeter cells with 100 MHz (cor-
responding to a sampling period of 10 ns) throughout the full bunch train and shower development period
is assumed, resulting in 20 time samples. Also here, the required time resolution is achieved by offline
signal shape analysis. It is anticipated that the readout solution for the very forward detectors accommod-
ates up to 5 subsequent hits per bunch train to cope with the high occupancies. When including safety
factors, this value is currently exceeded in both LumiCal and BeamCal. Further detector optimisation
is foreseen in the next project phase in order to reduce the high cell occupancies. For LumiCal zero
suppression is applied as well as address encoding. Due to the high occupancies in the current BeamCal
design, no zero suppression is considered, and therefore serial readout without address encoding can be
performed.
Muon detectors: For the muon detectors with 30× 30mm2 readout cells, a binary readout with a
multi-hit TDC (24 bits) is foreseen for one hit readout per bunch train. Zero suppression is applied
as well as address encoding. The background occupancies for the muon detectors are obtained with
additional shielding against secondary particles [167].
6.2 Estimation of CLIC detector data rates
6.2.1 Readout parameters for CLICdet subdetectors
Table 6.1 summarises different readout aspects of the CLICdet subdetectors. It includes the timing
requirements of the CLICdet subdetectors, the foreseen sizes of the cells and the corresponding number
of cells for the implementation examples discussed before. In addition, average and maximal background
occupancies per bunch train are included [167], which can be approximated for low-occupancy regions
(see [168]) as
Occupancy/train = ∑
process
nhits, process/(mm
2 ·BX)×nbunches×w× l× cs× s fproc. (6.1)
Here, the number of hits (nhits) for two background processes, incoherent e
+e− pairs and γ γ → had-
rons events, are included. These are the dominating background processes for the detector region
(see Chapter 2). The number of hits per bunch crossing (BX) per mm2 are multiplied by the number
of bunch crossings per train (nbunches, e.g. 312 at 3 TeV). The cell width (w) and the cell length (l), as
well as the average cluster size (cs) are taken into account. The cluster size corresponds to the estim-
ated number of readout cells per hit (3 for the tracking detector, 5 for the vertex detector, 1 for all other
detector regions). Safety factors (s fproc, 2 for γ γ → hadrons, 5 for incoherent pairs) to account for the
uncertainty of the background-process simulation are applied.
For high-occupancy regions like the calorimeter endcaps and the very forward calorimeters, the
low-occupancy approximation used in Equation (6.1) is not valid. For these regions, safety factors as well
as occupancies from different sources need to be combined probabilistically using the method described
in [168].
Furthermore, Table 6.1 lists the number of bits to be read out per hit cell. These are, in case of the
calorimeters, multiplied by the number of time samples corresponding to the bunch train duration and
shower development period.
6.2.2 Event sizes
Based on Table 6.1, upper limits for the data volume of the CLIC detector are estimated including zero
suppression and address encoding (except for BeamCal). Address encoding is implemented per detector
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Table 6.1: Readout parameters for an example implementation of CLICdet at 3 TeV, including zero sup-
pression and address encoding. The address encoding is implemented per detector region,
assuming non-ambiguous addressing within each row in the table. The average and maximal
occupancies from beam-induced backgrounds and the resulting data volumes include safety
factors as described in the text. BeamCal is fully saturated and the data volume corresponds
to a full subdetector readout.
Detector region time hit number average to number data
sampling time cell of max. train of bits volume
period resolution size channels occupancy per cell per train
[ns] [ns] [mm2] [106] [%] [bits] [MByte]
Vertex barrel 1 10 ∼ 5 0.025×0.025 89 2.1 / 2.8 13 9.5
Vertex barrel 2 10 ∼ 5 0.025×0.025 95 1.6 / 2.1 13 7.7
Vertex barrel 3 10 ∼ 5 0.025×0.025 126 0.62 / 0.74 13 3.9
Vertex barrel 4 10 ∼ 5 0.025×0.025 132 0.52 / 0.61 13 3.4
Vertex barrel 5 10 ∼ 5 0.025×0.025 166 0.24 / 0.31 13 2.1
Vertex barrel 6 10 ∼ 5 0.025×0.025 172 0.21 / 0.25 13 1.8
Vertex disc 1 10 ∼ 5 0.025×0.025 93 0.39 / 2.1 13 1.8
Vertex disc 2 10 ∼ 5 0.025×0.025 93 0.39 / 2.1 13 1.8
Vertex disc 3 10 ∼ 5 0.025×0.025 93 0.43 / 2.4 13 2.0
Vertex disc 4 10 ∼ 5 0.025×0.025 93 0.43 / 2.4 13 2.0
Vertex disc 5 10 ∼ 5 0.025×0.025 93 0.47 / 2.7 13 2.2
Vertex disc 6 10 ∼ 5 0.025×0.025 93 0.47 / 2.8 13 2.2
Inner tracker barrel 1 10 ∼ 5 0.03×0.3 88 0.28 / 0.36 21 1.5
Inner tracker barrel 2 10 ∼ 5 0.03×0.3 244 0.096 / 0.13 21 1.4
Inner tracker barrel 3 10 ∼ 5 0.03×0.3 580 0.040 / 0.051 21 1.5
Outer tracker barrel 1 10 ∼ 5 0.03×0.3 1589 0.014 / 0.018 21 1.5
Outer tracker barrel 2 10 ∼ 5 0.03×0.3 2258 0.0080 / 0.011 21 1.2
Outer tracker barrel 3 10 ∼ 5 0.03×0.3 2893 0.0054 / 0.0070 21 1.0
Inner tracker disc 1 10 ∼ 5 0.025×0.025 2000 0.019 / 0.18 13 2.1
Inner tracker disc 2 10 ∼ 5 0.03×0.3 252 0.098 / 0.71 21 1.5
Inner tracker disc 3 10 ∼ 5 0.03×0.3 244 0.090 / 0.42 21 1.3
Inner tracker disc 4 10 ∼ 5 0.03×0.3 228 0.084 / 0.37 21 1.2
Inner tracker disc 5 10 ∼ 5 0.03×0.3 218 0.070 / 0.36 21 0.93
Inner tracker disc 6 10 ∼ 5 0.03×0.3 208 0.050 / 0.14 21 0.64
Inner tracker disc 7 10 ∼ 5 0.03×0.3 202 0.046 / 0.073 21 0.57
Outer tracker disc 1 10 ∼ 5 0.03×0.3 1546 0.0070 / 0.025 21 0.70
Outer tracker disc 2 10 ∼ 5 0.03×0.3 1546 0.0072 / 0.029 21 0.73
Outer tracker disc 3 10 ∼ 5 0.03×0.3 1546 0.0066 / 0.026 21 0.67
Outer tracker disc 4 10 ∼ 5 0.03×0.3 1546 0.0071 / 0.026 21 0.71
ECAL barrel 25 1 5×5 72 0.36 / 2.4 16×8 5.0
ECAL endcap 25 1 5×5 29 1.1 / 33 16×8 6.1
HCAL barrel 25 1 30×30 4.8 0.11 / 0.86 16×8 0.10
HCAL endcap 25 1 30×30 4.5 5.4 / 100 16×8 4.6
HCAL rings 25 1 30×30 0.4 0.010 / 1.4 16×8 0.00075
LumiCal 10 5 3.75×13–44 0.25 90 / 100 16×20 9.3
BeamCal 10 5 8×8 0.093 100 16×20 3.7
MUON barrel 25 8 30×30 2.4 0.00020 / 0.084 24 0.000028
MUON endcap 25 8 30×30 1.7 0.043 / 9.2 24 0.0041
Total (rounded) 18 700 88
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region as indicated in Table 6.1. Each cell in a detector region has a unique identifier, adding n bits to each
data word for a hit cell in a subdetector region with 2n channels, with n being an integer. For the purpose
of the address encoding, each detector region with a dedicated address space corresponds to one layer
in the vertex/tracking detectors and one entire detector section for the calorimeters and muon detectors.
The actual implementation of the address encoding and zero suppression can be further optimised in the
next project phase.
As the beam-induced backgrounds are the dominating source of detector occupancy, the average
occupancy per bunch train is taken as a basis to estimate the data volume per bunch train. After each
bunch train, the data recorded by the CLIC subdetectors are sent off the detector, without the use of
triggers.
The CLIC detector with the subdetectors shown in Table 6.1 has in total 18.7 billion readout
channels. The data volume is 88 MByte per bunch train at 3 TeV, dominated by the data from the vertex
barrel detector and the calorimeters. For 380 GeV, the beam-induced backgrounds are smaller, resulting
in a data volume per bunch train of 29 MByte.
6.2.3 Alternative tracker readout concept
The CLIC detector implementation presented here has 18.7 billion channels of which 15.2 billion chan-
nels are in the CLICTD-based pixel tracker (excluding the first tracker discs). A second main tracker
option based on silicon strips was therefore studied in view of occupancies and data rates. The strip
dimensions are chosen such that the strip occupancies do not exceed a few percent across the full tracker
volume. Strips of 50 µm pitch and 1 to 10 mm strip lengths are used. As in the CLICTD-based imple-
mentation example discussed above, the first tracker discs are equipped with 25×25µm2 pixels for this
implementation. Such a main tracker would have in total approximately 560 million strip detector cells
resulting in 4 billion readout channels for the full CLIC detector. In addition, for each strip detector
cell only the charge (5 bits) and the arrival time (8 bits) would be recorded (total of 13 bits instead of the
21 bits for the CLICTD-based implementation including the additional 8 bits for the super-pixel hit map).
The combined effect of the higher occupancies in this configuration, the lower number of bits read out
per cell and the lower number of bits needed for the address encoding of the strip tracker would result
in an approximately 25% lower data rate of the strip layers with respect to the CLICTD-based layers.
Furthermore it would result in an overall reduction of the CLICdet data rate by approximately 5%.
The first tracker discs are currently considered to use the same technology as the vertex detector,
with 25×25µm2 pixels over an area of 1.2m2, in order to reduce the confusion for the track reconstruc-
tion in the forward tracker region. In view of the occupancy shown in Table 6.1, the first tracker discs
could be equipped with larger pixels. Taking into account both the occupancy and the pattern-recognition
needs, an optimisation of the granularity of the first tracker discs is foreseen, following a similar approach
as described in [169].
6.2.4 Alternative implementation of zero suppression
In addition to address encoding, an alternative, serial zero-suppressed implementation was evaluated,
using 1 bit for cells that are not hit and 1+ n bits for hit cells. n is here for instance 13 for the vertex
detector and the first tracker discs and 21 for the remaining part of the tracker. No bits are dedicated to
the address; the cell address instead can be found from the cell position in the data stream. Due to the
large number of readout channels and the low average occupancy, the data rates using this scheme would
be dominated by the empty channels resulting in data rates that would be significantly larger than those
using the address encoding described in Section 6.2.2. The data volume at 3 TeV for the full CLICdet
detector would add up to approximately 2380 MByte instead of approximately 88 MByte using address
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encoding. This is dominated by the main tracker which would have a data volume in this serial readout
scheme of 2150 MByte instead of 19 MByte. Additional zero suppression for fully unoccupied modules
could however greatly improve this serial zero-suppression method.
6.2.5 Output data rates
The data volume presented in Table 6.1 combined with a bunch-train repetition rate at CLIC of 50 Hz
results in an average data rate of 4.40 GByte/s at 3 TeV. The corresponding estimate for the background
conditions at 380 GeV results in an average data rate of 1.45 GByte/s. Continuous data readout in the
gaps between colliding bunches is assumed. Table 6.2 compares these data rates to those of the LHC
experiments. The data rates at CLIC without the use of triggers are far below those at the LHC.
Table 6.2: Data rates of CLICdet. The numbers are compared to those of the LHC experiments [170].
Detector Event size Repetition rate Data rate
[MByte] [Hz] [GByte/s]
CLICdet @ 3 TeV 88 50 (train) 4.40
CLICdet @ 380 GeV 29 50 (train) 1.45
ALICE (2017) 100 300 (central Pb–Pb) 30
ATLAS (2017) 1 100 000 (level-1 trig.) 100
CMS (2017) 1.5 100 000 (level-1 trig.) 150
LHCb (2017) 0.07 1 000 000 (level-0 trig.) 70
ALICE (Run 3) 60 50 000 (no trig.) 3 000
ATLAS (HL-LHC) 5 1 000 000 (level-1 trig.) 5 000
CMS (HL-LHC) 4.2–4.6 750 000 (level-1 trig.) 3 150–3 450
LHCb (Run 3–4) 0.13 30 000 000 (no trig.) 3900
The CMS permanent storage rate after the first trigger level and further online data treatment is
currently ∼ 5 GByte/s and therefore at the same level as the CLIC data rate without the use of triggers.
Therefore, one can conclude that the data-storage needs for the running CLIC experiment will not exceed
those of a current multi-purpose LHC detector.
During calibration runs of CLICdet, no zero suppression and address encoding would be used.
In this configuration, one full detector readout would produce a data volume of 47 GByte for CLICdet
using a CLICTD-based main tracker or 8 GByte for CLICdet using a strip tracker. These numbers include
approximately 1.8 GByte for the full calorimeter system including multiple time samples as listed above.
The larger data volume per calibration event would need to be compensated by repetition frequencies
well below the bunch train repetition rate or by data links and computing infrastructure optimised for the
larger throughput during calibration runs. The required additional data-transfer and storage volume for
calibration data could however be significantly reduced by implementing on-chip calibration features for
the tracking detectors and calorimeters.
6.3 Data links
Based on the data rates discussed in Section 6.2, the number of optical data links needed for CLICdet
readout can be estimated. In view of the ongoing development of radiation-tolerant optical data links, a
bandwidth of O(20 Gbit/s) per link is predicted for the time beyond 2025 [171].
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Figure 6.1: Radial distributions of the fraction of time slices per train with at least one hit above threshold.
The distributions are shown for (a) different cell sizes and (b) different time slices. The
distributions are shown for layers 23-35 of the HCAL endcap at 3 TeV, including the γ γ →
hadron and incoherent pair backgrounds as well as safety factors.
The CLIC detector readout during 3 TeV operation would be achievable with a few 20 Gbit/s links,
assuming continuous readout in the gaps between colliding bunches. Taking into account the geometrical
distribution of the detector elements, more links would be needed.
The CLIC detector readout during calibration runs with event sizes of up to 47 GByte could be
achieved with approximately 100 data links for 5 Hz or 1000 data links for 50 Hz. Data taking in calibra-
tion runs is then limited by the computing infrastructure, namely the availability of storage space and the
rate of writing the data to storage. The implementation of on-chip calibration features for the tracking
detectors and calorimeters would, on the other hand, significantly reduce the optical data-link bandwidth
for calibration data taking.
6.4 Detector readout optimisation for high-occupancy regions
The currently foreseen configurations of BeamCal, LumiCal and the HCAL endcap see train occupan-
cies well above a few % at 3 TeV. Three options are considered to reduce the occupancies in the main
calorimeter-endcaps and forward-calorimeter regions [17, 172].
The first option is based on an increase in the spatial granularity. Its effect on the occupancy is
shown in Figure 6.1(a) for layers 23-35 of the HCAL endcaps. Reducing the cell size by a factor of 36
(5×5mm2) still leaves cells at the lowest radii of the HCAL endcap 100% occupied.
The second option uses an increased temporal granularity. As discussed in Section 6.1, it is fore-
seen to sample the calorimeter cell pulse height throughout the train and shower-development period,
in order to achieve the required cluster time resolution in the CLICdet calorimeters. This allows for a
detection of multiple hits per train, depending on the signal shaping time and the sampling rate. The
assumed sampling period is 25 ns for ECAL and HCAL and 10 ns for LumiCal and BeamCal. The ef-
fect of reducing the sampling period is shown in Figure 6.1(b) for layers 23-35 of the HCAL endcaps.
The signal-development times in the sensors and the shaping and deconvolution of overlapping signals
are not taken into account in the simulation. Therefore the calculation of the time-slice occupancies for
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Figure 6.2: Radial distributions of the fraction of time slices per train with at least one hit above threshold
for different shielding, layout and readout configurations. The distribution is shown for lay-
ers 23-35 of the HCAL endcap at 3 TeV, including the γ γ → hadron and incoherent pair
backgrounds as well as safety factors.
short sampling periods (< 10 ns) should be considered as lower limits and are shown solely to illustrate
the trend. Using the default cell size of 30× 30mm2 and reducing the time slice duration achieves a
reduction of the overall occupancy to values lower than 95% at 10 ns, 87% at 5 ns and 77% at 1 ns.
As a third option, the use of additional shielding material is considered for reducing the occupan-
cies from secondaries [17, 172]. A proposed shielding concept consists of 50 mm of tungsten and 30 mm
of SWX (95% polyethylene, 5% boron carbide) which is added to the inside of the cylindrical support
tube hosting the beam pipes and the BeamCal (see Figure 5.1). The shielding needs to be optimised
such that it absorbs large fractions of the secondaries while not reducing the acceptance of the detectors.
The effect of the shielding proposal is shown in Figure 6.2 for layers 23-35 of the HCAL endcaps. Fur-
thermore, Figure 6.2 shows the combined effect of using shielding, reducing the spatial granularity and
reducing the time slice duration. The occupancy could be reduced to values lower than 20% when using
the described shielding, a cell size of 15×15mm2 and a time slice duration of 10 ns.
For the BeamCal and LumiCal, pixels with a pitch in the order of few 10 to 100 µm are considered
as discussed in Section 5.5.3. The exact layout adaptation is a subject for further studies.
While the increase in spatial and temporal granularity would result in an increase in the data
volume per detector, additional shielding would reduce the data volume.
6.5 Summary and outlook
Detector occupancies, data volumes and data output rates have been estimated for all CLIC subdetectors,
based on example readout schemes and on the expected experimental conditions. Acceptable cell occu-
pancies are obtained for most detector regions, except for the inner regions of the endcap calorimeters
and the very forward calorimeters LumiCal and BeamCal. Upper limits on the total data output rate of
1.45 GByte/s at 380 GeV and 4.40 GByte/s at 3 TeV have been obtained, dominated by beam-induced
background hits. The resulting data storage volume is of the same order as that for the current LHC ex-
periments. Therefore dedicated studies of the data-link and computing infrastructure have been deferred
to a later stage.
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An optimisation of the tracker granularity taking into account occupancy and pattern-recognition
constraints could lead to a largely reduced number of cells. This is desired in view of a reduced power
budget and readout complexity.
Ongoing optimisation studies for the readout of the main calorimeter endcaps show that increased
spatial and temporal granularity in combination with improved shielding result in acceptable cell occu-
pancies in these regions.
Planned future work in the data-acquisition domain include an optimisation of the LumiCal and
BeamCal readout schemes based on pixelated sensors (see Section 5.5.3), as well as the development of
detector-calibration concepts optimised for low bandwidth.
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7 Conclusions and future developments
The CLIC detector technology studies summarised in this report cover the time from the publication
of the CLIC CDR in 2012 until the launch of the European Strategy Upgrade process at the end of
2018. Over this period significant progress has been made in all critical areas of detector R&D and
design. In most cases the development targets consist of validated technology demonstrators of the most
challenging components, rather than full prototypes of final detectors. Extensive test-beam programmes
complement the laboratory characterisation studies for various detector technologies. Future work until
the time of project approval will continue this technology exploration, while simultaneously shifting
the focus towards building larger demonstrators and performing full design studies. Once the project is
approved, detector development efforts will have to increase significantly and be prioritised according to
the engineering constraints and construction schedule.
The optimised CLICdet detector design is driven by the CLIC physics programme and the exper-
imental conditions provided by the accelerator, and takes into account constraints and results from the
hardware and simulation studies. Future improvements to the detector design and to the full-detector
simulation and reconstruction algorithms will profit from the detailed performance assessments and sim-
ulations performed for the various technology demonstrators.
CLIC-specific detector R&D is mainly performed for the vertex and tracker region, for which the
requirements from physics and accelerator are the most challenging. In particular the sensor and readout
developments benefit from the rapid progress in the silicon industry and from synergies with detector
upgrade projects for the High-Luminosity LHC and other ongoing detector projects. They also rely on
dedicated simulation and characterisation tools, which are being developed with contributions from the
world-wide silicon detector community. The R&D for the CLIC vertex-detector region has to meet the
most challenging combination of requirements. Therefore initial studies have focused on hybrid pixel
detector technologies, optimising separately the design of small-feature size high-performance CMOS
readout ASICs and ultra-thin sensors with the smallest feasible pixel pitch. While each of the require-
ments for the vertex detector could be met individually, the combination of very low material budget and
high spatial resolution still remains to be achieved. Future developments will profit from the availability
of more advanced CMOS process technologies and will pursue new sensor and interconnect technolo-
gies suitable for even smaller pixel pitch. A variety of promising monolithic depleted CMOS sensor
technologies are under study, which have the potential to deliver high performance over large detector
areas, as required for the outer tracker. CLIC-specific monolithic designs are in preparation, targeting
both the tracker and the vertex detector. Future designs are expected to profit from the availability of
new monolithic CMOS technologies with smaller feature size, which will allow for smaller pixel pitch
and increased performance. Powering and detector-integration studies have demonstrated the feasibility
of the major detector design features, such as power pulsing, air-flow cooling, low-mass support struc-
tures and cabling. Future work in this domain will shift towards building larger combined demonstrators,
profiting from the experience gained with ongoing LHC detector upgrade projects.
R&D for the main calorimeters is well covered by the generic Linear Collider calorimeter activit-
ies within the CALICE collaboration, complemented by dedicated studies targeting the most important
CLIC-specific requirements such as containment for higher centre-of-mass energies and sub-nanosecond
timing capability for reconstructed objects. The feasibility of highly granular imaging calorimetry and
the validity of the performance assumptions in the full-detector simulation models has been demonstrated
both for the electromagnetic and hadronic calorimeters through a large-scale test-beam programme with
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prototypes of increasing size and complexity. The most recent generation of prototypes addresses the
scalability of the imaging calorimeter technology to a full collider detector. Plans for future studies in-
clude the construction and testing of prototypes with additional layers and combined ECAL and HCAL
beam tests. Dedicated tests with very high-energy electrons will be needed to ensure that the CLIC
resolution requirements for electromagnetic objects are met. The need for precise hit timing at CLIC
will profit from the developments in the context of the ongoing collaboration between CALICE and the
High-Granularity Calorimeter HL-LHC Upgrade Project of the CMS collaboration (CMS-HGCAL). In
particular the high-occupancy endcap regions at CLIC will require adaptations to the currently developed
CALICE readout concepts. Initial power-pulsing studies for ILC conditions will have to be adapted to
the duty cycle at CLIC.
The very forward calorimetry for luminosity measurement as well as electron and photon tagging
is conducted within the FCAL collaboration. The measurements in this detector region require a very
compact detector setup and a large dynamic range, and are complicated by very high rates of beam-
induced background particles and consequently high radiation levels. Developments for BeamCal focus
mainly on radiation-hardness studies for various sensor materials. Very compact and highly granular
technology demonstrators for LumiCal have been constructed and validated successfully in beam tests.
Initial concepts for achieving the required high alignment accuracy for BeamCal and LumiCal have
been devised. Future FCAL plans include tests of a large-scale prototype with custom-designed FCAL
electronics and performance assessments of radiation-hard BeamCal sensor material. The expected high
occupancies at CLIC will require reduced pad sizes and further improvements to the readout electronics.
Monolithic CMOS sensor technologies studied in the context of the tracker developments may allow for
very compact pixelated LumiCal sensor layers with a large dynamic measurement range.
In summary, a targeted R&D programme for the CLIC detector has explored and advanced the
state-of-the art in many areas of detector technology, and is on track to meet the challenging requirements
with a variety of innovative concepts. Future work will focus on the most critical development goals,
benefiting from anticipated continuing technological progress, and prepare for detector construction in
line with the progression of the CLIC project.
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