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ABSTRACT 
Rationale, aims and objectives: Single-group interrupted time series analysis (ITSA) is a popular 
evaluation methodology in which a single unit of observation is being studied, the outcome 
variable is serially ordered as a time series, and the intervention is expected to “interrupt” the 
level and/or trend of the time series, subsequent to its introduction. Given that the internal 
validity of the design rests on the premise that the interruption in the time series is associated 
with the introduction of the treatment, treatment effects may seem less plausible if a parallel 
trend already exists in the time series prior to the actual intervention. Thus, sensitivity analyses 
should focus on detecting structural breaks in the time series before the intervention. 
Method: In this paper, we introduce a machine-learning algorithm called optimal discriminant 
analysis (ODA) as an approach to determine if structural breaks can be identified in years prior 
to the initiation of the intervention, using data from California’s 1988 voter-initiated Proposition 
99 to reduce smoking rates.  
Results: The ODA analysis indicates that numerous structural breaks occurred prior to the actual 
initiation of Proposition 99 in 1989, including perfect structural breaks in 1983 and 1985, thereby 
casting doubt on the validity of treatment effects estimated for the actual intervention when using 
a single-group ITSA design.  
Conclusions: Given the widespread use of ITSA for evaluating observational data and the 
increasing use of machine-learning techniques in traditional research, we recommend that 
structural break sensitivity analysis is routinely incorporated in all research using the single-
group ITSA design.   
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1. INTRODUCTION 
Interrupted time-series analysis (ITSA) is a popular evaluation methodology for study designs in 
which a single unit of observation (e.g., an individual, a city, or a country) is being studied, the 
outcome variable is a serially ordered time series, and multiple observations are captured in both 
the pre- and post-intervention periods [1,2]. The study design is called an interrupted time series 
because the intervention is expected to “interrupt” the level and/or trend of the time series, 
subsequent to its introduction [3,4]. ITSA has strong internal validity, even in the absence of a 
comparison group, due primarily to its control over the effects of regression to the mean [3,5,6]. 
When the treatment group’s outcomes can also be contrasted with those of one or more 
comparison groups, the internal validity is further enhanced by allowing the researcher to 
potentially control for confounding omitted variables [2].  Additionally, ITSA has strong external 
validity when the unit of measure is at the population level, or when the results can be 
generalized to other units, treatments or settings [4,7].  
 ITSA has been used in many areas of study, such as assessing the effects of community 
interventions [8,9], public policy [10], regulatory actions [11], and health technology assessment 
[12], to cite but a few. ITSA has also been proposed as a more flexible and rapid design to be 
considered in health research before defaulting to the traditional two-arm randomized controlled 
trial [13]. In addition, systematic reviews of the literature increasingly include studies using 
ITSA as the primary research design [14]. 
 The validity of ITSA when used for making causal inferences has begun to receive 
attention in the literature, specifically the importance of testing for interruptions in the time 
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series that occur prior to the actual initiation of the intervention [2]. The assumptions necessary 
for causal inference in the single-group ITSA may seem plausible when the pre-intervention 
trend is followed by a statistically significant change in the trend of the outcome variable 
immediately following the introduction of the intervention, and sustained over some meaningful 
period of time. In contrast, these assumptions seem less plausible if a parallel trend already exists 
in the time series prior to the initiation of the intervention. Linden [2] suggests conducting an 
iterative sensitivity analysis involving testing each pre-intervention time period treated as a 
“pseudo-intervention” period. This approach is consistent with regression-based structural break 
analysis commonly used in time series econometrics (Hansen [15] and Perron [16] provide 
excellent reviews of structural break analysis literature). The underlying assumptions of the 
single-group ITSA may be challenged if interruptions in the level or trend of the outcome 
variable are found to exist at other time points prior to the actual initiation of the intervention. 
 This paper introduces a machine learning algorithm called optimal discriminant analysis 
(ODA) [17] to determine if (and to what degree) structural breaks can be identified in periods 
prior to the actual initiation of the intervention. This methodology has several noteworthy 
strengths in that it provides intuitive measures of predictive accuracy (e.g., sensitivity, 
specificity, effect strength for sensitivity), model-free permutation tests to derive P values, and 
cross-validation to assess generalizability of the model to new cases applied in similar settings 
[7,18,19,20,21,22,23,24]. It is therefore likely to be an approach that will be of interest to those 
using ITSA designs as well as those more generally interested in applications of machine 
learning to traditional research designs. To illustrate the ODA approach for assessing 
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interruptions in times series data prior to the actual initiation of the intervention, Section 2 
describes study background, data, ODA methodology, and analytic strategy; Section 3 reports 
the findings; and Section 4 presents discussion and conclusions. 
2. METHODS 
2.1 Background and data 
We examine data from the 1988 voter-initiated Proposition 99, a widespread effort in California 
to reduce smoking rates by raising the cigarette excise tax by 25 cents per pack, and to fund anti-
smoking campaigns and other related activities throughout the state (Breslow & Johnson [25] 
provide a comprehensive discussion of this initiative). 
 Per capita cigarette sales (in packs) is the most widely used indicator of smoking 
prevalence found in the tobacco research literature [26] and serves here as the aggregate outcome 
variable under study, measured annually at the state level from 1970 until 2000 (with 1989 
representing the first year of the intervention). The current data were obtained from Abadie et al. 
[27], who obtained the data from Orzechowski & Walker [28]. The current study limits analysis 
to cigarette sales in only the pre-intervention years between 1970 and 1988 to determine if there 
are additional interruptions in the time series prior to actual initiation of the intervention in 1989.  
2.2 Brief description of Optimal Discriminant Analysis (ODA) 
ODA is a machine learning algorithm introduced over a quarter century ago [17]. Derived using 
mathematical programming methods, ODA was developed as a methodology for identifying 
exact non-parametric statistical models that explicitly maximize predictive accuracy normed 
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against chance [23,24]. The objective function maximized by ODA—predictive accuracy—is in 
contrast to alternative methods developed to explicitly maximize the amount of variance 
explained, or the value of the likelihood function [29,30]. In general, for an ordered or 
continuous variable (e.g., an outcome score), and a two-category class variable (e.g., an 
intervention), an ODA model has the form: if score < (value) predict that the observation is from 
class A; otherwise predict that the observation is from class B. ODA identifies the cut-point that 
explicitly maximizes the predictive accuracy of the model (i.e., in terms of the correct 
classification of actual members of class A and of class B) indexed using the effect strength for 
sensitivity (ESS) statistic described below. 
2.2.1 Assessing statistical significance of ODA models 
Statistical significance (P value) of ODA models is computed as a permutation probability: no 
distributional assumptions are required of the data and P values are exact [17,24]. In study 
designs involving two or more tests of statistical significance, a sequentially-rejective Sidak 
Bonferroni-type multiple comparisons methodology is used to prevent “alpha inflation” and 
ensure the desired experimentwise P value (here, P < 0.05) [23].  
2.2.2 Ecological significance of ODA models 
Ecological significance (normed accuracy) of ODA models is assessed using the ESS statistic -- 
a chance-corrected (0 = the level of predictive accuracy expected by chance) and maximum-
corrected (100 = perfect prediction) index of the predictive accuracy of a statistical model 
(computation of ESS is discussed elsewhere [19,20,22;23,24]). The cut-point identified by ODA 
explicitly maximizes the ESS yielded by the ODA model developed for the total (“training”) 
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sample. Using ESS, investigators may directly compare the predictive accuracy of different 
models (relative to chance), regardless of structural features such as sample size, skew, or 
“outliers” [24]. By convention, ESS values of 25% or less indicate a relatively weak effect, 
values of 50% or less indicate a moderate effect, values of 75% or less indicate a relatively 
strong effect, values of 90% or less indicate a strong effect; and ESS values greater than 90% 
indicate a very strong effect [23]. 
2.2.3 Assessing generalizability of ODA models 
Cross-validation in the ITSA context connotes estimating the generalizability of the model when 
it is applied to future points in the time series, or to similar series (e.g., other states implementing 
anti-smoking campaigns) assuming they are comparable on other characteristics. Several 
algorithms commonly used to estimate model generalizability include k-fold cross-validation, 
bootstrapping, and leave-one-out jackknife (LOO) cross-validation [19,23,24,31,32]. Presently 
ODA implements the (LOO) approach, which is simply n-fold cross-validation, where n is the 
number of observations in the dataset. Each observation in turn is left out, the predicted class 
membership is obtained for the hold-out observation, and accuracy is determined as success or 
failure in predicting the actual class membership of that observation. The results of all n 
predictions are used to calculate LOO (validity) accuracy, which is then compared to total 
sample (training) accuracy. 
2.3 Analytic approach 
While there currently is no “rule of thumb” for defining the circumstances in which structural 
breaks invalidate treatment effect estimates drawn from an ITSA model, the identification of one 
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or more structural breaks in the pre-intervention period should serve as an indicator that further 
scrutiny of the data is warranted, and assumptions of a treatment effect should be challenged. In 
order to systematically assess the presence or absence of structural breaks in years prior to 1989, 
a series of eighteen “pseudo-interventions” was generated -- one for each year commencing with 
1970 and ending with 1988. For example, in the pseudo-intervention year 1970, the intervention 
is set to 1 for all years from 1971 onward, while 1970 represents the sole pre-intervention period 
and is set to 0. At the other end of the continuum, this layout is reversed, with the final pseudo-
intervention year being 1988: here, all years from 1970 to 1987 represent pre-pseudo-
intervention periods and are set to 0, while 1988 represents the pseudo-intervention year and is 
set to 1.   
 In ODA each pseudo-intervention is treated as a class variable with two categories --
either pre- (0) or post- (1) pseudo-intervention period. In this study the relationship between the 
pseudo-intervention and per capita cigarette pack sales was ascertained using an ODA model of 
the form: if annual cigarette sales < (cut-point) then predict that the observation is from the post–
pseudo-intervention; otherwise predict the observation is from the pre-pseudo-intervention 
period (in the actual analysis a non-directional “two-tailed” hypothesis was tested for all ODA 
analyses).  
As this study involved a total of 18 tests of statistical significance, we controlled for the 
effect of multiple testing by performing a sequentially-rejective Sidak Bonferroni-type multiple 
comparisons procedure to ensure an experimentwise P < 0.05 [23]. Exact P values were 
estimated using 25,000 Monte Carlo experiments. 
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Finally, the upper-bound of expected cross-generalizability of ODA models across time 
was assessed using LOO analysis, in which sequential classification of every year in the training 
sample was used to generate a model holding out the year being classified. When identical ESS 
is obtained in training and validity analysis this suggests the training model may cross-generalize 
to the following year with comparable reliability and strength. However, obtaining ESS that is 
lower in LOO than in training analysis suggests the cut-point that maximizes predictive accuracy 
in training analysis may not cross-generalize to the following year with comparable reliability 
and strength [23,24]. LOO requires at least two observations in both the pseudo-pre and post-
intervention periods, and thus is not reported for pseudo-interventions with one observation per 
class category (1970, 1987, and 1988). 
3. RESULTS 
The Table presents the annual actual cigarette sales per capita, the ODA derived cutpoint on 
cigarette sales for predicting belonging to the pre- and post-pseudo-intervention periods, and 
reliability and accuracy measures (P values and ESS) for training and LOO analysis. While no 
ODA model could be obtained for 1988, and no LOO model could be obtained for 1970, 1987, 
or 1988, ODA identified statistically significant structural breaks (i.e. generalized P < 0.05) for 
all years between 1975 and 1986 based on analyses involving the total sample (training analysis), 
and between 1976 and 1985 when considering LOO cross-validation. When considering only 
structural breaks meeting the more stringent Sidak adjusted P values, then all years between 
1977 and 1985 meet the experimentwise criterion for the training analysis, and 1979 through 
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1983 and 1985 met the experimentwise criterion in LOO cross-validation analysis.  ESS values 
ranged from 53% to 100% for the training analysis (representing relatively strong to perfect 
effect strength), and from 28% to 100% for LOO analysis (representing moderate to perfect 
effect strength).  
When considering Sidak-adjusted P values, ESS, and type of analysis (training and LOO) 
together, perfect structural breaks (i.e., the ESS in training and in LOO analysis are both 100%, 
and have experimentwise P < 0.05) are identified for the years 1983 and 1985, and strong, 
reproducible, statistically reliable structural breaks are identified for the years 1979 through 
1982. 
4. DISCUSSION 
The present ODA analysis indicates that numerous structural breaks occurred prior to the actual 
initiation of Proposition 99 in 1989 -- including perfect structural breaks (i.e., ESS=100 in both 
training and LOO analyses) in 1983 and 1985 -- thereby casting doubt on the validity of 
treatment effects estimated for the actual intervention when using a single-group ITSA design 
[2]. More broadly, these results highlight the importance of routinely performing structural break 
analyses when using the single-group ITSA framework as a way to test the sensitivity of 
treatment effect estimates [33]. 
 The ODA-based approach described here provides a robust framework for analyzing 
structural breaks in ITSA designs due to the following features. First, as a machine learning 
algorithm, ODA is not as constrained by a small number of observations as are conventional 
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statistics-based methods. This is particularly important for short time-series where regression-
based structural break analyses fail to obtain parameter estimates for observations near to the 
beginning or to the end of the sample [34]. Of course, for ODA, the smaller a sample becomes, 
the greater the model ESS is needed to render a statistically reliable result, and for very small 
samples, only models achieving perfect or nearly perfect accuracy yield P < 0.05 [24,35,36]. 
Second, the ODA algorithm, with its associated measure of classification performance 
(ESS) and non-parametric permutation tests, can be universally applied to any variable type, and 
is not affected by skewed data or outliers -- a concern that may arise in the context of meeting 
assumptions underlying the validity of the estimated P value using conventional statistics 
[29,30]. And third, ODA can directly estimate the generalizability of the model when it is 
applied to future points in the time series, or to other interventions with similar characteristics. 
 In summary, for applications using the single-group ITSA framework for estimating 
treatment effects, this paper highlights the importance of -- and an intuitive, transparent machine 
learning methodology for -- assessing the existence of structural breaks that may occur in the 
time series prior to the initiation of an actual intervention. We recommend that structural break 
sensitivity analysis is routinely incorporated in all research using the single-group ITSA design, 
as a means of evaluating the unique efficacy of the actual intervention in influencing the 
trajectory of a temporal outcome measure.    
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Table. Cigarette sales per capita, ODA model cutpoint on cigarette sales for predicting group 
assignment in the pseudo-intervention period, and accuracy measures (P values and ESS) for 
corresponding training and LOO analyses.    
   Training Set LOO Analysis 
Year Per capital sales (in packs) 
Predict intervention 
if sales <= P value ESS P value ESS 
1970 123.00 122.45 0.8474 61.11% --- --- 
1971 121.00 120.60 0.5262 52.94% 0.3217 47.06% 
1972 123.50 120.60 0.2956 56.25% 0.1703 50.00% 
1973 124.40 120.60 0.1530 60.00% 0.3329 28.33% 
1974 126.70 120.60 0.0686 69.23% 0.1842 37.14% 
1975 127.10 120.60 0.0204* 75.00% 0.0914 44.87% 
1976 128.00 120.60 0.0069* 81.82% 0.0399* 52.38% 
1977 126.40 120.60 0.0018** 90.00% 0.0149* 60.23% 
1978 126.10 120.60 0.0003** 90.91% 0.0045* 68.89% 
1979 121.90 120.60 0.0001** 100.00% 0.0010** 78.89% 
1980 120.20 119.40 0.0001** 100.00% 0.0002** 87.50% 
1981 118.60 117.00 0.0001** 100.00% 0.0003** 85.71% 
1982 115.40 113.10 0.0001** 100.00% 0.0006** 83.33% 
1983 110.80 107.80 0.0003** 100.00% 0.0001** 100.00% 
1984 104.80 103.80 0.0007** 100.00% 0.0158* 68.33% 
1985 102.80 101.25 0.0020** 100.00% 0.0010** 100.00% 
1986 99.70 98.60 0.0122* 100.00% 0.2047 44.12% 
1987 97.50 93.80 0.1053 100.00% --- --- 
1988 90.10 --- --- --- --- --- 
 
Notes: 
--- No ODA model possible 
** Experimentwise P < 0.05; * Generalized P < 0.05 
ESS = effect size sensitivity (0 = chance accuracy, 100 = perfect accuracy) 
LOO = leave-one-out (jackknife) cross-validation 
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