Our thoughts arise from coordinated patterns of interactions between brain structures that change with 6 our ongoing experiences. High-order dynamic correlations in neural activity patterns reflect different 7 subgraphs of the brain's connectome that display homologous lower-level dynamic correlations. We tested 8 the hypothesis that high-level cognition is supported by high-order dynamic correlations in brain activity 9 patterns. We developed an approach to estimating high-order dynamic correlations in timeseries data, and 10 we applied the approach to neuroimaging data collected as human participants either listened to a ten-11 minute story, listened to a temporally scrambled version of the story, or underwent a resting state scan. We 12 trained across-participant pattern classifiers to decode (in held-out data) when in the session each neural 13 activity snapshot was collected. We found that classifiers trained to decode from high-order dynamic 14 correlations yielded the best performance on data collected as participants listened to the (unscrambled) 15 story. By contrast, classifiers trained to decode data from scrambled versions of the story or during 16 the resting state scan yielded the best performance when they were trained using first-order dynamic 17 correlations or non-correlational activity patterns. We suggest that as our thoughts become more complex, 18 they are supported by higher-order patterns of dynamic network interactions throughout the brain.
: Estimating dynamic high-order correlations. Given a T by K matrix of multivariate timeseries data, X n (where n ∈ N, n ≥ 0), we use Equation 4 to compute a timeseries of K by K correlation matrices, Y n+1 . We then approximate Y n+1 with the T by K matrix X n+1 . This process may be repeated to scalably estimate iteratively higher-order correlations in the data. Note that the transposes of X n and X n+1 are displayed in the figure for compactness. addition, we have released a Python toolbox for computing dynamic high-order correlations in timeseries 105 data; our toolbox may be found at timecorr.readthedocs.io.
106
Kernel-based approach for computing dynamic correlations 107 Given a T by K matrix of observations, X, we can compute the (static) Pearson's correlation between any pair of columns, X(·, i) and X(·, j) using (Pearson, 1901) :
corr(X(·, i), X(·, j)) = T t=1 X(t, i) −X(·, i) X(t, j) −X(·, j) T t=1 σ 2 X(·,i) σ 2 X(·, j)
, where (1) 
We can generalize this formula to compute time-varying correlations by incorporating a kernel function that 108 takes a time t as input, and returns how much the observed data at each timepoint τ ∈ [−∞, ∞] contributes 109 to the estimated instantaneous correlation at time t ( Fig. 3 ; also see Allen et al., 2012, for a similar approach). Given a kernel function κ t (·) for timepoint t, evaluated at timepoints τ ∈ [1, ..., T], we can update the static correlation formula in Equation 1 to estimate the instantaneous correlation at timepoint t:
, where (4)
Here timecorr κ t (X(·, i), X(·, j)) reflects the correlation at time t between columns i and j of X, estimated using 112 the kernel κ t . We evaluate Equation 4 in turn for each pair of columns in X and for kernels centered on each 113 timepoint in the timeseries, respectively, to obtain a T by K by K timeseries of dynamic correlations, Y. For 114 convenience, we then reshape the upper triangles and diagonals of each timepoint's correlation matrix into 115 a row vector to obtain an equivalent T by K 2 −K 2 + K matrix.
..., X P n reflect the T by K observation matrices (n = 0) or reduced correlation matrices (n > 0) for each of P participants in an experiment. We can use inter-subject functional connectivity (ISFC; Simony et al., 2016) to compute the stimulus-driven correlations reflected in the multi-participant dataset at a given timepoint t using:C
where M extracts and vectorizes the upper triangle and diagonal of a symmetric matrix, Z is the Fisher z-transformation (Zar, 2010):
R is the inverse of Z:
and Y p n+1 (t) denotes the correlation matrix at timepoint t (Eqn. 4) between each column of X p n and each column of the average X n from all other participants,X \p n :
where \p denotes the set of all participants other than participant p. In this way, the T by K 2 −K 2 + K DISFC Applying dimensionality reduction algorithms to Y yields an X whose columns reflect weighted combi- with each repeated dimensionality reduction, the resulting X n has lower and lower fidelity (with respect to 142 what the "true" Y n might have looked like without using dimensionality reduction to maintain scalability).
143
In other words, computing X n is a lossy operation. Second, whereas each column of Y n may be mapped 144 directly onto specific pairs of columns of X n−1 , the columns of X n reflect weighted combinations and/or 145 nonlinear transformations of the columns of Y n . Many dimensionality reduction algorithms are invertible 146 (or approximately invertible). However, attempting to map a given X n back onto the original feature space 147 of X 0 will usually require O(TK 2n ) space and therefore becomes intractable as n or K grow large.
148
Graph measure approaches to computing X n 149
The above dimensionality reduction approaches to approximating a given Y n with a lower-dimensional 150 X n preserve a (potentially recombined and transformed) mapping back to the original data in X 0 . We also 151 explore graph measures that instead characterize each feature's relative position in the broader network of 152 interactions and connections. To illustrate the distinction between the two general approaches we explore, 153 suppose a network comprises nodes A, B, and C. If A and B exhibit uncorrelated activity patterns, the 154 functional connection (correlation) between them will be (by definition) close to 0. However, if A and B 155 each interact with C in similar ways, we might attempt to capture those similarities using a measure that 156 reflects how A and B interact with other members of the network.
In general, graph measures take as input a matrix of interactions (e.g., using the above notation, a K 158 by K correlation matrix or binarized correlation matrix reconstituted from a single timepoint's row of Y), 159 and return as output a set of K measures describing how each node (feature) sits within that correlation 160 matrix with respect to the rest of the population. Widely used measures include betweenness centrality (the 161 proportion of shortest paths between each pair of nodes in the population that involves the given node 162 in question; e.g., Barthélemy, 2004; Freeman, 1977; Geisberger et al., 2008; Newman, 2005 data. Specifically, approximating the n th -order dynamic correlations of a T by K timeseries requires only 187 We examined two types of data: synthetic data and human functional neuroimaging data. We constructed 192 and leveraged the synthetic data to evaluate our general approach (for a related validation approach see 193 Thompson et al., 2018) . Specifically, we tested how well Equation 4 could be used to recover known dynamic 194 correlations using different choices of kernel (κ; Fig. 3 ), for each of several synthetic datasets that exhibited 195 different temporal properties. We applied our approach to a functional neuroimaging dataset to test the 196 hypothesis that ongoing cognitive processing is reflected in high-order dynamic correlations. We used an 197 across-participant classification test to estimate whether dynamic correlations of different orders contain 198 information about which timepoint in a story participants were listening to.
199
Synthetic data 200 We constructed a total of 40 different multivariate timeseries, collectively reflecting a total of 4 qualitatively 201 different patterns of dynamic correlations (i.e., 10 datasets reflecting each type of dynamic pattern). Each 202 timeseries comprised 50 features (dimensions) that varied over 300 timepoints. The observations at each 203 timepoint were drawn from a zero-mean multivariate Gaussian distribution with a covariance matrix 204 defined for each timepoint as described below. We drew the observations at each timepoint independently 205 from the draws at all other timepoints; in other words, for each observation s t ∼ N (0, Σ t ) at timepoint t, 206 p(s t ) = p(s t |s \t ).
207
Constant. We generated data with stable underlying correlations to evaluate how Equation 4 characterized correlation "dynamics" when the ground truth correlations were static. We constructed 10 multivariate timeseries whose observations were each drawn from a single (stable) Gaussian distribution. For each dataset (indexed by m), we constructed a random covariance matrix, Σ m :
i, j ∈ [1, 2, ..., 50]. In other words, all of the observations (for each of the 300 timepoints) within each dataset 208 were drawn from a multivariate Gaussian distribution with the same covariance matrix, and the 10 datasets 209 each used a different covariance matrix.
210
Random. We generated a second set of 10 synthetic datasets whose observations at each timepoint were 211 drawn from a Gaussian distribution with a new randomly constructed (using Eqn. 12) covariance matrix.
212
Because each timepoint's covariance matrix was drawn independently from the covariance matrices for all 213 other timepoints, these datasets provided a test of reconstruction accuracy in the absence of any meaningful 214 underlying temporal structure in the dynamic correlations underlying the data.
215
Ramping. We generated a third set of 10 synthetic datasets whose underlying correlations changed gradually over time. For each dataset, we constructed two anchor covariance matrices using Equation 12, Σ start and Σ end . For each of the 300 timepoints in each dataset, we drew the observations from a multivariate Gaussian distribution whose covariance matrix at each timepoint t ∈ [0, ..., 299] was given by
neural features. In particular, we computed the decoding accuracy for each of 10 random group assignments 298 of G train and G test . We report the mean accuracy (along with 95% confidence intervals) for each set of neural 299 features.
300
Identifying robust decoding results 301 The temporal decoding procedure we use to estimate which neural features support ongoing cognitive 302 processing is governed by several parameters. In particular, Equation 4 requires defining a kernel function, 303 which can take on different shapes and widths. For a fixed set of neural features, each of these parameters 304 can yield different decoding accuracies. Further, the best decoding accuracy for a given timepoint may be 305 reliably achieved by one set of parameters, whereas the best decoding accuracy for another timepoint might 306 be reliably achieved by a different set of parameters, and the best decoding accuracy across all timepoints 307 might be reliably achieved by still another different set of parameters. Rather than attempting to maximize 308 decoding accuracy, we sought to discover the trends in the data that were robust to classifier parameters 309 choices. Specifically, we sought to characterize how decoding accuracy varied (under different experimental 310 conditions) as a function of which neural features were considered.
311
To identify decoding results that were robust to specific classifier parameter choices, we repeated our 312 decoding analyses after substituting into Equation 4 each of a variety of kernel shapes and widths. We 313 examined Gaussian (Fig. 3c) , Laplace (Fig. 3d ), and Mexican Hat (Fig. 3e ) kernels, each with widths of 5, 10, 314 20, and 50 samples. We then report the average decoding accuracies across all of these parameter choices.
315
This enabled us to (partially) factor out performance characteristics that were parameter-dependent, within 316 the set of parameters we examined.
317
Reverse inference 318 The dynamic patterns we examined comprise high-dimensional correlation patterns at each timepoint. To 319 help interpret the resulting patterns in the context of other studies, we created summary maps by computing 320 the across-timepoint average pairwise correlations at each order of analysis (first order, second order, etc.). Figure 4 : Recovering known dynamic correlations from synthetic data. Each panel displays the average correlations between the vectorized upper triangles of the recovered correlation matrix at each timepoint and either the true underlying correlation at each timepoint or a reference correlation matrix. (The averages are taken across 10 different randomly generated synthetic datasets of the given category.) Error ribbons denote 95% confidence intervals (taken across datasets). Different colors denote different kernel shapes, and the shading within each color family denotes the kernel width parameter. For a complete description of each synthetic dataset, see Synthetic data. a. Constant correlations. These datasets have a stable (unchanging) underlying correlation matrix. b. Random correlations. These datasets are generated using a new independently drawn correlation matrix at each new timepoint. c. Ramping correlations. These datasets are generated by smoothly varying the underlying correlations between the randomly drawn correlation matrices at the first and last timepoints. The left panel displays the correlations between the recovered dynamic correlations and the underlying ground truth correlations. The middle panel compares the recovered correlations with the first timepoint's correlation matrix. The right panel compares the recovered correlations with the last timepoint's correlation matrix. d. Event-based correlations. These datasets are each generated using five randomly drawn correlation matrices that each remain stable for a fifth of the total timecourse. The left panel displays the correlations between the recovered dynamic correlations and the underlying ground truth correlations. The right panels compare the recovered correlations with the correlation matrices unique to each event. every other timepoint, averaging data over time dilutes the available signal. Following a similar pattern, b.
Eigenvector centrality
d. c.
a.
PCA Figure 5 : Across-participant decoding accuracy varies with correlation order and cognitive engagement. a. Decoding accuracy as a function of order: PCA. Order (x-axis) refers to the maximum order of dynamic correlations that were available to the classifiers (see Feature weighting and testing). The reported acrossparticipant decoding accuracies are averaged over all kernel shapes and widths (see Identifying robust decoding results). The y-values are displayed relative to chance accuracy (intact: 1 300 ; paragraph: 1 272 ; word: 1 300 ; rest: 1 400 ). The error ribbons denote 95% confidence intervals across cross-validation folds (i.e., random assignments of participants to the training and test sets). The colors denote the experimental condition. Arrows denote sets of features that yielded reliably higher (upwards facing) or lower (downward facing) decoding accuracy than the mean of all other features (via a two-tailed test, thresholded at p < 0.05). Figure 6 displays additional comparisons between the decoding accuracies achieved using different sets of neural features. The circled values represent the maximum decoding accuracy within each experimental condition. b. Normalized decoding accuracy as a function of order: PCA. This panel displays the same results as Panel a, but here each curve has been normalized to have a maximum value of 1 and a minimum value of 0 (including the upper and lower bounds of the respective 95% confidence intervals). Panels a and b used PCA to project each high-dimensional pattern of dynamic correlations onto a lower-dimensional space. c. Decoding accuracy as a function of order: eigenvector centrality. This panel is in the same format as Panel a, but here eigenvector centrality has been used to project the high-dimensional patterns of dynamic correlations onto a lower-dimensional space. d. Normalized decoding accuracy as a function of order: eigenvector centrality. This panel is in the same format as Panel b, but here eigenvector centrality has been used to project the high-dimensional patterns of dynamic correlations onto a lower-dimensional space.
PCA

Intact
Paragraph Word Rest Order 0.10 0.00
Mixture weight p-value
1.00 0.00 -1.50 6.00
t-value
Eigenvector centrality
Order Order Order Order Order Figure 6 : Statistical summary of decoding accuracies for different neural features. Each column displays decoding results for one experimental condition (intact, paragraph, word, and rest). We considered dynamic activity patterns (order 0) and dynamic correlations at different orders (order > 0). We used two-tailed t-tests to compare the distributions of decoding accuracies obtained using each pair of features. The distributions for each feature reflect the set of average decoding accuracies (across all kernel parameters), obtained for each random assignment of training and test groups. In the upper triangles of each map, warmer colors (positive t-values) indicate that the neural feature indicated in the given row yielded higher accuracy than the feature indicated in the given column. Cooler colors (negative t-values) indicate that the feature in the given row yielded lower decoding accuracy than the feature in the given column. The lower triangles of each map denote the corresponding p-values for the t-tests. The diagonal entries display the relative average optimized weight given to each type of feature, in a decoder that included all feature types (see Feature weighting and testing).
to find a low-dimensional embedding of the original dynamic correlation matrices (Fig. 5a,b) . The second 384 set of analyses characterized correlations in dynamics of each feature's eigenvector centrality, but did not 385 preserve the underlying activity dynamics (Fig. 5c,d) .
386
Both sets of temporal decoding analyses yielded qualitatively similar results for the auditory (non-rest) Figure 7 : Top terms associated with the endpoints of the strongest correlations. Each color corresponds to one order of inter-subject functional correlations. The inflated brain plots display the locations of the endpoints of the 10 strongest (absolute value) correlations at each order, thresholded at 0.999, and projected onto the cortical surface (Combrisson et al., 2019) . The lists of terms on the right display the top five Neurosynth terms (Rubin et al., 2017) decoded from the corresponding brain maps for each order. Each row displays data from a different experimental condition. Additional maps and their corresponding Neurosynth terms may be found in the Supplementary materials (intact: Fig. S1 ; paragraph: Fig. S2 ; word: Fig. S3 ; rest: Fig. S4 ).
or tiredness; we hypothesize that these all increased throughout the resting state scan. The decoders might 396 be picking up on aspects of these loosely defined cognitive states that are common across individuals. The Higher orders of network interactions support higher-level aspects of cognitive processing. When tasks evoke richer, deeper, and/or higher-level processing, this is reflected in higher-order network interactions. dynamics has been suggested by or proposed in myriad empirical studies and reviews (e.g., Chang &
