It is shown that the boolean prime ideal theorem BPIT: every boolean algebra has a prime ideal, does not follow from the order-extension principle OE: every partial ordering can be extended to a linear ordering.
Introduction
The order-extension principle OE states that any partial ordering can be extended to a linear (total) ordering. Here by an extension of a partial ordering (X; ) we just mean a linear ordering of X such that (8x; y 2 X)(x y ) x y). A straightforward application of Zorn's Lemma shows that OE follows from the axiom of choice 18], and it was observed by Scott that the compactness theorem may be applied to deduce OE from the boolean prime ideal theorem BPIT: any boolean algebra has a prime ideal (see 19] ).
Whether the reverse implication OE ) BPIT is valid was stated as a problem in 10], along with a number of other questions about weak forms of the axiom of choice. Now there is a chain of implications AC ) BPIT ) OE ) OP ) C <! where OP and C <! are as follows:
OP: the ordering principle: any set can be linearly ordered, C <! : the axiom of choice for families of non-empty nite sets, and Levy asked if any of the reverse implications were provable. This was shown not to be the case for any of them, by Halpern 6] , Felgner 3] , Mathias 12] , and L auchli 9] respectively. A reasonably uniform treatment of these independences was described in 20], based heavily on an idea of Pincus ' 15] . The point observed was that (at least) two of the original proofs, Mathias' explicitly, and Mostowski's implicitly, were based on a construction using a countable homogeneous structure. Moreover, Felgner's proof also used a homogeneous structure, this time at cardinality @ 1 , and Pincus showed how L auchli's proof could be recast much more simply in a similar style.
Pincus favours use of a Fraenkel{Mostowski proof where possible (that is one in set theory with atoms), on the grounds that this shows more clearly the essential combinatorial content of the independence statement being studied. It is not entirely clear whether this is always possible. Mostowski's and L auchli's consistencies were proved rst in set theory with atoms, and transferred to ZF later. (Mostowski showed that his model satis es the ordering principle, but not AC; later Halpern 6] veri ed BPIT in the model, and Halpern and Levy transferred the independence of AC from BPIT to ZF in 7] by use of one of Cohen's models 1] .) The other two were originally proved by forcing, and reformulated only later as Fraenkel{Mostowski models.
In this paper we discuss two Fraenkel{Mostowski models. The rst of these is Mostowski's model, where we give a direct veri cation of OE. In a sense this gives nothing new, since we already knew that BPIT, and hence OE, is true there. But the method is intended to be applicable in other instances where we may possibly not have BPIT available, in particular to the model presented in x4, and it also gives us more information about partial orderings in the model; they are all`locally lexicographic'. Then we give a Fraenkel{Mostowski model for OE + :BPIT based, according to the philosophy of 15], on a suitable universal-homogeneous object, here a countable`linearly ordered' boolean algebra. This may be viewed as analogous to the Fraenkel{Mostowski version of Mathias' model for OP + :OE, described in 8]. The relevant universalhomogeneous object also seems to us to be of independent interest. (What can one say about its automorphism group?)
It should be possible to transfer our FM proof to a ZF consistency, possibly using the methods of 14], but the details of this have not been fully worked out.
Part of the work for this paper was done during a visit of the second author to the University of T ubingen in March 1995. He would like to thank the university for hospitality, and the EU`RESMOD' network for nancial support.
Preliminaries
As mentioned above, the most usual proof 18] of the order-extension principle from the axiom of choice goes by way of Zorn's Lemma. Given a partial ordering which is not linear, one can extend so as to make two previously incomparable elements comparable. It follows that a maximal partial ordering must be linear.
The same idea is adapted in 19] to deduce OE from BPIT alone. In the next lemma we illustrate (for the sake of completeness) that OE is actually very easy to prove, given a strong enough version of choice. Lemma 2.1 OE follows from the well-ordering theorem. Proof: Let (X; ) be an arbitrary partial ordering. First represent (X; ) as a family X of subsets of X ordered by inclusion, where X = f x : x 2 Xg and x = fy 2 X : y xg. Now suppose X has been assigned some xed wellordering W. Then de ned by x y , x = y or the W-least member of x y lies in y (where is`symmetric di erence') is a linear extension of . 2 We remark that by contrast, verifying OE in our model, where in particular we cannot appeal even to BPIT, is quite involved.
Next we present some results about boolean algebras. Our main construction requires the notion of a`universal-homogenous' structure, applied here in two cases only, boolean algebras and`linearly ordered' boolean algebras. To say that a model M of a theory T is universal-homogenous means that any model of T of cardinality less than that of M can be embedded in M (this is universality) and any isomorphism between substructures of M of cardinality less than jMj extends to an automorphism of M (homogeneity). The natural way to construct a universal-homogeneous structure is to use a back-and-forth method 4], and for the cases we need this works well. All that is required to apply Fra ss e's method is to verify the amalgamation property since joint embedding is achieved by amalgamating over the 2-element boolean algebra. In fact for the case of boolean algebras, we already know that there is a countable universalhomogeneous object, since it is just the countable atomless boolean algebra (the free boolean algebra on @ 0 generators). (In 3] a universal-homogeneous boolean algebra of cardinality @ 1 was used, and for that it was necessary to assume the continuum hypothesis in the ground model.)
If S is a subset or sequence of elements of a boolean algebra B we denote by hSi the subalgebra generated by S. Since any member of hSi can be represented in`disjunctive normal form' in terms of the generators, S nite ) hSi nite. Moreover any nite boolean algebra is isomorphic to the power set P(A) of its set A of atoms in a natural way.
The notion of`free product of boolean algebras with amalgamation' (or generalized free product') plays an important part in this paper (though only for nite algebras). We recall the following de nitions.
We say that B is free if there is a subset P of B such that any map from P to a boolean algebra C extends uniquely to a homomorphism from B to C. This is equivalent to saying that P is a generating set for B such that for any distinct p 1 Proof: Let v be the boolean partial ordering on B = B 1 A B 2 . It su ces to show that the transitive closure of < < is irre exive (where these are the strict orderings corresponding to ; v). For this will show that it is a (strict) partial ordering, and any extension to a linear ordering will serve.
Suppose then for a contradiction that the transitive closure of < < is re exive. Then there is a sequence x 0 ; x 1 ; x 2 ; : : :; x n?1 in B of minimum length n > 1 such that for each i < n; x i < x i+1 or x i < x i+1 (where the indices i are taken modulo n). By minimality of n; < and < alternate. The analogue here of Lemma 2.4 (proved in exactly the same way) is as follows.
Lemma 2.8 Let (B; ) be a countable universal homogeneous linearly ordered boolean algebra, and A C nite subalgebras of B. Then there is an automorphism of B xing A pointwise such that hC Ci = C A C.
Veri cation of OE in Mostowski's model
We give here a method for verifying the order-extension principle in Mostowski's ordered model N. Although OE is known to hold in N (being a consequence of BPIT, which Halpern veri ed in N 6]), the method is meant to be morè direct', and should generalize to other models where BPIT may be false, in particular the one given in x4. The (Fraenkel{Mostowski) model is de ned using atoms U = fu q : q 2 Qg, the group G of order-preserving permutations, and the lter F generated by nite supports. We write the`ground model' as M and the Fraenkel{Mostowski submodel de ned by U; G, and F as N. Lemma 3.1 If A U is nite and X U is a G A -orbit, then for any (irre exive) partial ordering R of X supported by A; R = < jX; > jX, or ;. Proof: For notational convenience, we add 1 to A. If jXj = 1 then X = fag for some a 2 A, so R = ; (since we are here taking our partial orders to be irre exive). Otherwise X = (a; b) where a < b are consecutive members of A.
Then G A acts 2 ? o-transitively on X, so if R 6 = ;, we either have (x; y) 2 R where x < y, in which case R = < jX, or (x; y) 2 R where x > y, giving R = > jX. 2 Now we shall consider increasing n-tuples of members of U. Let X f(u 1 ; u 2 ; : : :; u n ) 2 U n : u 1 < u 2 < : : : < u n g. A relation R on X is called a lexicographic ordering if for some ordering fi 1 ; i 2 ; : : :; i n g of f1; 2; : : :; ng and < j 2 f<; >g:
xRy , x ij < j y ij where j is the least number such that x ij 6 = y ij .
Clearly any lexicographic ordering is linear.
Lemma 3.2 Let A U be nite and R be a partial ordering of a G A -orbit X in f(u 1 ; u 2 ; : : :; u n ) : u i 2 U ? A; u 1 < u 2 < : : : < u n g. Suppose that R is supported by A, R cannot be extended to a lexicographic ordering on X, and that n is minimal such that some A; R with these properties exist. By minimality of n R 0 can be extended to a lexicographic ordering L 0 say, on X 0 . De ne L on X by L = f(x; y) : x i < y i _ (9 2 G A )(x i = y i = a 0^ ?1 (x 0 ; y 0 ) 2 L 0 )g: First note that for 2 G A ; L 0 = f( x 0 ; y 0 ) : (x 0 ; y 0 ) 2 L 0 g is a lexicographic ordering on X 0 , and corresponds to the same ordering of the indices and choices of < j as for L 0 . It follows that L is lexicographic; (for this we also need to know that L 0 is independent of the choice of mapping Since R has been extended to a lexicographic ordering on X, this contradicts the main assumption, and establishes the lemma. 2 Lemma 3.3 Let A U be nite and R a partial ordering of a G A -orbit X in f(u 1 ; u 2 ; : : :; u n ) : u i 2 U ? A; u 1 < u 2 < : : : < u n g, R supported by A. Then R can be extended to a lexicographic ordering on X.
Proof: We shall use induction on n. The basis case n = 1 is provided by Lemma 3.1. Now assume that the result has been established for smaller values of n, and suppose for a contradiction that it does not hold for n.
Let us enumerate the members of A f 1g in increasing order as a 0 < a 1 < : : : < a m?1 , and choose k i for 0 i m ? 1 so that the entries of x 2 X lying between a i and a i+1 for i < m are x ki+1 ; x ki+2 ; : : :; x ki+1 . We show by induction on r n that there is (x; y) 2 R such that a 0 < x 1 < : : :x k1 < y 1 < : : : < y k1 < a 1 < : : : : : : < a j < x kj+1 < : : : < x r < y kj+1 < : : :y r < a j+1 where a j < x r < a j+1 . For the basis case, r = 1, we appeal to Lemma 3.2.
Suppose then that r < n and that (z; t) 2 R has been found such that a 0 < z 1 < : : :z k1 < t 1 < : : : < t k1 < a 1 < : : : : : : < a j < z kj+1 < : : : < z r < t kj+1 < : : :t r < a j+1 :
By Lemma 3.2 there is (x; y) 2 R with x r+1 < y r+1 . As X is a G A -orbit we may assume that y = z. Choose 2 G A xing each entry of y and such that x kl < t kl?1+1 for each l; 1 l j, and x kj+1 < t kj+1 ; x r+1 < t kj+1+1 if r = k j+1 and x r+1 < t kj+1 if r < k j+1 . This is possible since y kl < t kl?1+1 for 1 l j (and for l = j + 1 if r = k j+1 ), x r+1 < y r+1 , and y r < t kj+1 .
Since A supports R; ( x; y); (y; t) 2 R, so as y = y and R is a transitive relation, ( x; t) 2 R, and ( x; t) is as required to establish the inductive step.
In conclusion, putting r = n, there is (x; y) 2 R such that a 0 < x 1 < : : :x k1 < y 1 < : : : < y k1 < a 1 < : : : : : : < a m?2 < x km?2+1 < : : : < x km?1 < y km?2+1 < : : :y km?1 < a m?1 :
Similarly there is a (z; t) 2 R such that a 0 < t 1 < : : :t k1 < z 1 < : : : < z k1 < a 1 < : : : : : : < a m?2 < t km?2+1 < : : : < t km?1 < z km?2+1 < : : :z km?1 a m?1 :
By transitivity of G A on the relevant tuples we may suppose that x = t^y = z. Thus x R y^y R x, so x R x, a contradiction. 2 Lemma 3.4 Let X 2 N be a G-orbit, and suppose that R is a partial ordering of X having empty support. Then R can be extended to a linear ordering of X having empty support.
Proof: Since minimal nite supports exist in N, we may identify X with a subset of e(U) for some ordinal , where e(U) is the set of nite subsets of U. As X is a G-orbit, we may identify X with a G-orbit contained in e n (U) for some n, where e n (U) = fA 2 e(U) : jAj = ng. Representing its members in increasing order we may now appeal to Lemma 3.3 (with A = ;). 2 Then R can be extended to a linear ordering of X having empty support.
Proof: Choose a partial ordering S of X in M extending R having empty support, and maximal subject to this. Then S 2 N, so it su ces to show that S is linear. By Lemma 3.6, each G-orbit is linearly ordered by S. Write X as a well-ordered disjoint union of G-orbits, X = S < X in N. (In fact as each G-orbit is supported by ;, any well-ordering of the G-orbits in M also lies in N). We show by trans nite induction on that S linearly orders S < X . For = 1 we have already done this. Assuming the result for < , we know that S < X and X are both linearly ordered by S. By Lemma 3.5, Sj S < +1 X can be extended to a linear ordering with empty support, and by the method of Lemma 3.6, S already linearly orders S < +1 X . The limit ordinal step is immediate. 2 Theorem 3.8 OE holds in N. Proof: It su ces to reduce to the case of sets and partial orderings having empty support. But any partial ordering is isomorphic to one in which the relation is inclusion. So it su ces to extend on the set of all sets of rank < to a linear ordering. But this does have empty support. 2 
A Fraenkel{Mostowski model for OE +:BPIT
In this section we produce a Fraenkel{Mostowski model for OE + :BPIT. The intuition behind the construction is that we want to nd a countable atomless boolean algebra B with a`generic' linear ordering extending its partial ordering. If we use this structure to construct the model, then the partial ordering < of the boolean algebra corresponding to B in the model will certainly be extendible to a linear ordering, but because of the genericity of , no prime ideal will have been added. The main part of the work is to show that in the model, any partial ordering can be extended to a linear ordering, not just the one we explicitly included.
The linearly ordered boolean algebra used is the one whose existence was shown in Theorem 2.7. So we let (B; ) be the countable universal homogeneous linearly ordered boolean algebra. Taking M to be a model for FMC in which there is a countable set U of atoms, we index U by B, so that U = fu x : x 2 Bg, and let G be the group of permutations of U which preserve the induced structure on U (boolean algebra and ). As usual we may let the members of G act on the whole of M in the natural way, and the Fraenkel{Mostowski submodel N of M is de ned using the lter F generated by the pointwise stabilizers of nite subsets of U. This is su cient to ensure that U 2 N. If we let (B; ) be the image of (B; ) under the map which send each x to u x , then as every member of G preserves this induced structure, it follows that (B; ) itself lies in N, and is a linearly ordered boolean algebra.
The main tool for analysing the model is the existence of minimal nite supports. By de nition of N every member of N is supported by a nite subset of B, and since nitely generated boolean algebras are nite, we may take this nite subset to be a nite subalgebra A of B. The following`support lemma' is the key step in establishing the existence of minimal supports.. Proof: Suppose I is a prime ideal on U = fu b : b 2 Bg in N, and suppose it is supported by the nite subalgebra A. We show that each atom a of A lies in I, which gives a contradiction. By universality of (B; ) there is a subalgebra C of B generated by A fx; y; zg and satisfying x; y; z are non-zero and pairwise disjoint, x t y t z = a, on C is given by replacing each b 2 A for which a 6 v b by a block of elements which are consecutive in jC and with b b t x b t y b t x t y b t z b t x t z b t y t z: Let C 1 ; C 2 ; C 3 be the subalgebras of C generated by A fxg; A fyg; A fzg respectively. Then all are isomorphic by -preserving maps xing A pointwise, by maps taking x to y to x t y. As I is preserved by G A , it follows that x 2 I , y 2 I , x t y 2 I. But certainly x 2 I or y 2 I as I is prime and x u y = 0. Hence all three are in I. Now we similarly nd y 0 and z 0 such that x; y 0 ; z 0 are non-zero and pairwise disjoint, x t y 0 t z 0 = a, and on the algebra C 0 generated by A fx; y 0 ; z 0 g is given by replacing each b for which a 6 v b by a block of consecutive elements of C 0 such that b b t x b t y 0 b t z 0 b t x t y 0 b t x t z 0 b t y 0 t z 0 : By the same reasoning as before, x 2 I , y 0 2 I , z 0 2 I. Since x 2 I, also y 0 ; z 0 2 I and so a = x t y 0 t z 0 2 I too. 2 Now we move on to the veri cation of OE in N. We use a similar method to the one employed for Mostowski's model in x3, and the fact that N has a support structure given by nite subalgebras of B as just shown. In the following lemmas, which are the analogues of Lemmas 3.2 and 3.3, we assume that the elements of nite subalgebras of B are enumerated in -increasing order as fx i : i < ng for instance, (so that x 0 = 0 and x n?1 = 1). Here we say that R is a quasi-lexicographic ordering of a set X of sequences x of length n if for some distinct i 1 ; i 2 ; : : :; i m 2 f1; 2; : : :; ng and < j 2 f<; >g: (x; y) 2 R , x ij < j y ij where j is the least integer (if any) such that x ij 6 = y ij . Lemma 4.3 Let R be a partial ordering of a G A -orbit X of nite subalgebras of B of cardinality n containing A, supported by A = fa i : i < mg , a nite subalgebra of B. Suppose that R cannot be extended to a linear quasi-lexicographic ordering of X, and that subject to these stipulations n?m is minimal. Then for any i < n such that (9x 2 X)(x i 6 2 A) there are (x; y); (z; t) 2 R with x i y i and z i t i .
Proof: It su ces to establish the former. Suppose not. Then (x; y) 2 R ) x i y i . As X is a G A -orbit there is j such that a j x i a j+1 for all x 2 X. Pick a such that (9x 2 X)(x i = a) and let X 0 = fx 2 X : x i = ag. Let A 0 be the subalgebra of B generated by A fag. Then The same argument shows that L is linear.
Since R has been extended to a linear quasi-lexicographic ordering this gives the required contradiction. 2 Lemma 4.4 Suppose that A is a nite subalgebra of B and X is a G A -orbit of nite subalgebras of B each containing A. If R is a partial ordering of X supported by A such that for any i for which the ith entry x i of a member x of X is not in A there are (x; y); (z; t) 2 R with x i y i and z i t i , then there is (x; y) 2 R such that for any i; j, if x i ; x j lie strictly between the same two -consecutive members of A, then x i y j . Proof: In our enumeration of members of X let us omit those which also lie in A, so that we have a 0 x 1 : : : x k1 a 1 x k1+1 : : : x k2 a 2 x k2+1 : : :
: : : a n?2 x kn?2+1 : : : x kn?1 a n?1 where for C 2 X; C ? A = fx i : 1 i k n?1 g. We shall show by induction on r that for 1 r k n?1 there is (x; y) 2 R for which if j is such that a j x r a j+1 then a 0 x 1 : : : x k1 y 1 : : : y k1 a 1 : : : a j x kj+1 : : : : : : x r y kj+1 : : : y r a j+1 :
The basis case r = 1 is immediately provided by the hypothesis. So we assume the result for r < k n?1 and prove it for r + 1. Let j be such that for x 2 X; a j x r+1 a j+1 . By the hypothesis there is (x; y) 2 R with a j x r+1 y r+1 a j+1 and by induction hypothesis there is (z; t) 2 R such that a 0 z 1 : : : z k1 t 1 : : : t k1 a 1 z k1+1 : : : z k2 t k1+1 : : : : : : t k2 a 2 : : : a j z kj+1 : : : z r t kj+1 : : : t r a j+1
(where r = k j is possible, in which case there are no z or t terms in the nal section). Since X is a G A -orbit we may assume that y = z. We show that there is 2 G A xing each y i and such that x ki t ki?1+1 for 1 i < j (where k 0 = 0) and x r+1 t kj+1 . Given this we observe that as (x; y) 2 R and R is supported by A; ( x; z) 2 R, and as R is a transitive relation, ( x; t) 2 R. Clearly ( x; t) establishes the induction step. Let A 0 be the subalgebra of B equal to A fy i : 1 i k n?1 g and let A 1 ; A 2 be the subalgebras of B generated by A 0 fx i : 1 i k n?1 g and A 0 ft i : 1 i k n?1 g respectively. By universal-homogeneity of B it su ces to show that C = A 1 A 0 A 2 becomes a linearly ordered boolean algebra under some relation extending 1 2 < (where i is the linear ordering of A i ; < the boolean partial ordering of C) and x ki t ki?1+1 for i < j and x r+1 t kj+1 . For this it su ces to show that the transitive closure of 1 2 < f(x ki ; t ki?1+1 ) : i < jg f(x r+1 ; t kj+1 )g is irre exive. f(x ki ; t ki?1+1 ) : i < jg f(x r+1 ; t kj+1 )g. If for some i; S i = p ; S i+1 = q , and S i+2 = r , necessarily p 6 = q 6 = r, and s i+1 ; s i+2 2 A 1 \ A 2 = A 0 . As 1 and 2 agree on A 0 we can replace S i+1 by p and reduce the length, so this does not occur. Hence at most two consecutive S i s can lie in f 1 ; 2 g, and by de nition of A 1 and A 2 the sequence must take the following form: Proof: Using the same notation as in the previous lemma, it follows from it, and the fact that X is a G A -orbit, that there are (x; y); (y; z) 2 R such that a 0 x 1 : : : x k1 y 1 : : : y k1 a 1 x k1+1 : : : x k2 y k1+1 : : : y k2 a 2 : : : a n?1 and a 0 z 1 : : : z k1 y 1 : : : y k1 a 1 z k1+1 : : : z k2 y k1+1 : : : y k2 a 2 : : : a n?1 :
Let us abbreviate these two assertions as x y and y z respectively. We see that by Lemma 2. Let us say that (x; y) 2 R is ambiguous if there is (z; t) 2 R such that some : hx yi ! hz ti takes x to z and y to t which is an isomorphism of boolean algebras (but not respecting ) and such that x y and t z (or the other way round). By transitivity of R and universal-homogeneity of (B; ), the argument in the previous paragraph therefore shows that R contains an ambiguous pair. The point about (x; y) being ambiguous is that for a k x i ; x j a k+1 we cannot have x i v y j or y j v x i since each of these would settle the -relation between x i and y j .
Suppose that the lemma fails. Then for every (x; y) 2 R; hx yi 6 = x A y, so by Lemma 2.2 there are i; j such that x i v y j^( 8a 2 A)(:(x i v a v y j )). Let N(x; y) be the greatest integer N such that N j ? i for all such i and j. Choose ambiguous (x; y) 2 R with x y and with N(x; y) as large as possible. Since X is a G A -orbit and by de nition of`ambiguous' there is z 2 X such that (y; z) 2 R; z y, and hx yi is boolean-isomorphic to hy zi by the map taking x to y and y to z. By universal-homogeneity of (B; ) and the previous argument we may assume that hx y zi = hx yi y hy zi and x z, and by transitivity of R and Lemma 2.6 again, (x; z) is ambiguous.
By maximality of N(x; y), which equals N(y; z) (in view of the booleanisomorphism), N(x; z) N(x; y). Choose i; j so that j ? i = N(x; z) and x i v z j^( 8a 2 A)(:(x i v a v z j )). As (x; z) is ambiguous, x i and z j do not lie between the same -consecutive members of A. As extends <; x i z j and so (9a 2 A)(x i a z j ). Hence i < j. As hx y zi = hx yi y hy zi; x i v y k v z j for some k. Now (k ? i) + (j ? k) = j ? i and j ? i > 0, so k?i < j ?i or j ?k < j ?i, suppose the former without loss of generality. Then k ? i < N(x; z) N(x; y) and so (9a 2 A)(x i v a v y k ). But this implies that (9a 2 A)(x i v a v z j ), giving a contradiction and proving the lemma. 2 Lemma 4.6 Let A be a nite subalgebra of B and R a partial ordering of a G A -orbit X of nite subalgebras of B containing A; R supported by A. Then R can be extended to a linear quasi-lexicographic ordering of X.
Proof: If not choose X and R for which the result fails and so that jC ? Aj for C 2 X is as small as possible. The assumptions of Lemma 4.3, and hence also of Lemmas 4.4 and 4.5 apply, and so there is (x; y) 2 R with hx yi = x A y. We show that this (x; y) may be taken so that x y (in the notation of the previous lemma).
By Lemma 4.4, the fact that X is a G A -orbit, and the universal-homogeneity of (B; ) there is z 2 X such that (y; z) 2 R, hx y zi = hx yi y hy zi and y z, and by appeal to Lemma 2.6 x z may also be arranged. Since R is transitive, (x; z) 2 R. We next see that hx zi = x A z by use of Lemma 2.2. Suppose that x i v z j . Then as hx y zi = hx yi y hy zi and x i 2 hx yi; z j 2 hy zi there is k such that x i v y k v z j . As hx yi = x A y, there is a 2 A such that x i v a v y k v z j as required. Thus x and y may be chosen so that (x; y) 2 R; hx yi = x A y, and x y. Similarly there is z such that (x; z) 2 R; hx zi = x A z, and z x. Now we seek t 2 X so that hx yi = hy ti by an isomorphism in G A taking x to y and y to t, such that hx y ti = hx yi y hy ti and hx ti is isomorphic to hz xi by an isomorphism lying in G A which sends x to z and t to x.
By universal-homogeneity, all that is required is to show that if 1 ; 2 ; 3 are the linear orderings on A 1 = hx yi (given), A 2 = hy ti (induced by the isomorphism), and A 3 = hx ti (induced by the isomorphism from hz xi), < jhx y ti can be extended to a linear ordering on hx y ti. As usual for this we just need to show that its transitive closure is irre exive.
If not there is a sequence Since by minimality no two adjacent S i s can be equal, each s i therefore lies in hxi hyi hzi. But now all instances of the S i are compatible with the known consistent orderings given by x y t and x t, and so there can be no such sequence violating irre exivity after all.
Since we have shown that hx ti is isomorphic to hz xi by an isomorphism lying in G A which sends x to z and t to x, and (x; t) 2 R where R is supported by A, it follows that (z; x) 2 R. Since (x; z) 2 R this contradicts irre exivity of R. 2 Theorem 4.7 OE holds in N Proof: By the methods described in x3 it is clear that the main thing is to establish that partial orderings of G-orbits with empty support can be extended to linear orderings. In fact the proofs of Lemmas 3.5,3.6, Corollary 3.7, and Theorem 3.8 carry straight over to the new situation. But the desired extension property is immediate by appeal to Lemma 4.6 where we take A to be the trivial (two-element) boolean algebra. 2
