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1 - INTRODUCTION 
1.1 Photoluminescence (PL)   
Luminescence is the emission of an electromagnetic wave (EM) from a substance not 
specifically due to heat. With regard to luminescent semiconductors, when the energy of an 
incident photon is equal or beyond the energy band-gap, it will excite an electron sitting in the 
valence band to move through the band-gap to the conduction band. Absorption will also occur 
when an electron is excited to higher energy levels from neutral acceptor energy levels, when 
it moves from the valence band to the ionization donor energy level or when it moves from 
the ionization acceptor energy level to the conduction band. Such phenomena are invoked to 
explain the energy band shifts due to impurities in semiconductors (Ronda, 2008; Parreu et al., 
2003).  Photoluminescence (PL) which exploits the optical properties of luminescent 
semiconductor materials is a strong and nondestructive technology widely used nowadays. 
The analysis of the PL effects in solid materials allow to reveal the nature of impurities, band-
gaps, and impurity activation energies. We can estimate the composition of the compound 
from the peak intensity of PL spectra. Using PL, it is possible to investigate the internal 
interface of hetero-structures that physical or electronic measurements cannot measure. The 
luminescence process includes three steps: (1) excitement, (2) heat balance, (3) recombination. 
Incident light generates electron-hole pairs which recombine to generate photons after heat 
balance. Impurities and defects form various energy levels in the band-gap and the 
corresponding energy will generate radiation through recombination processes or absorption 
by non-radiation recombination processes (Ronda, 2008).  
 
1.1.2 Excitation and Emission Spectra 
Fig.1.1.1 shows a typical excitation and emission spectra of a ﬂuorochrome. These spectra are 
generated using an instrument called spectro-ﬂuorimeter, which comprises two spectrometers: 
an illuminating source and an analyzing spectrometer. First, the dye sample is illuminated by 
a portion of the visible light spectrum that is known to cause ﬂuorescence, then, a spectrum of 
the ﬂuorescent emission is recorded by the analyzing spectrometer. The analyzer is then ﬁxed 
at the brightest emission color, and an excitation spectrum is collected by scanning with the 
illuminating spectrometer and measuring the variation in emission intensity at this ﬁxed 
wavelength. 
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Each color spectra corresponds to a wavelength range of the visible light. The most common 
unit of wavelength used for describing fluorescence spectra is the nanometer (nm). 
 
 
    
  
 
 
 
 
 
 
Fig.1.1.1  Generic excitation and emission spectra of a fluorescent dye (Ronda, 2008) 
 
Hence, the colors of the visible spectrum can be subdivided into wavelength ranges (Reichman 
et al., 2010): 
Violet and indigo 400−450 nm 
Blue and aqua 450−500 nm 
Green 500−570 nm 
Yellow and orange 570−610 nm 
Red 610 to approximately 750 nm 
The short-wavelength end of the visible spectrum is the near-ultraviolet (near-UV) band from 
320 to 400 nm, and the long-wavelength end is the near-infrared (near-IR) band from 750 to 
approximately 2,500 nm. The broad band of light from 320 to 2,500 nm marks the limits of 
transparency of crown glass and window glass, and this is the band most often used in 
fluorescence microscopy. Some applications, especially in organic chemistry, utilize 
excitation light in the mid-ultraviolet band (190–320 nm) but special UV-transparent 
illumination optics must be used. There are several general characteristics of fluorescence 
spectra that pertain to fluorescence microscopy and filter design. First, although some 
substances have very broad spectra of excitation and emission, most fluorochromes have well-
defined bands of excitation and emission (Ronda, 2008). The spectra of Fig. 1.1.1 are a typical 
example. The difference in wavelength between the peaks of these bands is referred to as the 
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Stokes shift (Reichman et al., 2010). In practical applications, phosphors are often excited by 
cathode rays, X-rays, or UV which correspond to applications in displays, medical imaging 
and lighting, respectively, such as cathode-ray-tube (CRT) color TV, X-ray fluorescent 
screens, and fluorescent lamps. Energy transfer mechanism from one dopant (sensitizer) to 
another (luminescent center) is sometimes used to enhance the sensitivity of a phosphor. In 
the early days, several researchers tried to prepare such phosphors by co-doping with different 
rare earth metals. Energy transfer between pairs of rare earth ions at concentration levels below 
the self-quenching limit is known to take place generally through multipolar interaction like 
dipole–dipole interactions or dipole–quadrupole interactions (Ronda, 2008; Parreu et al., 
2003). The use of energy transfer or metal enhancement effects has been applied in assays and 
in sensing with molecular fluorophores. These effects are also observed in nanoparticles and 
such approaches might lead to even more robust and flexible analytical methods for nanoscale 
inorganic phosphors. When absorption of UV or even visible light leads to emission, one 
speaks of optical excitation of luminescence. This process takes place for example in 
fluorescent lamps and phosphor-converted LEDs, in which phosphors are used to at least 
partly change the wavelength of the radiation emitted by the LEDs. Optical absorption can 
take place at impurity spots (optical centers), being either the activator ions or the sensitizer 
ions. Sensitizer ions are used when the optical absorption of the activator ions is too weak 
(e.g., because the optical transition is forbidden) to be useful in practical devices. In such a 
case, energy transfer from the sensitizer ions to the activator ions has to take place. The optical 
absorption leading to emission can also take place by the host lattice itself (band absorption). 
In this case one speaks of host lattice sensitization. Energy transfer from host lattice states to 
the activator ions (in some cases also involving sensitizers) has to take place. The absorption 
of energy, which is used to excite luminescence, takes place by either the host lattice or by 
intentionally doped impurities. In most cases, emission takes place on the impurity ions which 
are called activator ions when they also generate the desired emission. When the activator ions 
show too weak an absorption, a second kind of impurities can be added (sensitizers), which 
absorb the energy and subsequently transfer the energy to the activators. This process involves 
transport of energy through the luminescent materials. Quite frequently, the emission color 
can be adjusted by choosing the proper impurity ion, without changing the host lattice in which 
the impurity ions are incorporated. On the other hand, quite a few activator ions show emission 
spectra with emission at spectral positions which are hardly influenced by their chemical 
environment. This is especially true for many of the rare-earth ions. Generally, luminescence 
of phosphors involves two processes: excitation and emission. Many types of energy can 
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excite the phosphors. Excitation by means of energetic electrons is cathodoluminescence (CL). 
PL occurs when excited by photon (often ultra-violet), electroluminescence (EL) is excited by 
an electric voltage, chemiluminescence is excited by the energy of a chemical reaction, and so 
on. The process of emission is a release of energy in the form of photons. The basic 
luminescence mechanisms in luminescent centers are illustrated in Fig.1.1.2. In the host lattice 
with activator, the activator is directly excited by incoming energy; the electron on it absorbs 
energy and is raised to an excited state. The excited state returns to the ground state by 
emission of radiation (Bamfield et al., 2010).  
 
 
Fig.1.1.2 Schematic diagram showing (a) direct excitation of the activator and (b) indirect excitation 
followed by energy transfer from the sensitizer or host to the activator (Ronda, 2008). 
 
1.1.3 Basic Mechanism of PL 
1.1.3.1 Radiative Transition 
There are several possibilities of returning to the ground state. The observed emission from a 
luminescent center is a process of returning to the ground state radiatively. The luminescence 
quantum efficiency is defined as the number of photons emitted divided by the number of 
photons absorbed, and in most cases is equal to the ratio of the measured lifetime to the 
radiative lifetime of a given level. The processes competing with luminescence are radiative 
transfer to another ion and nonradiative transfers such as multiphonon relaxation and energy 
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transfer between different ions or ions of a similar nature. The last transfer is also named cross-
relaxation (Ronda, 2008). Fig.1.1.3 shows the configurational coordinate diagram in a broad 
band emission. Assumption is made on an offset between the parabolas of the ground state 
and the excited state. Upon excitation, the electron is excited in a broad optical band and 
brought in a high vibrational level of the excited state. The center thereafter relaxes to the 
lowest vibrational level of the excited state and give up the excess energy to the surroundings. 
This relaxation usually occurs non-radiatively. From the lowest vibrational level of the excited 
state, the electron returns to the ground state by means of photon emission. Therefore, the 
difference in energy between the maximum of the excitation band and that of the emission 
band is found. As already mentioned, this difference is called the Stokes shift (Meltzer et. al, 
2003). The radiative transfer consists of absorption of the emitted light from a donor molecule 
or by the acceptor species. To promote such transfer, the emission of the donor has to coincide 
with the absorption of the acceptor. The radiative transfer can be increased considerably by 
designing a proper geometry.  
 
 
 
 
 
 
 
 
 
 
 
 
The base mechanisms process for radiative transition photoluminescence are (Ronda, 2008): 
Band-to-band transition: band-to-band transition is the relationship of free-electrons and holes. 
Those transitions usually occur in direct band-gap materials such as Ⅲ-Ⅴcompounds where 
the electron-hole pairs will generate radiation recombination effectively between conduction 
band and valence band. 
Fig.1.1.3 Configurational coordinate 
diagram in a luminescent center 
(Meltzer et al., 2003). 
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Free exciton transition: if the material is very pure, an electron and a hole will attract each 
other to form exciton. Then, they will recombine to generate a very narrow spectrum. In Ⅲ-
Ⅴcompounds, free exciton energy state usually describes Wannier-Mott approximation. It 
also says that carriers presume no relationship with charged particles which generate Coulomb 
force each other. And energy of free exciton can be expressed as: 
 
𝐸𝑛 =  
2𝜋2𝑚∗𝑒4
ℎ4𝜀2𝑛2
 
    
In this equation, m* is the effective mass, h is Planck constant, ε is dielectric constant, and n 
is a quantum number. Because of the existence of excitons, the transition energy in bandgap 
can be expressed as: 
ℎ𝑣 =  𝐸𝑔 − 𝐸𝑛 
 
However, there are probably several mechanisms to result in non-radiative transition. Those 
transitions will compete with radiative transition to result in lower luminescence. 
 
Free-to-bound transition: when it occurs between energy bands of materials and impurity 
energy level. This transition is between the impurity and one of the energy bands such as from 
conduction band to acceptor or from donor to valence band. The impurity can be occupied 
partly to cause that some impurity centers are neutral and others are ionized. If the kind of 
impurity is donor, it probably has two transitions:  
             (a) The electron reaches to ionization donor energy level (e-D+) 
             (b) The hole reaches to neutral acceptor energy level (h-D) 
If the spectrum is the range of infrared light, the transition is (a). Because of small                          
energy, the phonon radiation will provide effective competition and the radiative efficiency 
will be very low. The transition of (b) is very near the basic energy band-gap and this 
phenomenon is observed in many semiconductors. The energy of radiative photon is Eg-Eb 
and Eb is bound energy of shallow impurity energy level. 
 
Donor-acceptor pair recombination: the transition is between donor and acceptor. After optical 
pumping, the electrons and holes will be bounded at D+ and A- locations to generate neutral 
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D0 and A0 centers. Some neutral donor electrons will recombine with neutral acceptor holes 
radiatively in equations and they can be expressed as following equations. 
𝐷0 + 𝐴0 → ℎ𝑣 + 𝐷
+ + 𝐴− 
The radiative energy for those transitions is: 
 
                                                        𝐸𝐷𝐴 = ℎ𝑣 =  𝐸𝑔 − (𝐸𝐷 − 𝐸𝐴) +
𝑄2
𝜀𝑅𝐷𝐴
   
 
Here, ED and EA is donor and acceptor bound energy, respectively. Q is charge number, ε is 
dielectric constant, and RDA is the distance between donor and acceptor. Bigger RDA will 
cause lower probability to transit. 
 
1.1.3.2 Non-Radiative Transition 
The energy absorbed by the luminescent materials which is not emitted as radiation is 
dissipated to the crystal lattice. It is crucial to suppress those radiationless processes which 
compete with the radiation process. In order to understand the physical processes of 
nonradiative transitions in an isolated luminescent center, the configurational coordinate 
diagrams are presented in Fig. 1.1.4.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1.4  Configurational coordinate diagram representing non-radiative transition 
 (Blasse et. al, 1994) 
 
In Fig. 1.1.4a, there is a Stokes shift between the ground state and the excited state. The 
relaxed-excited state may reach the crossing of the parabolas if the temperature is high enough. 
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Via the crossing, it is possible for electrons to return to the ground state in a nonradiative 
manner. The energy is given up as heat to the lattice during the process (Blasse et al., 1994). 
In Fig. 1.1.4b, the parabolas of ground state and excited state are parallel. If the energy 
difference is equal to or less than four to five times the higher vibrational frequency of the 
surrounding, it can simultaneously excite a few high-energy vibrations, and therefore is lost 
for the radiation of phonons. This is called multiphonon emission. In a three-parabola diagram 
as shown in Fig. 1.1.4c, both radiative and non-radiative processes are possible. The parallel 
parabolas (solid lines) from the same configuration are crossed by a third parabola originated 
from a different configuration. The transition from the ground state to the lower excited state 
(solid line) is optically forbidden, but transition is allowed to the upper excited state (dashed 
line). Excitation to the transition allowed parabola then relaxes to the excited state of the 
second excited parabola. Thereafter, emission occurs from it. 
The non-radiative processes competing with luminescence are energy loss to the local 
vibrations of surrounding atoms (called phonons in solids) and to electronic states of atoms in 
the vicinity, such as energy transfer, which may be resonant or phonon assisted: the excess 
energy being dissipated as heat, or, to a much smaller extent, the thermal reservoir supplying 
low-energy phonons (kT = 210 cm−1 at 300K) to a slightly higher level of an adjacent system. 
Special cases of energy transfer are cross-relaxation, where the original system loses the 
energy (E2 − E1) by obtaining the lower state E1 (which may also be the ground state E0) and 
another system acquires the energy by going to a higher state. 
 
1.2 Feature of Rare Earth (RE) Ions with respect to Photoluminescence 
The application of luminescence to display devices, inorganic solids are mostly doped with 
rare earth (RE) impurities. Basically, there are important parameters that play in the 
phenomenon: excitation type and spectrum, relaxation to emitting state and the decay time, 
emission intensity and emission spectrum. RE spectra are usually extremely sharp (line-
spectra). The above-mentioned four factors vary from one-host materials to another. The 
characteristic properties of the RE ions are due to the presence in the ion of a deep-lying 4f 
shell, which is not entirely filled. The electrons of this shell are screened by those in the outer 
shells (except for La3+ and Lu3+), and as a result they give rise to a number of discrete energy 
levels (Ronda, 2008). Since the presence of crystal lattice scarcely affects the position of these 
levels, there is a similarity between the energy level diagram of a free ion and that of the 
incorporated ion. In the latter, usually the terms are shifted to lower wave numbers. Some 
empirical laws have been formulated to describe the magnitude of this effect (Kim et al., 2001). 
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In spite of the resemblance of the energy levels of free RE ions and the RE ions in solids, there 
is an important difference in the emission properties. In solids, the emission of RE ions is 
observed at different spectral position with respect to absorption and the difference between 
the absorption and emission wavelength is described as Stokes Shift. The shift for the transition 
within 4f shell results from the fact that the absorption and emission takes place between 
different levels. Usually, absorption corresponds to the transition from ground state to higher 
excited states. Electron in the higher excited state then loses energy that is transferred to lattice 
and decays to the states lying just below the previous excited states if available. When the 
difference between the adjacent states is large, then the energy corresponding to this transition 
cannot be transferred to lattice and it is given out in the form of emission. The emission thus 
corresponds to the transition from the intermediate state to the ground state. RE ions are 
usually trivalent. Ions corresponding to configurations 4f 0(La3+), 4f 7(Gd3+) and 4f 14(Lu3+) are 
stable. The RE element next to these three tends to exchange electron and acquire this stable 
configuration. For understanding the luminescent properties of RE ions, it is necessary to know 
their key energy levels. The energy level may be divided into three categories, those 
corresponding to 4f n configuration, 4f n-15d configuration, and those corresponding to charge 
transfer involving the neighboring ion (Ronda, 2008). 
 
1.2.1 Discrete f-f transition 
Except for Ce3+ and Yb3+, the number of discrete 4f energy levels is large. For Gd3+, there are 
as many as 327 levels of 4f configuration. These levels further increase in number due to 
crystal field splitting. Most often the levels relevant to photoluminescence that can be excited 
by UV light and other levels are ignored. The transitions within 4f shells are strictly forbidden, 
because the parity does not change. The forbidden transitions are observed due to the fact that 
the interaction of RE ion with crystal field or with the lattice vibrations can mix state of 
different parities into 4f states (Ronda, 2008). Coupling of 4f electrons with transient dipoles 
induced in the ligands by the radiation field leads to an amplification of the even parity 
multipolar transition amplitudes for transitions within 4f shell. These transitions are called as 
induced electric dipole transition. Quite often, the transition corresponding to selection rules 
(∆S = 0, L ≤ ±2 and J ±2) shows large variations in oscillator strengths depending upon the 
surround environment. These have been termed as the hypersensitive transitions. Table 1.2.1 
lists the various hypersensitive transitions for different RE3+ ions. The transitions that are not 
allowed as electric dipole may take place as magnetic dipole. The magnetic dipole transitions 
obey the selection rules ∆L = 0, ∆S = 0, ∆I = 0 and ∆J = 1 (0 → O excluded). Spin orbit 
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coupling weakens the selection rule on ∆L and ∆S. Interaction of RE ions with lattice 
vibrations also can mix the state of different parities into 4f states. Vibronic transitions of RE 
ions are due to coupling of 4f n state with the vibrational mode of the lattice. 
 
Table 1.2.1 Hypersensitive transition of rare earths (Ronda, 2008) 
Rare earth Excited state Ground state 
Ce - - 
Pr 3H5, 
3F2 
3H4 
Nd 4G5/2, 
2G7/2, 
4G7/2 
4I9/2 
Pm 5G12, 
5G3 
5I4 
Sm 4H7/2, 
6F1/2, 
6F3/2 
6H5/2 
Eu 7F2 
7F1, 
7F0 
Gd - - 
Tb 7F5 
7F6 
Dy 6F11/2, 
6H13/2, 
6H11/2 
6H15/2 
Ho 5G6, 3H6 
5I8 
Er 2H11/2, 
4G11/2 
4I15/2 
Tm 3F4, 
3H4, 
3H5 
4H6 
Yb - - 
 
1.2.2 Broad Energy Bands 
In addition to the discrete 4f  levels there are other levels. These are usually in the form of 
broad bands and play vital role in excitation. For Ce3+ and Eu2+, these are vital for emission as 
well. The bands referred to fall into two groups. In the first group, one of the 4f electrons is 
raised to the higher 5d levels. Transitions from configuration 4f n to 4f n-1 are allowed. The 
second group of bands corresponds to the promotion of an electron from one of the 
surrounding ions to 4f orbit of the central ion. This is referred to as the charge transfer state 
and written as 4f n2p−1 (Ronda, 2008). 
 
1.2.3 f-d  Tranistion 
4f n-15d levels may be understood as formed by the electron in the 5d orbital interacting with 
4f n-1 core. As a consequence of this strong crystal field effect on the 5d electron, 4f n-1 5d 
configurations of RE ions in solids are very different from those of free ions. 4f n →4f n-1 5d 
absorption of most of the RE3+ and RE2+ ions exhibit two features. First, they consist of strong 
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bands corresponding to the components of 5d orbital split in the crystal field. Consequently, 
their spectra are similar when ions are embedded in same type of host. Second, the structures 
of 5d bands can be fitted to energy differences in the ground multiplets of the 4f n-1  
configurations. For most of the trivalent RE ions, transitions from configuration 4f n to 4f n-1 
5d correspond to wavenumbers exceeding 50,000 cm−1, and thus not accessible to UV 
excitation. In case of Ce and Tb, they are usually accessible to UV excitation the position of 
these bands shifts to higher wave numbers as one moves along the RE series from Ce to Gd. 
For Tb, the position is suddenly lowered and again the increasing trend is observed up to Yb3+ 
(Ronda, 2008). Table 1.2.2 compares the characteristics of f–f and f–d transitions. 
 
 
Table 1.2.2 Comparison of f-f  and f-d  transition of rare earths (Ronda, 2008) 
 f-f f-d 
Electric dipole oscillator 
strength 
10-6 10-1 – 10-2 
Ion lattice coupling Weak Strong 
Emission wavelength 200-500 nm 150-1000 nm 
Line width 10 cm-1 >1000 cm-1 
Life time 10-2 -10-5s 10-8 – 10-6 s 
 
1.2.4 CT Bands 
CT bands will depend on the ligand. It has been observed that the energy will decrease with 
the electronegativity of the ligand ion. Tetravalent ions often show absorption in the visible 
region of the spectrum, which corresponds to the CT state. In case of Eu3+, the CT band 
provides strong excitation. No other RE ion is as much investigated for the CT bands as Eu3+. 
 
1.2.5 Excitation by Energy Transfer 
Apart from the f–d allowed transitions and the CT bands, strong excitation can often be 
achieved by energy transfer. A RE ion or other species may absorb the energy and transfer to 
another RE ion which may lose the energy radiatively. When the energy transfer results in the 
increase in RE emission, it is termed as the sensitization. The RE ion from which the emission 
results is referred as the activator and the one which absorbs energy as the sensitizer. An 
unwanted feature of energy transfer is the reduction in emission. Indeed, there are many more 
examples of energy transfers resulting into reduction of the desired emission than the one in 
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which sensitization has been achieved. The concentration quenching of RE emission most 
often takes place through energy transfer. One may expect that the RE luminescence will 
increase with increase in the concentration of luminescent ions. In practice, this is valid only 
up to certain limiting concentration above which a RE ion in excited state loses energy to a 
nearby ion in the ground state (Ronda, 2008). The excitation energy, thus hops from one ion 
to the other and ultimately it may reach a killer site (e.g., an impurity ion which absorbs the 
energy and dissipates it non radiatively). The concentration quenching may take place through 
cross-relaxation as well. In this process, the excitation ion is from a less excited state. When 
the transition from this less excited state to the ground state is nonradiative, luminescence is 
completely quenched. Otherwise one observes emission at the longer wavelengths taking place 
at the cost of the short wavelength emission. Since the interaction with lattice will be 
temperature dependent, it is quite understandable that the position, splitting, and lifetimes of 
various levels can be temperature dependent. It is quite common to find that at lower 
temperatures the host lattice offers conditions conductive for luminescence while at high 
temperatures, the nonradiative processes become dominant. This has been termed as thermal 
quenching. For many applications it assumes prime importance. It determines the operating 
temperature of the device based on the luminescent materials. In some cases (e.g. Y2O3:Eu), 
increase in luminescence efficiency at which high temperatures has been observed. This occurs 
due to the thermal quenching of the processes which compete with the desired emission 
(Ronda, 2008). 
 
1.3 PL Application Field  
 
The PL investigation of natural and synthetic materials, carried out with the apparatus 
described above, has been applied in many different fields, which are described below. 
 
Artworks: 
The identification of materials, in particular pigments, used in works of art (frescoes, 
sculptures, etc.) is important for art's history, and it also may help in choosing the most suitable 
materials for restoration (Ajò et. al., 1996; Chiari et. al., 1999;). In most cases several 
complementary techniques are used, the present tendency being toward non-destructive or at 
least micro-destructive (i.e. requiring a very small sample) methods. Many blue pigments 
found in frescoes or other objects have been investigated by means of PL spectroscopy (Ajò 
et. al., 1996; Chiari et. al., 1999;). Problems of interpretation can arise when the luminescent 
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centers of a certain material are not necessarily associated to the colour, as in the case of the 
blue rock called "lapis lazuli" and its main mineral, lazurite with chemical formula 
Na3Ca(Al3Si3O12)S. Moreover, spectral PL assignment could be a complicate task, since a 
single raw material is often made of different phases, and final products could be made in turn 
of several raw materials, as in the case of the Maya blue (a synthetic pigment developed by 
the Mayas around the VIII century A.D.) (Chiari et. al., 1999). 
 
Gems: 
Jewelry represents a peculiar class of handicraft (Carbonin et. al., 1998, 2000), in which gems 
often play a primary role. These can be made of minerals (sometimes subjected to physical or 
chemical treatments), or imitations, or synthetic analogues, having chemical composition and 
many physical properties very similar to the ones of the natural gemstones. PL spectra of 
natural rubies and of most natural sapphires (varieties of corundum, namely Al2O3) exhibit in 
general a well resolved line system, related to Cr+3. Many imitations, widely used even for 
important jewels, consist of natural spinels (MgO.Al2O3), having markedly different spectral 
features. As a matter of fact, although some properties (colour, refractive index) of many gems 
can be reproduced by synthesis, PL spectroscopy allows to distinguish not only between 
similar gems, but sometimes also between minerals and their synthetic analogues. The use of 
PL spectroscopy, possibly through "tracing" metal ions, is specially advisable for the 
investigation of mounted gems or jewels of unusual shape or size (Carbonin et. al., 2000). 
 
Industrial Products: 
In many fields native impurities cause problems for their active control and determination. 
Nevertheless they may offer some opportunities, since they can be used as "tracers" to follow 
the steps (e.g. crystallization) of an industrial process. Electrical and optical properties of 
semiconductors (Favaro et. al., 1994) are determined by the whole crystal rather than by 
localized centers, so that such properties are extremely sensitive to impurities and strongly 
depend on the measurement temperature, which must be kept very low and stable. It has been 
demonstrated that the growth conditions (in particular temperature) under which a vapour-
phase synthesis is carried out strongly affect the photoluminescent behaviour. The purity 
control is particularly relevant when recycled materials are employed as raw materials. For 
example, fertilizing glass-ceramics (Ajò et. al., 1997) show an intense PL spectrum related to 
the presence of several metal ions. The most evident features were ascribed to the 
"uncommon" Mn(V), peculiar to the raw phosphate material also. Such information may be 
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used in designing new materials (Barba et. al., 1997). PL spectroscopy is also sensitive to 
surface properties, hence to particle size (Tessari et. al., 1999). Therefore methods and 
conditions of synthesis can be selected in order to design a product having the desired 
properties. On the other hand, its high sensitivity to compositional, structural and 
morphological properties makes PL spectroscopy not always applicable as a quantitative 
technique. Nevertheless, whenever samples may be produced with good geometrical and 
superficial homogeneity, reliable quantitative results can be obtained, for instance (Ajò et. al., 
1998, 2000) in the investigation of the iron oxidation state in industrial glass. 
Fig. 1.3.1 shows the PL spectra of samples containing different amounts of Fe2O3 varying 
from 0.034% to 0.069%. These glasses are particularly suitable in order to check the 
potentialities of PL spectroscopy from a quantitative point of view, since every spectra exhibit 
the same shape, allowing a simplified procedure, where the measurements of the emission 
intensity are done at a fixed wavelength. The main band centered at about 900 nm is associated 
to Fe3+. For each glass, the maximum height of this emission band is correlated with the Fe3+ 
concentration. The trend appears quite clear, even though the effects of the concentrations of 
Fe2+ and Fe3+ (both present in any industrial glass) on the photoluminescence behaviour cannot 
be considered as fully independent of each other, in fact Fe2+ ions are able to absorb in a 
significant extent the Fe3+ luminescence. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1.3.1: PL spectra of three 
samples of glass containing different 
amounts of Fe2O3:(a) 0.034%, (b) 
0.038%, (c) 0.069% (Ajò et. al., 
2000). 
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1.4 PL in Barium Titanosilicate (B-T-S) Compounds 
 
The recent interest in barium titanosilicate compounds, as components for functional 
materials, arises mainly because of their photo-luminescent properties. The relative 
availability of their constituting elements and absence of rare earth dopants, was considered 
to justify these scientific efforts from both the environmental and economic point of view. One 
of the main mineralogical group belonging to the B-T-S system is composed by the four 
phases: Ba2TiSi2O8 (mineral fresnoite), BaTiSi3O9 (BTS3, mineral benitoite), BaTiSi2O7 
(BTS2) and BaTiSi4O11 (BTS4).  
As is shown by Fig. 1.4.1 (Koppen and Dietzel, 1976), these compounds display close 
chemical compositions and very narrow stability field. Recent studies about PL mechanism in 
B-T-S system carried out, in particular for fresnoite, benitoite and BTS2, that electronic 
configuration of tetravalent Ti4+ ion has to be at the origin of the PL effect observed at room 
temperature (Graft et al., 2004; Takahashi et al., 2006a).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.4.1. Portion of the BaO-TiO2-SiO2 ternary phase diagram modified after Köppen and Dietzel 
(1976). Compositions corresponding to BTS2, BTS3 and Ba2TiSi2O8 (fresnoite). Data are 
expressed as mol% of oxides. 
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A more detail description about the structure and PL mechanism of B-T-S group phases will 
be show below: 
 
Benitoite: 
Benitoite BaTiSi3O9 is a cyclosilicate mineral belonging to the space group P6c2 with two 
formula units per unit cell. Its ditrigonal bipyramidal structure is based upon three SiO4 
tetrahedra, each sharing two of their oxygen atoms to form rings. It was the first mineral to be 
discovered in the crystal class 6m2 (P6c2) of the hexagonal crystal system. Two other equally 
rare minerals have now been identified as isostructural with benitoite: bazirite BaZrSi3O9 and 
pabstite Ba(Sn,Ti)-Si3O9. The Ba and Ti atoms lie on trigonal axes parallel to the c axis in 
twofold positions on either side of a mirror plane, respectively. Titanium is octahedrally 
coordinated to the oxygen atoms, while each oxygen atom of the TiO6 octahedron comes from 
an unshared corner of a trimeric [Si3O9]
6- ring. The benitoite structure is a consequence of the 
hexagonal stacking of titanium silicate complexes [Ti(Si3O9)6]32-, with the barium atoms 
filling the gaps (Henry, 1998). The barium also has sixfold coordination but the coordination 
polyhedron ring is much larger. The mean Ti–O distance is 1.94 Å, and that for Ba–O is 2.77 
Å. Six other oxygen atoms are located about 3.43 Å from the Ba site, but they cannot be 
considered as belonging to the first coordination sphere of Ba (Fig. 1.4.2). 
 
  
Fig. 1.4.2 Crystal structure of 
benitoite. It is a cyclocylicate with 
three-membered rings of SiO4 
tetrahedra. The next layer of rings is 
skewed inthe opposite direction 
relative to the unit cell. (Gaft et al., 
2004) 
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The appearance of benitoite crystals is quite variable. Rare strongly dichroic, blue benitoite 
crystals are used as gemstones. Benitoite color ranges from blue to violet blue, while the 
intensity changes from very light to medium dark. Strong dichroism, from colorless to blue, is 
evident to the eye and through a dichroscope. The ordinary ray is colorless. The color of the 
mineral in ordinary light is therefore merely the color of the extraordinary ray diluted with the 
white of the ordinary ray. Colorless and pink stones are extremely rare. The chemistry of 
benitoite has been described (Laird and Albee, 1972; Laurs et al., 1997). The measured 
amounts of Ba, Ti, and Si in benitoite are remarkably constant (BaO ¼ 37.09%, SiO2 ¼ 
43.59%, TiO2 ¼ 19.32%), regardless of color or locality, and fall near the ideal values that are 
calculated from the chemical formula. The greatest chemical variation in benitoite was 
detected for tin-containing samples, which had up to 4.1% tin oxide. A zirconium-bearing blue 
benitoite was found to contain 1.77 wt% ZrO2. It is not surprising that Sn and Zr show the 
greatest variations, since these elements form pabstite and bazirite. Other elements show minor 
variations, most notably Nb, Na, Ca, K, V, Sr, Al, and Fe. Numerous investigations have 
attempted to link the chemical composition of benitoite to its colour. Detailed microprobe and 
emission spectroscopy analysis indicated that the concentrations of major and minor elements 
of the white and blue parts of the crystal were within measurement uncertainty. In an attempt 
to account for the color of the mineral, careful examination of a 2-g portion of blue benitoite 
failed to show the presence of appreciable amounts of iron, cobalt, manganese, copper, or 
chromium (Louderback, 2000). In spite of much study, no correlation has been found between 
the intensity of color and any minor or trace element. Useful information for luminescence 
interpretation may be obtained from absorption spectroscopy, which reveals the excited energy 
levels. Optical spectroscopy of blue benitoite shows a broad peak at about 700 nm, most of 
which resides in the near-infrared region (Rossman, 1997). In spite of much effort to interpret 
the spectral data, the cause of the blue color in benitoite remains elusive. Attempts to bleach 
the color by heat treatment were unsuccessful; thus, its origin has been considered as due rather 
to a paramagnetic impurity than to an electron trapped at an anion vacancy. The possible 
explanation includes the Fe2+–Ti4+ or the Fe2+–Fe3+ charge transfer (Rossman, 1997), 
especially because traces of Fe3+ have been found in benitoite by EPR (Vassilikou-Dova and 
Eftaxias, 1991). Benitoite is a well-known luminescent mineral. Its cathodoluminescence is 
always intense blue. The ultraviolet response of benitoite is interesting. Under shortwave 
excitation of a mercury lamp at 254 nm, benitoite fluoresces an intense blue-white, the paler-
colored crystal cores frequently more vividly than the edges. Under long waved excitation at 
365 nm, the cores fluoresce a dull red, while the edges are non-fluorescent. Both types of 
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luminescence responses are more pronounced in colorless and lighter-colored benitoite 
specimens (Mitchell, 1980). Steady-state luminescence spectroscopy reveals that the blue 
luminescence from benitoite is characterized by a broad band peaking at 420 nm under short 
UV excitation (White 1990; Gorobets and Rogojine 2001). Based on general considerations, 
such a blue emission band has been interpreted as possibly connected with TiO6 centers. 
Nevertheless, there are other possible origins of the blue luminescence of benitoite beyond 
intrinsic TiO6 complexes. Other potential emission centers include impurities such as Bi3+, 
Pb2+, Sn2+ Ag+, and Cu+ substituting for Ba2+ (Gaft et al. 2001). 
 
Fresnoite: 
Fresnoite, Ba2TiSi2O8, was one of the seven barium silicate mineral named (Alfors et al., 1965) 
during a geologic study of sanbornite deposits in eastern Fresno Country, California. 
Specimens of fresnoite afforded a single, anhedral, wedge-shaped grain having a volume of 
~0.007 mm3. The average structure, with space group P4bm and lattice parameter a = 8.52(1) 
Å, c = 5.210(5) Å, is built of [Si2O7]
6- double groups linked to Ti-O square pyramids to give 
flat sheets parallel with {001} (Fig. 1.4.3). These stack of sheets are held together by the large 
Ba2+ions wich occur in coordination polyhedral, approximating pentagonal antiprisms, with 
eight short bonds (2.71 to 2.95 Å) and two long bonds (3.36 Å). In projection, the structure of 
fresnoite is similar to that of melilite (Ca,Na)2(Mg,Al)[Si2O7] (Smith, 1953). Several 
differences are interesting: the melilite structure, unlike that of fresnoite, consist of undulating 
sheets with the symmetry-equivalent [Si2O7]
6- double groups oriented up-ward and downward 
relative to the c-axis. Further, Ti in fresnoite resides in a square pyramid, whereas Mg in 
melilite is in tetrahedral coordination. Finally, the Ca2+ ions are in distorted square antiprism 
of oxygen atoms in melilite. The pronounced sheet-like character of fresnoite, with the loosely 
held Ba2+ ions, afford the good-to-perfect c {001} cleavage relative to the distinct-to-poor c 
{001} cleavage for melilite. The most interesting feature of fresnoite is the Ti4+-centered 
oxygen polyhedron. Four oxygen atoms are tetragonally displaced 2.00(4) Å from the titanium 
atom, the fifth oxygen atom being displaced only 1.66(8) Å along c [001], forming a highly 
compressed square pyramid. The titanium atom is inside the square pyramid, displaced 0.59 
Å from the base center. The Si-O distance for the oxygen atom shared by the tetrahedral pair 
is 1.65(4) Å. The  distance for oxygen atoms also associated with the Ti-centered square 
pyramid is 1.61(4) Å, and the apical oxygen is displaced 1.59(7) Å. (Moore, 1967; Bindi et. 
al., 2006).   
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Recent studies pointed out the possible existence of different, closely related types of 
incommensurate modulations at room temperature in synthetic fresnoite (Markgraf and Bhalla, 
1989; Markgraf et al., 1990; Hoche et al., 1999).  Markgraf et al. (1990), by means of an 
electron diffraction study, concluded that the modulation in BTS occurs along [100] and in the 
hk1 2 level. Withers et al. (2002), however, reinvestigated the incommensurate (IC) structure 
Fig. 1.4.3 [001] projection of the average 
crystal structure of fresnoite: (a) the 
interconnection of TiO5 pyramids (in light 
grey and yellow on-line) and Si2O7 groups (in 
dark grey and red on-line); grey represents Ba 
atoms; (b) displacement ellipsoids (95% 
probability level) (Bindi et al., 2006) 
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of BTS by means of electron microscopy and pointed out that the primary modulation 
wavevector has a c*/2 commensurate component and an incommensurate component that runs 
along the {110}*p direction(s) (where the subscript p denotes the parent structure). Moreover, 
to obtain an insight into the mechanisms responsible for the incommensurate modulation in 
BTS, Withers et al. (2002) presented a rigid unit mode (RUM) analysis of the inherent 
displacive structural flexibility of the ideal framework of the fresnoite structure type. 
According to these authors, a key role in the stabilization of the IC structures observed in the 
fresnoite-type compounds is played by one RUM type involving the rotation of the constituent 
rigid tetrahedra and square pyramids around c and associated with the wavevector q~0.30 
{110}*p. This hypothesis has been corroborated by the recent four-dimensional crystal 
structure refinement of synthetic Ba2TiGe2O8 carried out by Hoche et al. (2003), as well as by 
the combined temperature-dependent electron and single-crystal X-ray diffraction study of 
synthetic Rb2V
4+𝑉2
5+O8 (Withers et al., 2004). To date, the presence of an incommensurate 
modulation has never been observed in natural fresnoites. This is probably due to the minor 
isomorphic substitutions usually present in natural crystals. For fresnoite, fresnoite glasses and 
glass-ceramics, the PL effect has been attributed to the CT transition localised in the TiO5 
pyramid with subsequent 3T1→ 1A1 transition to the ground state (Takahashi et al., 2012). A 
similar mechanism was also invoked previously for Li2TiSiO5 (Bouma and Blasse, 1994). 
These interpretations bear on the hypothesis that PL at room temperature in similar structures 
originates in the energy-confinement of exciton in the isolated Ti-O polyhedral units because 
of the absence of d-orbital overlap. However, quantum-mechanical calculations indicated that, 
differently charged clusters, creating a polarization, and some structural disorder, leading to 
the presence of localized levels able to trap electrons and holes and favouring the radiative 
return to the ground state, are the conditions for PL emission in the disordered Li2TiSiO5 
system (Orhan et al., 2004). On this basis, the authors considered the coexistence of the SiO4–
TiO5 clusters, and not the presence of isolated square TiO5 pyramids, as the key structural 
motifs leading to PL in crystalline Li2TiSiO5.  
 
BTS2 e BTS4: 
Structural information on the titanosilicate BaTiSi2O7 and BaTiSi4O11 are scarce: Koppen and 
Dietzel (1976) reported their synthesis with some optical and thermal properties but left 
unindexed the X-ray powder pattern. In their study of the vitrification composition range in 
the system BaO-SiO2-TiO2, Cleek and Hamilton (1956) found that this composition gives very 
stable glass. As the compound melts incongruently and forms highly twinned crystals (Koppen 
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and Dietzel 1976), the structure has not yet been determined on single crystal. So the titanium 
coordination (either octahedral as in BaTiO3, or 5-fold pyramidal as in Ba2TiSi2O8, or 
tetrahedral as in Ba2TiO4) and the nature of the silicate network are unknown. Moreover, 
Koppen and Dietzel (1976) found a reversible transition, for the BTS2, between 650–660 °C 
from a probable monoclinic structure (called the b phase) to a tetragonal HT phase (called the 
a phase). The BTS2 has been investigated for its orange PL effect at room temperature. 
Takahashi et al. (2008, 2012) suggest CT mechanism to explain that kind of color but 
investigations have been carried out in absence of a structural model (Zhu et al., 2003; 
Takahashi et al., 2008; Takahashi et al., 2012). ). PL effect in BTS2 was attributed to the 
presence of pyramidal TiO5 structural units facing in opposite direction along the c axis 
(Takahashi et al., 2006a). Such configuration leads to intrinsic and extrinsic oxygen-defects in 
the pyramidal unit pair. The presence of such clusters was conjectured assuming a partial 
isomorphism between the structure of BTS2 and the β-suzukiite mineral BaVSi2O7 (Liu and 
Greedan, 1994; Stassen et al., 1998). Suzukiite occurs as two different polymorphs: β-
suzukiite, the high temperature one, whose structure was solved by Liu and Greedan (1994), 
and α-suzukiite, the low temperature one, indexed as orthorhombic by Matsubara et al. (1982) 
and supposed to have the haradaite (SrVSi2O7) structure. The β phase can be described as 
consisting of unbranched single [Si4O12]8- rings and [VO5]
6- pyramids connecting rings in the 
a-b plane. They form layers linked by Ba ions stacked along the c axis. In BTS2, Ti-O and Si-
O bond lengths, derived from IR and Raman spectroscopy, were found consistent with Si4O12 
rings and TiO5 pyramidal units (Tarte et al., 1990; Stassen et al., 1998). The attempt to cell 
indexing from X-ray powder diffraction (XRPD) data (Stassen et al., 1998) suggested a 
monoclinic symmetry, with a = 11.8831(7) Å, b = 10.0067(5) Å, c = 9.9156(10) Å and β = 
93.832(6)°. BTS2 and BTS4 structural solution from powders is a complicated task because 
of the great  difficulty in obtaining the pure compound. Their limited stability field in the BaO-
TiO2-SiO2 system (Fig. 5, modified after Köppen and Dietzel, 1976) invariably leads to the 
coexistence of both phases, in addition to Ba2TiSi2O8 (synthetic fresnoite), as a result of the 
crystallization process (Köppen and Dietzel, 1976). Furthermore, several peak of both phases 
show an evident overlap, which makes the structural solutions even more complicated. A 
further critical aspect is the production of high quality single crystals, invariably hindered by 
complex polysynthetic twinning occurring upon cooling at about 650-660 °C (Köppen and 
Dietzel, 1976). 
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1.5 Aim of the thesis 
This work is aimed at the study of the solid state synthesis of BTS2 and BTS4 and the structural 
characterization of the synthesis products. Both phases have been characterized under optical, 
spectroscopic, and crystallographic point of view to investigate their crystal chemistry and 
crystallography. For BTS2, a structure solution and XRPD Rietveld refinement were 
accomplished for the first time, and theories on PL properties in the light of the structure model 
are discussed. For BTS4, a preliminary structural model has been obtained, and future analysis 
are planned with the aim to confirm it. 
As the outcome of a long term project started in 2012 with my first level degree thesis, the 
most relevant results that coming out from this thesis have already been published on peer 
reviewed international journals. 
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2 - EXPERIMENTAL 
2.1 Synthesis experiments 
BTS2 and BTS4 samples were prepared through conventional solid state reaction method. 
Two different routes were followed. Synthesis A was designed to obtain pure BTS2 phase, 
synthesis B to obtain pure BTS4 phase. Ba(OH)s*8H2O (99%), TiO2 (99.7%) and SiO2 (99%) 
have been employed as source of barium, titanium and silicon, respectively. Colloidal silica 
was employed in synthesis B in place of analytical grade SiO2. 
Synthesis A. The mixture with molar composition BaO-TiO2-2SiO2 was homogeneously 
mixed and wet ground in porcelain mortar for 10 min. The wet mixture was dried at 120 °C 
and pressed at 50 bar into a pellet weighting 30g by means of ceramic press. This pellet was 
placed in a platinum crucible for calcination in an electric furnace. 
Synthesis B. The mixture with molar composition BaO-TiO2-4SiO2 was thoroughly mixed and 
dry ground in an agate shatterbox for 30 min. After pressing at 50 bar, by means of a circular 
shape ceramic press, the obtained disc weighting 30g, was placed in a platinum crucible for 
calcination. 
The thermal cycle was the same for all the synthesis, and comprised a first heating step at 1100 
°C for 12h, and a second one at 1200 °C for 12 h. Both temperatures were achieved at the 
heating rate of 20 °C/min. After the second step the samples were allowed to cool down slowly 
to room temperature in about 24h. 
 
2.2 sample selection 
The optical inspection of the product of synthesis A showed at least 2 different crystal families. 
Part of the obtained tablet was thus gently crushed, the material sieved at 500 µm and 200 µm, 
two families of pure crystals were manually selected from the middle and fine residuals, under 
the optical microscope (2x/4x), in reflected light mode. Further aspects of single individuals, 
like mosaic texture, cleavage, fracturing, twinning, inclusions, were investigated under 
petrographic microscope in plane- and crossed -polarized light. Two standard thin sections (30 
µm thick) cut along the horizontal and vertical direction, were obtained from a fragment of the 
tablet of the synthesis A for observation under the petrographic microscope (20x, 40x). The 
products obtained from synthesis B appearing homogeneous, with no evident presence of two 
or more different kind of crystal families. 
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2.3 Conventional Methods 
In this section the experimental set-ups, operating conditions and methodologies used for the 
characterization of the samples using conventional methods, will be described. 
 
2.3.1 X-Ray Powder Diffraction (XRPD) 
Due to its importance in this project x-ray diffraction (XRD) and its basic theory are described 
in detail in Appendix 1. 
Qualitative XRPD data were collected on products of synthesis to be used for the structural 
study of BTS2 and BTS4. Data were collected at room temperature using different 
experimental set-ups:  
-Set-up 1: a θ/θ diffractometer, PANalytical Pro (NL), equipped with a fast RTMS detector 
and Cu Kα radiation (40kV and 40 mA) in reflection mode. Data were collected using a zero 
background silicon sample holder in the 0-90 °2θ range, with a virtual step scan of 0.0167 °2θ 
and virtual time per step of 50s, 0.125° divergent slit, 0.125° anti-scattering slit, 0.02 rad soller 
slits, and 10 mm copper mask mounted in the incident beam pathway. The pathway of the 
diffracted beam included a Ni filter, soller slits (0.02 rad) and an antiscatter blade (5mm).  
-Set-up 2: diffractometer, PANalytical Pro (NL), equipped with a fast RTMS detector and Cu 
Kα radiation (40kV and 40 mA) in transmission mode. Data were collected using a borosilicate 
capillary glass with a diameter of 0.5 mm. Data were collected in the 0-90 °2θ range, with a 
virtual step scan of 0.0167 °2θ and virtual time per step of 50s. the pathway of the diffracted 
beam included a Ni filter, soller slits (0.02 rad) and an antiscatter blade (5 mm). 
2.3.2 Scanning Electron Microscopy (SEM) 
Electron microscopy exploits the interactions that occur between an incident electron beam 
and the atoms in the sample; a detailed description of the theory of the electron microscopy 
techniques is found in Wells (1974), Wenk (1976) and McLaren (1991). The first necessary 
condition is obviously that the electrons hit the sample; electrons that pass through it constitute 
the so called direct beam and are used in transmission electron microscopy (TEM). When an 
electron hits a material, in general, two different kind of interactions can occur: elastic and 
inelastic. In the elastic interaction, the energy is transferred from the electron to the sample, 
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and thus the electron leaving the sample possess the same energy of the incident one; this is 
the case of backscattered electrons (BSE), which are “reflected” (backscattered) out of the 
specimen interaction volume. BSE are used mainly because their intensity is strongly related 
to the atomic number of the elements composing the sample; specifically, elements with an 
higher atomic number backscatter electrons more strongly and thus appear brighter in the 
image, allowing to detect information about the distribution of different elements. Concerning 
the inelastic interactions, the energy is lost through the transfer of energy to the specimen and 
this can lead to the ejection of secondary electrons (SE) besides the production of visible light 
fluorescence (cathodoluminescence) and heat as a result of these interactions. Secondary 
electrons are further divided into slow and fast; slow SE result from the ejection of electron 
located in the valence or conduction band and need only the transfer of small amount of energy 
(< 50 eV) to be ejected in the vacuum. Fast SE result from the inner shell of an atom, and thus 
less readily ejected; the process leads to an ionization of the atom and subsequently to the 
generation of characteristic X-rays and/or Auger electrons (McLaren, 1991). 
 
 
 
 
 
 
 
 
Fig. 2.3.1. Scheme of electron-matter interactions arising from the impact of an electron beam onto a 
sample (Image taken from www.ammrf.org.au). 
For the SEM observations, a number of crystals of BTS2 and BTS4, selected under optical 
microscope, were studied with the aid of EDS analysis to inspect the surface morphology and 
determine a semi-quantitative chemical analysis. Both fragments and crystals were lapped and 
placed on an aluminium stab than coated with an Au thin layer of 10 nm. The instruments used 
was a Philips XL-30 with a maximum beam voltage of 25 kV. Both secondary and 
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backscattered electrons images were collected and interpreted with the aid of spot EDS 
analysis. 
 
2.3.3 Electron Micro Probe Analysis (EMPA) 
The electron microprobe, also known as the electron probe micro-analyzer (EPMA), uses X-
ray spectrometry to identify and measure concentration of elements in microscopic volumes 
of the specimen. In the EPMA, a finely focused electron beam interacts with the sample to 
generate back-scattered electrons (BSE), secondary electrons (SE), characteristic X-rays and 
light known as cathodoluminescence (CL). By scanning the electron beam over a surface of 
the sample, these signals can be used to obtain high resolution scanning electron images, X-
ray maps showing spatial distribution of elements, and CL images for phase (element and 
compound) identification, estimation of phase distribution and proportions, trace element 
compositional variation and surface textural analysis of multi-phase composites. 
Characteristic X-rays generated from a microscopic volume in spot mode (i.e., beam not 
scanning) are utilized to obtain a complete quantitative chemical analysis (WDS). Sample 
preparation is minimal, but a well polished surface is required for accurate quantitative 
analysis. Although the EPMA is mostly used for studying inorganic materials, organic 
compounds such as polymers and biological specimens can also be studied by following 
special procedures and sample preparation techniques. (Chatterjee, 2012) 
 
 
 
 
 
 
Fig. 2.3.2 back scattered electron, secondary electron, characteristic X-ray and CL generated for the 
incidence of focused electron beam on polished surface ( Chatterjee, 2012) 
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The electron beam is generated from a heated metallic filament by thermionic emission in a 
potential difference typically between 10 and 30 kV. Some instruments have an option to use 
single crystals as a thermionic emission source that provide a highly stable, high intensity and 
smaller diameter electron beam for higher resolution  imaging and more reliable chemical 
analysis than with the standard metallic filament. The beam is focused by two sets of coils, the 
condenser and the objective lenses, and several apertures that produces a final beam diameter 
between 1 nm and 1 µm. Beam currents range between 1 pA and 1 µA. A reflected light optical 
microscope is mounted co-axially with the electron beam for accurately setting the working 
distance, the distance between the sample and the objective lens. Both energy dispersive and 
wavelength dispersive spectrometers (EDS and WDS) are available on the microprobes for 
qualitative and quantitative analysis. The beam can be rastered over the sample to produce 
images in the magnification range of 40-360,000X. X-ray elemental maps are obtained by 
using the emitted X-rays as the signal source instead of BE or SE. The microprobes are 
maintained under high vacuum, typically in the pressure range of 2x10 -5 -10 -6  torr (about 
one-billionth of the atmospheric pressure), by a combination of mechanical and diffusion 
pumps. (Chatterjee, 2012) 
 
 
 
 
 
 
 
 
  
 
 
 
Fig. 2.3.3 inner mechanism of a standard 
electron microprobe (Chatterjee, 2012)  
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For the experiment, selected crystals of BTS2 and a fragments of BTS4 were analyzed with 
EMPA in WDS mode, with the aim to perform a quantitative chemical analysis. Both 
fragments and crystals were embedded in a specific resin and lapped as long as they showed 
an homogenous and polished surface. Data were collected at the EMPA laboratory of the Erath 
Sciences Department “Ardito Desio” of the University of Milan; the instrument used was a 
JOEL 8200 Super Probe working with a maximum beam voltage of 30 kV. Images collected 
with backscattered electrons were used as basis for the spot WDS analysis. At least 5 point 
analysis was collected for each crystal, and about 25 for each fragment. 
 
2.3.4 Transmission Electron Microscopy (TEM) 
This basic description of the TEM technique is taken from Williams and Carter (2008), and 
Spence (1988). 
Transmission electron microscope is a type of electron microscope that has three essential 
systems: (1) an electron gun, which produces the electron beam, and the condenser system, 
which focuses the beam onto the object, (2) the image-producing system, consisting of the 
objective lens, movable specimen stage, and intermediate and projector lenses, which focus 
the electrons passing through the specimen to form a real, highly magnified image, and (3) the 
image-recording system, which converts the electron image into some form perceptible to the 
human eye. The image-recording system usually consists of a fluorescent screen for viewing 
and focusing the image and a digital camera for permanent records. In addition, a vacuum 
system, consisting of pumps and their associated gauges and valves, and power supplies are 
required. The source of electrons, the cathode, is a heated V-shaped tungsten filament or, in 
high-performance instruments, a sharply pointed rod of a material such as lanthanum 
hexaboride. The filament is surrounded by a control grid, sometimes called a Wehnelt 
cylinder, with a central aperture arranged on the axis of the column; the apex of the cathode is 
arranged to lie at or just above or below this aperture. The cathode and control grid are at a 
negative potential equal to the desired accelerating voltage and are insulated from the rest of 
the instrument. The final electrode of the electron gun is the anode, which takes the form of a 
disk with an axial hole. Electrons leave the cathode and shield, accelerate toward the anode, 
and, if the stabilization of the high voltage is adequate, pass through the central aperture at a 
constant energy. The control and alignment of the electron gun are critical in ensuring 
satisfactory operation. The intensity and angular aperture of the beam are controlled by the 
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condenser lens system between the gun and the specimen. A single lens may be used to 
converge the beam onto the object, but, more commonly, a double condenser is employed. In 
this the first lens is strong and produces a reduced image of the source, which is then imaged 
by the second lens onto the object.  
 
 
 
 
 
 
 
 
 
 
Fig.2.3.4 The schematic outline of a TEM (www.hk-phy.org)  
 
Such an arrangement is economical of space between the electron gun and the object stage and 
is more flexible, because the reduction in size of the image of the source (and hence the final 
size of illuminated area on the specimen) may be varied widely by controlling the first lens. 
The use of a small spot size minimizes disturbances in the specimen due to heating and 
irradiation. The specimen grid is carried in a small holder in a movable specimen stage. The 
objective lens is usually of short focal length (1–5 mm [0.04–0.2 inch]) and produces a real 
intermediate image that is further magnified by the projector lens or lenses. A single projector 
lens may provide a range of magnification of 5:1, and by the use of interchangeable pole pieces 
in the projector a wider range of magnifications may be obtained. Modern instruments employ 
two projector lenses (one called the intermediate lens) to permit a greater range of 
magnification and to provide a greater overall magnification without a commensurate increase 
in the physical length of the column of the microscope. For practical reasons of image stability 
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and brightness, the microscope is often operated to give a final magnification of 1,000–
250,000× on the screen. If a higher final magnification is required, it may be obtained by 
photographic or digital enlargement. The quality of the final image in the electron microscope 
depends largely upon the accuracy of the various mechanical and electrical adjustments with 
which the various lenses are aligned to one another and to the illuminating system. The lenses 
require power supplies of a high degree of stability; for the highest standard of resolution, 
electronic stabilization to better than one part in a million is necessary. The control of a modern 
electron microscope is carried out by a computer, and dedicated software is readily available. 
The electron image is monochromatic and must be made visible to the eye either by allowing 
the electrons to fall on a fluorescent screen fitted at the base of the microscope column or by 
capturing the image digitally for display on a computer monitor. Computerized images are 
stored in a format such as TIFF or JPEG and can be analyzed or image-processed prior to 
publication. The identification of specific areas of an image, or pixels with specified 
characteristics, allows spurious colours to be added to a monochrome image. This can be an 
aid to visual interpretation and teaching and can create a visually attractive picture from the 
raw image. For the experiment selected crystals from synthesis A were observed with TEM 
using the selected area electron diffraction (SAED) mode. For the specimen preparation, the 
crystals were gently pulverized and dispersed in distilled water. Drops of the suspension were 
placed on a copper grid to dry. The instrument used was a JEOL JEM 2010 with a maximum 
beam voltage of 200 kV. 
 
2.3.5 Raman Spectroscopy 
Raman spectra result from inelastic scattering of monochromatic light, usually from a laser in 
the visible, near-infrared, and near-ultraviolet range. Such lasers are for example: Ar ion with 
wavelengths at 514, 488, and 458 nm, He/Ne with wavelengths at 628, 578, and 442 nm, or 
Nd/YAG with wavelengths at 523 and 1,052 nm. The Raman effect occurs when 
monochromatic light impinges upon a molecule and interacts with the electron cloud and the 
bonds of this molecule (Nakamono, 1997). For the spontaneous Raman effect to take place the 
molecule is excited by a photon from the ground state to a virtual energy state. The molecule 
can relax and return to the ground state by emission of a photon whose energy is the same as 
that of the exciting radiation resulting in elastic Rayleigh scattering. A very small part of the 
scattered light can also have frequencies that are smaller than those of the elastically scattered 
part because a part of the energy of the incoming photons was employed to excite molecules 
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to a higher vibrational state. As a result, the emitted photons will be shifted to lower energy, 
i.e., light with a lower frequency (Long, 2001). This shift is designated as Stokes shift. The 
difference in energy between the original state and the final state corresponds to a vibrational 
mode far from the excitation wavelength. If the process starts from a vibrationally excited state 
and relaxes to the ground state, then the emitted photons will be shifted to higher frequency 
which is designated as Anti-Stokes shift. Compared with the Stokes-shifted light the Anti-
Stokes shifted radiation has a lower intensity because of the small population of the 
vibrationally excited state compared to that of the ground state of the molecule at ambient 
temperatures. These processes are illustrated in a simple energy level diagram in Fig. 2.3.5. 
As Fig. 2.3.5 shows, the infrared absorption yields similar, but often complementary 
information. However, whereas the vibrational frequency directly corresponds to the 
absorption band in the infrared spectrum the vibrational frequency in the Raman spectra 
corresponds to the difference between Rayleigh and Stokes lines in the Raman spectrum 
(Colthup et al., 1990). Besides spontaneous Raman spectroscopy there are a number of 
advanced types of Raman spectroscopy, for example, surface-enhanced Raman (SERS), 
resonance Raman spectroscopy (RRS) and coherent anti-Stokes Raman spectroscopy (CARS).  
 
 
 
 
 
 
 
 
Fig. 2.3.5 Energy level diagram showing Rayleigh (I), Stokes (Raman) (II), and anti-Stokes (Raman) 
(III) scattering as well as IR-absorption (IV) (Reichenbacher et al., 2012). 
 
In principle, the registration of a Raman spectrum is simple: The sample is illuminated with 
an appropriate laser beam. The stray light is collected by a lens and sent through a 
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monochromator. The elastic Rayleigh scattering light is filtered out while the rest of the 
collected light is dispersed onto a detector. 
For the experiments with BTS2 and BTS4, Raman spectra were collected from the polished 
surface of BTS4 and BTS2 fragments in the spectral range 1800 – 50 cm-1, with laser 
wavelength 532 nm and 10 mW power, employing a DXR Raman spectrometer (Thermo 
Scientific) equipped with a 1024x256 CCD detector. The laser beam (diameter about 0.6 µm) 
was focused with a 100x objective (Numerical Aperture = 0.90). Several spectra were 
collected from different regions for each sample as matrices of points with steps of 1 nm. 
 
2.4 Non-conventional methods: Synchrotron radiation 
During this work, experiments have been performed using non-conventional methods. X-Ray 
Absorption Spectroscopy (XAS) experiments addressed to the study of the chemical 
environment of titanium in our samples were conducted at the ELETTRA synchrotron facility 
(Trieste, Italy). X-Ray Powder Diffraction experiments for the structural characterization were 
performed at the European Synchrotron Radiation Facility (ESRF, Grenoble, France), and 
Elettra (Trieste, Italy). In the following sections a basic introduction to synchrotron radiation 
will be given. Parts of this chapter are taken from Mobilio et al. (2014); Newville (2014); 
Rossi (2014) and from the website www.iop.org. 
2.4.1 Synchrotron radiation: introduction and theory 
Synchrotron radiation is produced when a charged particle of mass m (normally an electron or 
a positron) accelerated to relativistic velocity is being deflected in a magnetic field (Mottana, 
2014). In fact, when the speed of the charged particle increases to relativistic values (v ≈ c) 
the emitted radiation pattern is compressed into a narrow cone in the direction of motion, 
resulting into an emission tangential to the particle orbit. The vertical half-opening angle, ψ, 
is given by:  
ψ ≈ mc2/E 
For electrons and positrons, synchrotron radiation is highly collimated. The deflection of the 
charged particle by a bending device generates an electromagnetic radiation (first observed at 
General Electric Research Laboratory in Schenectady, N.Y. (U.S.A.) on April 24, 1947; (Elder 
et al., 1947) which is strongly polarized in the plane of the orbit of the electrons (for example 
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horizontally if the acceleration facility leads its particles into a storage ring). This radiation 
possesses a large and continuous range of energies (it is white) and is very intense (several 
orders of magnitude greater than conventional X-ray tubes) so scientist can pick whatever 
wavelength they need for their experiments, as infrared light, ultraviolet or X-rays (soft or 
hard). Therefore, a synchrotron (Fig.2.4.1) is a facility where charged particle are accelerated 
to extremely high energy (with magnets and radio frequency) and forced to change direction 
periodically (with bending device). 
 
 
 
 
 
 
 
The original synchrotron facilities were used for high energy physics and the radiation was 
considered merely as a side product. The experiments which made use of the radiation were 
performed in a parasitic fashion. However the interesting results which emerged led to the 
development of dedicated synchrotron radiation sources in the early ‘70s and the Synchrotron 
Radiation Source (SRS) of Daresbury can be considered the first dedicated storage ring for 
synchrotron radiation. The original emphasis was on the optimization of the life-time, the 
current and the energy of the beam. In the early ‘80s the emphasis switched to an optimization 
of the brilliance  and also to the development of insertion devices to increase the intensity of 
high energy photons, as visible in Fig. 2.4.2. 
Electrons are produced in an electronic gun (Linac) a device similar to the cathode ray tubes 
found in older televisions, by thermionic emission from an heated tungsten matrix cathode. 
The Linac accelerates the electron beam to an energy in the order of hundreds of MeV, over a 
distance of about 10 m; this involves a series of radiofrequency (RF) cavities operating at high 
frequency. Due to the nature of the acceleration, the beam must be separated into discrete 
packets, or “bunches”, with a spacing consistent with the acceleration frequency of the Linac; 
this electron beam is then injected into the booster. The booster synchrotron represent a pre-
Fig. 2.4.1 Scheme of a synchrotron. Legend: 
1) Linac; 2) Booster; 3) Storage ring; 4) 
Beamline; 5) Front end; 6) Optics hutch; 7) 
Experimental hutch; 8) Control cabin; 9) RF 
cavities. (From www.diamond.ac.uk). 
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accelerator where electrons are accelerated before being injected into the storage ring (at ESRF 
the energy reached is of 6 GeV). This device works only when the storage ring is refilled (for 
example, 2 times a day at ESRF) or continuously in the case of continuously refilled 
synchrotron, such as SLS. Then, accelerated electrons circulate for hours in the storage ring (a 
circumference tunnel maintained at very low pressure) at a velocity close to that of light, and 
as the electrons travel around the ring, they pass through different types of magnets. In general, 
they are subdivided into bending magnets (BM) and insertion devices (ID). The purpose of the 
bending magnets is to change the direction of the beam. They are placed at a number of 
locations on the ring to guide the beam along the reference path. Ideally, each bending magnet 
would produces a uniform, vertical magnetic field through the beam pipe. The spectral 
distribution of the BM synchrotron radiation flux is a continuous function, that extends from 
the X-ray to the infrared region (Fig. 2.4.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.4.2. Historical development 
of the brilliance of the available X-
ray sources. 
Fig. 2.4.3 Universal curve function 
of the spectral distribution of BM 
synchrotron radiation drawn as a 
function of λc/λ (from Mobilio et al. 
2014). 
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This radiation is characterized by a critical wavelength, λc, determined by the magneticfield 
(B) in the magnets and the energy (E) of the electron stored: 
𝜆𝑐 =  
18.6
𝐸2𝐵
  
The critical wavelength, λc, represented by the discontinuous line in Fig.15, divides the 
spectrum into two parts of equal radiated power: 50% of the total power is radiated at 
wavelengths shorter than λc and 50% at wavelengths longer than λc. Insertion devices are 
periodic magnetic structures installed in the straight sections of storage rings. Passing through 
such alternating magnetic field structures, electrons oscillate perpendicularly to the direction 
of their motion and therefore emit synchrotron radiation during each individual wiggle. The 
primary effects of the IDs are: (1) The shift of the critical energy to higher values due to the 
smaller bending radius with respect to the bending magnets; (2) the increase of the intensity 
of the radiation by a factor related to the number of wiggles induced by the many poles of the 
magnetic structure; (3) the relevant increase of the spectral brightness. Insertion devices are of 
two kinds: wigglers and undulators. Inside both these devices the electron beam is periodically 
deflected but outside no deflection or displacement of the electron beam occurs (Fig. 2.4.4). 
A wiggler is a multipole magnet made up of a periodic series of magnets (N periods of length 
λu, the overall length being L =Nλu), whose magnetic field forces the electrons to wiggle 
around the straight path. 
 
 
 
 
 
Fig. 2.4.4 Artistic view of the radiation beam emission from a multipole wiggler magnetic structure  
(from Mobilio et al. 2014). 
 
The alternating magnetic field is normally applied in the vertical direction so the sinusoidal 
trajectory of the electron beam lies in the horizontal plane. Electrons follow in this way a 
curved trajectory with a smaller local radius of curvature with respect to the one of the dipole-
bending magnet, because higher magnetic fields can be used in a wiggler with respect to a 
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bending magnet. The use of higher magnetic fields increases the critical wavelength with 
respect to the values achievable with bending magnets and extends the spectral range of a 
storage ring towards higher energies. An undulator is very similar to a wiggler, but with the 
wiggling angle α smaller than, or close to, the photon natural emission angle γ−1. 
For this thesis, beamlines using a bending magnet source were used for the XAS experiments 
whereas both undulator and bending magnet based beamlines were used for the XRD 
experiments. The applications of synchrotron light are virtually limitless, from condensed 
matter physics to structural biology, environmental science, cultural heritage and many others; 
for more detailed information about the synchrotron radiation are available in Mobilio et al. 
(2014). 
 
2.4.2 XANES experiment  
The theory of XAS is described with some detail in Appendix 2. 
The experiment was performed with the aim to obtain information about the environment of 
tetravalent Ti in BTS2 and BTS4 phases. In this case, the presence of the Ba Lm-edge about 
300 eV after the Ti K-edge, prevents from the study of the extended X-ray absorption fine 
structure (EXAFS), although direct structural information about the local environment around 
Ti can be extracted from analysis from the analysis of the features shown by the X-ray 
absorption near edge structure spectroscopy (XANES). In fact, the geometry of the Ti-oxygen 
polyhedral and the Ti coordination number has been shown to be related to the height and 
energy position of the Ti pre-edge features. They are commonly attributed to 1s to 3d 
transitions, forbidden by selection rules, but partially allowed when p-d orbital mixing occurs 
in absence of a centre of symmetry, as for tetrahedral, pyramidal and, in general distorted 
polyhedral coordination. The correct identification of coordination number of Ti can be 
obtained by plotting the absolute position of pre edge features vs. normalized peak height, thus 
we reported the Ti K-edge spectra of BTS2 and BTS4 together with a number of model 
compounds containing VTi and VITi in order to confirm the local structure around Ti in BTS2 
and BTS4. Samples used for XANES analysis were: 
-anatase (TiO2) from Emilia-Romagna (Italy), benoitoite from San Benito Country (CA), rutile 
(TiO2) from Val di Vizze (Bolzano, Italy), provided by the Museo della Scienza MUSE 
(Trento, Italy); this group were employed as model compounds for VITi4+. 
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-Fresnoite and K2Ti2O5 were employed as model compounds for 
VTi4+. They have been 
prepared by solid state reaction method. For fresnoite the synthesis process was the same of 
synthesis A and B; K2Ti2O5 was prepared by mixing analytical grade potassium carbonate and 
titanium dioxide in molar ratio 1.02:2 in ethanol. After drying at 100°C the sample was pressed 
into pellets (13 mm diameter) at maximum force if 80 kN. Calcination was accomplished in 
air with alumina crucible at 850 °C for 10h. This compounds readily decomposes upon 
exposure to moisture from air, for this reason, the sample was synthesized 2 days before the 
XANES experiment and kept in desiccator under vacuum until the very last moment before 
data collection. 
- BaTiSi2O7 (BTS2) and BaTiSi4O11 (BTS4) 
Powders for XANES investigations were obtained by gentle crushing and manual selection, 
under optical microscope, of all this samples, furthermore powders were used for XRPD 
analysis with quality check purpose. The amount of powder for each sample was calculated 
with XAFS mass software according to the Ti content and total absorption, by setting optimal 
sample thickness (utd) at 1.5 in order to obtain an edge jump comprised between 0.3 and 1.1. 
Samples for XANES experiment were prepared immediately before measurement by mixing 
the powders with cellulose and pressing them into pellets 1.3 cm in diameter at 69.7 kN.  
Ti K-edge XAS spectra were collected at the XAFS beamline (ELETTRA, Trieste, Italy) in 
transmission mode using Si (111) monochromator operated in flat crystal mode. Two pairs of 
entrance W alloy slits placed before the monochromator allowed for achieving the intrinsic 
resolution of the Si crystal (i.e. with ΔE/E ~ 10-4). For all the experiments, energy calibration 
was accomplished using Ti foil as reference with the position of the first inflection point taken 
at 4966.0 eV. A reference spectrum of a Ti metal foil placed in a second experimental chamber 
after the sample was collected simultaneously with each sample to monitor and correct for 
possible energy drifts due to monochromator instability. All spectra were collected at room 
temperature in vacuum with a variable step energy as a function of energy: small step (0.2 
eV), in the edge region, and increasingly larger step (up to 1.8 eV) in the EXAFS region up to 
5250 eV (8.5 A-1). The resolution (convolution of the intrinsic resolution of the crystal with 
step size) in the Ti K pre-edge region was around 0.7 eV. The analysis of the pre-edge region 
was then performed by least-square, fitting a set of pseudo-Voigt functions to the pre-edge 
spectral envelope, using the program PeakFit 4.12. The described procedure of data treatment 
is the same used by Wilke et al. (2001)  and has been selected in order to obtain a reproducible 
and comparable result, even with respect to data collected under different experimental 
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conditions (pellets with different sample content, collection in transmission or fluorescence 
mode etc). Owing to the largest intensity change from compound to compound showed by the 
second feature of the pre-edge region (at about 4970 eV), only these parameters have been 
used to discriminate the chemical environment of Ti (Waychunas, 1987). For all samples and 
model compounds, the entire pre-edge analysis (from the background removal to the peak fit 
refinements) was performed at least 3 times, for a check of reproducibility and an estimate of 
the standard deviation. 
 
2.4.3. X-ray Diffraction experiments 
2.4.3.1 X-ray single crystal diffraction 
Single crystal diffraction data collections were conducted for BTS2 at beamline XRD1 at the 
Elettra synchrotron facility (Trieste, Italy). Several single crystals with size between 30 and 
50 μm, showing sharp extinction were selected under the optical microscope, and placed on 
the goniometer head for the data collection (Fig. 2.4.5).  
 
 
 
 
 
 
 
Fig. 2.4.5 Crystals selection and sample preparations for XRD analysis 
The experimental wavelength was set at 0.7 Å and calibrated at the selenium absorption edge. 
The size of the beam was 100x100 μm, after preliminary tests, a Pilatus 2M detector (Fig 
2.4.6) was placed at 90 mm from the support, with exposure time for each frame of 10 s. For 
each data set, 120 images were collected. 
Each data set obtained from the diffraction experiment was analyzed using iMOSFLM 1.0.7 
software. Prior to the data collection, a preliminary data set is collected to that the program 
runs a series of preliminary operations to define a preliminary cell, the crystal orientation 
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matrix and the probable Laue group. The first step is the spot finding. It has been performed 
using the “pick two images” tool: a series of two images 90 degrees apart in phi (or as close 
to 90 as possible) have been collected and a spot search carried out on every coupled images. 
The intensity threshold was placed to 10, and reduced to 2 for weak images. Due to the 
presence of spot overlapping and the difficult interpretation of some images, specific 
processing options have manually selected. Minimum spot separation tool have been used to 
modify the average size of spots, and split the nearest ones; Minimum pixels per spot tool have 
been used to enhance weak spots. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Local background box size tool have been used to reduce the number of “false” spots found 
near the sharp shadow on the images. Afterwards, auto-indexing process was carried out by 
MOSFLM using spots form the selected images to determine the possible lattice parameters. 
For each indexing process, different threshold setting has been tried out and the “search beam-
center” tool has been used to improve the accuracy of the direct beam coordinates. From the 
list of the possible lattice parameters and space group, those with highest symmetry and low 
penalty values (marked by a blue colour code) were selected. The last preliminary step was 
the estimation of the mosaicity factor: the program plotted the total predicted intensity as a 
Fig. 2.4.6 Pilatus 2M detector. 
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function of mosaic spread, from which an estimate was determined. Once the crystal 
orientation matrix, expressed as the angle between the unit cell axes and the X,Y,Z coordinate, 
and the probable Laue group were determined, it was possible to calculate a data collection 
strategy. The total φ rotation and the angular step to obtain a complete data-set were 
automatically calculated by MOSFLM based on the Laue group and the crystal orientation. 
With the complete data set, the accurate cell determination is attempted. This procedure 
required the integration of a series of images in ideally two or more separate segments at 
widely different φ values. The distribution of the intensity of partially recorded reflections 
over the images on which they occur is used to refine the unit cell, crystal orientation and 
mosaic spread. For images selection the automatic tool were used. The selected images were 
integrated, and following integration the cell parameters were refined. The accurate cell 
parameters were used in the final integration of images. Integration of the images occurred in 
two passes. In the first pass, for each block of images (the number is automatically selected by 
MOSFLM), the detector and crystal parameters are refined for each image in turn and the 
"measurement boxes" for all predicted spots are written to a file for use in the second pass. In 
the second pass, the standard profiles were formed from reflections present on all of the images 
in this block, and each image is then integrated. Unfortunately as we will see in the Results 
section, it was not possible to determine a reliable unit cell, integrate the data and attempt the 
structure solution due to the extensive multiple twinning and presence of impurities.  
 
2.4.3.2 XRPD 
XRPD data suitable for the structure determination and refinement were collected at room 
temperature for BTS2 and BTS4 at two different synchrotron facilities: 
-Set-up 1, beamline XRD1 at Elettra (Trieste, Italy). Three different sample powders were 
placed in quartz capillary with a diameter of 0.3 mm for the data measurements. The capillary 
was allowed to spin during the data collection. The experimental wavelength was set at 0.7 Å 
and calibrated at the selenium absorption edge. Further fine calibration was obtained using 
silicon NITS 640b as calibrant substance in FIT2D software (Hammersley, 1993). A Pilatus 
2M detector was placed at 89 mm from the capillary. Five different single shots with exposure 
times 50-100 s were taken. All the 2D diffraction raw data were processed using the FIT2D 
software to obtain 2θ-intensity patterns with an increment of 0.044 °2θ; 
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-Set-up 2, high resolution powder diffraction beamline ID31 (now ID22) at ERSF (Grenoble, 
France). A sample powder was placed in glass capillary with a diameter of 0.3 mm for the data 
measurements and the capillary was allowed to spin during the data collection. The 
wavelength of the experiment was set at 0.3998 Å and calibrated using standard NIST 660a 
LaB6. Diffracted intensities were vertically scanned by a bank of nine detectors (multianalyser 
stage) preceded by a Si(111) analyser crystal. The data reduction was performed with an 
increment of 0.00075 °2θ. 
Indexing of the powder patterns was attempted using the TREOR program implemented in 
WinPlotr for Windows, we also used TOPAS for crosscheck results. The structural solution 
of BTS2 and BTS4 was possible using the EXPO 2014 software (Altomare et al., 2013). For 
BTS2 the model extraction was performed using the standard direct method approach. 
Due to the complexity of the system, the BTS4 preliminary model was obtained with the 
simulated annealing (SA) procedure, performed at the Institute of Crystallography-CNR of 
Bari. The SA is a probabilistic method for finding the global minimum of a cost function from 
any random starting point. It works by emulating the physical process whereby a solid is 
slowly cooled until its structure is “frozen” (this happens at a minimum energy configuration). 
Finding the minimum means finding the best set of structure parameters which describe the 
molecule. In order to locate the global minimum, and so obtaining a good quality structure 
solution, the program constructs a sequence of configurations, each one dependent on the 
previous, and defined through a number of degrees of freedom necessary to fix position, 
orientation and intramolecular geometry. A given configuration is then determined from the 
previous one, through the random variation of its degrees of freedom. The first fundamental 
step of this method start with the assumption of a trial model compatible with the expected 
molecular geometry (see Appendix 1, structure solution section, for further information). For 
BTS4 different trial model were tested with structural assumptions based on spectroscopic and 
chemical information obtained from XAS and RAMAN analysis:  
trial 1: isolated SiO4 tetrahedra + Ba, Ti free disposition 
trial 2: isolated SiO4 tetrahedra + TiO5 square-based pyramid + Ba free disposition 
trial 3: chained silicon tetrahedral + Ba, Ti free disposition 
trial 4: chained silicon tetrahedral + TiO5 square-based pyramid +Ba free disposition 
trial 5: Si, Ba, Ti, O free disposition    
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At the end of the calculation procedure, the layout of the program is an output crystallographic 
information file (cif) with space group, unit cell, atomic coordinates, and relative figure of 
merits.   
The Rietveld structure refinements were performed using the GSAS software package with its 
graphical interface EXPGUI. The starting structure models obtained with EXPO 2014 was 
used for the structure refinement. The peak profile was modelled using multiterm Simpson’s 
rule integration of pseudo-Voight function as implemented in GSAS with one Gaussian and 
two Lorentzian (isotropic size and strain broadening) profile terms as well as peak asymmetry. 
The background was fitted with a shifted Chebyshey function (with variable number of terms 
depending on its complexity). Scale factors and the zero shift were always refined. Formal 
atomic charges were used for all the atomic species. Soft constrains with starting weight F of 
1000000 were imposed in the initial steps of the refinement, and later decreased to 25. Bond 
valence calculations for the structures validation were carried out using VaList (see 
www.ccp14.ac.uk). 
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3.0 RESULTS 
 
3.1 Optical Microscopy Analysis   
In this section, images of BTS2 single crystals, obtained through optical microscopy 
observation are reported    
 
 
 
 
 
 
 
 
 
Fig.3.1.1 Horizontal thin section of synthesis A product observed under optic microscope (10x)    
 
 
 
 
 
 
 
 
 
 
Fig.3.1.2 Example of BTS2 individual about 250 μm in size under optical microscope 
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Fig. 3.1.2 shows BTS2 crystals with tabular crystal habit, beautiful twinning patterns and 
inclusions. The crystals are invariably sitting on the (100) pinacoidal face. This assumption 
has been later confirmed by the presence of strong preferred orientation effects displayed by 
the (011) and (022) crystal faces in the powder patterns collected in reflection mode. 
Polysynthetic twinning has been already reported for BTS2 (Köppen and Dietzel, 1976). 
Twins are parallel to the (100) plane and resemble those observed for other monoclinic phases 
such as larnite β-Ca2SiO4 (Deer et al., 2013) and synthetic β-Sr2SiO4 (Catti et al., 1983), both 
refined in the P21/n space group. As a matter of fact, polysynthetic (100) twinning is always 
present in these low temperature monoclinic forms, representative of twin-lattice-quasi-
symmetry twinning, where the lattices of the two orientations are slightly rotated, with 
obliquity angle depending on the β angle (Donnay & Donnay, 1974). In general, such twinning 
is referred as pseudo-merohedry and occurs in monoclinic structures with the β angle close to 
90° (Parsons, 2003). Crystals twin during the cooling as they transform from a high 
temperature phase of higher symmetry to a low symmetry (monoclinic and/or triclinic) 
modification and this transition is regarded as solid-state transformation twinning (Zak, 1973). 
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3.2 Conventional methods 
This section reports the results obtained through conventional methods. 
 
3.2.1 X-ray Powder Diffraction (XRPD) 
XRPD analyses were conducted for the qualitative determination of impurities eventually 
present in BTS2 and BTS4 compounds, and for the preliminary refinements of the crystalline 
structure prior to synchrotron experiments.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.2.1 Powder diffraction pattern of synthesis A product achieved with Set-up 2. Vertical blue line 
marks main Braggs reflection position of BTS2, the green ones marks fresnoite. 
 
 
Table 3.2.1 Semi-quantitative analysis of synthesis A product performed by X-pert score plus 
software 
 
 
 
 
 
Compounds name Chemical Formula Semi-Quantitative % 
BTS2 BaTiSi2O7 94 
fresnoite Ba2TiSi2O8 6 
 
2° Theta 
Count 
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Fig.3.2.2 Powder diffraction pattern of synthesis B product achieved with Set-up 1. Vertical blue line 
marks main Braggs reflection position of BTS4, the green line marks fresnoite and the black line 
marks rutile. 
 
 
Table 3.2.2 Semi-quantitative analysis of synthesis B product performed by X-pert score plus 
software 
 
 
 
 
 
 
 
 
 
Compounds name Chemical formula Semi-quantitative % 
BTS4 BaTiSi4O11 90 
fresnoite Ba2TiSi2O8 8 
rutile TiO2 2 
2° Theta 
Count 
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3.2.2 Scanning Electron Microscopy (SEM) 
This section reports a gallery of representative SEM images, accompanied by morphological 
simulations, for BTS2 single crystals and BTS4 thin section. Crystal habit simulation were 
obtained through Krystalshaper software assuming a specific space group and lattice 
parameters. 
 
 
 
 
 
 
Fig.3.2.3 SEM images of BTS2 single crystal and the characteristic polysynthetic germination 
 
 
 
 
 
 
  
 
 
 
 
 
 
Fig.3.2.5 High resolution SEM images of BTS2 crystals with a dendritic intergrowth   
Fig.3.2.4 High resolution SEM images of BTS2 crystals with probable monocline lattice 
48 
 
 
 
 
 
 
 
 
 
 
Fig.3.2.6 SEM images of BTS2 synthetic crystals with their relative morphological simulation of a 
monocline symmetry crystal, using Krystalshaper software (www.jcrystal.com) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.2.7 SEM images of BTS4 thin section; three different crystal families are visible: light grey 
crystal with probable monocline lattice, white intergrowth crystal, and dark grey anhedral crystal. 
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Fig.3.2.8 SEM image of BTS4 synthetic crystal with the relative morphological simulation of an 
orthorhombic symmetry crystal using the Krystalshaper software (www.jcrystal.com). 
 
Through the Energy-Dispersive X-ray Spectroscopy (EDS) it was possible to perform a semi-
quantitative chemical analysis of BTS2 and BTS4 crystals. 
 
Table 3.2.3. EDS analysis on four different BaTiSi2O7 (BTS2) crystals; the relative percentage value, 
of main oxides, is a calculated average over a series of collected spots for each crystal. 
 
Table 3.2.4. EDS analysis on BaTiSi4O11 (BTS4) thin section; the relative percentage value, of main 
oxides, is a calculated average over a series of collected spots for each crystal. 
 Crystal 1 Crystal 2 Crystal 3 Crystal 4 
Si (%) 
St. dev. 
20.03 19.75 18.91 19.02 
0.39 0.43 0.44 0.61 
Ti (%) 
St. dev. 
5.14 5.53 6.70 6.78 
0.40 0.44 0.47 0.71 
Ba (%) 
St. dev. 
12.23 12.07 11.59 11.29 
0.32 0.46 0.42 0.68 
O (%) 
St. dev. 
62.58 62.64 62.80 62.90 
0.10 0.15 0.14 0.22 
 Ba1.31Ti0.55Si2.14O7 Ba1.29Ti0.59Si2.11O7 Ba1.24Ti0.72Si2.03O7 Ba1.21Ti0.73Si2.05O7 
 Crystal  1 Crystal  2 Crystal  3 Crystal  4 
Si (%) 
St. dev. 
23.62 24.12 22.91 23.32 
0.35 0.47 0.57 0.43 
Ti (%) 
St. dev. 
8.53 8.66 8.83 9.12 
0.47 0.54 0.39 0.62 
Ba (%) 
St. dev. 
4.46 5.12 4.69 4.84 
0.32 0.46 0.42 0.68 
O (%) 
St. dev. 
62.33 63.22 62.58 62.68 
0.12 0.19 0.13 0.26 
 Ba0.79Ti1.50Si4.17O11 Ba0.89Ti1.51Si4.20O11 Ba0.82Ti1.55Si4.02O11 Ba0.84Ti1.60Si4.09O11 
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3.2.3 Electron Micro Probe Analysis (EMPA) 
In this section back-scattered electron images of BTS2 and BTS4 samples and the relative 
WDS chemical analysis are reported.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.2.9 Back-scattered electron image of a BTS2 heterogeneous crystal (a). Inclusions of fresnoite 
and Ba-Ti oxides are light grey. In (b) the inclusions at higher magnification. Labels indicate locations 
of WDS spot analysis. 
 
b 
a 
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 Fig.3.2.10 Back-scattered image of BTS4 thin section. Three different crystal families are visible: 
BTS4 crystals in light grey, fresnoite intergrowth crystal in white and dark grey inclusions. Colored 
labels indicate the location of WDS spot analysis. 
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Through the Wavelenght-dispersive X-ray Spectroscopy (WDS) it was possible to perform a 
quantitative chemical analysis of BTS2 and BTS4 crystals. 
Table 3.2.5 Results of the WDS spot analyses of crystals depicted in Fig.25. Calculated chemical 
composition of BTS2 crystals (S5,S6,S7,S8) assuming 7 oxygen atoms per formula unit (apfu), 
fresnoite (S9) assuming 8 oxygen apfu, and Ba-Ti oxides inclusion (S10,S11) are indicated. 
 SiO2 
(Wt %) 
BaO 
(Wt %) 
TiO2 
(Wt %) 
Al2O3 
(Wt %) 
TOT Calculated formula 
S5 37.38 39.64 23.98 0.16 101.16 Ba0.88Ti0.99Si2.06O7 
S6 36.08 40.36 23.94 0.17 100.55 Ba0.89Ti1.01Si2.03O7 
S7 34.65 43.67 23.80 0.18 102.30 Ba0.98Ti1.02Si1.98O7 
S8 34.73 43.14 23.33 0.09 101.29 Ba0.97Ti1.01Si1.99O7 
S9 25.94 59.00 16.81 0.05 101.80 Ba1.84Ti1.01Si2.07O8 
S10 2.06 29.73 66.54 0.07 98.40 n.c. 
S11 4.67 29.73 60.84 0.08 98.44 n.c. 
 
 
Table 3.2.6 Results of the WDS spot analyses of thin section depicted in Fig.26. Calculated chemical 
composition of BTS4 crystals (F1 to F5) assuming 11 oxygen atoms per formula unit (apfu), 
fresnoite (F1 to F5) assuming 8 oxygen apfu are indicated 
 SiO2 
(Wt %) 
BaO 
(Wt %) 
TiO2 
(Wt %) 
TOT Calculated formula 
F1 50.27 31.72 17.30 99.29 Ba0.98Ti1.030Si3.97O11 
F2 50.18 31.93 17.21 99.32 Ba0.99Ti1.03Si3.97O11 
F3 50.05 31.91 17.22 99.17 Ba0.99Ti1.03Si3.97O11 
F4 50.07 31.97 17.04 99.08 Ba0.99Ti1.02Si3.98O11 
F5 50.66 31.25 17.75 99.66 Ba0.96Ti1.04Si3.97O11 
F1 24.69 50.59 16.96 95.72 Ba1.76Ti1.06Si2.06O8 
F2 24.71 55.09 16.90 96.70 Ba1.79Ti1.05Si2.05O8 
F3 25.26 54.36 16.87 96.50 Ba1.75Ti1.04Si2.08O8 
F4 25.48 54.23 16.61 96.32 Ba1.75Ti1.03Si2.09O8 
F5 24.23 55.16 16.81 96.20 Ba1.81Ti1.06Si2.03O8 
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Table 3.2.7 WDS spot analyses of crystal inclusions (F1 to F5) depicted in Fig.26. Percentage weight 
of main phase oxides are indicated. 
  SiO2  
(Wt %) 
BaO  
(Wt %) 
TiO2 
 (Wt %) 
Na2O 
 (Wt %) 
CaO  
(Wt %) 
Al2O3  
(Wt %) 
TOT  
(Wt %) 
F1 39.20 14.70 29.23 5.79 1.59 3.34 93.85 
F2 35.37 16.20 30.02 6.48 1.72 3.45 93.24 
F3 35.27 15.95 32.08 6.88 1.67 3.74 95.59 
F4 35.29 16.53 31.41 6.78 1.64 3.42 95.07 
F5 34.07 17.33 31.13 6.71 1.64 3.50 94.38 
 
Fig 3.2.9 depicts the back-scattered electron image of a BTS2 heterogeneous crystal, showing 
characteristic twinning and some small inclusions of fresnoite and Ba-Ti oxides. Points of 
WDS spot analyses for BTS2 crystals (S5,S6,S7,S8), fresnoite (S9) and oxides inclusion 
(S10,S11), are indicated. The chemical composition of the BTS2 crystals was calculated 
assuming 7 oxygen atoms per formula unit (apfu). Obtained mean formula was 
Ba0.93Ti1.01Si2.02O7 (supporting information, Table 3.2.5). Ba-Ti oxides inclusions showed a 
BaO:TiO2 ratio 1:3. Fig. 3.2.10 depicts the back-scattered electron image of a BTS4 thin 
section showing the presence of three different crystal families: BTS4, fresnoite and dark 
inclusions. Points of WDS spot analysis for all three families are indicated with different colors 
(red for BTS4, green for fresnoite and yellow for the inclusions); The chemical composition 
of the BTS4 crystals was calculating assuming 11 oxygen atoms per formula unit (apfu). 
Obtained mean formula was Ba0.98Ti1.03Si3.97O11 (supporting information, Table 3.2.6). for the 
inclusions percentage oxides weight were measured (Table 3.2.7)  
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3.2.4 Transmission Electron Microscopy (TEM) 
TEM analysis were conducted on BTS2 crystal samples with the aim to calculate the unit cell 
parameters. Fig. 3.2.12 reports one TEM SAED pattern along the [100] axis of the BTS2 phase 
showing the b and c axes (a) and the relative simulation (b). It was not possible to detect 
crystals oriented in directions other than (100). 
 
 
 
 
 
 
 
 
Fig.3.2.11 TEM image of a BTS2 crystal and relative SAED pattern from the red circle spot. 
 
 
 
 
 
 
 
 
 
 
Fig.3.2.12 Tem SAED picture of 
BTS2 along the monoclinic [100] 
axis, with the orthogonal b and c 
axes (a) and the relative simulation 
(b)  
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3.2.5 Raman Spectroscopy 
In this section will be shown Raman spectra for BTS2 and BTS4 compounds and a summarises 
table of the Raman band, and their assignment, detected in BTS4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Fig.3.2.14 Raman spectrum of BTS4 
Fig.3.2.13 Example of BTS4 sample 
surface area investigated with 
Raman microscope with matrix of 
points of analysis (in red). The 
distance between points is 1 µm. 
Rectangular euhedral crystals of 
BTS4 surrounded by fresnoite can 
be distinguished 
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     Fig.3.2.15 Raman spectrum of BTS2 
 
 
Table 3.2.8 Vibrational data (cm-1) for BTS4 and their assignment 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Raman shift a Assignment 
1608 vw  
1250 vw  
1184 vw  
1110 vw  
1083 w as(Si-O-Si) 
994 m  
980 w   
957 w  
948 vw  
910 vs  (Ti═O) 
786 m as(TiO5) 
605 w  
586 w  
572 w  
488 vw  
466 vw s(Si-O-Si) 
440 w   
430 m  
417 w  
403 w  
387 m  
373 w  (TiO5) 
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a vw, very weak; w, weak; m, medium; s, strong; vs, very strong. 
 
Fig. 3.2.13 depicts an area on the surface of BTS4 sample, as observed with the Raman 
microscope. A matrix of points of analysis is also shown. The sample surface shows euhedral 
to subhedral crystals embedded in a matrix filling all the available space between them. The 
Raman spectra evidenced almost pure fresnoite in the matrix, and, focusing the laser beam 
onto the crystals, a completely different pattern, with a negligible, or no presence at all, of 
fresnoite bands. Considering the phase composition obtained from XRPD and the description 
of the crystal habit of BTS4, the latter spectra have been assigned to BTS4. Fig 3.2.14 depicts 
a typical Raman spectrum of BTS4. Table 3.2.8 summarises the Raman bands detected in 
BTS4 and their tentative assignment. Unlike other previous experiments (Stassen et al., 1998), 
thanks to the microRaman technique and the size of the crystals, any contamination of the 
signal from BTS2 was avoided. The Raman spectrum of BTS2 is depicted in Fig. 3.2.15. 
 
  
354 m  (TiO5) 
319 m  
277 m  (Ba-O) 
243 m  
220 w  
207 w   (Si-O-Si) 
140 w   (O-Si-O) 
129 w  (Ba-O) 
118 m  
105 w  
85 m  
79 m  
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3.3 Non-Conventional methods 
In this section, all the obtained results through non-conventional methods will be described 
3.3.1 XANES experiment 
In this section the results obtained from XANES experiment will be shown 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.3.1 Ti K-edge normalised XANES spectra of reference compounds, BTS2 and BTS4 
 
 
 
 
 
 
 
 
 
Fig.3.3.2 Normalised height vs. position for Ti-K pre-edge second feature in reference compounds, 
BTS2 and BTS4 samples (a). Domains for fourfold, fivefold and sixfold coordinated Ti from the 
literature [8–10] are shown as grey shadowed areas. Normalised intensity vs. position (b). Black dot, 
fresnoite; black diamond, K2Ti2O5;black square, BTS2; black triangle, BTS4; empty dot, rutile; 
empty square, benitoite; empty triangle, anatase 
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Table 3.3.1 XANES pre-edge parameters of model compounds (a) and investigated samples (b) 
 
a) 
 
 
b) 
 
 
Sample 
Ti oxidation 
state 
Coordination 
Component 
position 
(eV) 
Component  
area  
Total 
area 
Normalized 
Height 
r2 
         
Fresnoite +4 
 
V 
 
4969.05 
4970.39 
4973.76 
0.032 
0.833 
0.062 
0.927 
0.02 
0.39 
0.03 
0.9984 
K2Ti2O5 +4 
 
 
 
V 
 
 
 
4968.81 
4970.03 
4971.68 
4973.57 
0.126 
0.541 
0.167 
0.134 
0.969 
0.06 
0.29 
0.08 
0.06 
0.9995 
Anatase 
 
 
+4 
 
 
VI 
 
 
4968.54 
4971.44 
4974.12 
0.081 
0.382 
0.146 
0.609 
0.06 
0.12 
0.07 
0.9990 
Rutile +4 
 
 
VI 
 
 
4968.43 
4971.15 
4974.04 
0.028 
0.283 
0.169 
0.479 
0.02 
0.12 
0.07 
0.9993 
Benitoite 
 
+4 
 
VI 
 
4968.75 
4971.04 
0.031 
0.044 
0.075 
0.02 
0.03 
0.9992 
Sample 
Component 
position (eV) 
Component  
area  
Total 
area 
Normalized 
Height 
r2 
      
BTS2  
 
4969.07 
4970.24 
0.114 
0.852 
0.967 
0.07 
0.51 
0.9988  
BTS4  
 
4969.17 
4970.35 
0.123 
0.727 
0.850 
0.08 
0.45 
0.9989 
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Fig.3.3.3 An example of fit (using PeakFit4) of the normalised and background subtracted pre-edge 
spectrum of K2Ti2O5 employing the protocol described in the text 
 
The Ti K-edge XANES spectra of model compounds, BTS2 and BTS4 are reported in Fig. 
3.3.1. As far as the model compounds are concerned, there is a general agreement between the 
shape of the collected spectra and those form the literature. A notable exception is represented 
by fresnoite. The intensity of the main-edge peak is lower than in previously reported spectra, 
although the other features, including the pre-edge peak, are similar. We don't think that this 
mismatch could be ascribed to the impurities detected in the sample. As for static disorder, it 
is known to affect the height of the main-edge peak, the shape of the edge crest and its width, 
leaving the overall integrated area, reflecting the total absorption, the same in the ordered and 
disordered phase. A net reduction of peak height, the broadening of edge crest, and a shift of 
the pre-edge position towards values of mixed coordination numbers, have been previously 
reported in radiation damaged titanite (Farges et al., 1996). However, in our fresnoite sample, 
the shift in position with respect to the data from the literature, is comparable with that 
observed for the other model compounds whereas, at the reduction of the edge-crest didn't 
correspond an appreciable increase in peak width. Nor our fresnoite spectrum show any 
resemblance with those reported for glassy fresnoite (Farges et al., 1996). This aspect is 
currently unexplained. Results of the detailed study of the pre-edge peaks are summarised in 
Table 3.3.1. According to previous works (Farges et al., 1996,1997), height of second pre-
edge peak vs. position and normalised intensity vs. position, were calculated. The use of two 
parameters have been considered necessary to discriminate effectively the coordination of Ti, 
and, in this respect, both approaches resulted equivalent (Farges et al., 1996). Corresponding 
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plots, including domains for fourfold, fivefold and sixfold coordinated Ti from the literature, 
are reported in Fig. 3.3.2. A comparison with previous results from model compounds reveals 
that all our points are shifted towards lower values of both position and normalised 
height/intensity. Consequently, in Fig. 3.3.2a, they fall close or beyond the lower left corner 
of the fields defining the coordination domains of Ti. We have verified that the different 
procedure employed in the analysis of the pre-edge features largely justifies this shift. In fact, 
in previous works, the contribution of the main edge jump to the pre-edge was accounted for 
by fitting a set of lorentzian functions to the main-edge, and the pre-edge feature of interest 
was fitted with a single lorentzian function (see Fig. 3.3.1 in Farges et al., (1996)). Our 
subtraction of the edge jump contribution by fitting a background function had the net effect 
of reducing the absolute values of normalised height and intensity of the pre-edge features. 
Furthermore, because of the complex shape of the pre-edge features, they were deconvoluted 
into three pseudo-Voigt components (four for K2Ti2O5), in order to derive the relevant 
parameters; this impacted slightly on the obtained positions. As graphically exemplified in 
Fig. 3.3.3, and testified by the coefficients of determination (R2) reported in Table 3.3.1, this 
model yielded a good fit of the experimental spectra. Absence of similar numerical parameters 
in the literature precluded a direct comparison. The displacement of the point corresponding 
to K2Ti2O5 with respect to previously published results was further investigated. All the 
collected XANES spectra of this sample resulted identical and no degradation was detected in 
the XRPD spectrum recorded one day after the XAS session. Previous tests conducted in our 
laboratory, showed that the products of sample degradation upon exposure to air and/or X-
rays are K2Ti4O9 and K2Ti8O17. Both have Ti in sixfold coordination, thus, they should shift 
the position of the second pre-edge feature in the opposite direction (Farges et al., 1996). 
Instrumental resolution issues, influencing the correct quantification of pre-edge parameters 
(in particular, peak height) Farges et al., (1996) don't find application in our case, because the 
resolution of the spectrometer is higher than the one reported for previous similar experiments. 
In conclusion, also considering the complex shape of the pre-edge feature (Fig.3.3.3), we think 
that the observed displacement must be attributed to the different method of extraction of the 
pre-edge parameters. The most relevant aspect for the remainder of this analysis is the 
consistency of our data set, since recorded under the same conditions and analysed with the 
same protocol. For these reasons, although the points in the plots in Fig. 3.3.2 are shifted with 
respect to those reported in the literature, they still define well separated domains for VTi and 
VITi, allowing for a reliable classification of the coordination environment of Ti in BTS2 and 
BTS4. 
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3.3.2 X-ray diffraction experiments 
This section reports the results obtained with X-ray diffraction.  
 
3.3.2.1 X-ray single crystal diffraction 
Despite our efforts for the optimisation of the experimental conditions and the careful selection 
of individuals for single crystal diffraction experiments, diffraction spots resulted split or 
streaked (see Fig. 3.3.4). This indicates that even very small sub-micrometric crystals are 
twinned and/or present the coexistence of the triclinic and monoclinic phases. Owing to such 
complex crystal assemblage, indexing of the single crystal data sets, the first step towards the 
structure solution, invariably failed. 
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Fig. 3.3.4 Frames form single crystal synchrotron diffraction data 
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3.3.2.2 XRPD 
The experiments allowed to obtain high-resolution and high-intensity XRPD pattern reported 
in Fig.3.3.5 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.3.5 Powder diffraction patterns of the products of synthesis. Stars mark main Bragg reflection 
positions of BTS4 in (a) and BTS2 in (b), respectively. Markers at the bottom of each diffraction 
pattern indicate selected Bragg reflection positions of additional phases. In (a) (from the top): rutile, 
fresnoite; in (b): rutile, BTS3, fresnoite, BTS4. 
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On this data, structural refinement have been performed, allowing to obtain BTS2 final 
structure and BTS4 preliminary structure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.3.6 Examples of graphical outputs of the BTS2 structure refinement with the observed, 
calculated, and difference curve. (a) fit using one of the six data sets collected at the synchrotron 
facility (Set-up 1). Markers of each reflection are also plotted; (b) fit in a selected d-spacing range 
using the high resolution data (Set-up 2). Peak splitting is indicated by black arrows. The lower 
marker line refers to the monoclinic structure and the upper marker line refers to the triclinic 
structure; (c) the same d-spacing range using the data collected in with Set-up 1 with no evidence of 
peak splitting due to the large peak widths. 
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Table 3.3.2 Results of the structure refinement of BTS2  
 Set-up 1 Set-up 2 
formula BaTiSi2O7 BaTiSi2O7 
space group P21/n P1 
Z 4 4 
a (Å) 7.98355(31) 7.99385(4) 
b (Å) 10.00843(37) 10.01017(5) 
c (Å) 7.47952(27) 7.47514(3) 
α (°) 90 90.084(8) 
β (°) 100.321(3) 100.368(8) 
γ (°) 90 89.937(9) 
Rwp (%)
a  5.35 10.68 
Rp (%)
a 4.18 8.15 
Rwp, bck sub (%)
a 5.05 12.97 
Rp, bck sub (%)
a  4.20 9.68 
χ2 a 13.08 14.90 
no. of variables 180 109 
wavelength (Å) 0.70444 0.3998 
start angle (°2θ) 3.0 2.0 
end angle (°2θ) 60.0 35.0 
step width (°2θ) 0.044 0.00075 
aRwp, Rp, Rwp, bck sub, Rp, bck sub and χ2, 
as defined in GSAS (Larson & Von Dreele, 2004). 
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Table 3.3.3 Selected interatomic distances calculated from the structure refinement of monoclinic 
BTS2. (for a full list of interatomic distances see Table 1 in Appendix 3)  
Ti-O1(Å) 2.13(3) 
Ti-O2(Å) 2.00(2) 
Ti-O4(Å) 1.641(6) 
Ti-O6(Å) 1.93(1) 
Ti-O7(Å) 1.94(1) 
Ba-Oa (Å) 3.085(3) 
aMean value over 12 distances. 
 
Table 3.3.4 Final atomic coordinates, multiplicity and atomic displacement parameters (Å2) for the 
monoclinic BTS2  
    
 
Table 3.3.5 Final atomic coordinates, multiplicity and atomic displacement parameters (Å2) for 
triclinic BTS2 
Atom x y z Mult Uiso 
Ba 0.0043(4) 0.2638(14) 0.4945(5) 1 0.015(5) 
Ti 0.6409(4) 0.0039(10) 0.3516(4) 1 0.004(5) 
Si1 0.2972(7) 0.5189(8) 0.2522(9) 1 0.012(1) 
Si2 0.4759(8) 0.2726(6) 0.4813(11) 1 0.004(1) 
O1 0.6269(22) 0.2140(25) 0.3921(28) 1 0.031(5) 
O2 0.6027(18) -0.1927(16) 0.3744(23) 1 0.005(1) 
O3 0.3896(21) 0.3781(14) 0.3347(20) 1 0.004(2) 
O4 0.7128(13) 0.0017(31) 0.1594(13) 1 0.004(2) 
O5 0.3706(21) 0.6453(15) 0.3746(21) 1 0.013(2) 
O6 0.3325(12) 0.4778(17) 0.0482(14) 1 0.018(1) 
O7 0.1007(13) 0.4691(14) 0.2287(17) 1 0.024(2) 
Atom x y z Mult Uiso 
Ba1 0.0064(7) 0.2643(7) 0.5059(8) 1 0.032(2) 
Ba2 0.5018(7) 0.7632(6) 0.0080(8) 1 0.027(2) 
Ti1 0.6503(11) -0.0007(13) 0.3457(13) 1 0.004(1) 
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Table 3.3.6 Bond valence balance calculation from the structure refinement of monoclinic BTS2 and 
triclinic BTS2. (for further information about valence calculation see Table 1 and 2 in Appendix 3) 
Monoclinic (Set-up 1) Triclinic (Set-up 2) 
Atom Bond 
valence sum 
% deviation 
from 
assumed 
state 
Atom Bond 
valence sum 
% deviation 
from 
assumed 
state 
Ba1 2.000 0 Ba1 2.061 3 
Ba2 2.101 5 
Ti1 4.007 0 Ti1 4.103 3 
Ti2 4.109 0 
Si1 3.729 7 Si1 3.971 1 
Si2 3.898 3 
Si2 4.050 1 Si3 4.003 0 
Ti2 -0.1343(12) 0.4990(14) 0.1462(15) 1 0.014(1) 
Si1 0.3021(15) 0.5210(14) 0.2355(13) 1 0.004(2) 
Si2 0.4819(18) 0.2800(16) 0.4752(19) 1 0.011(2) 
Si3 0.2103(14)  -0.0218(14) 0.2356(14)    1 0.004(3) 
Si4 -0.0300(16) 0.7777(15) -0.0125(19) 1 0.004(2) 
O1 0.6057(26) 0.1966(23) 0.3569(34) 1 0.004(2) 
O2 0.6407(29) -0.1885(23) 0.438(4) 1 0.004(2) 
O3 0.363(4) 0.3620(325) 0.340(4) 1 0.013(3) 
O4 0.714(5) -0.004(4) 0.156(5) 1 0.004(3) 
O5 0.392(4) 0.6398(29) 0.361(4) 1 0.008(3) 
O6 0.3421(34) 0.5267(33) 0.0276(21) 1 0.011(1) 
O7 0.1103(19) 0.5358(35) 0.258(4) 1 0.013(4) 
O8 -0.1684(29) 0.6995(24) 0.076(4) 1 0.007(2) 
O9 -0.0645(33) 0.3150(26) 0.137(4) 1 0.032(3) 
O10 0.102(4) 0.8540(30) 0.147(4) 1 0.010(5) 
O11 -0.213 0.503(5) 0.333(5) 1 0.004(3) 
O12 0.139(5) 0.1239(28) 0.162(5) 1 0.038(3) 
O13 0.153(4) 0.9697(34) 0.4314(23) 1 0.018(1) 
O14 0.4151(20) 0.972(4) 0.266(4) 1 0.037(1) 
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Si4 3.999 0 
O1 1.858 7 O1 1.880 6 
O2 2.035 2 
O2 2.186 9 O3 2.047 2 
O4 2.065 3 
O3 2.052 3 O5 2.033 2 
O6 2.110 5 
O4 1.926 4 O7 1.908 5 
O8 2.056 3 
O5 1.941 3 O9 2.086 4 
O10 2.215 6 
O6 2.010 0 O11 1.911 4 
O12 2.015 1 
O7 1.813 9 O13 1.881 6 
O14 2.003 0 
Assumed valence state for Ba = +2, Ti = +4, Si = +4, O = -2. 
 
The results of the structure solution/refinements for BTS2 revealed that the average structure 
is monoclinic and the low resolution synchrotron XRPD data (Set-up 1) are well fitted using 
this model. However, the careful inspection of the high resolution synchrotron XRPD pattern 
(Set-up 2) showed some peak splitting suggesting a lower symmetry, compatible with a 
triclinic P1 model. The use of the triclinic model alone was found insufficient to fit the data 
and only a combination of both the triclinic and the monoclinic models resulted in a 
satisfactory fit. Table 3.3.2 reports the results of the structure refinement of BTS2 in the 
monoclinic space group P21/n using the low resolution synchrotron XRPD data. The results 
of the structure refinement of BTS2 in the triclinic space group Pusing the high resolution 
synchrotron XRPD data collected with Set-up 2 are also reported in Table 3.3.2. The effect of 
the different resolution is highlighted in Fig. 3.3.6 b-c, where XRPD data in a selected d-
spacing range are compared. The final model determined using data collected with Set-up 2 is 
thus a mixture of a monoclinic (40.2(3) wt%) and triclinic phase (58.9(2) wt%) with very 
minor impurities of frenosite (0.8(4) wt%) and benitoite (0.1(1) wt%). Refinement of the 
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triclinic structure was only possible by constraining the structure of the monoclinic one. A 
reliable and robust final structure model for triclinic BTS2 was made possible only thanks to 
the very high quality of the high resolution synchrotron XRPD data, although this may be 
considered a limit case for the Rietveld refinement, given the close coexistence of two similar 
polymorphs. It should be emphasised that the right choice of the experimental conditions is 
crucial in view of structure solution from XRPD. Sometimes, structural complexity can be 
described only with last generation high resolution instruments, even when synchrotron 
radiation is employed, because subtle diffraction features may be masked by instrumental 
broadening and aberrations. Table 3.3.3 reports selected calculated interatomic distances for 
both the monoclinic BTS2 structure, using data from Set-up 1. Atomic coordinates, 
multiplicity and atomic displacement for the monoclinic and triclinic structures are reported 
in Table 3.3.4 and Table 3.3.5. Table 3.3.6 reports the results of the bond valence calculations 
using the VaList program (VaList software webpage) for both the monoclinic and triclinic 
models. Deviations from the assumed states are lower than 9% for the monoclinic structure 
and lower than 6% for the triclinic structure. Calculations were accomplished assuming full 
occupancy of crystallographic sites. The first refinement of the monoclinic structure evidenced 
unusually high atomic displacement parameters for oxygen O1 compared to neighbours 
oxygen atoms. This was also accompanied by the understauration of the corresponding site, 
as reported in Table 3.3.6. Application of absorption correction (Debye-Scherrer model for 
capillary) and selective exclusion from the refinement of single datasets in turn, didn’t improve 
the final result. Although the values of atomic displacement parameters may be affected by 
several correlations in such a complex structural refinement, an attempt was made to refine 
the site occupancy of O1 fixing the atomic displacement parameter to a value close to those of 
the neighbours oxygen atoms, and after convergence, to refine the atomic displacement 
parameter fixing the population. The strong correlation of atomic displacement parameters and 
site occupancy prevented from their simultaneous refinement. 
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Fig.3.3.7 Rietveld refinement of BTS4 made with GSAS. Observed (crosses), calculated (continuous 
line), and difference (bottom line) curves are reported. Vertical bars marking Bragg reflection 
position are also reported, and correspond to fresnoite, rutile and BTS2 (from top to bottom)   
 
Table 3.3.7 Agreement factor of BTS4 Rietveld refinement  
 BTS4 
formula BaTiSi4O11 
space group P21/c 
Z 8 
a (Å) 17.26100(47) 
b (Å) 10.06225(27) 
c (Å) 10.52676(28) 
α (°) 90 
β (°) 91.568(2) 
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γ (°) 90 
Rwp (%)
a  18.71 
Rp (%)
a 14.26 
Rwp, bck sub (%)
a 15.05 
Rp, bck sub (%)
a  22.13 
χ2 a 22.13 
no. of variables 128 
wavelength (Å) 0.40051 
start angle (°2θ) 0 
end angle (°2θ) 40 
aRwp, Rp, Rwp, bck sub, Rp, bck sub and  
χ2, as defined  in GSAS (Larson &  
Von Dreele, 2004).  
 
Table 3.3.8 Atomic coordinates of Ba, Ti, Si   
 
 
 
 
 
 
 
 
 
 
Atom x y z Mult 
Ba(1) 0.7470(4) 0.5018(10) -0.0219(6) 4 
Ba(2) 0.2535(4) 0.0015(11) -0.0333(6) 4 
Ti(1) 0.0631(11) 0.0546(15) 0.7275(18) 4 
Ti(2) 0.6054(8) -0.0109(22) 0.7794(14) 4 
Si(1) 0.1697(9) 0.3878(16) 0.7436(22) 4 
Si(2) 0.0919(10) 0.7268(14) 0.4992(18) 4 
Si(3) 0.5779(8) 0.2849(13) 1.0024(19) 4 
Si(4)   0.3126(9) 0.2218(17) 0.7534(10) 4 
Si(5) 0.3921(7) 0.2859(18) 0.9892(15) 4 
Si(6) 0.3330(9) 0.7823(21) 0.7458(18) 4 
Si(7) 0.0922(10) 0.2600(12) 0.4853(16) 4 
Si(8) 0.1678(11) 0.7316(14) 0.7496(20) 4 
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The space group P21/c and calculated unit cell parameters for BTS4 were obtained using 
different indexing programs including TOPAS Academic and Chekcell. All the structure 
models obtained from the trials of the structure solution with EXPO were refined in GSAS but 
none yielded a final reliable result. The heavy atoms of the structure were successfully refined 
but the coordinates of the oxygen atoms never converged to a conclusive result. One of the 
best outcome was obtained starting from the EXPO trial nr.4. Its graphical output is shown in 
Fig. 3.3.7 and Table 3.3.7 with the calculated coordinates of the Ba, Ti, and Si atoms of the 
basic framework in Table 3.3.8. Because one of the possible bias preventing the structure 
refinement was the presence of impurities, all the minor phases (fresnoite, BTS2 and rutile) 
accompanying BTS4 were considered and refined. The refinement greatly improved but the 
final structure model did not converge. 
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4. Discussion 
 
4.1 The challenging synthesis of BTS2 and BTS4 
The primary stability fields of BTS2 and BTS4 were described as two very thin, roughly 
parallel stripes in the BaO-TiO2-SiO2 ternary diagram (Köppen and Dietzel, 1976) (see Fig. 
1.4.1). BTS2 is stable between the concentration range 22-26 mol% of BaO with the point of 
exact stoichiometry lying within the stability field of fresnoite, at the boundary between the 
two primary fields. The primary field of BTS4 is confined between that of SiO2 and BTS2. 
The four peritectic and eutectic points P1-P2 and E1-E2 define a very small area on the plot 
in Fig. 1.4.1; the points P1-E1 and P2-E2 are so close together that they cannot be rendered at 
the scale of the drawing. Crystallization experiments in the range of compositions close to 
BaO-TiO2-2SiO2,and BaO-TiO2-4SiO2 evidenced the difficulties in obtaining the pure phases 
(Köppen and Dietzel, 1976), with other phases, but mostly fresnoite being frequently detected. 
An increase in SiO2, was found to increase the degree of crystallinity of BTS2, but led to the 
crystallization of BTS3 (Takahashi et al., 2008). A further increase in SiO2 content, also 
yielded trydimite. 
Our findings can be considered in agreement with these results. The presence of rutile is 
justified by the excess of titanium resulting from the balance of oxides in the accessory phases. 
Synthesis A and B yielded BTS4 and BTS2 together accompanied by fresnoite and rutile. With 
the composition corresponding to that of BTS4, the literature reports also tridymite and glass 
(Köppen and Dietzel, 1976), implying a non-crystalline fraction enriched in barium and 
titanium. As the SiO2 content is decreased to approach BTS3 composition, BTS2, BTS4 and 
silica were detected, whereas fresnoite was found only at higher contents of BaO. The mineral 
assemblage we obtained is therefore at variance with these results and with the BaO-TiO2-
SiO2 ternary phase diagram. Crystallization of fresnoite, hosting more Ba and less silica than 
BTS4, leads to an excess of silica and titanium, with the latter hosted by rutile. This requires 
the segregation of some amount of silica. The careful inspection of the powder diffraction 
pattern did not allow for the identification of any crystalline silica, however, the presence of a 
glass phase enriched in SiO2, accounting for this mismatch, cannot be excluded. For BTS4 the 
amount of impurities and the complex textures of synthesis sample precluded the selection of 
single crystals, while BTS2 crystals were selected with the aid of a multistep separation 
process which included sieving and electrostatic separation (see Fig.3.1.2). 
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4.2 The structure of BTS2 
The structural study of BTS2 has been tricky and close to the limits of the diffraction method 
for a number of different reasons. First of all, because the presence of BTS4 in the product of 
synthesis A the correct identification of its XRPD pattern was difficult but essential for the 
correct indexing. Several peaks, missing in the work of Köppen & Dietzel (1976), have been 
identified. The most striking example is represented by the reflections at 2.15 Å, 1.723 Å and 
1.435 Å. As already mentioned above, their relative intensities are likely to be affected by 
preferred orientation effects; this seems compatible with the tabular crystal habit shown by 
BTS4 (see, Fig. 3.2.8). For few reflections, attribution to BTS4 was hindered by overlap with 
fresnoite diffraction pattern. As already pointed out (Köppen and Dietzel, 1976) and 
demonstrated here (see Fig. 3.2.1), the structure solution of BTS2 by single crystal studies has 
been prevented to date by the fact that crystals are invariably twinned. The presence of 
impurities, such as fresnoite and BTS4, and the coexistence of monoclinic and triclinic 
domains, make structure solution from powders highly complicated as well. This is likely the 
reason why previous indexing of the BTS2 powder pattern was incorrect, albeit both Köppen 
and Dietzel (1976) and Stassen et al. (1998) realized that BTS2 is monoclinic. It should be 
noted that the monoclinic solution with a = 11.8831(7) Å, b = 10.0067(5) Å, c = 9.9156(10) 
Å and β = 93.832(6)° previously reported (Stassen et al., 1998), is biased by the presence of 
fresnoite peaks: see for example the 3.2977 Å reflection, which should be actually indexed as 
the (201) reflection of fresnoite. Correctly, the authors admit that the Raman spectrum of BTS2 
contains fresnoite bands (e.g. 377 cm-1). The BTS2 model described here refers to the average 
monoclinic structure as obtained from the low resolution synchrotron data (Set-up 1). The 
triclinic structure is simply a distortion of the lattice of the monoclinic one with α and γ angles 
which slightly depart from 90°. We think that there are enough experimental evidences (e.g. 
the similarity between the two structure models, the type of polysynthetic twinning) to 
consider BTS2 as a case of solid-state transformation twinning with the monoclinic and the 
triclinic structure models being both low temperature modifications formed during cooling 
from the high temperature form at 650-660 °C. In discussing results from structure solution, it 
should be noted that, as far as the agreement factors are concerned, for all the refinements, the 
high values of χ2 (see the definition in Larson and Von Dreele, 2004) are due to the use of soft 
constrains on the interatomic distances Si-O added as variables to the refinement. The structure 
of BTS2 is composed of layers parallel to the (a-c) plane. Each layer involves isolated four-
member Si-centred tetrahedral rings (Fig. 4.2.1a). The presence of unbranched single rings of 
Si4O12 was also predicted by Stassen et al. (1998). The corners of unshared tetrahedra are 
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connected to isolated Ti-centred square-based pyramids pointing towards the Ba-filled layer 
(Fig. 4.2.1b). 
 
  
  
 
 
 
 
 
 
 
 
 
Fig. 4.2.1 Plots of the calculated monoclinic structure model of BTS2 in the a-b plane (a), and a-c 
plane (b). 
 
The cross linking of Si-centred tetrahedra and Ti-centred pyramids result in the formation of 
a 2-dimensional channel structure. The apical oxygen of the pyramid (O4 in Table 3.3.3), links 
the polyhedron to the Ba atoms (two Ba-O4 bonds were detected at an average distance of 
3.028 Å in the monoclinic model). The Ba atoms are coordinated to 12 oxygen atoms at an 
average distance of 3.085 Å in the monoclinic model (see Table 3.3.3), while Ba1 is 
coordinated to 12 oxygen atoms at an average distance of 3.080 Å and Ba2 is coordinated to 
11 oxygen atoms at an average distance of 3.057 Å in the triclinic model. The comparison with 
similar metasilicates hosting Ti or V in a distorted pyramidal environment evidences that the 
structure of BTS2 has little in common with haradaite (SrVSi2O7) (Takeuchi and Joswig, 
1967) and suzukiite (α-BaVSi2O7) (Matsubara et al., 1982), whereas it can be described as a 
distortion of the tetragonal lattice of synthetic β-BaVSi2O7 (Zhu et al., 2003; Liu and Greedan, 
1994) with Ti in place of V. The unit cell of synthetic β-BaVSi2O7 is a = 7.0535(7) Å and c = 
11.467(2) Å in space group I4/m and a = [111]BTS2 and c = [101]BTS2. The mean Si-O bond 
lengths for β-BaVSi2O7 are in the range 1.597(5)-1.622(5) Å (Liu and Greedan, 1994) and 
comparable to the values reported for the two independent tetrahedra of BTS2, although the 
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latter are much more distorted with respect to the regular tetrahedron described for β-
BaVSi2O7. The chemical environment (square pyramid) of V in β-BaVSi2O7 is equivalent to 
that of Ti in BTS2 with a short axial V-O bond of 1.592 Å and four longer basal distances 
(1.936 Å) (Liu and Greedan, 1994). Even the Ba coordination number is identical (12) with 
average Ba-O bond length of 3.094(4) Å in β-BaVSi2O7 and 3.085 Å in BTS2. Given the 
evident isomorphism and the comparable atomic radius of Ti4+ and V4+ in 5-fold coordination 
(0.51 and 0.53 Å, respectively) (Shannon, 1976), it is quite surprising that BTS2 possesses 
monoclinic/triclinic symmetry whereas β-BaVSi2O7 (supposedly a high-temperature form) is 
tetragonal and doesn’t show twinning. Planned in-situ X-ray diffraction experiments, aimed at 
the investigation of the high temperature phase transitions of BTS2 might shed light on some 
of these aspects. Our results have finally disclosed the chemical environment of titanium in 
BTS2. To date, three possible configurations have been advanced: octahedral as in BaTiO3, 
five-fold as in fresnoite, or tetrahedral as in Ba2TiO4 (Takahashi et al., 2012). As already 
correctly inferred by Stassen et al. (1998), Ti is coordinated to five oxygen atoms forming a 
square-based pyramidal polyhedron with one Ti=O short bond (with O4) and four “normal” 
Ti-O bonds (with O1, O2, O6, and O7) at a mean distance of ca. 2 Å. Hence, the Ti atom is 
shifted from the centre of the pyramid base towards the apical oxygen. This geometry is similar 
to the V-centred polyhedra observed in haradaite, cavansite (Ca(VO)Si4O104H2O), and 
pentagonite (Ca(VO)(Si4O10)10H2O) (Liu and Greedan, 1994). The Ti-centred square 
pyramids are isolated although they can be considered as dimerized through four bridging Si 
atoms, forming [Si4Ti2O18]
12- clusters (Liu and Greedan, 1994), as depicted in Fig. 9b.  
 
 
 
 
 
 
 
 
Fig 4.2.2 TiO5 structural unit pairs (in yellow) as previously conjectured by Takahashi et al. (2008) 
(a), and in monoclinic BTS2 (b). 
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The short Ti-O4 bond distance (1.641 Å in the monoclinic model and 1.595 Å in the triclinic 
model) is not surprising and in agreement our XAS results (see below) and the Raman data 
reported by Stassen et al., (1998). These authors indicate that especially the stretching 
vibration at 912 cm-1 should be attributed to a pyramidal Ti-O5 group with one short Ti-O 
distance of 1.65 Å (Blasse and Van den Heuvel, 1974; Pâques-Ledent, 1976; Gabelica-Robert 
and Tarte, 1981). In this configuration, the apical oxygen O4 is strongly bonded to Ti (via a 
double Ti=O bond) and virtually not bonded to the other cations of the structure. 
 
4.3 BTS2 and BTS4 spectroscopy  
The XAS analyses have been conducted in order to shed some light on the coordination 
environment of Ti in both BTS2 and BTS4. 
  
4.3.1 Chemical environment of Ti 
Both BTS2 and BTS4 XANES spectra show a pronounced pre-edge peak, similarly to the VTi 
model compounds. The pre-edge parameters employed to build the graphs in Fig. 3.3.2 
unequivocally locate the two samples in the region of coordination 5, very close to the point 
corresponding to fresnoite. The results for BTS2 are only marginally affected by the presence 
of impurities, as compounds containing VTi and VITi (<1 wt%), thus, here is confirmed the 
structural environment of Ti4+ as depicted Fig 4.2.2. The results of this thesis has revealed that 
BTS2 has a complex structure with the coexistence of monoclinic and triclinic domains within 
the same crystals, with the triclinic structure being a distortion of the monoclinic lattice. In 
both forms, the Ti coordination polyhedra (square-based pyramids) are thus very similar. The 
mean short Ti-O distances are 1.641 (6) Å and 1.612 (5) Å for the monoclinic and triclinic 
structure, respectively, whereas the mean Ti-O distances involving the basal oxygens are 
2.002(4) Å and 1.996(3) Å, respectively. These values are close to those published for fresnoite 
(1.63(4) Å and 2.00(2) Å (Moore et Louisnathan 1967, 1969), on the contrary, in K2Ti2O5, Ti 
is in a distorted pyramidal environment, and both X-ray diffraction data (Waychunas, 1987) 
and EXAFS analysis (Farges et al., 1997) indicated sets of Ti-O distances sensibly different. 
Since the main pre-edge features are largely dominated by the contribution of the first 
neighbour oxygens, as confirmed by results of ab initio simulations (Farges et al., 1996), it's 
expected that the points corresponding to both model compounds fall slightly apart in the plot, 
whereas fresnoite and BTS2 fall close together. The proximity of BTS4 to the latter, might 
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then suggest that BTS4 share a similar set of Ti-O distances with BTS2 and fresnoite. This 
conclusion is compatible with the results of micro-Raman spectroscopy. The main feature in 
the Raman spectrum of BTS4 is the very intense band at 910 cm-1 (Fig. 3.2.13 and Table 3.2.8). 
In silicotitanates, the signal in this region has been previously assigned to the stretching 
vibration of the short Ti-O bond in pyramidal TiO5 groups and Ti-O bonds involving a 
nonbridging oxygen (Gabelica-Robert et al., 1981; Mayerhofer et al., 2001). The apical 
oxygen in such pyramidal units is strongly bonded to titanium, and it is not bonded to other 
cations in the structure; it is sometimes considered as a double bond (Ti═O), and because of 
the high electronic density around it, gives rise to a strong Raman signal when the stretching 
mode is excited. In BTS2 the main peak assigned to the short Ti-O stretching mode is located 
at 912 cm-1 (Stassen et al., 1998) (Fig. 3.2.15); likewise, in BTS4, we assign the band at 910 
cm-1 to the same vibration, confirming the presence of VTi in BTS4. In fact, the Raman 
frequency of Ti-O bonds for fourfold and sixfold coordinated Ti would be much lower (Stassen 
et al., 1998; Su et al., 2000). The bands at 354 cm-1, 373 cm-1 (BTS4), and 354 cm-1, 377 cm-1 
(BTS2) are assigned to the bending vibrations of the TiO5 pyramid (Gabelica-Robert et al., 
1981; Stassen et al., 1998; Mayerhofer et al., 2001). The vibration at 377 cm-1 in BTS2, has 
been previously attributed to the impurities of fresnoite in the sample ( Stassen et al., 1998). 
However, in our sample, signal from fresnoite can be excluded; thus, such peak is a vibrational 
mode pertaining to BTS2. The band at 786 cm-1 is observed in both BTS2 and BTS4, but with 
much higher intensities in BTS4. It has few analogues in other titanosilicates (Su et al., 2000; 
Kostov-Kytin et al. 2004), however, a band at 785 cm-1 has been detected in the sodium 
titanosilicate JDF-L1 and assigned to modes related to the anti-symmetrical stretching of TiO5 
pyramids (Kostov-Kytin et al. 2004). 
 
4.3.2 Vibrational modes of silicate framework  
Most of the remaining Raman bands in BTS2 and BTS4 can be discussed in terms of 
vibrational modes involving the silicate framework with reference to existing studies on 
silicates. It must be pointed out however, that, in case of BTS4, in absence of a structure model, 
the band assignment should be considered largely at the speculative level. A number of 
fundamental works and reviews report the calculation of normal modes, whereas, the 
comparison with the experimental spectra for a large number of compounds led to the 
subdivision of the vibrational spectrum into regions corresponding to specific modes related 
to the 3-dimensional arrangement of SiO4 groups in the structure (McMillan, 1984; McMillan 
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et al.,1995). In this regard, the whole range from 950 cm-1 up, in BTS2 and BTS4, is assigned 
to the asymmetrical (Si-O-Si) stretching vibrations, as for many crystalline silicates (Matson 
et al., 1986). According to a widely accepted empirical relationship between the Raman shift 
and degree of polymerisation (McMillan, 1984), the main peak at 994 cm-1 in BTS4 would 
suggest a structure of the metasilicate group. The same band assignment is usually adopted for 
zeolites to account for the two most intense bands in the intervals 970-990 cm-1 and 1050-1100 
cm-1 (Van Santen et al., 1989; De Man et al., 1992). We note that, in the range 950-1000cm-1, 
it may be also located the signal from the stretching vibrations of tetrahedral units containing 
nonbridging oxygens (McMillan, 1994; Lazarev et al., 1995; McMillan et al., 1995). The 
assignment to this Si-O terminal bond was done for the band at 994 cm-1 in fresnoite (Gabelica-
Robert et al.,1981) and the bands at 980 cm-1 and 1037 cm-1 in benitoite (Choisnet et al., 1975; 
McKeown et al., 1993). In the vanadate cavansite (CaVSi4O11 4H2O), containing VO5 units, 
the band at 981-984 cm-1, was similarly assigned to vibrational mode of SiO3 units (Frost et 
al., 2012). This assignment has to be excluded for BT2, since there are no nonbridging oxygens 
in the structure, but cannot be excluded a priori for BTS4. We assign the signal in the low 
frequency region, from 350 to 700 cm-1, to the symmetric s(Si-O-Si) stretch (McMillan, 1994; 
Lazarev et al., 1995; Matson et al., 1986). In the range 400-700 cm-1 the frequency of the 
stretching modes is very sensitive to the Si-O-Si angle, and the frequency of the strongest band 
was found to correlate inversely with the degree of polymerisation. For structures containing 
rings of SiO4 tetrahedra, an empirical inverse relationship was found between the vibrational 
frequencies and the size of the rings (Matson et al., 1986; Knops- Gerrit et al., 1997). By far, 
the most intense peak of BTS4 in this spectral region is at 430 cm-1; such frequency is well 
below those usually found in silicates with three or four-membered rings (>480-500 cm-1) 
(Sharama et al., 1985; Dutta et al., 1991). This marks a difference with other barium 
titanosilicates, showing strong Raman bands at higher frequency: BTS2, containing four-
membered Si4O12  rings (584 cm-1 and 621 cm-1) (Stassen et al., 1998), benitoite, comprised of 
isolated three-membered Si3O9 silicate rings (572 cm-1) (Su et al., 2000; McKeown et al., 
1993), fresnoite, containing Si2O7 units (666 cm-1) (Markgraf et al., 1993; Mayerhofer et al., 
2001), and it might suggest a structure containing larger building units (Yu et al., 2001; Knops-
Gerrit et al., 1997). Vibrational bands below 350 cm-1 are mainly due to bending and torsional 
vibrations (Si-O-Si), (O-Si-O) and stretching vibrations involving cation-oxygen bonds (i.e. 
(Ba-O) modes) (McMillan, 1984; McMillan et al., 1995). The latter modes have been 
assigned in fresnoite to the frequencies 266 cm-1 and 298 cm-1 (Markgraf et al., 1985) and in 
benitoite to the frequency 290 cm-1(Van Santen et al., 1989), so, we can tentatively assign the 
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band at 277 cm-1 in BTS4, and 260 cm-1 and 294 cm-1 in BTS2, to (Ba-O) modes. Although 
identification from vibrational spectroscopy of structural motifs other than the TiO5 pyramid 
in BTS4 is only tentative, we think there are evidences supporting the view of a metasilicate 
containing structural building units larger than four-membered SiO4 rings, providing new 
insight into the structure of BTS4. In the light of the theories explaining PL in titanosilicates, 
the presence of pyramidal TiO5 units makes it a potential PL compound, prompting for the 
investigation of its physical properties.  
 
4.4 Attempt to solve the structure of BTS4 
As already discussed in the paragraph 4.1, it is very the difficult to obtain pure products of 
synthesis in the system B-T-S. XRPD data have shown that synthesis B product contains, in 
addition to BTS4, a small amount of fresnoite, rutile and BTS2 (see Fig.3.3.7 and Tab 3.2.2). 
Despite the difficulties in the correct assignment of the Braggs’ reflections of BTS4, the results 
obtained by the use of various indexing programs (N-Treor, Checkcell, Topas) all converged 
to the same result in terms of unit cell parameters and space group. From the results obtained 
through spectroscopic analysis it was possible to make some assumptions on the structure of 
BTS4: as shown by the plot in Fig 3.3.2, the fivefold coordination of Ti4+ implies the presence 
of Ti-centered base squared pyramids, whereas the Raman vibrational bands suggest the 
presence of structural building units larger than four-membered SiO4 rings. Starting from these 
pieces of information, the direct methods approach was employed in the attempt to solve the 
structure of BTS4. Despite the high quality of the experimental data (see Fig 3.3.5), it was not 
possible to obtain a reliable result using the classic routine of the EXPO 2014 program 
(Altomare et al., 2012). This may be due to overlap of some BTS4 reflections with those from 
the impurities (mainly fresnoite), and by the excessive number of atoms in the symmetric unit. 
A new series of tests was carried out using the approach of the simulated annealing (SA) 
procedure (see APPENDIX 1 for further information). Among the various trials tested with 
the SA procedure, the best result in terms of cost function (CF expressed with a Rwp%, see 
Appendix 1) and therefore the most reliable is trial nr. 4. In this trial, some structural 
information was assumed: structural units of chained SiO2 tetrahedra, square-based pyramids 
centered by Ti and "free" atoms of Ba.  
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A graphical plot of the structural model obtained for the trial 4 is shown if Fig 4.4.1. As 
depicted in the figure the position of the heavier atoms (Ba in blue and Ti in green) turns out 
to be symmetrical and well defined, with the silicon atoms which seem to be arranged in a ring 
configuration around the atom of Ba and the Ti that links the various tetrahedral layer. 
A structure refinement was attempted with the Rietveld method starting from the data set of 
trial nr. 4. The refinement strategies used to accomplish a reliable convergence of the structure 
model included: 
-refinement of impurity phases together with BTS4; 
-use of soft constraints on the Si-O, Ti-O distances, 
-refinement of the preferred orientation/texture effects; 
-tentative refinement of the absorption coefficient for capillary geometries, although the 
wavelength of the experiment is so short that no absorption effects are foreseen; 
-refinement of partial occupancies for the O sites.  
The best result was obtained (as shown in Table 3.3.7) by refining only the atomic positions 
of Ba, Ti and Si (see Table 3.3.8) and imposing soft constrains for SiO4 tetrahedra only. 
Several unsuccessful attempts were made to achieve a final convergent model. Fig 4.4.2 shown 
the plot obtained from the trial model 4 after the refining process; the positions of the oxygen 
atoms were assumed and added manually to form the SiO4 tetrahedra and the Ti pyramids. 
 
 
 
Fig 4.4.1 Plots of the structural model obtain from Trial 4; the (a-c) plane is shown with the Ti 
atoms in green, the Ba atoms in blue the Si in white and O in red 
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Fig. 4.4.2 Plots of the structural model obtain from Trial 4 after the rietveld refinement; in red are 
depicted the SiO4 tetrahedra, in green the Ti pyramids and in blue the Ba atoms; on the left the (a-c) 
plane, on the right the a-b (plane);  
 
As depicted in Fig 4.4.2 the preliminary structure of BTS4 is composed of layers parallel to 
the (a-c) plane. Each layer involves chained six-member SiO4 tetrahedral rings and are 
connected from the Ti-centered pyramidal units. The Ba atoms act as templating cations within 
the Si6O12 ring cavities. 
 
4.5 BTS2 Photoluminescence properties 
 
Takahashi et al. (2006a) apparently managed to synthesize pure BTS2 showing a clear orange 
PL at room temperature by UV excitation. In the PL spectra, an excitation peak at ca. 321 nm 
and a broad emission, peaked at ca. 580 nm, were detected. PL effect in titanates has been long 
attributed to the nature and configuration of the Ti units within the structure. Structures 
containing different Ti coordination polyhedra and with different level of interconnection were 
showed to be separated in a plot of wave number of excitation peak versus quenching 
temperature (Takahashi et al., 2006b). Examples of titano-silicates containing isolated 
pyramidal TiO5 units with a short Ti-O distance and sharing basal oxygens with SiO4 
tetrahedra, similarly to BTS2, are scarce. The most remarkable are fresnoite and the 
isostructural Li2TiSiO5 and Na2TiSiO5. All of them show PL properties at room temperature, 
but the mechanism of PL is still debated. For fresnoite, fresnoite glasses and glass-ceramics, 
the PL effect has been attributed to the CT transition localised in the TiO5 pyramid with 
subsequent 3T1→ 1A1 transition to the ground state (Takahashi et al., 2012). A similar 
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mechanism was also invoked previously for Li2TiSiO5 (Bouma & Blasse, 1994). These 
interpretations bear on the hypothesis that PL at room temperature in similar structures 
originates in the energy-confinement of exciton in the isolated Ti-O polyhedral units because 
of the absence of d-orbital overlap. However, quantum-mechanical calculations indicated that, 
differently charged clusters, creating a polarization, and some structural disorder, leading to 
the presence of localized levels able to trap electrons and holes and favouring the radiative 
return to the ground state, are the conditions for PL emission in the disordered Li2TiSiO5 
system (Orhan et al., 2004). On this basis, the authors considered the coexistence of the SiO4–
TiO5 clusters, and not the presence of isolated square TiO5 pyramids, as the key structural 
motifs leading to PL in crystalline Li2TiSiO5. It’s thus clear that the knowledge of the structure 
alone doesn’t grant for a correct interpretation of the PL effect. This is especially true for 
BTS2, being rather unique amongst silico titanates. Although the orange-red component of the 
PL spectrum has been recognised to be somehow related to the presence of Ti in five-fold 
coordination in titanate glasses (Macke, 1976), recently also correlated with theoretical 
modelling of band structure (Orhan et al., 2004), BTS2 is the only crystalline ordered phase 
containing isolated TiO5 units that shows a dominant orange PL. Furthermore, its wave 
number of excitation peak/quenching temperature ratio is well above the one expected  (see 
Fig. 4.5.1) (Takahashi et al., 2012) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5.1 Relation between excitation-peak wavelength of PL and its quenching temperature. Closed 
and opened circles correspond to the isolated and pyramidal Ti-O units, respectively 
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Such aspects found justification in a model for PL based on the assumption that BTS2 shows 
structural similarities with tetragonal β-BaVSi2O7 (Takahashi, 2006b). According to this 
model, PL in BTS2 can be attributed to both charge transfer transition of O--Ti3+ involving 
the short Ti-O4 bond in the pyramidal TiO5 unit and oxygen defects in the same pyramidal 
unit (see Fig 4.5.2). PL originates in charge-transfer CT transition from the 2p orbitals of the 
surrounding oxygen ion to the empty outer 3d orbital of Ti4+ in the titanium-oxygen 
polyhedral unit, i.e., O2--Ti4+ → O--Ti3+, and subsequent transition of 3T1→ 1A1, which 
was excited by the CT transition, through Stokes shift (Takahashi et al., 2006a; Takahashi et 
al., 2008; Iwasaki et al., 2009). The presence of oxygen defects in the Ti-O unit was also 
supported by the observation that the band edge in the diffuse reflection spectrum was obscure 
around 350 nm (De Haart et al., 1985). The structure solution provided by our study ultimately 
demonstrates the presence of pyramidal 5-fold coordinated Ti-atoms and substantially 
confirms this model. If we consider negative charge undersaturation of a crystallographic site 
as indicative, bond valence calculations suggest that possible sites hosting the oxygen vacancy 
in the crystal lattice are O1 and O7 in the monoclinic structure and the corresponding O1 and 
O13 in the triclinic structure (see Table 3.3.6). The refinement of O1 site occupancy of the 
monoclinic structure to a value less than 1, although it should be considered cautiously in 
terms of its absolute value, may however further support this view. It’s worth noting that, in 
addition to oxygen vacancies in TiO5 units, the presence of intrinsic defects in octahedral TiO6 
units, was also postulated for BTS2 (Takahashi et al., 2006b; Takahashi et al., 2008). In fact, 
the TiO5 pyramid was regarded as a TiO6 polyhedron deprived of one apical oxygen. This 
vacancy was considered structurally present in BTS2 because of the presence of two TiO5 
pyramids facing in opposite direction, suggesting that one oxygen in the middle of two TiO6 
units (see Fig 4.5.2), was lacking. 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5.2 Pyramidal unit pair in 
BTS2. Allows and dashed circle 
indicate the possible site of the 
intrinsic oxygen-defect, respectively 
(Takahashi et al., 2012) 
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This should correspond to the oxygen shared by two octahedra in a perovskite-like 
arrangement. It should be pointed out, however, that such condition no longer holds when the 
symmetry lowers from tetragonal (as in β-BaVSi2O7, and as supposed by the authors) to 
monoclinic/triclinic (as in BTS2). In this case, as depicted in Fig. 4.2.2b, the two bases of the 
TiO5 pyramids are not exactly superimposed and no unique crystallographic position, 
corresponding to an oxygen vacancy common to two TiO6 units, can be identified (except at 
the price of a strong octahedral distortion). 
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5 – CONCLUSIONS 
The aim of this thesis was the study of the solid state synthesis of BTS2 and BTS4 starting 
with a full structural characterization of their synthesis product, in order to verify the existing 
models describing their PL properties. The characterization of the samples was performed 
using a combination of several analytical techniques, using both conventional and non-
conventional sources. The collected data which included optical, spectroscopic, and 
crystallographic data, allowed to obtain important information about the two synthetic phases 
and conveyed the following results: 
 The attainment of pure compounds from the BTS2 and BTS4 synthesis was not 
possible. This is due to the very narrow stability fields of the phases, as showed by the 
BaO-TiO2-SiO2 ternary phase diagram; 
 
 Extensive polysynthetic twinning, affecting BTS2, prevented structure solution from 
single crystal diffraction. Structure solution was accomplished from powder diffraction 
data. The structure complexity of BTS2 is due to the presence of monoclinic and 
triclinic domains within the same crystals. The monoclinic phase has space group P21/n 
and unit cell a = 7.98355(31) Å, b = 10.00843(37) Å, c = 7.47952(27) Å, and β = 
100.321(3)° whereas the triclinic phase has space group P1 and unit cell a = 7.99385(4) 
Å, b = 10.01017(5) Å, c = 7.47514(3) Å, α =  90.084(8)°, β = 100.368(8)°, and γ = 
89.937(9)°. Bond valence calculations were used to validate the crystal structures. A 
distinctive structural feature is the presence of isolated Ti-centred square pyramids, 
with one short Ti-O distance connecting the apical oxygen. This structural unit, 
previously inferred from PL and Raman investigations, now has been confirmed. BTS2 
crystal structure can be related to that of β-BaVSi2O7 by a distortion of its tetragonal 
lattice. Charge under-saturation and occupancy of one crystallographic site less than 
unity in the TiO5 pyramids, was also detected for the monoclinic structure;  
 
 Through XANES and micro-Raman spectroscopy, the coordination environment 
around Ti4+ in BTS2 and BTS4 was investigated. The analysis of XANES spectra 
revealed the presence of VTi and suggested a similar set of Ti-O distances in both 
compounds. For BTS2 this confirmed the presence of TiO5 pyramidal structural units 
with one short Ti—O bond involving the apical oxygen as disclosed by the XRPD 
structure refinement. The same environment of Ti4+ was also found for BTS4 by 
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assigning bands corresponding to the vibrational modes of the TiO5 pyramid in the 
micro-Raman spectrum. Tentative band assignment suggests that BTS4 is a 
metasilicate containing building units of SiO4 tetrahedra larger than those found in 
other barium titanosilicates (e.g. BTS2, fresnoite and benitoite);  
 
 The amount of impurities and the complex textures of BTS4 synthesis sample 
prevented the selection of single crystals; this prevented the structure solution from 
single crystal diffraction. The results obtained by the use of various indexing programs 
all converged to a monoclinic symmetry with spacial group P21/c and lattice 
parameters a = 17.26100(47) Å, b = 10.06225(27) Å, c = 10.52676(28) Å and β = 
91.568(2)°. Structural information on BTS4 spectroscopic data allowed us to obtain a 
preliminary model through the simulated annealing procedure. The presence of SiO4 
rings larger than four-member and the Ti-centered square-based pyramids were 
confirmed from the Rietveld refinement of the Ba-Ti-Si framework; 
 
 The proposed BTS2 structure solution is, at least in part, in agreement with existing 
theories for the explanation of PL orange colour in BTS2, requiring both charge 
transfer involving the short Ti-O bond, and oxygen defects in the pyramidal units. 
Spectroscopic data and the framework model of BTS4 suggest it as a potential PL 
compounds, prompting for the investigation of its physical properties.  
 
5.1 Future Perspectives 
Despite the promising preliminary results obtained for the structural characterization of BTS4, 
a definitive model has not yet been found. In this regard, there are different possibilities that 
will be explored step by step: 
-to overcome the problem of impurities a new synthesis of BTS4 will be attempted improving 
the yield through the use of barium oxide (BaO) than hydroxide (Ba(OH)2*8(H2O)); 
-due to the impossibilities in separating single crystals from the BTS4 synthesis product the 
next attempt will be to perform the structure solution form electron microscopy data (high 
resolution TEM diffraction patterns). This technique allows to leverage the magnification 
power of the instrument to directly hit, with the electron beam, the BTS4 crystals within a thin 
section; 
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-because there is a possibility that the structure is incommensurate, the experimental data will 
be analyzed in collaboration with Prof. Petricek, who is an expert in this specific field of 
crystallography. 
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6 - APPENDIX 1 
Parts of this appendix are taken from Hammond (1994), Clegg (2001), Stout (1989), 
Giacovazzo (2011), Merlino (2011) 
 
XRD theory 
X-ray diffraction is a widely used technique for the structure characterization of natural or 
synthetic crystal compounds. The solution process consists in a complex set of experimental 
and theoretical procedures designed to obtain the atomic disposition in the crystal lattice. X-
ray diffraction technique is also used to identify the chemical phase of the material to be 
studied (f.e., more than one phase in the case of mixture). This is usually carried out by 
comparing and matching experimental diffraction data with crystallographic information 
contained in databases and corresponding to already known structures. The recent 
developments of advanced instrumentation and sophisticated computational and 
methodological procedures have made possible the extensive application of X-ray diffraction 
to many scientific research fields. A crystalline compound may be in the form of single crystal 
(average dimension: tenth of one mm) or polycrystalline (powder, micron scale dimension). 
Nowadays structure solution of small and medium-sized molecules (up to about 200 non-
hydrogen atoms in the asymmetric unit) from diffraction data by single crystal is a quite 
routine operation (provided the crystal quality is good). The study of macromolecules and 
proteins presents many difficulties. As well as the interpretation of a diffraction profile by 
powder, even in case of small molecules, may be very complex and the solution process is 
often less immediate. For this reason crystal structure solution by powder diffraction data is 
still a challenge in many cases. Solving crystal structure by X-ray diffraction represents a valid 
choice for studies directed to the knowledge of relationships between the structure and its 
physical-chemical properties. The structure analysis of crystals is based on the diffraction 
phenomena caused by the interaction of matter with X-rays. X-rays are electromagnetic 
radiation whose wavelength is between roughly 0.1 Å and 100 Å, being this dimension 
typically similar to the interatomic distance in a crystal. Such an occurrence is convenient as 
it allows crystal structures to diffract X-rays. When a crystalline material is stricken by X-ray 
radiation, each electron of every atom in the sample invested by X-rays becomes a diffusion 
center of secondary radiation (Fig.1). This scattering process may occur in two different main 
ways (by neglecting absorption phenomena): elastically, when the diffracted beam has the 
same wavelength of the incident beam and there is no loss of energy during the process. Such 
a scattering is called Thomson scattering and produces coherent radiation (a well defined phase 
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relationship between the incident and scattered waves exists); incoherently and inelastically 
(Compton scattering), when the scattered radiation has a different wavelength with respect to 
the incident beam. 
 
 
 
 
 
 
Fig.1 Interaction between X-rays and crystal 
Crystal structure analysis by X-ray diffraction requires three main steps: crystallization of the 
sample if it is not available in crystal form (A), data collection (B) and interpretation of 
electron density map (C) as shown in Fig 2.  
 
 
 
 
 
 
 
Fig.2 Main steps of crystal structure analysis by X-ray diffraction 
 
The following sections regard some basic concepts in Crystallography and the main theoretical 
approaches in solving crystal structures in case of both single crystal and powder. Particular 
attention is devoted to the structure solution by powder diffraction for which all the steps of 
the solution process are analyzed. 
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X-ray powder diffraction (XRPD). Diffraction technique can be used also in case of 
polycrystalline samples. An ideal powder consists of several micro crystallites (with average 
size less than 10 microns) randomly oriented in the space. In this case there are always some 
crystallites arranged in such a way as to satisfy the Braggs’ law. This means that instead of 
punctual reflections, as happens for the single crystal, in a powder pattern diffraction occurs a 
set of reflections, one for each crystallite, distributed over a cone of aperture 2•2θ=4θ, as 
shown in Fig.3.   
 
 
 
 
 
 
 
Fig.3 The diffraction cone and the corresponding Debye ring on the flat screen. 
 
 
This cone intersects a film placed normal to the beam to produce a circle called Debye ring. 
As a result of the uniform spherical distribution of reflections on the rings, it is sufficient to 
consider only a portion of the ring, in such a way that the full powder diffraction pattern may 
be described by the angle 2θ and the corresponding diffraction intensity. As a consequence, in 
powder diffraction the three-dimensional diffraction pattern of the single crystal case is 
collapsed onto one-dimension (2θ axis). The main problem in this case is that diffraction peaks 
corresponding to different reflections may overlap. So the estimation of the integrated 
intensities, obtained by decomposing the diffraction profile into single peaks, is always 
affected by error, which is much larger as the peaks are more overlapped. This error increases 
at large 2θ, where the number of reflection peaks increases and their average intensity 
decreases, with a reduction of the ratio signal/noise. The information that comes from a powder 
pattern is therefore poorer with respect to the single crystal pattern. This occurrence, which is 
critical mainly for the step of extraction of the diffraction intensities from the experimental 
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profile, (basic step for the ab initio structure solution), compromises the full solution process. 
However, many algorithms have been developed in order to solve this problem.  
The solution process. The analysis of a powder diffraction pattern is typically carried out with 
a computer program. Over the last twenty five years, solving a structure from powder 
diffraction data has developed rapidly to the point where numerous crystal structures, both 
organic and inorganic, have been successfully solved from powder data. However, it is still a 
challenge and, in contrast to the single crystal equivalent technique, is far from routine. The 
challenge lies not only in the correct application of a specific experimental technique or 
computer program, but also in the selection of the optimal path for the problem under 
examination. In order to understand how a computer program works to solve a powder 
structure, it is useful to explore each step of the process. The starting knowledge in the ab 
initio solution is the chemical formula of the sample and the XRPD profile. Then the following 
steps are performed: 
1. Indexing 
2. Space group determination 
3. Profile decomposition and intensity extraction 
4. Structure solution 
5. Structure refinement by Rietveld method 
The computer program used to carry out the solution is EXPO2014  (Altomare et al., 2013), 
developed by researchers belonging to the Institute of Crystallography-CNR of Bari.  
 
1. Indexing 
Powder pattern indexing is the first necessary step in the ab initio structure determination 
process. The main goal of such a process is the geometrical rebuilding of the three dimensional 
reciprocal space from one dimensional distribution of the observed dhkl values (the spacing of 
the planes hkl in the direct lattice). The name indexing is related to the fact that the unit cell 
determination step, that is the determination of the cell parameters a, b, c, α, β, γ, is equivalent 
to assign the appropriate triple of Miller indices to each observed interplanar distance dhkl 
(§1.1.1). The basic indexing equation relating reciprocal cell parameters and indices consists 
of the following general form: 
 𝑄ℎ𝑘𝑙 = ℎ
2𝐴11 + 𝑘
2𝐴22 + 𝑙
2𝐴33 + ℎ𝑘𝐴12 ∙ ℎ𝑙𝐴13 + 𝑘𝑙𝐴23 (1) 
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where 𝑄ℎ𝑘𝑙 =
104
𝑑ℎ𝑘𝑙
2  , 𝑑ℎ𝑘𝑙 =
𝜆
2 sin 𝜃ℎ𝑘𝑙
 and 𝜃ℎ𝑘𝑙  is the Braggs’ angle. 
𝐴11 =  10
4 ∙ 𝑎∗2, 𝐴22 =  10
4 ∙ 𝑏∗2, 𝐴33 =  10
4 ∙ 𝑐∗2, 𝐴12 =  10
4 ∙ 2𝑎∗𝑏∗ cos 𝛾∗, 𝐴13 =  10
4 ∙
2𝑎∗𝑐∗ 𝑐𝑜𝑠 𝛽∗, 𝐴23 =  10
4 ∙ 2𝑏∗𝑐∗ cos 𝛼∗. 
a*, b*, c* are the three vectors of the reciprocal lattice related to the direct lattice by 
a = 
𝒃∗  𝒄∗
𝑉∗
, b = 
𝒄∗   𝒂∗
𝑉∗
, c = 
𝒂∗ 𝒃∗
𝑉∗
, where V* = a*∙b*c* 
α*, β*, γ* are the angles between the vectors b* c*, c* a*, a* b* respectively. In accordance 
with the Table 1, the number of parameters Aij depends on the type of symmetry, from 1 in 
case of cubic to 6 for triclinic. 
 
Lattice symmetry Q hkl
Cubic Q hkl  = (h
2
 +  k
2
 + l
2 
)A11 
Tetragonal Q hkl  = (h
2
+  k
2
)A11  + l
2
A33 
Hexagonal Q hkl  = (h
2
+ hk +  k
2
)A11  + l
2
A33 
Orthorombic Q hkl  = h
2
A11  +  k
2
A22  + l
2
A33 
Monoclinic Q hkl  = h
2
A11  +  k
2
A22  + l
2
A33  +  hlA13 
Triclinic Q hkl  = h
2
A11  +  k
2
A22  + l
2
A33  +  hkA12  + hlA13  +  klA23
 
Table 1 Qhkl as a function of the lattice symmetry. 
 
Once the reciprocal cell parameters have been calculated, the direct cell is easily derived. The 
goodness of indexing result depends on the quality of Qhkl and therefore on the accuracy of the 
peak positions. The errors in peak location may be: accidental where, due to the overlap, the 
peak is located between the positions of two reflections, or systematic, due to sample effect or 
shift of the 2θ zero (2θ0). In addition, the presence of impurities makes the indexing process 
more difficult (Dinnebier et al., 2008). During the indexing process, some possible cells may 
be compatible (within a certain tolerance) with the list of experimental dhkl values. It is then 
useful to use a figure of merit (FOM) for discriminating the most probable cells and for 
assessing their reliability. The most adopted FOM is M20 proposed by de Wolff (de Wolff, 
1968): 
 
M20 = 
𝑄20
2<𝜀>𝑁20
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where Q20 is the Q value corresponding to the 20
th observed peak, <ε> is the average 
discrepancy between the observed and calculated Q values for the 20 indexed peaks and N20 
is the number of calculated reflections up to the d value corresponding to Q20. The cell 
corresponding to the largest FOM should be the best one. De Wolff suggested that if the 
number of unindexed peaks among the first 20 lines is not larger than 2 and if M20>10, the 
indexing result should be correct. Alternative figures of merit has been also proposed. Among 
the most recently developed FOMs, the WRIRP20 (Altomare et al., 2009) has been used in 
this project. It is based on M20 and it exploits the full information contained in the diffraction 
profile. It is very effective in picking up the correct cell among those proposed and selecting 
the corresponding most probable extinction symbol. There are many indexing programs 
available with different approaches to the problem. Most of them uses a trial and error 
approach. It starts with the cubic symmetry analysis and step by step performs tests for lower 
symmetry crystal systems. For each investigated system, the program select some “basis 
lines”, which are the diffraction lines to which tentative indices are associated to find the unit 
cell. If M is the square matrix of Miller indices, A is the vector of the unknown Aij and L is 
the vector of Qhkl for the basis lines, each trial set of Aij in Equation (1) is obtained by solving 
the system of linear equation MA=L. By testing several different combinations of the basis 
lines, a correct solution may be found. The solution is plausible if the indexed pattern is 
characterized by M20>10 with no more than one unindexed line among the first 20. For 
instance, if the program does not find a satisfactory result in the default run, it repeats the unit 
cell search changing some default parameters (e.g. the tolerance limits). An automatic 
correction of the 2θ0 shift is also made, and moreover, the program is able to index small 
protein powder patterns also. In order to explain as a computing program usually works to 
carry out the structure solution, it may be useful to review each passage. Preliminary to the 
indexation step the program carries out a procedure of peak search in the XRPD profile, which 
consists in finding for a list of interplanar distances dhkl. (see Fig.4). 
 
 
 
 
Fig.4 An example of a powder diffraction profile:the red vertical bars indicate the result of the 
automatic peak search procedure. 
96 
 
After getting the list of dhkl, the search for the cell parameters starts: the selection of some basis 
lines is performed and trial values of the Miller indices are assigned. Therefore, the equation 
(1) is solved, providing cells compatible with the experimental peak positions. Since more unit 
cells, compatible with the experimental dhkl values, are usually possible FOM selects the most 
probable one. At this point, the unit cell is determined and it is possible to carry on with the 
next step, the space group determination. 
 
2. Space group determination  
The space group determination is the successive step in the ab initio structure solution 
pathway. The analysis of the diffraction intensities provides information on the Laue group 
and on the systematically absent reflections, from which the extinction symbol and the space 
group may be identified. Unfortunately, in the case of powders, the experimental pattern 
cannot be unambiguously interpreted: the peak overlap, the background contribution, the 
occasional presence of preferred orientation and impurity peaks make uncertain the intensity 
evaluation. In particular, the intensity of reflections corresponding to small peaks cannot be 
accurately estimated. However, new procedures developed in the last years allow the 
determination of the space group automatically, avoiding the common practice of visual 
inspection of the experimental pattern. As an example it has been applied the space group 
determination method implemented in the EXPO2014 program (Altomare et al., 2004, 2005, 
2007) here described. The first step is the experimental powder diffraction diagram 
decomposition via the Le Bail algorithm (Le Bail et al., 1988), in order to extract the integrated 
intensities. This procedure is performed in the largest Laue symmetry compatible with the 
crystal system having no extinction conditions. Then: 
 The intensities are submitted to a statistical analysis; 
 For each extinction group compatible with the crystal system identified in the 
previous indexation step, a probability value is evaluated and associated to it;  
 All the possible extinction groups are ranked according to the calculated 
probability; 
 The most probable extinction group is considered and worked out in the successive 
steps. 
 The space group corresponding to the most probable extinction group is used for 
solving the structure. If more than one space group is possible then the solution 
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process should be carried out by assuming each one of the possible space groups 
up to the correct solution is found. 
 
3. Profile decomposition and intensity extraction 
Once the unit cell and the space group have been determined, the next crucial step is the 
extraction of the integrated intensities after a process of profile decomposition. This step in 
not trivial because of the problems that exist when handling a powder profile, as explained 
before. The success of a powder ab-initio structure solution strongly depends on the extraction 
step. In fact the more reliable the extracted integrated intensity values, the larger the success 
probability of solving the structure. The first assumption in such a process is that the observed 
diffraction profile intensity at the ith step can be analytically described as follows: 
𝑦𝑖(𝑐𝑎𝑙𝑐) = 𝑠 ∑ 𝑦𝑖,ℎ(𝑐𝑎𝑙𝑐) + 𝑦𝑖(𝑏) = 𝑠 ∑ 𝑚ℎ𝐿𝑃ℎ|𝐹ℎ|
2
ℎℎ 𝑃𝑖,ℎ𝐴𝑖,ℎ + 𝑦𝑖(𝑏) (2) 
where s is a scale factor, yi,h (calc) is the calculated profile for the h reflection, Pi,h and Ai,h are 
the peak shape and the asymmetry function respectively, 𝑦𝑖(b) is the background contribution 
described by a polynomial function and the product 𝑚𝒉 𝐿 𝑃𝒉 |𝐹𝒉|
2 represents the integrated 
intensity Ih of the h reflection (mh is the reflection multiplicity, LPh is the Lorentz-polarization 
factor, |Fh|
2 the structure factor modulus). A profile fitting procedure based on least-squares 
optimizes y(calc), by minimizing the difference between the observed and calculated profile. 
Analytical functions (gaussian, lorentzian, pearson VII) are used in order to model the peak 
shape, to fit the full width at half maximum (FWHM) and the asymmetry of the peak. It is 
important to note that peak shape, background, asymmetry and FWHM parameters are 
described by refinable variables.  
Two methods are widely used in order to decompose a powder diffraction pattern into single 
integrated intensities: the Pawley (Pawley 1981) and the Le Bail method (Le Bail et al., 1988). 
The Pawley method is a non linear least-squares procedure refining the integrated intensities 
in addition to the profile parameters. But, in case of powder, least-squares are often unstable 
and they provide negative integrated intensity values which are physically meaningless. So the 
problem has been partially solved by introducing a probability approach by setting positive 
constraints, able to provide positive intensities. The second approach is the Le Bail method, 
which consists in an iterative decomposition algorithm, that gives a good approximation of the 
observed intensities:  
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                         𝐼ℎ(𝑜𝑏𝑠) =
∑ {𝑦𝑖(𝑜𝑏𝑠)−𝑦𝑖(𝑏)}∙𝑦𝑖,ℎ(𝑐𝑎𝑙𝑐)𝑖
∑ 𝑦𝑖,ℎ(𝑐𝑎𝑙𝑐)𝑘
                                 (3) 
where yi(obs) is the experimental count at 2θi position, yi,h(calc) and yi(b) as given in equation 
(2). The algorithm starts with arbitrary intensity values in (2) then yi(calc) is optimized by 
least squares cycles and then (3) is cyclically repeated. The formula is rapidly convergent 
providing positive values. The Rp profile reliability parameter can be used in order to estimate 
the efficiency of the decomposition process: 
                                                       𝑅𝑝 =
∑ |𝑦𝑖(obs)− 𝑦𝑖(calc)|𝑖
∑  𝑦𝑖(obs)𝒊
. 
It assesses the quality of the fit between the observed and calculated profiles. 
 
4.Structure solution 
X-ray diffraction experiments provide structure factor moduli, while the relative phases are 
lost. The recovery of the phase information is crucial for crystal structure solution and it is 
known in crystallography as the phase problem. The methods which use only the diffraction 
data of the  ompound under study are called ab initio methods: they do not require 
supplementary information (e.g. the expected molecular geometry). Direct methods, 
belonging to this category, solve the phase problem. Crystal structure solution from powder 
data is instead not so straighforward as from single crystal. The main problem is that the 
diffraction moduli of the reflections are not accurately estimated. However, powder 
diffractometry plays a central role in research and technology, making possible the analysis of 
materials that are not available as single crystals. For this reason recently much effort has been 
devoted to the improvement of experimental techniques and new methods for data analysis. In 
the last decade alternative structure solution strategies have been suggested (direct space 
approaches) which directly use the powder diffraction profile rather than the single reflection 
intensities, avoiding in this way the problematic extraction process. In this paragraph Direct 
Methods will be analyzed first, and then an overview of the use of direct space approaches 
also called global optimization methods is given. Direct Methods (DM) are ab initio crystal 
structure solution techniques able to estimate phases directly from structure factor magnitudes. 
The application of DM to powder structure is similar to that one for the single crystal with 
some limits. First of all, application of DM to powder data requires the previous application 
of a full pattern decomposition procedure. Since DM are sensitive to the reliability of the 
observed structure factor moduli, some problems may occur. For instance, the probabilistic 
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evaluation of the phases may be not fully reliable, and the identification of the best phasing 
set by the largest Figure of merit may be not successful. Moreover, the final structure obtained 
by the electron density map (calculated by the inverse Fourier transform of the structure factors 
determined in moduli and phases) may represent a partial model with some atoms missing or 
in wrong positions. We have to remember that atom positions are derived by searching peaks 
in the electron density map. The quality of the electron density map depends also on the 
experimental resolution of the experimental data. In order to overcome these limits, some 
procedures have been implemented in computing programs. For example, in EXPO2014 
program, some approaches have been introduced to: a) activate automatically the exploration 
of all the sets of phases obtained by DM; b) optimize the approximate structure model. Two 
successful structure model optimization strategies, the WLSQ-FR (Altomare et al., 2006) and 
the RBM procedures (Altomare et al., 2008) will be described. The Weighted Least Squares 
Fourier recycling (WLSQ-FR) consists in a weighted least squares procedure that can be used 
in order to improve the structure model of the sample under study. The amount that must be 
minimized by least squares is: 
∑ 𝑤𝒉 [𝐼𝒉(obs) −  𝐼𝒉(calc)]
2
𝒉
 
 
where Ih(obs) and Ih(calc) are the intensities extracted from the experimental pattern and 
calculated for the h reflection, respectively. wh represents a weight associated to each 
reflection h in order to provide an estimate of the reliability of Ih(obs). wh has to take into 
account the errors, due to the overlapping, in determining the intensities, and drives the 
refinement to convergence. Then, cycles of least squares followed by Fourier map calculation 
are able to move atomic positions towards the true ones. The second method, the Resolution 
Bias Correction Algorithm (RBM) is a procedure of EXPO2014 and represents a strategy to 
correct the electronic density map affected by resolution bias errors: truncation errors in the 
Fourier syntheses causing ripples, peak broadening, peak intensity distortion. Such a method 
requires the generalization of the traditional concept of gaussian-like peak. In fact each j-th 
atomic peak in the electron density map, is replaced by a two-component function, constituted 
by the main peak and by the corresponding ripples. Each component of the generalized peak 
is mathematically modelled in its corresponding existence domain: the j-th main peak has its 
own existence domain while the ripples extend over all the rest of the unit cell. So the RBM 
procedure subtracts ripples corresponding to each experimental electron density peak and fits 
each j-th main peak in its own domain by gaussian function. In this way RBM corrects the 
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electron density map. Very recently a new method RAMM (random-model-based method) 
(Altomare et al., 2013) has been developed and implemented in the EXPO2014 computing 
program for strengthening further on the ab initio crystal structure solution process. As already 
said, the classical structure solution approach follows two main steps: phasing by DM in order 
to obtain a structure model (usually incomplete and/or approximate) and improving the model 
by structure optimization techniques. The alternative procedure RAMM, skips the first step 
and supplies a fully random model to the second one. This model is then submitted to effective 
structure optimization tools present in EXPO2014, RBM, COVMAP (Altomare et al., 2012) 
and wLSQ procedures, which are able to lead to the correct structure. RAMM is based on a 
cyclic process (the maximum number of cycles is set to 20), generating several random models 
which are then optimized. The process stops automatically when it recognizes the correct 
structure. The efficiency of DM is affected by the difficulty of extracting correct values of the 
individual intensities from the experimental powder pattern. If information about the 
molecular geometry is available, the Direct Space (DS) techniques can be used. They avoid 
the extraction of integrated intensities from the experimental pattern and can succeed in case 
of low resolution or quite complex samples. The DS techniques start with a trial structure 
model compatible with the expected molecular geometry and use global optimization 
algorithms to locate, orient and modify the flexibility of the model. So doing several models 
are generated. An appropriate Figure of merit called cost function (CF), is associated with each 
generated structure model. CF quantifies the agreement between the experimental and 
calculated powder diffraction profile. Global optimization techniques are used to find the trial 
structure associated with the lowest CF by varying the set of variables that defines the 
generated crystal structure. It is important to note that DS techniques can be applied only when 
prior information on the molecular geometry and on its crystal chemistry are available. Model 
building programs can be used to construct a chemically feasible structure model. The 
resulting model is described in terms of internal coordinates (bond distances and angles, and 
torsion angles). A class of structures particularly suited for direct space approaches are the 
molecular organic compounds because they generally contain structure units of well defined 
geometry. Grid search (Chernyshev et al., 1998), Monte Carlo (Harris et al., 1994; Andreev et 
al., 1997; Tremayne et al., 1997), simulated annealing (Kirkpatrick 1983) and genetic 
algorithms (Goldberg, 1989; Kariuki et al., 1997; Shankland et al., 1997) are the search 
methods most commonly used for this purpose. Their efficiency is closely related to the 
knowledge of a priori information on the molecular geometry and/or on chemical properties. 
One of the most widely procedure, which is also implemented in EXPO2014, is the simulated 
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annealing (SA). Here is briefly described how it operates. The SA is a probabilistic method 
for finding the global minimum of a cost function from any random starting point. It works by 
emulating the physical process whereby a solid is slowly cooled until its structure is “frozen” 
(this happens at a minimum energy configuration). Finding the minimum means finding the 
best set of structure parameters which describe the molecule. In order to locate the global 
minimum, and so obtaining a good quality structure solution, the program constructs a 
sequence of configurations, each one dependent on the previous, and defined through a number 
of degrees of freedom necessary to fix position, orientation and intramolecular geometry. A 
given configuration is then determined from the previous one, through the random variation 
of its degrees of freedom. The fundamental steps of this method can be summarized as follows: 
a) a trial model compatible with the expected molecular geometry is assumed (it can be 
obtained by considering, in literature, solved structure similar to the compound under 
study or by model building programs); 
 
b) a trial configuration is generated from a previous one, making small variations of the 
set of random variables pi = {x, y, z, θ, φ, ψ, τ1, τ2, …τn}, where x, y, and z represent the 
position of the center of mass of the structure model, θ, φ, and ψ fix the model 
orientation, τ1, τ2, …τn  define the torsion angles; 
 
c) the powder diffraction pattern corresponding to the trial structure is calculated and 
compared with the observed one through the cost function (CF) given by the Rwp, the 
weighted agreement factor used in the Rietveld refinement; 
 
d) an acceptance criterion decides whether the trial structure is kept or not. It is based on 
an algorithm developed by Metropolis and coworkers (Metropolis et al., 1978). It 
asserts that the trial configuration is accepted if CF<CFold (CFold is the cost function 
of the previous configuration) and it is accepted with probability equal to: 
𝑒𝑥𝑝[−(𝐶𝐹 − 𝐶𝐹𝑜𝑙𝑑)/𝑇] 
 
where T is a varying temperature parameter. The algorithm necessitates a gradual 
reduction of the temperature as the simulation proceeds. It starts initially with T set to 
a high value, then it is decreased at each step following an annealing schedule in order 
to reach the correct crystal structure. The optimal annealing schedule was suggested 
by Kirkpatrick (Kirkpatrick, 1984) and can be deduced by considering the properties 
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of a physical system consisting of many interacting atoms. The global minimum is 
reached in correspondence of a rapid decrease of T and the iteration is stopped when 
the acceptance value reaches some given low value, indicating that no further 
improvement is observed. Once the configuration is accepted, it becomes the new 
starting model in the chain for the further configuration. If it is rejected, a new 
configuration is generated from the last accepted one. At the end of the procedure, the 
best ten solutions are shown to the user with the corresponding CF. 
 
5. Rietveld Refinement 
The last point in the structure solution process is the refinement of the structure model. The 
main parameters to be refined are the following: 
 atomic positions; 
 thermal factors; 
 atomic site occupancies;  
 unit cell parameters;  
 background coefficients; 
 profile function parameters; 
 asymmetry parameter; 
 preferred orientation coefficient;  
 2θ-zero correction; 
 scale factor 
The most common approach to refine crystal structures from powder diffraction data is the 
Rietveld Refinement (Rietveld H.M., 1969, 1967), which basically consists in a least squares 
cycles procedure. The quantity that has to be minimized during  the Rietveld Refinement is: 
∑ 𝑤𝑖 [𝑦𝑖(obs) − 𝑦𝑖(calc)]
2
𝑖
 
where, for each ith step, yi(obs) represents the observed intensity, yi(calc) the calculated 
intensity, and wi = 1/yi(obs) is a suitable weight. This method provides a correct solution only 
if the model that has to be refined is close to the real one and if the powder diffraction data 
have been collected appropriately. The reliability of the refinement process may be evaluated 
by some different agreement indices, among them the most used are the unweighted factor Rp 
and the weighted factor Rwp. They are defined as: 
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𝑅𝑝 =
∑  𝑦𝑖(obs) − 𝑦𝑖(calc)𝑖
∑  𝑦𝑖(obs)𝑖
 
                                                            𝑅𝑤𝑝 = √
∑ 𝑤𝑖 [𝑦𝑖(obs)−𝑦𝑖(calc)]
2
𝑖
∑ 𝑤𝑖 𝑦𝑖(obs)
2
𝑖
 , 
 
The smaller is the Rp value, the more reliable the refined model. False minima can occur and 
the refinement needs constant monitoring. A refinement of a structure of medium complexity 
can require a hundred cycles, while a structure of high complexity, several hundreds. 
Refinement is usually done in sets of two to five cycles at a time (McCusker et al., 1999). 
During the Rietveld Refinement, the program shows the curves corresponding to: the observed 
profile y(obs) (blue line), the background (usually a polynomial) (green line), the calculated 
profile y(calc) (red line), the difference between y(obs)  and y(calc) (purple line), which allows 
direct visualization of the discrepancies between experimental data and model. The vertical 
bars on the bottom of the figure show the theoretical positions of the diffraction peaks (2hkl). 
Graphical aspects are not secondary during a Rietveld Refinement. In fact, the direct 
observation of the calculated profiles and of differences y(obs)- y(calc) is a powerful method 
to directly observe the lack of the model and the corrections that can be made. Since powder 
diffraction data are one dimensional projection of three dimensional data, they suffer from a 
loss of information. One way to compensate for this loss is to apply some restraints, during 
the refinement, on bond distances, angles and planes of the model. In conclusion, it can be said 
that powder solution is still a challenge in many cases, also if great experimental, 
methodological and computing progress has been reached in order to make solution by powder 
comparable with the single crystal case. The key role is played by sophisticated software 
packages in which constantly evolving theories are implemented. 
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7 - APPENDIX 2 
 
 XAS theory 
Absorption spectroscopy is a term referring to a number of experimental techniques used to 
acquire information on the electronic, structural and magnetic properties of the matter. They 
are based on the study of the variations of the linear absorption coefficient as a function of the 
energy of the incident photons (parts of this chapter are taken from Rossi 2014). In the 
particular case in which X-rays are used as radiation we are talking about XAS acronym of X-
ray absorption spectroscopy. Generally the linear attenuation coefficient depends both on the 
scattering phenomena (elastic or inelastic), and on the photoelectric absorption. In the range 
of energies used to perform XAS (1-40 KeV) the component due to the absorption clearly 
dominates on that caused by diffusion; therefore, the attenuation coefficient can be 
approximated as the coefficient of photoelectric absorption. On large energy ranges, 
absorption coefficient varies according to a law, where Z is the atomic number of the target 
atom, m its mass, d the density of the sample and E the energy of the photon: 
𝜇 ≈  
𝑑𝑍4
𝑚𝐸3
   
The typical trend of the coefficient is visible in Fig.1 where it is shown the example of Pb. 
Observing the figure it is immediately possible to note the presence of some discontinuity in 
correspondence of particular energies. These are due to photoelectric absorption by the atomic 
electrons that possess only some discrete and quantized energy values. 
 
  
 
 
 
 
Fig.1 Graph of the absorption coefficient of Pb in function of the energy of the photons of the beam 
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When the energy of the beam is sufficient to extract or induce in transition these electrons, a 
large number of photons is absorbed by the sample, dramatically decreasing the number of 
transmitted particles. This consequently causes the appearance, in the vicinity of that particular 
value of energy, of a discontinuity in the absorption spectrum. These apparently irregular 
structures were discovered already in 1913 by Louis de Broglie and by their energy distribution 
is possible to obtain that of the innermost electronic shells of the various elements of the 
periodic table. The potentialities of XAS, however, does not stop here; in fact in 1920 Hugo 
Fricke became aware of the presence of sinusoidal oscillations of the absorption coefficient 
around the value assumed in the peak, namely of the presence of a fine structure, as shown in 
Fig.2 , where the trend of the absorption coefficient close to the K-edge of iron is showed. This 
discovery immediately triggered the curiosity of many physicists, but for several years the 
origin of what today is called fine structure of the X-ray absorption spectroscopy (XAFS) has 
been the subject of debate, until in 1971 Stern, Sayers and Lytle (Sayers et al. 1971) evolved 
a quite simple theory linking the oscillations to the local structure of the sample. From that 
moment, a development of the theoretical models and experimental equipment to extract this 
information in a more precise and accurate way have started. 
 
 
 
 
 
 
 
Fig.2 Trend of the absorption coefficient μ(E) for FeO in the vicinity of the iron K-edge, with the 
XANES and EXAFS regions identified (From Newville 2014) 
 
When a XAFS spectrum is analyzed, is possible to obtain different information depending on 
the considered range of energy; for this reason is convenient to divide the spectrum into three 
distinct regions (Fig.18): 
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 Pre-edge region: Limited energy range to a few eV before the absorption edge. It’s 
possible to detect the presence of weak discontinuities (pre-edge peaks) due to 
transition of core electrons to other bound states. 
 
 XANES (X-ray Absorption Near Edge Structure): Is intended as the part of the 
spectrum which extends from 0 to 50 eV above the absorption edge; the combined 
study of XANES and pre-edge provides information on geometric and electronic local 
configuration. In other words it is particularly useful to obtaininformation on the state 
of chemical bond between different atoms of the sample and is strongly affected by the 
oxidation state of the absorber atom. 
 
 
 EXAFS (Extended X-ray Absorption Fine Structure): Defines the region of the 
spectrum between 100 and 1000 eV beyond the absorption edge. From EXAFS 
analysis is possible to determine the geometric structure of the sample in the immediate 
vicinity of the absorber atom (around 10 Å). 
 
XANES. Since XANES is a much larger signal than EXAFS, spectra can be collected even in 
sample containing lower concentrations of the target element and in less than perfect sample 
conditions. The interpretation of XANES is complicated by the fact that there is not a simple 
analytic or physical description of XANES. However, there is much chemical information 
from the XANES region, notably formal valence (very difficult to experimentally determine 
in a non-destructive way) and coordination environment. Clearly, the edge position and shape 
is sensitive to formal valence state, ligand type, and coordination environment, then XANES 
can be used as a fingerprint to identify phases. An important and common application of 
XANES is to use the shift of the edge position to determine the valence state, as exemplified 
in Fig.3. 
 
 
 Fig.3 Normalized XANES spectra of reference 
compounds FeSO4 (Fe2+), FeCl3 (Fe3+) and a 
glass sample, showing an evident shift of the 
absorption edge (From Ceglia et al. 2014). 
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For example, with good model spectra, Fe3+/Fe2+ ratios can be determined with very good 
precision and reliability and similar ratios can be made for many other ions. The heights and 
positions of pre-edge peaks can also be reliably used to empirically determine oxidation states 
and coordination chemistry. These approaches of assigning formal valence state based on edge 
features and as a fingerprinting technique make XANES somewhat easier to crudely interpret 
than EXAFS, even if a complete physical understanding of all spectral features is not available. 
For many systems, XANES analysis based on linear combinations of known spectra from 
“model compounds” is sufficient to tell ratios of valence states and/or phases. 
EXAFS. A The easier and more intuitive interpretation to describe the origin of the fine 
structure was provided already in the ‘70s by Stern, Lytle and Sayers. They considered a 
system composed of an atom that works as absorber within a structure that can be ordered or 
not in the long range. To simplify the dynamics of the process it is assumed that the photon 
interacts with only one electron core with a position coincident with the center of the atom it 
belongs to. This assumption is reasonable, since the electrons of low energy levels tend to be 
found with high probability in a position very close to the atomic nucleus. Once excited, this 
electron can escape from the atomic cloud. The photoelectron once escaped can be spread 
from the atomic potential of neighboring atoms and come back to the starting atom. The 
excited state is therefore formed by a linear superposition of thevwave outgoing and those 
retrodiffuse by neighboring atoms. The various waves possess in general a phase difference 
which can lead to interference phenomena that modify the probability of finding the electron 
in the center of the atom. These oscillations of probability are reflected on the absorption 
coefficient (μE), giving origin to the fine structure of the absorption spectroscopy. The 
oscillation frequency depends on several parameters of the sample as the interatomic distance 
or the energy of the photoelectrons which  odifies the wavelength. In Fig. 4, this phenomenon 
is represented in a schematic way. 
 
 
 
 
Fig.4. Diagram of the mechanism that originates 
 the fine structure. 
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The theoretical problem therefore lies in the search for appropriate atomic potentials to 
describe the system, but allowing at the same time the simulation of possible scattering paths 
completed by the photoelectron. Once calculated these parameters, it is possible to simulate 
the interference generated by the overlap of the wave functions of electrons that go towards 
the atom or coming out from it and especially the phase shift between the waves which 
generates interference. At the moment, there are several programs that can modulate EXAFS 
spectra with good accuracy, whereas XANES spectra remain quite problematic to predict, 
although significant progress has been made in recent years.The main difficulty is due to the 
fact that at high energies (typical of EXAFS) is possible to consider relevant only the effects 
of single scattering with the surrounding atoms, instead in the XANES this simplification is 
not possible and is necessary to take into account the multiple scattering phenomena. The main 
difference between XANES and EXAFS is then linked to the energy of photoelectron which 
determines the interaction with the surrounding environment. In order to better analyze the 
fine structure, it is usual to subtract to the measured spectra those that would occur in the case 
where the outgoing photoelectron is not subject to any scattering phenomena (Fig. 5). 
 
 
 
 
 
 
 
Fig.5 XAFS μ(E) for FeO with smooth background function μ 0 (E) and the edge-step Δμ 0 (E 0 ) 
(From Newille 2014). 
 
The XAFS spectrum is thus defined as the following quantity:  
 
𝜒(𝐸) =  
𝜇(𝐸) −  𝜇0(𝐸)
∆𝜇0
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where μ(E) is the linear absorption coefficient; μ0(E) the background function and Δμ0 the 
edge-step. It is divided by the magnitude of the jump in the vicinity of the energy edge Δμ 0 , 
in order to make the spectrum independently from this quantity. Each absorption edge is 
closely linked both to the type of element in the sample and to the energy level that is 
energized. Different chemical elements, in  fact, present different energies for the various 
energy levels, then the distribution in energy of the absorption peaks, already in itself, provides 
important information regarding the composition of the sample. The outgoing photoelectron 
behaves like a wave generated by a stone thrown in water, which can be reflected by some 
object in the vicinity causing the formation of an interference pattern. The figure obtained is 
more or less complicated depending on the configuration of the surrounding atoms. The 
oscillations due to the interference tend to modulate the value of the matrix element and the 
magnitude of the modulation depends upon the energy transferred by the photons, which 
generates photoelectrons more or less energetic and thus fitted with a variable wavelength. 
The fact that the photoelectrons produced have an energy fairly high means that their lifetime 
is relatively short and therefore that are able to explore only the configuration of the sample 
in the immediate vicinity of the absorber. This necessarily implies that the study of the fine 
structure can reveal only local configurational order information and in no case a possible 
long-range order. The general equation of EXAFS is the following: 
 
 
Where f(k) and (δ) are scattering properties of the atoms neighbouring the excited atom, N is 
the number of neighbouring atoms and R is the distance to the neighbouring atom. The quantity 
σ 2 represents the mean square fluctuation of the interatomic distances and increases with 
increasing temperature or with the degree of configurational disorder of the system; in analogy 
with the diffraction techniques, it is called the Debye Waller factor. Therefore the exponential 
term e - 2 σ 2 k 2 produces a damping of the oscillations of the fine structure as a function of 
temperature, but also depending on the square of k, so with increasing energy of the 
photoelectron this term strongly reduces the oscillations; thus, it is of particular importance 
when analysis are accomplished in the EXAFS region farther from the edge.To have a good 
fit between the measured data and the calculated EXAFS function is necessary to take account 
of multiple scattering, that is when the photoelectron is not backscattered only once by a single 
potential. In fact it may happen that it is diffused by different atomic potential or that interacts 
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more than one time with the same potential. For this reason, the absorption coefficient is 
expressed by the following series:  
μ(k) = μ0 [1 + χ2(k) + χ3(k) + χ4(k) + ...] 
where the subscript of the χ function indicates the number of atom-atom paths made by the 
photoelectron to return to the starting point. For EXAFS this series is strongly convergent and 
often is sufficient to assume single scattering (i.e. to stop the calculation at second step) to 
obtain a good fit with the experimental data. Considering the model represented by the formula 
[2.4.4] Sayers et al. (1971) realized that making the Fourier transform with respect to k of the 
χ(k) corresponds to a radial distribution function with peaks at the interatomic distances with 
the first neighboring atoms, confirming that the study of the fine structure is a powerful method 
of investigation to derive the local structure of samples. A full discussion about EXAFS can 
be found in Rossi (2014). 
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Reference parameteres: (a) Brown and Altermatt (1985); (b) Brese and O'Keeffe (1991) 
8 – APPENDIX 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                          Bond lenght    Oxidn.    R0            b               s(ij)    parameter 
                                                   state                                                   reference 
Ba_O1            3.015           Ba(2)    2.38          0.37           .18              a 
Ba_O1            2.968           Ba(2)    2.38          0.37           .204             a 
Ba_O2            2.773           Ba(2)    2.38          0.37           .346             a 
Ba_O2            3.195           Ba(2)    2.38          0.37           .111             a 
Ba_O3            3.188           Ba(2)    2.38          0.37           .113             a 
Ba_O4            3.047           Ba(2)    2.38          0.37           .165             a 
Ba_O4            3.011           Ba(2)    2.38          0.37           .182             a 
Ba_O5            3.319           Ba(2)    2.38          0.37           .079             a 
Ba_O5            3.434           Ba(2)    2.38          0.37           .058             a 
Ba_O6            3.185           Ba(2)    2.38          0.37           .114             a 
Ba_O6            2.844           Ba(2)    2.38          0.37           .285             a 
Ba_O7            3.052           Ba(2)    2.38          0.37           .163             a 
 
Ti_O1            2.13            Ti(4)    1.81          0.37           .421             a 
Ti_O2            2.003           Ti(4)    1.81          0.37           .594             a 
Ti_O4            1.641           Ti(4)    1.81          0.37           1.579            a 
Ti_O6            1.931           Ti(4)    1.81          0.37           .721             a 
Ti_O7            1.946           Ti(4)    1.81          0.37           .692             a 
 
Si1_O3           1.658           Si(4)    1.61          0.37           .878             b 
Si1_O5           1.609           Si(4)    1.61          0.37           1.003            b 
Si1_O6           1.653           Si(4)    1.61          0.37           .89              b 
Si1_O7           1.626           Si(4)    1.61          0.37           .958             b 
 
Si2_O1           1.591           Si(4)    1.61          0.37           1.053            b 
Si2_O2           1.563           Si(4)    1.61          0.37           1.135            b 
Si2_O3           1.588           Si(4)    1.61          0.37           1.061            b 
Si2_O5           1.692           Si(4)    1.61          0.37           .801             b 
 
O1_Ba            3.015           Ba(2)    2.38          0.37           .18              a 
O1_Ba            2.968           Ba(2)    2.38          0.37           .204             a 
O1_Ti            2.13            Ti(4)    1.81          0.37           .421             a 
O1_Si2           1.591           Si(4)    1.61          0.37           1.053            b 
 
O2_Ba            2.773           Ba(2)    2.38          0.37           .346             a 
O2_Ba            3.195           Ba(2)    2.38          0.37           .111             a 
O2_Ti            2.003           Ti(4)    1.81          0.37           .594             a 
O2_Si2           1.563           Si(4)    1.61          0.37           1.135            b 
 
O3_Ba            3.188           Ba(2)    2.38          0.37           .113             a 
O3_Si1           1.658           Si(4)    1.61          0.37           .878             b 
O3_Si2           1.588           Si(4)    1.61          0.37           1.061            b 
 
O4_Ba            3.047           Ba(2)    2.38          0.37           .165             a 
O4_Ba            3.011           Ba(2)    2.38          0.37           .182             a 
O4_Ti            1.641           Ti(4)    1.81          0.37           1.579            a 
 
O5_Ba            3.319           Ba(2)    2.38          0.37           .079             a 
O5_Ba            3.434           Ba(2)    2.38          0.37           .058             a 
O5_Si1           1.609           Si(4)    1.61          0.37           1.003            b 
O5_Si2           1.692           Si(4)    1.61          0.37           .801             b 
 
O6_Ba            3.185           Ba(2)    2.38          0.37           .114             a 
O6_Ba            2.844           Ba(2)    2.38          0.37           .285             a 
O6_Ti            1.931           Ti(4)    1.81          0.37           .721             a 
O6_Si1           1.653           Si(4)    1.61          0.37           .89              b 
 
O7_Ba            3.052           Ba(2)    2.38          0.37           .163             a 
O7_Ti            1.946           Ti(4)    1.81          0.37           .692             a 
O7_Si1           1.626           Si(4)    1.61          0.37           .958             b 
Table 1 Bond valence balance calculation for monoclinic BTS2. Parameters were calculated 
using the VaList program with merged ref. and Set-up 1 structure refinements.   
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                               Bond           Oxdn.      R0              b               s(ij)   parameter 
                               length           state                                                     reference 
Ba1_O1           3.265           Ba(2)    2.35          0.37           .084             a 
Ba1_O2           2.877           Ba(2)    2.35          0.37           .241             a 
Ba1_O3           3.514           Ba(2)    2.35          0.37           .043             a 
Ba1_O7           3.474           Ba(2)    2.35          0.37           .048             a 
Ba1_O7           2.925           Ba(2)    2.35          0.37           .211             a 
Ba1_O8           3.182           Ba(2)    2.35          0.37           .106             a 
Ba1_O9           2.764           Ba(2)    2.35          0.37           .327             a 
Ba1_O10          3.115           Ba(2)    2.35          0.37           .126             a 
Ba1_O11          3.103           Ba(2)    2.35          0.37           .131             a 
Ba1_O11          2.984           Ba(2)    2.35          0.37           .18              a 
Ba1_O12          3.267           Ba(2)    2.35          0.37           .084             a 
Ba1_O13          3.257           Ba(2)    2.35          0.37           .086             a 
Ba1_O13          2.75            Ba(2)    2.35          0.37           .339             a 
Ba2_O1           2.753           Ba(2)    2.35          0.37           .336             a 
Ba2_O2           3.244           Ba(2)    2.35          0.37           .089             a 
Ba2_O3           3.323           Ba(2)    2.35          0.37           .072             a 
Ba2_O4           2.978           Ba(2)    2.35          0.37           .183             a 
Ba2_O4           3.085           Ba(2)    2.35          0.37           .137             a 
Ba2_O5           3.181           Ba(2)    2.35          0.37           .106             a 
Ba2_O6           2.708           Ba(2)    2.35          0.37           .38              a 
Ba2_O6           3.188           Ba(2)    2.35          0.37           .104             a 
Ba2_O8           2.67            Ba(2)    2.35          0.37           .421             a 
Ba2_O14          3.008           Ba(2)    2.35          0.37           .169             a 
Ba2_O14          3.488           Ba(2)    2.35          0.37           .046             a 
 
Ti1_O1           2.013           Ti(4)    1.793         0.37           .552             a 
Ti1_O2           2.01            Ti(4)    1.793         0.37           .556             a 
Ti1_O4           1.596           Ti(4)    1.793         0.37           1.703            a 
Ti1_O13          2.097           Ti(4)    1.793         0.37           .44              a 
Ti1_O14          1.887           Ti(4)    1.793         0.37           .776             a 
 
Ti2_O6           1.933           Ti(4)    1.793         0.37           .685             a 
Ti2_O7           2.018           Ti(4)    1.793         0.37           .544             a 
Ti2_O8           2.081           Ti(4)    1.793         0.37           .459             a 
Ti2_O9           1.929           Ti(4)    1.793         0.37           .692             a 
Ti2_O11          1.628           Ti(4)    1.793         0.37           1.562            a 
 
Si1_O3           1.629           Si(4)    1.6175        0.37           .969             b 
Si1_O5           1.603           Si(4)    1.6175        0.37           1.04             b 
Si1_O6           1.643           Si(4)    1.6175        0.37           .933             b 
Si1_O7           1.579           Si(4)    1.6175        0.37           1.11             b 
 
Si2_O1           1.655           Si(4)    1.6175        0.37           .904             b 
Si2_O2           1.565           Si(4)    1.6175        0.37           1.152            b 
Si2_O3           1.618           Si(4)    1.6175        0.37           .999             b 
Si2_O5           1.647           Si(4)    1.6175        0.37           .923             b 
 
Si3_O10          1.589           Si(4)    1.6175        0.37           1.08             b 
Si3_O12          1.626           Si(4)    1.6175        0.37           .977             b 
Si3_O13          1.612           Si(4)    1.6175        0.37           1.015            b 
Si3_O14          1.613           Si(4)    1.6175        0.37           1.012            b 
 
Si4_O8           1.593           Si(4)    1.6175        0.37           1.068            b 
Si4_O9           1.594           Si(4)    1.6175        0.37           1.066            b 
Si4_O10          1.634           Si(4)    1.6175        0.37           .956             b 
Si4_O12          1.621           Si(4)    1.6175        0.37           .991             b 
 
O1_Ba1           3.265           Ba(2)    2.35          0.37           .084             a 
O1_Ba2           2.753           Ba(2)    2.35          0.37           .336             a 
O1_Ti1           2.013           Ti(4)    1.793         0.37           .552             a 
O1_Si2           1.655           Si(4)    1.6175        0.37           .904             b 
 
O2_Ba1           2.877           Ba(2)    2.35          0.37           .241             a 
O2_Ba2           3.244           Ba(2)    2.35          0.37           .089             a 
Table 2 Bond valence balance calculation for triclinic BTS2. Parameters were calculated using 
the VaList program with merged ref. and Set-up 2 structure refinements.  
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O2_Ti1           2.01            Ti(4)    1.793         0.37           .556             a 
O2_Si2           1.565           Si(4)    1.6175        0.37           1.152            b 
 
O3_Ba1           3.514           Ba(2)    2.35          0.37           .043             a 
O3_Ba2           3.323           Ba(2)    2.35          0.37           .072             a 
O3_Si1           1.629           Si(4)    1.6175        0.37           .969             b 
O3_Si2           1.618           Si(4)    1.6175        0.37           .999             b 
 
O4_Ba2           2.978           Ba(2)    2.35          0.37           .183             a 
O4_Ba2           3.085           Ba(2)    2.35          0.37           .137             a 
O4_Ti1           1.596           Ti(4)    1.793         0.37           1.703            a 
 
O5_Ba2           3.181           Ba(2)    2.35          0.37           .106             a 
O5_Si1           1.603           Si(4)    1.6175        0.37           1.04             b 
O5_Si2           1.647           Si(4)    1.6175        0.37           .923             b 
 
O6_Ba2           2.708           Ba(2)    2.35          0.37           .38              a 
O6_Ba2           3.188           Ba(2)    2.35          0.37           .104             a 
O6_Ti2           1.933           Ti(4)    1.793         0.37           .685             a 
O6_Si1           1.643           Si(4)    1.6175        0.37           .933             b 
 
O7_Ba1           3.474           Ba(2)    2.35          0.37           .048             a 
O7_Ba1           2.925           Ba(2)    2.35          0.37           .211             a 
O7_Ti2           2.018           Ti(4)    1.793         0.37           .544             a 
O7_Si1           1.579           Si(4)    1.6175        0.37           1.11             b 
 
O8_Ba1           3.182           Ba(2)    2.35          0.37           .106             a 
O8_Ba2           2.67            Ba(2)    2.35          0.37           .421             a 
O8_Ti2           2.081           Ti(4)    1.793         0.37           .459             a 
O8_Si4           1.593           Si(4)    1.6175        0.37           1.068            b 
 
O9_Ba1           2.764           Ba(2)    2.35          0.37           .327             a 
O9_Ti2           1.929           Ti(4)    1.793         0.37           .692             a 
O9_Si4           1.594           Si(4)    1.6175        0.37           1.066            b 
 
O10_Ba1          3.115           Ba(2)    2.35          0.37           .126             a 
O10_Si3          1.589           Si(4)    1.6175        0.37           1.08             b 
O10_Si4          1.634           Si(4)    1.6175        0.37           .956             b 
 
O11_Ba1          3.103           Ba(2)    2.35          0.37           .131             a 
O11_Ba1          2.984           Ba(2)    2.35          0.37           .18              a 
O11_Ti2          1.628           Ti(4)    1.793         0.37           1.562            a 
 
O12_Ba1          3.267           Ba(2)    2.35          0.37           .084             a 
O12_Si3          1.626           Si(4)    1.6175        0.37           .977             b 
O12_Si4          1.621           Si(4)    1.6175        0.37           .991             b 
 
O13_Ba1          3.257           Ba(2)    2.35          0.37           .086             a 
O13_Ba1          2.75            Ba(2)    2.35          0.37           .339             a 
O13_Ti1          2.097           Ti(4)    1.793         0.37           .44              a 
O13_Si3          1.612           Si(4)    1.6175        0.37           1.015            b 
 
O14_Ba2          3.008           Ba(2)    2.35          0.37           .169             a 
O14_Ba2          3.488           Ba(2)    2.35          0.37           .046             a 
O14_Ti1          1.887           Ti(4)    1.793         0.37           .776             a 
O14_Si3          1.613           Si(4)    1.6175        0.37           1.012            b  
Reference parameteres: (a) Brown and Altermatt (1985); (b) Brese and O'Keeffe (1991) 
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