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iAcademic Writing Support System using Bayes approach
Masaki Uto
Abstract
The purpose of this paper is to develop and evaluate an article structure and argument
construction support system for academic writing.
At rst, we propose an article structure construction support system. We assume that
an article structure, which is dened as a sequence of article component categories, follows
m-th order Markov source. Bayes code is known to estimate the optimal Markov order.
However, the code often suers from over tting when data length is short. To solve the
problem, we propose a bias corrected estimation method based on Bayes code. By using
the method, we develop a system which recommends article structures.
Next, we propose an argument construction support system. The traditional systems
support construction of an argument as to t Toulmin model, which is known as a scheme
of argument. However, to construct and elaborate an argument, focusing on “Strength
of an argument”, which means strength of causal relationship between sentences, is more
important than model tting. However, it is dicult to elaborate all strength of arguments
when the argument scale grows up. To solve the problem, we propose a Bayesian network
representation of Toulmin model. Using the Bayesian network representation, the proposed
system estimates“Strength of an argument”,“Validity of a sentence” and“Inuence of
a sentence on the claim" and then generates optimal advices to a user.
Moreover, we carried out simulation and subjective experiments to show the eectiveness
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m重マルコフ情報源は，任意の時点 tにおける状態 Xt の生起確率が，その直前の m個の
状態系列 Xt 1t m = Xt m;    ; Xt 1 のみに依存する m重マルコフ過程とみなせる，すなわち，
等式 (2.1)
p(XtjXt 11 ) = p(XtjXt 1t m) (2.1)
を満たす情報源である．式 (2.1)において，m = 0とすると，各状態が独立に発生する無記憶情
報源と等価となる.また，p(XtjXt 1t m)は遷移確率と呼ばれる．
ここで，変数Xt は情報源アルファベット A = fa1;    ; akgから値を取り，状態系列Xt 1t m
はm重マルコフ情報源の状態集合 Am から値を取るとする．また，状態 s 2 Am のもとでシン
ボル a 2 Aが発生する確率 p(ajs)を sa で表し，このパラメータ集合を  = fsagと表記する．









ただし，nsa は状態 sのもとでシンボル aが発生したデータの数を表す．また，パラメータ








データ長 le m=0 m=1 m=2 m=3 m=4 m=5
序論（819） 819 719 619 519 419 321
本論（1240） 1240 1140 1040 940 840 740
結論（460） 460 360 260 160 62 0
生起すると仮定する．ただし，論文構成の「序論」「本論」「結論」は，異なるm重マルコフ情報
源に従うとする．
ここで，論文構成データ中の論文構成の個数を J，f序論，本論，結論 gの要素を e，j 番目
の論文構成の eに関する系列データを Xej，Xe = fXejg(j = 1; :::; J)，eに関する論文要素の










ただし，njsa は，j 番目の論文構成において，状態 sのもとでシンボル aが発生したデータの数


























本研究では，系列データXej のデータ長を lej で表し，le =
P
j2J lej を論文構成データXe
のデータ長と呼ぶ．また，データ長 le の論文構成データ Xe を用いて，m重マルコフ情報源を



































実現できる．統計的アプローチでは，pen(nem) = 12 log nem とした BIC(Bayesian Information














で与えられる．このようなモデル選択原理は MDL 原理 (minimum description length















NMLの符号語長 lmnml(Xe)は，式 (2.7)の対数を取り，lmnml(Xe) =   log pmnml(Xe)で与え
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1. アルファベット数 jAj = 10の 0;    ; 4重マルコフ情報源を構成し，真のモデルとする．







り小さくなった回数を \-"，真値より大きくなった回数を \+"，単調減少し多重度の上限 5以上
となった回数を \m^  5"に示している．




究で扱う論文構成データは，「序論」，「本論」，「結論」の状態集合サイズが jAj = 15，24，5であ






真の多重度m = 0 パラメータ数 jAj = 10
ベイズ符号語長 BIC AIC
n ○ - + m^  5 ○ - + m^  5 ○ - + m^  5
100 922 0 0 78 1000 0 0 0 1000 0 0 0
200 975 0 0 25 1000 0 0 0 999 0 1 0
500 995 0 0 5 1000 0 0 0 1000 0 0 0
1000 994 0 1 5 1000 0 0 0 1000 0 0 0
2000 999 0 0 1 1000 0 0 0 1000 0 0 0
真の多重度m = 1 パラメータ数 jA2j = 100
ベイズ符号語長 + 補正手法 ベイズ符号語長 BIC AIC
n ○ - + m^  5 ○ - + m^  5 ○ - + m^  5 ○ - + m^  5
100 929 0 71 0 650 0 6 344 0 1000 0 0 996 4 0 0
200 998 1 1 0 985 1 1 13 0 1000 0 0 999 1 0 0
500 1000 0 0 0 1000 0 0 0 805 195 0 0 1000 0 0 0
1000 1000 0 0 0 1000 0 0 0 1000 0 0 0 1000 0 0 0
2000 1000 0 0 0 1000 0 0 0 1000 0 0 0 1000 0 0 0
真の多重度m = 2 パラメータ数 jA3j = 1000
ベイズ符号語長 + 補正手法 ベイズ符号語長 BIC AIC
n ○ - + m^  5 ○ - + m^  5 ○ - + m^  5 ○ - + m^  5
100 902 51 76 0 40 0 3 957 0 1000 0 0 0 1000 0 0
200 884 1 97 0 412 0 34 554 0 1000 0 0 0 1000 0 0
500 997 0 3 0 988 0 3 9 0 1000 0 0 0 1000 0 0
1000 1000 0 0 0 1000 0 0 0 0 1000 0 0 999 1 0 0
2000 1000 0 0 0 1000 0 0 0 0 1000 0 0 1000 0 0 0
真の多重度m = 3 パラメータ数 jA4j = 10000
ベイズ符号語長 + 補正手法 ベイズ符号語長 BIC AIC
n ○ - + m^  5 ○ - + m^  5 ○ - + m^  5 ○ - + m^  5
100 432 568 0 0 4 0 0 996 0 1000 0 0 0 1000 0 0
200 867 126 7 0 21 0 7 972 0 1000 0 0 0 1000 0 0
500 945 0 55 0 391 0 55 554 0 1000 0 0 0 1000 0 0
1000 943 0 57 0 830 0 57 113 0 1000 0 0 0 1000 0 0
2000 1000 0 0 0 998 0 0 2 0 1000 0 0 0 1000 0 0
真の多重度m = 4 パラメータ数 jA5j = 100000
ベイズ符号語長 + 補正手法 ベイズ符号語長 BIC AIC
n ○ - + m^  5 ○ - + m^  5 ○ - + m^  5 ○ - + m^  5
100 0 1000 0 0 0 0 0 1000 0 1000 0 0 0 1000 0 0
200 2 998 0 0 2 0 0 998 0 1000 0 0 0 1000 0 0
500 89 911 0 0 89 1 0 910 0 1000 0 0 0 1000 0 0
1000 328 672 0 0 328 0 0 672 0 1000 0 0 0 1000 0 0
















































例として，図 2.1に，3重マルコフ情報源から発生させたシミュレーションデータ（n = 100
，500，2000）に対する，多重度mを所与としたときのベイズ符号語長を示す．図 2.1では，デー
タ長が十分にある場合 (n = 2000; 500)，真の多重度でベイズ符号語長が最小となっているが，



















(m = 1;    ;M   1) (2.13)
ここで，M は多重度の上限を表し，問題に応じて分析者により決定される [20]．























m=0 m=1 m=2 m=3 m=4 m=5 m=1 m=2 m=3 m=4
序論 2617 2292 2211 2205 2077 1832 0.25 0.07 21.33 1.91
本論 3840 3622 3435 3344 3309 3224 0.85 0.49 0.38 2.43





ぞれのベイズ符号語長を表 2.5に示す．なお，多重度の上限は，M = 5とした．表 2.5より，ベ
イズ符号語長が多重度の増加に従い単調減少していることがわかる．そこで，次に補正手法を用
いて多重度の推定を行った．表 2.5にベイズ符号語長の変化率を示す．表 2.5より，多重度の推
定値は「序論」m^ = 2，「本論」m^ = 3，「結論」m^ = 2となった．一方，統計的アプローチによ











表 2.6 出現頻度上位 5位のマルコフ系列
序論 本論 結論
1位 D, F, G (37) o, p, q, r (120) X, V, U (76)
2位 X, B, C (36) p, q, r, Y (81) U, W, Y (48)
3位 D, F, D (23) p, q, r, o (30) V, U, W (47)
4位 B, C, D (21) q, r, o, p (30) V, U, Y (29)









































1. 論文構成データから推定したm重マルコフ情報源 (m = 0;    ; 5)に従い，論文構成をラ
ンダムに 1000件ずつ発生させる．
2. これらが好ましい論文構成であるか否かを，研究者と作成した「好ましくない論文構成の












ただし，Cme は m 重マルコフ情報源に従いランダムに構築した論文構成の e の集合
























の推定値m = 2で好ましくない論文構成の出現割合が 0となったが，「序論」「本論」では，各々







































































ここで，T は評価データの総数 (T = 20)，lt は t番目の評価データのデータ長，Ntl は t番
目の評価データにおける系列データ X l 1l m を所与としてm重マルコフ情報源から推薦される論
文要素数，Rtl は t番目の評価データにおける l番目の論文要素が，m重マルコフ情報源から推
薦された論文要素集合の要素である時に 1そうでないときに 0を取るダミー変数，Ctl は t番目
の評価データの l番目の論文要素が論文要素集合の要素である時に 1そうでないときに 0を取る
ダミー変数を表す．
F 値の算出結果を表 2.8に示す．表より，F 値は「序論」m = 3，「本論」m = 3，「結論」
m = 2で最大となり，「序論」以外は補正手法による多重度の推定値と一致していることがわか

















m=0 m=1 m=2 m=3 m=4 m=5
序論 0.067 0.239 0.269 0.284 0.257 0.196
本論 0.042 0.322 0.399 0.415 0.428 0.409
結論 0.200 0.379 0.429 0.415 0.415 0.415
再現率
m=0 m=1 m=2 m=3 m=4 m=5
序論 1.000 0.973 0.908 0.827 0.714 0.611
本論 1.000 0.951 0.882 0.829 0.766 0.701
結論 1.000 0.973 0.959 0.946 0.946 0.946
F値
m=0 m=1 m=2 m=3 m=4 m=5
序論 0.125 0.384 0.415 0.423 0.378 0.297
本論 0.080 0.486 0.549 0.553 0.549 0.516
結論 0.333 0.546 0.593 0.577 0.577 0.577
案システムを利用するグループ A と画一的なテンプレートを利用するグループ B，Microsoft
Oce Word により自由に論文執筆を行うグループ C とした．各グループの被験者は，情報シ


















ただし，グループ Aと Bの質問 (1)では，論文要素の系列のみを提示して論文構成を評価させ
た．また，論文構成のパターン数と平均論文作成時間，平均総文章量も計測した．以上の結果を





行ったところ，アンケートでは，質問 (2) のグループ A-B 間と A-C 間，質問 (3) のグループ
A-C間に有意水準 5%で有意差がみられた．また，専門家評価では，質問 (1)のグループ A-C









グループ A グループ B グループ C
アンケート (1)** 5.14(0.83) 2.86(1.13)
アンケート (2)** 5.14(0.64) 3.57(1.18) 3.57(0.90)
アンケート (3)* 5.14(0.83) 4.00(0.93) 3.00(1.20)
専門家評価 (1)** 5.43(0.25) 6.00(0.00) 2.43(1.29)
専門家評価 (2)* 5.14(0.64) 3.71(1.39) 2.43(1.50)
平均作成時間 (分) 38(11) 40(23) 35(24)
平均総文章量 (文字)** 682(143) 754(227) 313(145)














































多数開発されてきた [35]．このようなシステムの多くでは，Toulminモデル [36] と呼ばれる論
証スキーマに論証を当てはめることを支援する（例えば，[34, 37, 38, 39, 40]）．Toulminモデル
とは，論証を「主張」，「データ」，「論拠」，「裏付け」，「限定」，「論駁」の 6つの小単位に分類し，
それぞれの関係を有向グラフとして形式化したものであり [41]，論証の基準として多様な分野で































3.2 Toulmin モデル 29
と呼ぶ）を算出し，それらの推定結果に応じて論証改訂のためのアドバイスをフィードバックす
る．本システムの特徴は以下の通りである．


























D D C C
D C D D C C
W W W
D C D D C C
R R






























Toulminモデル T は，図 1に示した 6つの構成要素を元とする集合N と構成要素間の支
持関係を表す有向辺集合E により T =<N ; E >で定義される．ここで構成要素間への有向辺
の付与は任意には行えず，一定の規則（以下，構成規則）に従う必要がある．本論では，この構









図 3.3 構成規則に従う Toulminモデルの例
抽出した構成規則を図 3.2に示す．図 3.2の構成規則の組み合わせにより，例えば，図 3.3
のような Toulminモデルを表現できる．図 3.3の論証は，「主張」に対して，二つの「データ」
を提示し，それらの間の論証を支持するために「論拠」や「限定」を追加している．更に，「デー





る．ある「主張」(または「データ」)Si に対し Ri 個の「データ」Sid = fSid1 ;    ; Sidr ;    ; SidRig
が提示されるとき，Sidr から Si への有向辺を S
i
dr
→ Si と表す．更に，Sidr→ Si に接続する有向
辺を持つ構成要素集合を	idr と表記し，Sidr [	idr をAir と表す．「局所論証」は構成要素集





図 3.4 文献 [55] で例示された，動物実験の
禁止を主張する論証の一部












変数 Si(i = 1;    ; N) とみなし，文章の正当性を主観確率 p(Si = k) として表す．ここで，
k 2 f0;    ; rg(本論では r = 1) は確率変数 Si の状態値を表し，真偽 (それぞれ 1; 0) の 2 値
を取るものとする．更に，文章集合 Si が与えられたときの文章 Si の正当性は条件付確率








N 個の変数集合 X = fx1; x2; :    ; xNg を持つベイジアンネットワークは，以下の <
G; p >で表現される．
 G =< V ; E >は，X に対応する頂点集合 V と，その変数間の確率的依存関係を表現す
る有向辺集合 E で構成される非循環有向グラフであり，ネットワーク構造と呼ばれる．
 pは，X についての同時確率分布を表し，各変数 xi(i = 1;    ; N)に対応する条件付確
率分布 p(xiji;G)の積として，p(x1; x2;    ; xN ) = Ni=1p(xiji;G)で表される．ただ








































6.十分妥当である (0.95)，5.おそらく妥当だ (0.77)，4.どちらかというと妥当だ (0.59)，3.ど























まず，「論拠」W が任意の局所論証X → Y に付与された，図 3.2中 (9),(10),(11),(18),(19)
のような Toulminモデルを考える．これらの Toulminモデルは，文章 Y の正当性が，文章 X
と「論拠」W に依存して決まることを意味する [53]．更に，文章 X と「論拠」W は，一方が
他方の正当性を高める関係になく独立である．ここで，例として，図 1 の Toulmin モデルを
考える．図 1 では，「主張：彼にはペニシリン治療が必要である」が Y，「データ：彼は肺炎で
ある」が X，「論拠：肺炎にはペニシリン治療が有効である」が W に対応する．この例から，
「主張」の正当性が「データ」と「論拠」の両方に依存して決まること，「データ」と「論拠」が
独立な関係であることがわかる．以上より，X，Y，W を確率変数とみなすと同時確率分布は
p(X;Y;W ) = p(Y jX;W )p(X)p(W )と書け，図 3.7(2)右図のようなベイジアンネットワークで
表現できる．
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また，図 3.2 中 (15),(16),(17) のように，局所論証 X → Y に「限定」Q が付与された
Toulminモデルについても，同様の説明が可能である．
一方，図 3.2 中 (12),(13),(14) のように，局所論証 X → Y に「論駁」R が付与された
Toulminモデルにおいて，「論駁」Rは文章 Y の正当性向上に直接には寄与しないため [52]，ベ
イジアンネットワークには反映しない．
以上より，Toulminモデルからベイジアンネットワークを構築するための規則を図 3.7にま





ができる Noisy orモデルが利用できる．Noisy orモデルでは，各説明変数の不成立が変数間で
独立に生じると仮定できるとき [46]，説明変数集合 Si の任意のパターン j に対する条件付確
率を次式で計算できる．
p(Si = 1jSi = j) = 1 
Y
Sl2Ij
p(Si = 0jSl = 1) (3.1)





任意の「主張」(または「データ」)Siに対しRi個の局所論証Ai = fAi1;    ;Air;    ;AiRig
があるとき，Air を所与とする条件付確率 p(Si = 1jAir)を r = 1;    ; Ri について，それぞれ







例えば，図 3.8 の場合，「S1:主張」を支持する 2 つの局所論証を所与とした条件付確率
p(S1 = 1jS2; S3; S4) と p(S1 = 1jS5; S6) をそれぞれユーザに評価させ，条件付確率 p(S1 =
1jS1)を式 (3.1)により決定する．これにより，p(S1 = 1jS1)に関し，ユーザが評価する確率
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図 3.9 実験に利用した論証構造
値の数は，25 = 32から 23 + 22 = 12に軽減される．
3.3.3 論証への Noisy orモデル適用の妥当性評価
本節では，論証への Noisy or モデルの適用が妥当であるかを被験者実験により評価する．
ここでは，まず，図 3.9の Toulminモデル構造を持つ 3種類の論証を筆者らが用意し，理系大













表 3.1 Noisy orモデルの妥当性評価結果
構造 (1) 構造 (2) 構造 (3)
被験者 1 :94（p < :01） :93（p < :01） :95（p < :01）
被験者 2 :99（p < :01） :98（p < :01） :91（p < :01）
被験者 3 :75（p < :01） :85（p < :01） :81（p < :01）
被験者 4 :87（p < :01） :56（p < :05） :82（p < :01）







互情報量を用いて定式化する．ここで，2変数 Si; Sj 間の依存関係を Si→ Sj とすると，論証の
強さは次式で定義される．







p(Sj = kjSi = k0 ;	Sij )p(Si = k
0
) log
p(Sj = kjSi = k0 ;	Sij )
p(Sj = kj	Sij )
(3.2)
式 (3.2)の計算には，変数 Si の親ノード集合 Si における任意の部分集合   Si を所与と
する条件付確率 P (Si = kj)が必要である．これは条件付確率 P (Si = kjSi)から 以外の全
ての変数Si n  を周辺化し，
P
Sin p(Si = kjSi)p(Si)により得られる．
条件付相互情報量は，0 を最小値とし変数間の依存関係が強いほど大きい値を取るため，
I(Si; Sj j	Sij ) < 0(本論では 0 = 0:05)のとき論証が弱いと判断する．
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表 3.2 実験に利用した論証
内容 構成要素数 総文字数 ネットワークの平均深さ
ネットワーク
の平均幅
論証 1 現行の中学校の歴史教科書が教室での利用に不適切であることを主張する論証文 20 1238 3.16(0.75) 2.67(1.92)
論証 2 高等動物を用いた現行の動物実験が倫理的に不当であることを主張する論証文 16 1687 3.80(1.10) 2.80(1.64)
3.4.2 文章の正当性
「文章の正当性」は，ある文章が，論証によりどの程度正当化されているかを表す指標であ
る．ここでは，これを文章 Si が真である周辺確率として式 (3.3)で定義する．
p(Si = 1) =
qiX
j=1
p(Si = 1jSi = j)p(Si = j) (3.3)
この計算は Variable Eliminationアルゴリズム [66]により，根ノードから順に変数消去するこ
とで厳密かつ容易に実行できる．
この値が低い場合，すなわち，p(Si) < 1(本論では 1 = 0:7)のとき，その文章は十分に正
当化されていないと解釈する．
3.4.3 主張への影響度
「主張への影響度」は，ある文章 Si が「主張」Sc の正当化にどの程度影響を与えるかを表す
指標である．より具体的には，文章 Si の正当性が向上するように論証を改訂したとき，どの程
度「主張」の正当性が向上するかを表す．ベイジアンネットワークにおいてこのような分析を行
う手法として Sensitivity Analysis[47][48]が有用である．ここで，ある変数 Si が真である確率
p(Si = 1)が変化したとき，「主張」Sc が真である確率 p(Sc = 1)がどのように変化するかを調
べたいとする．Sensitivity Analysisでは，p(Sc = 1)を p(Si = 1)の関数（Sensitivity function
と呼ばれる）として以下のように表現する．



















0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
:データ(1)
:データ(3)
図 3.10 Sensitivity function
ここで，p0 は p(Si = 1)の値を変化させる前の確率分布を表す．
例として，図 3.8 のベイジアンネットワークにおける，「S2:データ (1)」及び「S5:データ
(3)」が真である確率 p(S2 = 1)と p(S5 = 1)を変化させた場合の Sensitivity functionを図 3.10
に示す．図 3.10より，「S2:データ (1)」の正当性 p(S2 = 1)が向上するように論証を改訂した方












相関係数 .87 .79 .67



















































論証 1 相関係数 .43 .65 .89
p < :01 < :01 < :01
論証 2 相関係数 .67 .76 .27
p < :01 < :01 < :05
果から推定した値と同傾向であったことが示せた．
ただし，表 3.4より，論証 2の「主張への影響度」は，他の指標と比べ，相関係数の値が小















































この文章を正当化するためには，この文章の正当性を 1  p(Si = 1)以
上高める必要があります．
　　文章の正当性が低い 以下のような方法で，この文章の正当性を高めましょう．























更に，その文章 Si を正当化したとき（具体的には p(Si = 1) = 1 となったとき），どの程
度「主張」の正当性向上が見込めるかを，「主張への影響度」の式 (3.4)を用いて次式で計算し，
フィードバックする．
4p(Sc = 1) = (i1 + i)  p(Sc = 1) (3.5)
また，その文章を正当化するためにはどの程度の正当性向上が必要か，すなわち，1  p(Si = 1)
もフィードバックする．







































p(SD = 1)及び p(SC = 1jSD = 1)，p(SC = 1jSD = 0)の主観確率を問う質問文「D が











指摘理由カテゴリ 出現頻度 改訂方法カテゴリ 出現頻度
A群 B群 A群 B群
その論証を削除する 3.80(2.34) 2.25(1.44)
論証が弱い 4.65(2.84) 3.65(2.09) その論証を支持する文章を追加する 0.55(1.35) 1.35(1.63)
その論証を支持する文章を変更する 0.30(0.45) 0.25(0.56)
その文章を削除する 0.05(0.23) 0.05(0.23)















































指摘理由 改訂方法 影響度 論証の強さ 文章の正当性
A群 .39(.15) .36(.18) .38(.22) 3.70(.79) 3.70(.79)
論証 1 B群 .21(.18) .18(.17) .15(.13) 2.10(1.10) 2.10(1.10)
p < :05 < :05 < :01 < :01 < :01
A群 .31(.11) .31(.12) .41(.21) 3.00(1.15) 3.10(1.19)
論証 2 B群 .17(.18) .17(.18) .11(.12) 1.90(1.10) 1.80(1.03)
p < :05 < :05 < :01 < :05 < :05
追加要素数 削除要素数 総文章量 所要時間
A群 2.50(2.14) 5.70(2.06) 936(294) 44.00(6.96)
論証 1 B群 1.40(1.77) 2.60(2.01) 1088(140) 39.30(4.14)
p < :10 < :01 < :10 < :05
A群 1.30(1.33) 3.00(3.71) 1434(377) 32.60(8.86)
論証 2 B群 1.20(1.69) 1.30(1.06) 1641(96) 26.90(4.32)
p < :10 < :10 < :05
e 2 f1;    ; ngが各 Toulminモデル中のノードと有向辺に付与した f指摘理由カテゴリ，改訂
方法カテゴリ，影響度 gの集合として表される．
ここでは，このデータを用いて，複数の評価者による評定の一致率の指標として知られる 
係数 [67] を，専門家と各被験者間について算出した． 係数は，被験者 e がカテゴリ i と評価
















表 3.7に，専門家と各群の被験者間について算出した 係数の平均と標準偏差 (括弧内)を











表 3.7に，各項目における評価値の平均と標準偏差 (括弧内)を示す．表 3.7中の専門家評価
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図 1 論証 1への適用例
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図 2 論証 2への適用例
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図 3 学術論文（本論第２章）への適用例
