This paper considers the distributed optimization problem over a network where the global objective is to optimize a sum of local functions using only local computation and communication. Since the existing algorithms either adopt a linear consensus mechanism, which converges at best linearly, or assume that each node starts sufficiently close to an optimal solution, they cannot achieve globally superlinear convergence. To break through the linear consensus rate, we propose a finitetime set-consensus method, and then incorporate it into Polyak's adaptive Newton method, leading to our distributed adaptive Newton algorithm (DAN). To avoid transmitting local Hessians, we adopt a low-rank approximation idea to compress the Hessian and design a communication-efficient DAN-LA. Then, the size of transmitted messages in DAN-LA is reduced to O(p) per iteration, where p is the dimension of decision vectors and is the same as the first-order methods. We show that DAN and DAN-LA can globally achieve quadratic and superlinear convergence rates, respectively. Numerical experiments on logistic regression problems are finally conducted to show the advantages over existing methods.
I. INTRODUCTION
Distributed optimization over a peer-to-peer network has attracted great attention in recent years, see e.g. [1] - [7] and references therein. It aims to solve the following optimization problem with multiple networked nodes, minimize x1,...,xn
subject to x 1 = · · · = x n ∈ R p (1) where each node i privately holds the local objective function f i and iteratively updates the local decision vector x i via communicating with only a subset of nodes to find an optimal solution.
The essence of (1) as an optimization problem suggests that a major goal of distributed algorithms is to achieve as fast convergence rate as possible, e.g., the rate comparable with their centralized counterparts. For first-order methods, many efforts have been devoted along this direction, and several novel algorithms such as [2] - [5] have been shown to converge * This work was supported by the National Natural Science Foundation of China under Grant 61722308, and in part by the ARL under cooperative agreement W911NF-17-2-0196. (Corresponding author: Keyou You).
J. Zhang linearly, which is the best rate that first-order methods can achieve [8] . Nevertheless, linear convergence rates are slow when the condition number of the objective function is large [8] , which motivates the use of second-order methods.
The most appealing feature of second-order methods is the superlinear convergence rate, which, compared to the linear rates of first-order methods, largely reduces the number of iterations to produce a solution of very high accuracy [9] . However, to the best of our knowledge, most existing attempts to adapt second-order Newton methods to the distributed optimization fail to recover a globally superlinear convergence rate. In contrast, this work proposes two distributed algorithms with globally superlinear convergence rates.
A. Literature Review
Compared with first-order methods, second-order Newton methods are less studied in distributed optimization. Table I briefly summarizes existing works [10] - [21] . Most of them [10] - [13] are based on two ideas: (a) Transforming the problem (1) to an unconstrained optimization problem via an inexact penalized method; (b) The inverse of the Hessian matrix of the penalized problem is expressed as a Taylor series and hence can be approximated by a truncated Taylor series via multiple rounds of local communications with neighbors. Since the penalized problem is generally not equivalent to the original problem, the algorithms in [10] - [13] actually cannot converge to an exact optimal solution of (1). Moreover, the claimed superlinear convergence only happens in a phase where the decision vector is far away from the optimal solution, and the rate reduces to linear when they are close. Thus, the convergence rate is still linear from a global viewpoint. Such an idea has also been exploited in the network utility maximization problems in [14] , [15] . Again, they cannot converge to an exact solution. The exact convergence is recently achieved in [16] , [17] by adopting primal-dual or proximal methods with linear convergence by also using the truncated Taylor series. An alternative to estimating the global Hessian has been proposed in [18] by adopting a linear averaging consensus algorithm to local Hessians, which leads to a linearly convergent algorithm since the consensus rate is at most linear. Finally, distributed quasi-Newton methods on master-slave networks have been studied in [19] - [21] . Apparently, this setting is constrained by the capability of the master node which aggregates all information from the slave nodes. Moreover, algorithms in [19] , [20] still have linear convergence rates, while [21] achieves superlinear convergence only locally, i.e., the algorithm converges only 
Methods
Convergence rates Main features [10] - [15] Linear, inexact a Truncated Taylor series [16] , [17] Linear Primal-dual methods [18] Linear Asymptotic average consensus [19] , [20] Linear
Master-slave networks [21] Superlinear, local b Master-slave networks [22] Quadratic, local b Finite-time average consensus DAN Quadratic Polyak's adaptive stepsize DAN-LA Superlinear Communication-efficient a Converge to an inexact optimal solution b Converge to an optimal solution only when the starting point is close to the optimal solution when the starting point is close enough to an optimal solution. In contrast, both algorithms in our work achieve globally superlinear convergence. The more relevant work [22] exploits finite-time consensus and attains a quadratic convergence rate similar to DAN in our work. However, it has only local convergence guarantee due to the use of pure Newton method as will be discussed in Section IV-A, and has a much higher communication complexity than our DAN-LA.
B. Challenges and Solutions
There are roughly two hurdles in applying the Newton method in distributed optimization while maintaining a superlinear or even quadratic convergence rate. The first one relates to the speed for nodes to achieve consensus, a state where all nodes' decision vectors are identical, for satisfying the constraint in (1) . Clearly, consensus is indispensable to solve (1) , and the convergence rate of any distributed optimization algorithm is lower bounded by the rate of achieving consensus. However, most existing consensus methods are essentially linear iterations, which generally converge asymptotically with at most linear rates [23] - [25] . Hence, it is unlikely for distributed optimization algorithms based on these methods to achieve superlinear convergence. For instance, the penalized method used in [10] - [13] transforms into such a consensus method at the algorithm level, and hence fails to achieve superlinear convergence.
The second hurdle lies in distributedly implementing a backtracking line search that is key to the global convergence of the Newton method. Note that the superlinear convergence of the Newton method crucially relies on the use of unit stepsize, i.e., the pure Newton method, when the decision vector is close to the optimal solution. However, unit stepsize at early stages from an arbitrary starting point often leads to divergence. To address this issue, line search schemes are commonly invoked, which repeatedly try a stepsize from one at each iteration, and decreases it if the stepsize does not reduce the objective function value [9] . This approach can guarantee a globally convergent algorithm with superlinear rate. However, a line search generally requires evaluating the global objective function multiple times at a single iteration, which is infeasible in a distributed setting. Alternatively, some works [10]- [18] adopt local line searches or small (less than 1) constant stepsizes for global convergence, but cannot achieve superlinear rate.
To remove the first hurdle, we propose a finite-time setconsensus method called DSF, which allows nodes to achieve exact consensus in a finite number of communication rounds with their neighbors. The DSF is based on the widely used flooding algorithm for routing in computer networks [26] , and we improve it by reducing the communication cost. By running the DSF at each iteration, the consensus rate is no longer a bottleneck on the convergence, and hence our algorithms essentially differ from existing methods based on asymptotic consensus.
We attack the second hurdle by adopting a recent progress in the Newton method [27] . In particular, Polyak et al. [27] designs an adaptive stepsize for Newton method that maintains the quadratic convergence rate from any starting point without a line search. Thus, we just need to focus on the distributed implementation of the adaptive stepsize rather than line searches.
By combining the DSF and Polyak's adaptive Newton method, we propose the Distributed Adaptive Newton algorithm (DAN) that has a global quadratic convergence rate. Each node in DAN computes the gradient and Hessian of the local objective function, and then transmits them to neighbors to perform the DSF and hence obtains the global gradient and Hessian, after which the Newton direction and the adaptive stepsize can be computed and used for update. We note that the quadratic rate is in terms of both local computations and communications.
In DAN, the local Hessian matrix with size O(p 2 ) is directly sent to neighbors, which could be time-consuming if the dimension p is high and the network bandwidth is low. To resolve this issue, we propose DAN-LA, a communicationefficient version of DAN by leveraging the low-rank approximation technique. The idea builds on the observation that the rank-1 approximation of a symmetric matrix W ∈ R p×p with respect to (w.r.t.) the spectral norm can be expressed as sww T , where s ∈ {−1, 1} and w ∈ R p . Thus, an approximation of W can be obtained by transmitting messages in only O(p) size, which is the same with existing first-order methods [1]- [7] , [28] . In DAN-LA, we apply the low-rank approximation on an innovation defined as the discrepancy between the true Hessian and the last estimate. This further reduces the approximation error since the innovation is relatively small. Moreover, we design a scheme to adaptively adjust the approximation order and hence bound the error. The DAN-LA achieves a global superlinear convergence rate despite the use of inexact Hessians, and the numerical experiments show that it has a lower computational complexity than DAN.
C. Summary of Contributions
This work proposes two second-order distributed algorithms (DAN and DAN-LA) to solve (1) over directed graphs, and both of them are proved to achieve global superlinear convergence rates under standard assumptions. The novelty lies in the use of finite-time consensus and adaptive stepsize [27] , and thus our algorithms differ substantially from existing ones.
In particular, DAN even attains a quadratic convergence rate that matches the centralized Newton method.
To mitigate the communication cost due to the transmission of Hessians in DAN, DAN-LA leverages the low-rank approximation method to reduce the transmitted size from O(p 2 ) to O(p) at each iteration, where p is the dimension of the decision vector, which is in line with first-order methods. Numerical experiments show that the global communication complexity of DAN-LA in bits is considerably smaller than DAN and existing methods.
Both DAN and DAN-LA are based on the proposed finitetime set-consensus algorithm called distributed selective flooding (DSF). The DSF improves the widely used flooding algorithm with provably better computational complexity. More precisely, nodes in the DSF achieve consensus in at most n − 1 communication rounds with neighbors rather than the n + d G − 1 rounds of the flooding, where d G is the diameter of the network.
We test DAN and DAN-LA on a logistic regression problem with the Covertype dataset. The result clearly illustrates the advantages of DAN and DAN-LA over existing methods and validates the theoretical analysis.
D. Notation, Definition, and Paper Organization
x T denotes the transpose of x. · denotes the l 2 -norm for vectors and the spectral norm for matrices. |X | denotes the cardinality of set X . R p and R p×p denote the set of all p-dimensional real vectors and p × p matrices. ∇f (x) and ∇ 2 f (x) denote, respectively, the gradient and Hessian of f at x. O(·) denotes the big-O notation. A B means A − B is non-negative definite.
Consider a sequence {e k } that converges to 0. {e k } is said to converge Q-linearly or have a Q-linear convergence rate if lim k→∞ |e k+1 | |e k | = γ for some γ ∈ (0, 1). It has a Q-superlinear convergence rate if lim k→∞
Clearly, a sequence with a quadratic convergence rate implies that it converges superlinearly. One example of quadratically convergent sequences is {c 2 k } with c ∈ (0, 1). We say a sequence {ε k } converges R-linearly (superlinearly, quadratically) if there exists a Q-linearly (superlinearly, quadratically) convergent sequence {e k } such that |ε k | ≤ |e k |, ∀k. In comparison, the Q-rate further implies that the sequence is monotonically decreasing. For convenience, all convergence rates in this paper are in the sense of R-rate.
The rest of this paper is organized as follows. Section II formulates the problem with some assumptions. Section III introduces the finite-time set-consensus algorithm DSF and provides theoretical guarantees. Section IV firstly reviews the Newton method and Polyak's adaptive Newton method, which is followed by DAN and theoretical results. Section V presents DAN-LA with low-rank matrix approximation methods, as well as its superlinear convergence result. We test the two algorithms in Section VI on a logistic regression problem, and conclude the paper in Section VII.
II. PROBLEM FORMULATION
We aim to design distributed algorithms to solve problem (1), where each node iteratively updates its local decision vector using local gradients and Hessians, as well as the information received from its neighboring nodes. Note that problem (1) is essentially equivalent to the following optimization problem
The communication topology among the nodes is modeled by a directed graph G = (V, E), where V = {1, · · · , n} denotes the set of nodes and E ⊆ V × V is the set of edges with (i, j) ∈ E if and only if node i can directly send messages to j. Let N i in = {j|(j, i) ∈ E} denote the set of in-neighbors and N i out = {j|(i, j) ∈ E} denote the set of out-neighbors of node i. If G is undirected, i.e., (i, j) ∈ E implies (j, i) ∈ E, then we simply denote by N i the neighbors of node i. A path from node i to node j is a sequence of consecutively directed edges from i to j. We say G is strongly connected if there exists a directed path between any two nodes. The distance between two nodes in G is the number of edges in a shortest path connecting them, and the diameter d G of G is the largest distance between any pair of nodes. A tree is an undirected graph that is (strongly) connected and contains no cycles.
We invoke the following assumptions throughout the paper. Assumption 1:
(a) f is twice continuously differentiable and µ-strongly convex, i.e., ∇ 2 f (x) µI, µ > 0. (b) f has L-Lipschitz continuous Hessians, i.e.,
Assumption 2:
(a) The communication network is strongly connected. (b) Each node has a unique identifier. Assumption 1 is standard in second-order Newton-type algorithms [9] . Assumption 2 is also common to handle directed graphs [29] , [30] and is easily satisfied. For example, nodes are generally equipped with network interface cards (NIC) for communication, and each card is assigned to a unique MAC address by the manufacturer. The MAC address then naturally serves as an identifier. Moreover, nodes can independently generate random variables as identifiers, which meet Assumption 2(b) almost surely.
III. DISTRIBUTED FINITE-TIME SET-CONSENSUS
This section first introduces the concept of distributed finitetime set-consensus that plays a crucial role in our superlinearly convergent algorithms. Then, we propose a Distributed Selective Flooding (DSF) algorithm that improves upon the existing Distributed Flooding (DF) algorithm to achieve finite-time setconsensus with more efficient communications.
A. Distributed Finite-time Set-Consensus
Distributed finite-time set-consensus consists of two independent concepts, namely, set-consensus and finite-time consensus. Table II briefly categorizes existing literature along this direction and we discuss them separately.
Distributed set-consensus aims to ensure all nodes to access the set containing all local states of nodes via peer-to-peer communications. Another relevant concept is value-consensus, where the goal is to achieve consensus on some value, e.g., the average or max/min of all local states. Since each node can independently compute the desired value after accessing all states, consensus to a set generally contains more information than consensus to a single value, at the expense of a higher storage requirement. Distributed value-consensus arises in different applications. In particular, distributed averageconsensus serves as a key component in many distributed optimization algorithms [1] - [3] . On the other hand, distributed set-consensus attracted less attention, but it can be powerful in some algorithms. For example, it is key for DAN-LA to realize efficient communications.
Finite-time consensus is in contrast to asymptotic consensus [23] . The former means that each node achieves consensus after a finite number of rounds of communications with neighbors, while the latter only requires achieving consensus asymptotically as the number of communication rounds tends to infinity. Existing finite-time consensus algorithms include the method based on minimum polynomial of the graph [31] , [32] , the Laplacian-based method [33] , the observability-based method [34] , the Distributed Flooding (DF) [26] , [35] , [36] , etc. We note that all these algorithms except the DF are designed for value-consensus. On the other hand, existing asymptotic (value-)consensus methods are mainly in a form of linear iterations, where a node updates its state by a weighted average of the current states of its neighbors [23] , and possibly uses the history information for acceleration. Due to the linear form of update rules, these algorithms only attain linear convergence rates [23] .
In the context of distributed optimization, asymptotic consensus is generally more popular [1]- [7] . One of the reasons is that the updates for optimization and consensus can be performed simultaneously. More precisely, an iteration typically involves a local gradient-like update to minimize the objective function and one or several rounds of communication with neighbors toward consensus [1]- [7] . This framework guarantees asymptotic convergence of all nodes' local decision vectors to an optimal solution with a linear convergence rate [1]- [6] . However, it is also the main bottleneck for achieving superlinear convergence. To resolve it, we adopt finite-time consensus with multiple communications per iteration. In view of its superlinear convergence with respect to the number of iterations, the overall communication complexity is still lower.
B. The Distributed Selective Flooding Algorithm
This section provides the Distributed Selective Flooding (DSF) algorithm with its communicational complexity.
The DSF is summarized in Algorithm 1. The implementations for undirected graphs and directed graphs are slightly 
Consensus
Asymptotic Finite-time Value FDLA [23] , [24] , [25] [31]- [33] , FAIM [34] , etc. Set -Flooding [26] , [34] - [36] , DSF different and we first focus on the former. Let S i be the information to be shared of node i, which can be a scalar, vector, matrix, or set. Each node i initializes a set I i (0) = {S i }. In fact, I i (t) contains the information that node i received after t communication rounds with neighbors, and will be updated iteratively. At the k-th round, for each neighbor j, node i selects an element e ∈ I i (k − 1) that has not been sent to or received from j, and then sends e to node j (Line 3). In the meantime, it receives an element e j from each neighbor j and copies to
. We will show in Theorem 1 that each node obtains a set containing the information of all nodes, i.e., I i (n − 1) = {S u |u ∈ V}, ∀i, after n − 1 rounds. That is, nodes reach set-consensus in finite time.
Intuitively, each message sent from node i to node j is believed by node i to be 'new' to node j, and hence no messages shall be repeatedly transmitted over any link (i, j). The implementation generally requires nodes to have unique identifiers to distinguish and select messages, which is the reason to impose Assumption 2(b). If only an upper bound n of the number of nodes is available, then the number of communication rounds increases toñ − 1.
For directed graphs, the in-neighbors of a node may be different from its out-neighbors. Therefore, it is infeasible to check whether an element e has been received from an outneighbor j since j may not be its in-neighbor. Hence, the DSF is modified accordingly to only require e not to have been sent to out-neighbor j earlier, i.e., line 3 is replaced by line 5 in Algorithm 1. However, this modification slows down the consensus achieving and duplicate transmissions may happen. In fact, the DSF in this case reduces to the standard DF as explained in Remark 3.
We note that the name 'selective flooding' has also been adopted in some variants of the standard flooding algorithm, e.g. [37] , but most of them are for routing that guides packages from the origin to their correct destination through a communication network, which is different from set-consensus. The following theorem characterizes the communication complexity of the DSF.
Theorem 1: Let each node i in the graph G privately hold a message S i and apply the DSF algorithm (Algorithm 1). Suppose Assumption 2 holds. If G is a tree, each node obtains a set containing all nodes' messages after n − 1 rounds of communications with its neighbors, i.e., I i (n − 1) = {S u |u ∈ V}, ∀i ∈ V. If G is directed, then the maximum number of communication rounds is n + d G − 1.
The proof is relegated to the Appendix. Although Theorem 1 only considers trees for undirected graphs, it is reasonable to infer that the result also holds for general graphs, since they have denser edges and should need fewer communication Algorithm 1 The Distributed Selective Flooding (DSF)from the viewpoint of node i Input: A message S i , which can be a scalar, vector, matrix, set, etc. Let
if G is undirected then 3: For each node j ∈ N i , node i sends an element e ∈ I i (k − 1) that has not been sent to or received from node j to neighbor j.
4:
else if G is directed then 5: For each node j ∈ N i out , node i sends an element e ∈ I i (k − 1) that has not been sent to j to node j.
6:
Node i receives an element e j from each neighbor j and copies to I i (k − 1), i.e.,
Output: Each node obtains a set containing messages of all nodes, i.e.,
rounds to converge. Nevertheless, for a general network, it may be preferable in some cases to first construct a spanning tree and then apply the DSF on the tree to reduce the total number of communications, which is discussed in Remark 2. Remark 1 (Optimality for trees): Note that in any tree there exists a node with only one neighbor. Therefore, the node has to receive n − 1 messages from the neighbor to achieve set-consensus. Since each communication transmits only one message, at least n − 1 rounds are needed.
Remark 2 (Distributed construction of a spanning tree): Since the communication complexity of the network in the DSF increases with the number of edges, it is desirable to apply it only on a spanning tree of the network, which can be constructed in a distributed way. Consider, for example, the case where the root node in the graph sends a pre-defined message to all of its neighbors. Once a node receives this message at the first time, it chooses the sender as parent and transmits the message to its neighbors. This process generates a breadthfirst spanning tree. The root node can also be selected in a distributed manner using, e.g., the max-consensus method. Note that the construction needs to be implemented only once for a static network and hence does not increase the complexity per iteration. There are also construction methods for dynamic networks [38] and also those taking the edge weight (e.g., bandwidth or communication delay) into consideration [39] .
Remark 3 (Improvement on the DF): The DF algorithm is only designed for general directed graphs and is equivalent to the directed part of the DSF. In other words, the DSF improves the DF only on undirected graphs by eliminating the repeated transmission of a message over an edge. This modification leads to optimality of the DSF (c.f. Remark 1) and results in a large reduction of communication time. For instance, in an undirected line graph, the diameter is d G = n − 1, and hence the DSF only requires half the communications than that of the DF. Note that the minimum number of communication rounds for DF is only recently established [34, Theorem 1] despite its widespread use.
The DSF is a key component of the superlinearly convergent algorithms in the next sections, especially for the communication-efficient DAN-LA.
IV. THE DISTRIBUTED ADAPTIVE NEWTON METHOD
This section first briefly reviews the celebrated centralized Newton method that converges quadratically and globally with a backtracking line search scheme, and highlights the difficulty in distributedly conducting a line search. Then, we introduce an adaptive Newton method recently proposed by Polyak et al. [27] , which removes the line search step while maintaining a quadratic convergence rate, and is amenable to distributed implementation. Finally, we combine the adaptive Newton method and the DSF to propose the Distributed Adaptive Newton method (DAN) and provide the convergence result.
A. The Newton Method
The Newton method to minimize f has the following update rule
If the stepsize α k = 1, then (3) is called the pure Newton method, which converges to the optimal solution x quadratically only when the starting point x 0 is sufficiently close to
. Thus, only local convergence is guaranteed. If x 0 is far away from x , then the pure Newton method may diverge.
To obtain global convergence, damped Newton methods that adjust the stepsize at each iteration are preferable. For selfconcordant objective function f , Nesterov proposed using
and the resulting algorithm has a global quadratic convergence rate [8] . However, self-concordant functions impose constraints on the third derivative of f , and hence can be restrictive. In contrast, our work focuses on general convex functions with the standard Assumption 1 for second-order methods.
For such objective functions, a damped Newton method with α k determined by a backtracking line search is popular and widely used in practice. A common line search scheme, known as Armijo rule, is given as follows: choose α k = β l with β ∈ (0, 1) and l the smallest nonnegative integer satisfying
global convergence rate since the l satisfying (4) is often large, especially when the starting point is far away from the optimal point x . Thus, the damped Newton method with line searches is not suitable for distributed implementation.
To our knowledge, all existing Newton-type methods with a globally superlinear convergence rate, except a very recent one [27] , adopt some form of line search methods, and thus are difficult to adapt to the distributed setting. In the next subsection, we introduce the method in [27] and show how it addresses this issue.
B. Polyak's Adaptive Newton Method
Polyak et al. [27] recently proposed a new version of (centralized) Newton method that achieves a global quadratic convergence rate under Assumption 1 without line searches. The novelty lies in the design of an adaptive stepsize in a simple form. It was originally proposed to solve general nonlinear equations and apparently can be applied to solve optimization problems. The basic form has the following update rule
where µ and L are as defined in Assumption 1.
The intuition behind the adaptive stepsize α k is straightforward. When x k is far away from the optimal point x , the algorithm is in the damped Newton phase with the stepsize inversely proportional to the 'distance' measured by the gradient norm ∇f (x k ) . When x k is close to x , (5) turns into the pure Newton method that guarantees a quadratic convergence rate. The following lemma states the convergence result.
Lemma 1 (Theorem 4.1 in [27] ): Suppose that Assumption 1 holds. Then the sequence {x k } generated by (5) converges to an optimal point x , and the gradient norm ∇f (x k ) is monotonically decreasing. Moreover, let
then the convergence rate is given as follows:
Lemma 1 states that the gradient norm ∇f (x k ) and the distance x k −x decrease by at least a constant value at each iteration in the damped Newton phase (k ≤ k 0 ), after which the algorithm enters the pure Newton phase and the decreasing rate becomes quadratic. Overall, the number of iterations to achieve x k − x ≤ is bounded above by
Algorithm 2
The Distributed Adaptive Newton method (DAN) -from the view of node i Input: Starting point x 0 i = x 0 , ∀i. 1: for k = 0, 1, 2, · · · do 2:
Compute g 
This quadratic convergence rate matches the existing best theoretical rate for centralized Newton method with line searches [9] , and is substantially faster than linear rates O log 2 (1/ ) . Note that the convergence is global without line searches, which motivates us to adopt it in distributed optimization.
C. The Distributed Adaptive Newton Method
We introduce in this section the Distributed Adaptive Newton algorithm (DAN). It integrates Polyak's adaptive Newton method with distributed finite-time consensus to achieve global quadratic convergence. To the best of our knowledge, DAN is the first distributed algorithm with global quadratic convergence rate with respect to both computation and communication complexities.
DAN is outlined in Algorithm 2. At each iteration, each node computes the local gradient and Hessian (Line 2), and then runs a finite-time consensus algorithm to obtain the global gradient and Hessian (Lines 3 and 4). While we choose here our DSF algorithm to achieve finite-time consensus, any other finite-time average-consensus methods such as [31] - [33] is also feasible. Finally, the node uses the aggregated gradient and Hessian to perform a Newton step with the stepsize adaptively chosen as in Polyak's Newton method (Line 5). For convenience, DAN assumes that all nodes start from the same point x 0 , which can easily be relaxed by adding a finite-time value-consensus step if the starting points are different.
Due to finite-time consensus, the global view of DAN is identical to Polyak's adaptive Newton method (5) . The following Theorem 2 provides the convergence result.
Theorem 2: Suppose that Assumptions 1 and 3 hold. Then all sequences {x (i) k }, i ∈ V generated by DAN of Algorithm 2 converge to an optimal point x , and the gradient norm ∇f (x (i) k ) is monotonically decreasing. Moreover, let k 0 and γ be as defined in (6) . Then, the convergence rate is given as follows:
Proof: One can easily show by mathematical induction that x
for all k, i.e., all nodes' states are identical at any time. Letx k x (1) k = · · · = x (n) k ; then each node actually performs the following update
which is exactly Polyak's adaptive Newton method (5) . Therefore, the result follows from Lemma 1.
Theorem 2 shows that DAN has a global quadratic convergence rate that is consistent with the centralized Polyak's adaptive Newton method. In particular, the gradient norm ∇f (x (i) k ) and the distance x (i) k − x of any node in DAN decrease by at least a constant value at each iteration when k ≤ k 0 , and the decreasing rate becomes quadratic after that. Similar to the analysis after Lemma 1, the number of iterations to achieve x
It is worth noting that the above quadratic rate is global and exact. That is, the convergence is achieved from any starting point, and to the exact optimal point x . This is in sharp contrast with existing distributed second-order methods where the convergence is achieved locally [22] or to a solution of a penalized version of (2) [10]- [15] .
Remark 4 (Communication complexity): At each iteration, each node in DAN communicates n − 1 times with its neighbors and transmits O(p 2 ) size of messages (the Hessian and the gradient) each time. The communication overhead then appears to be higher than algorithms transmitting only firstorder information and simultaneously performing computation and communication, e.g., communicating with neighbors once per iteration [1]- [3] . Nevertheless, the global communication complexity of DAN could actually be much lower. In particular, the size of all transmitted messages for each node to achieve x
For first-order distributed algorithms, the optimal communication complexity is O(d G p log 2 1/ ) [4] , which is higher than that of DAN if a very high precision is desired, i.e., ≤ O(2 − np d G ). In addition, one may replace the DSF in DAN with other finitetime consensus algorithms for possibly lower communication complexity, since the DSF is a more powerful set-consensus algorithm specifically designed for the communication-efficient DAN-LA in the next section.
Remark 5 (Importance of finite-time consensus): As pointed out in Section III, existing asymptotic consensus algorithms can only achieve linear convergence, which becomes a bottleneck of such distributed optimization algorithms since consensus is a necessary condition for convergence. Hence, the use of finite-time consensus is indispensable.
Despite the global quadratic convergence, DAN may incur a relatively slow progress in the early stage than first-order algorithms due to (a) the relatively conservative stepsize in the damped Newton phase (k ≤ k 0 ) that leads to a large k 0 ; (b) the transmission of Hessians which is more communication demanding than transmitting only gradients, especially for problems with high dimensions and large networks. The first issue can be overcome by first adopting first-order methods for a few iterations and then switching to DAN, where the global convergence property of DAN ensures feasibility of an arbitrary switching point. The second issue is more fundamental, and to resolve it, we design in the next section a communication-efficient version of DAN that transmits messages with only size O(p) at each iteration.
V. THE COMMUNICATION-EFFICIENT DAN-LA
In this section, we propose DAN-LA, a communicationefficient version of DAN that reduces the size of the transmitted message at each iteration from O(p 2 ) to O(p), while maintaining a global superlinear convergence rate. This reduction can be significant in real applications with high dimensions, e.g., training neural networks.
Recall that the O(p 2 ) complexity comes from the transmission of Hessians. Our idea is to compress the Hessian to size O(p) while at the same time retaining sufficient information to maintain the superlinear convergence rate. In fact, most of the existing distributed Newton-type algorithms (e.g., [10] - [18] ) can be regraded as exploiting some O(p) size information to approximate the Hessian, but their approximations are too rough to maintain a superlinear convergence rate.
The Distributed Adaptive Newton method with Low-rank Approximation (DAN-LA) of this work leverages the lowrank matrix approximation theory to compress the Hessian for transmission. In particular, DAN-LA approximates the innovation of local Hessians with a rank-1 matrix, where the innovation is defined as the difference between the local Hessian at the current iteration and the estimated Hessian at the previous iteration. Although a symmetric rank-1 matrix in R p×p has size O(p 2 ), it can be represented by the outer product of a vector in R p with itself with only a possible sign change, and hence can be transmitted in O(p) size. If the decision vectors do not vary too much in two consecutive iterations, then the innovation would be relatively small due to Assumption 1, and hence a rank-1 approximation would not lose too much information, which is formally characterized later by singular values. Hence, nodes can obtain a satisfactory estimate of the global Hessian based on the old Hessian estimate and the received O(p) size message.
More precisely, suppose that each node has the same estimate of the global Hessian at the k-th iteration, sayĤ k , and also holds an approximation H The rank-1 approximation step is crucial in the above process, and the approximation accuracy determines the estimation quality of the global Hessian. Fortunately, both the implementation and the approximation error of low-rank approximations have been well understood in the literature. In a basic case, a rank-r approximation of a matrix W ∈ R p×p w.r.t. the spectral norm can be obtained as a solution of the following optimization problem minimize Wr∈R p×p W − W r , subject to rank(W r ) ≤ r, (7) which has an analytic solution related to the singular value decomposition (SVD) of M by the Eckart-Young-Mirsky Theorem [40] . Let W = U ΣV T be the SVD of W , where U = [u 1 , · · · , u p ] ∈ R p×p and V = [v 1 , · · · , v p ] ∈ R p×p are unitary matrices and Σ = diag{σ 1 , . . . , σ p } with σ 1 ≥ σ 2 ≥ · · · ≥ σ p the singular values of W . We can partition U, Σ, and V as follows:
where U 1 ∈ R p×r , V 1 ∈ R p×r and Σ 1 ∈ R r×r . Then, the Eckart-Young-Mirsky Theorem [40, Theorem 2.23] states that an optimal solution of (7) is
and the optimal value e r = W − W r = σ r+1 is the approximation error. In our problem, the matrix to be approximated is the innovation of local Hessians and is hence symmetric, where the SVD is closely related to the eigenvalue decomposition. For the rank-1 approximation, it then follows from (8) that the optimal solution and optimal values are, respectively,
where λ j is the j-th largest eigenvalue of W in magnitude and w j is the associated unit right eigenvector, i.e., w j = 1. Therefore, both the approximation and the approximation error can easily be computed by the eigenvalue decomposition, and the computation generally has complexity of O(p 3 ), which is identical to finding a Newton direction, i.e., computing the inverse of the Hessian. Moreover, since we only need the first two largest singular (or eigen-) values and vectors, we can instead use a truncated SVD, which results in a complexity of O(p 2 ) in some cases [41] . Simply stated, finding a low-rank approximation does not increase by much the computational overhead.
Recall that the rank-1 approximation error reflects the approximation quality ofĤ k to the global Hessian ∇ 2 f (x k ). If the error is large, then performing a Newton or Polyak's adaptive Newton step with the poor estimated Hessian may lead to only linear convergence rates or even divergence. Hence, a scheme is needed to automatically determine whether the error is small enough to implement Polyak's Newton update, or otherwise turn to a higher rank approximation for a better estimate. We design such a scheme for DAN-LA, where we provide an explicit threshold such that the algorithm can safely run a Polyak's Newton update when the approximation error is below the threshold and adaptively increases the approximation order otherwise. Moreover, the threshold illustrates that a rank-1 approximation suffices for achieving superlinear convergence.
DAN-LA is summarized in Algorithm 3. At iteration k, node i first computes a rank-1 approximation s
k−1 and the corresponding approximation error r (i) k based on its eigenvalue decomposition (Line 2, c.f. (Line 5). If the error is smaller than the threshold r in (11), it performs Polyak's adaptive Newton step (12) . Otherwise, the node skips the update by setting α (i) k = 0, and enters the next iteration (Line 6).
We now provide the convergence result for DAN-LA. To this end, one more assumption is imposed. This assumption is standard and almost necessary in analyzing quasi-Newton methods, which is a class of algorithms that use inexact Hessians to approximate Newton directions. DAN-LA falls in this class since theĤ (12) is not the true Hessian. We will compare DAN-LA with existing quasi-Newton methods in Remark 9. Note that this assumption is equivalent to the Lipschitz smoothness assumption for twice continuously differentiable convex functions. k − x converges to 0 superlinearly, where x is the optimal point of (2). Theorem 3 shows that DAN-LA achieves superlinear convergence in spite of the use of inexact Hessians. Nevertheless, it is very difficult to provide an explicit convergence rate like in Theorem 2, and it is unclear whether the rate can be quadratic. In fact, as far as we know, no existing quasi-Newton method has an explicitly theoretical convergence rate. More discussions on the result are provided following the proof.
Proof of Theorem 3: The proof is roughly divided into four steps, where we first prove the convergence of {x (i) k } and {r (i) k } in the first three steps by showing the convergence of gradients to 0, and invoke the Dennis-Moré Theorem [42] in the last step to prove the superlinear convergence rate.
Step 1: Deriving a key inequality. It can be readily Let λ j be the j-th largest eigenvalue of
k−1 in magnitude and w j be the associated unit eigenvector. Compute Find the rank-1 approximation a h (i)
3:
Compute H
Communicate with neighbors to obtain S = DSF(r
Finite-time set-consensus (Algorithm 1)
5:
Use S to computeĝ 
and update Adaptive Newton step
k are respectively the optimal solution and value of the rank-1 approximation problem: minimize
obtained by mathematical induction that x
In other words, all agents actually perform identical updates, and the update (12) becomes
Moreover, the induction also implies thatĤ k = n i=1 H (i) k
(c.f. Lines 3 and 5). It follows from the Eckart-Young-Mirsky Theorem ( [40, Theorem 2.23], [43] ) that ∇f i (x k )−H
k (c.f. (9) and the analysis around it), and then we have that
Recall that g k = ∇f (x k ), and let
Then, we have
We now show that α k ∈ (0, 1] by proving that φ in (11) is positive. Letφ(r)
It then follows from (16) that
where we used (14) and Assumption 1 to arrive at the last inequality.
Step 2: Proving the convergence of {x k }. Let K = {k l : l ≥ 0} be an increasing sequence of time steps such that k ∈ K if and only if α k > 0 at iteration k, which indicates thatr (i) k ≤ r from (11) . We now show that k l+1 − k l ≤ p and x k l +1 = x k l +2 = · · · = x k l+1 for any l, where p is the dimension of x k . For any k l < k < k l+1 , it follows from (13) and α k = 0 that x k+1 = x k , and the second part follows by induction. For the first part, let λ (j) k , j = 1, · · · , p be the j-th largest eigenvalue of ∇ 2 f i (x be the corresponding unit eigenvector. We define λ (j) k = 0 for any j > p for convenience. Since
for any k l < k < k l+1 , it follow from (10) that
for all j > 0, which further implies that |λ
k | . Now suppose that, to the contrary, there exists an l such that k l+1 − k l > p; then, for any k ∈ [k l + p, k l+1 ) = ∅, we have r
k = 0 and we must have α k > 0, and hence k ∈ K, which leads to a contradiction. Therefore, k l+1 − k l ≤ p.
We then study the sequence { g k l : k l ∈ K}. Consider the case where α k l = φ ĝ (i) k l ≤ 1, which is called the first stage.
It follows from (14) and the definition of K that
and hence Ĥ k l ≤ ∇ 2 f (x k l ) + r ≤ M + r by Assumption 3. Therefore, we have from (15) that
which, together with (18) , implies that
Combining (19) and (17) yields that 20) where the first equality is from x k l +1 = x k l +2 = · · · = x k l+1 , the second inequality follows from (15) and (18) , which implies that Ĥ k l ≥ ∇ 2 f (x k l ) − r ≥ µ − r > 0, and the last equality follows from the definition of the first stage.
An important relation is
where the last inequality is trival since M ≥ µ. To show the first inequality, let θ = µ M +µ . It follows from the definition of φ that
By substituting (22) into (21), it is sufficient to show that q(r) < 1 2 , where
which is strictly increasing on [0, µ). Notice that q(0) = 0 and q(r 0 ) = 1/2 with r 0 = 1 3 ( M 2 + 3µ 2 − M ). Since 0 < r < r 0 , we have q(r) < q(r 0 ) = 1 2 . The relation (20) together with (21) yields
Thus, the sequence { g k l } is monotonically decreasing by at least a constant at each step in the first stage. The inequality (23) suggests that there exists a k l such that the algorithm enters the second stage where α k l = 1, i.e., g k l ≤ φ. Similar to (20) , it follows from (17) that
Let e k l = g k l /φ ≤ 1. Then, the above inequality implies that
Recall from (22) that
which, combined with (25) , shows that {e k l } and { g k l } are monotonically decreasing and converge to 0 at least linearly at the second stage. This also concludes that g k will remain in the second stage for all k ≥ k l . Combining all above, it implies that { g k l : k l ∈ K} converges to 0. Recall that k l+1 − k l ≤ p and x k l +1 = · · · = x k l+1 , ∀l, and hence the convergence of { g k l } implies the convergence of g k . Since x k − x ≤ 1 µ g k due to the strong convexity, we have thus proved that x k converges to x .
Step 3: Proving the convergence of {r (i) k } to 0. We now show that the approximation error {r (i) k } converges to 0 for all i. Denote by σ j (A) the j-th largest singular value of A ∈
Since the algorithm will enter the second stage after a finite number of iterations, it is sufficient to focus only on the second stage, and we accordingly denote by k l ∈ K the first time step when the algorithm enters it. We have
where we used A * ≤ p A , Assumption 1, the rank-1 approximation property, and 0 ≤ ε k ≤ pσ 1 (E k ) to arrive at the inequalities. Note that (24)- (26) show that g k l , k l ∈ K converges to 0 at least linearly. Then, it follows from (27) that lim k→∞ ε k = 0. The convergence of {r (i) k } to 0 follows immediately by noticing ε k ≥ r
Step 4: Proving the superlinear convergence. Now we study the sequenceĤ k . It follows from (14) and Assumption 1 that
Since we have already shown that both x k − x and n i=1 r (i) k converge to 0, thenĤ k converges to ∇ 2 f (x ). In view of (13), the superlinear convergences of x k − x and ∇f (x k ) follow from the celebrated Dennis-Moré condition immediately, which is stated in the following lemma for the sake of completeness. 
Remark 6 (The effect of parameter c): The parameter c in Line 6 aims to trade off communicational economy with a smaller progress per iteration. More precisely, from (11), a larger c means a higher requirement on the approximation quality of the global Hessian and also suggests a larger stepsize, but may result in more skipped iterations and hence more communications. Therefore, how c affects the global convergence rate is related to the network bandwidth, parameters in Assumption 1, etc, and thus is problem-dependent. In fact, it is feasible to set c = 0 if M is strictly larger than µ, and DAN-LA reduces to DAN if c tends to infinity. We will empirically show its effect in Section VI. can be transmitted in one bit and hence is negligible) at each iteration, which is almost identical to existing first-order methods such as DIGing [2] that transmits messages with size O(2p). Nevertheless, DAN-LA may require more iterations than DAN to achieve the same level of accuracy. Therefore, it is difficult to conclude which one is always better from a theoretical point of view. In our experiments, we find that the number of total transmitted messages in bits of DAN-LA is much smaller than that of DAN to achieve the same level of accuracy, while the computation increases. Intuitively, if communication time dominates the computation time, then we expect DAN-LA to be faster in terms of total running time. Otherwise, DAN might be a better choice.
Remark 8 (Importance of set-consensus): Although the finite-time set-consensus step in DAN can be replaced by a finite-time average consensus for possibly better performance, it is indispensable in DAN-LA, because we need the sum-
k ) T , which would require nodes to transmit messages in size O(p 2 ) to their neighbors if average consensus methods such as FDLA [23] are adopted, rather than the O(p) size of the DSF.
Remark 9 (Relation with quasi-Newton methods): The DAN-LA uses inexact Hessians to update (c.f. (12) ) and hence belongs to the family of quasi-Newton methods. However, it differs essentially from many popular quasi-Newton methods such as BFGS [8] , where they approximate the Hessian when it is not available or is too expensive to compute, and generally rely only on first-order information, with computational complexity O(p 2 ). In contrast, the approximation in DAN-LA does not lead to an economy in computation, since nodes still have computational complexity of O(p 3 ) due to the computation of local Hessians and their inverses. In fact, the use of inexact Hessians in DAN-LA results from the demand of efficient communication, which is a problem only in distributed settings and does not exist in classical quasi-Newton methods. We note that it is possible to incorporate existing quasi-Newton methods into DAN-LA to reduce its computational complexity, which we leave to future works.
Remark 10 (Implementation issues): Similar to DAN, it is feasible to conduct several iterations of first-order methods before DAN-LA to obtain a good starting point, which may accelerate DAN-LA in the early stage. Moreover, the inverse of the Hessian in (12) 
VI. NUMERICAL EXAMPLES
We test DAN and DAN-LA by training a binary logistic regression classifier for the Covertype datatset from the UCI machine learning repository [45] , where the samples in classes 3 and 7 are used. The optimization problem involved has the following form:
where ω ∈ R 55 and m = 56264 is the number of samples; x i x T i σ(z i )(1 − σ(z i )) + rI. For distributed training, we randomly partition the dataset over n = 10 or n = 100 nodes with each one privately holding a local subset. We compare the proposed algorithms with two existing second-order methods FNRC [18] and ESOM-3 [16] , and one first-order method DIGing [2] . The (undirected) communication topology is constructed by randomly connecting each possible pair of nodes with probability 2 ln n/n, i.e., adopting the Erdős-Rényi model [46] , [47] . The weights of edges are generated by the Metropolis method [1] , [2] , which is used in the algorithms to be compared though not needed in DAN and DAN-LA. Note that the network topology and weights dramatically affect the convergence rates of these methods [47] - [49] while having little effect on DAN and DAN-LA, but space limitation prevents us from doing thorough experiments on all network topologies. We also implement the centralized gradient descent method as a baseline, where the training is conducted on a single node. In all algorithms, we set µ = 0.02m, L = m and M = 0.04m in Assumptions 1 and 3 to guide the selection of stepsizes with possibly manual tuning if the theoretical suggestions are not clear. For example, the stepsize in the centralized gradient method is set to the optimal one 2/(µ + L) [8] . The performances of these algorithms are depicted in Figs. 1 and 2. Fig. 1 plots the convergence rates of these algorithms over n = 10 and n = 100. The rate is measured by the decreasing speed of the global gradient's norm versus the number of evaluations of the local gradient or Hessian (or the global gradient in the centralized gradient method). It shows that both DAN and DAN-LA with different choices of c achieve superlinear convergence rates that clearly outperform the linear rates of the DIGing, FNRC, and ESOM-3. In particular, though incurring a relatively slower progress in the early stages, our algorithms rapidly outpace others when they enter the pure Newton phase as suggested by the theoretical analysis. In fact, only about 5 or 6 iterations are needed to attain a very high accuracy in the pure Newton phase [9] . To accelerate the convergence of DAN and DAN-LA at the beginning, one can use other methods such as first-order methods initially and then switch to DAN or DAN-LA as mentioned in Remark 10. Fig. 1 also illustrates the effect of c in DAN-LA. As discussed in Remark 6, a larger c leads to a higher approximation quality of the global Hessian and also a larger stepsize. Hence, the global convergence rate w.r.t computations for a larger c is faster. Fig. 2 shows the convergence rates versus the averaged transmitted bits of a node (a number is stored and transmitted in 64-bit floating-point format). The DAN and DAN-LA behave similarly as in Fig. 1 , i.e., slow convergence in the early stages and rapid convergence after that. Moreover, the transmission of Hessians dramatically increases the communication overhead of DAN before it enters the pure Newton phase, especially in large networks. Therefore, DAN is most suitable for networks with high bandwidth in modest size, and it can be beneficial to apply it when a point close to the optimal solution is already found by other methods. In comparison, DAN-LA with an appropriate c is much more communication efficient, and c affects the communication complexity in a different way from that of computational complexity (Fig. 1) . In particular, there exists a crucial value of c (10M in this case) that achieves the optimal communication complexity. Unfortunately, the theoretical suggestion for this value is not clear, which could be a topic for future research.
VII. CONCLUSION
This paper has proposed two distributed second-order optimization algorithms over peer-to-peer networks with globally superlinear convergence rates. The striking features lie in (a) designing a finite-time consensus method, (b) incorporating an adaptive version of Newton method for global convergence, and (c) exploiting low-rank approximation methods to compress the Hessian for efficient communication. These features distinguish our methods from most existing ones. Future works can focus on asynchronous versions of the proposed algorithms as in [6] , [50] , the integration of the proposed algorithms with quasi-Newton methods, and developing more communication-efficient ones.
APPENDIX
Proof of Theorem 1: The proof for directed graphs is given in [34, Theorem 1] , and here we just deal with undirected trees. Consider a tree with the root an arbitrary node. Let U v (k) = {u|S u ∈ I v (k)} be the set of nodes whose messages arrive at node v in k iterations, R v be the set of descendants of v (not including v), and U v (k) = U v (k) ∩ R v be the set of descendants of v whose messages are in U v (k). It follows from the definition that U v (k) ⊆ R v and U v (k) ⊆ U v (k), and R v = ∅ for a leaf node v.
Claim 1: If v is not a leaf and u is a child of v, then |U v (k) ∩ R u | ≤ k − 1.
Proof of Claim 1: Since G is a tree, node v can get the messages of nodes in R u only from node u. Note that node u sends the message of itself to node v at the first iteration. The result then follows from that only k − 1 iterations can be used to transmit the messages of nodes in R u , and each iteration can only transmit one message.
Claim 2: | U v (k)| ≥ min{|R v |, k} for all v ∈ V and k ∈ N. Proof of Claim 2: We prove it by mathematical induction. It is clear that | U v (0)| = 0 for all v ∈ V. Suppose that | U v (t)| ≥ min{|R v |, t} for all v ∈ V and we now show that | U v (t + 1)| ≥ min{|R v |, t + 1}. For some node v, if | U v (t)| > t or | U v (t)| = |R v |, then the result follows immediately. Now consider | U v (t)| = t < |R v |, which means that v cannot be a leaf. It follows that there exists a child u of node v and a nonempty subset R ⊂ R u such that all elements in R are not contained in U v (k), i.e., U v (k) ∩ R = ∅ (otherwise | U v (t)| = |R v |). Then, the hypothesis implies that |R u | ≥ | U u (t)| ≥ min{|R u |, t}. If | U u (t)| = |R u |, then R ⊂ U u (t). Note that the selective operation ensures that no messages are transmitted more than once over a link (u, v), which implies that an element in R will be sent to node v at iteration t + 1, and hence |U v (t + 1)| ≥ t + 1. If | U u (t)| ≥ t, which means |R u | ≥ t; then it follows from Claim 1 that there must exist a node in U u (k) whose message is not contained in U v (k), and hence this element will be sent to node v from node u at iteration t + 1 due to the selective operation. Therefore, |U v (t + 1)| ≥ t + 1.
For any node i, let k = n − 1 and designate i as the root, it follows from Claim 2 that | U i (n − 1)| ≥ n − 1 and hence R i ⊆ U i (n − 1), which proves the result.
