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The purpose of these remarks is fourfold: First, we amplify the implication 
made in our paper [5] concerning the necessary and sufficient conditions for 
the convergence of the generalized overrelaxation method (go-method). 
Theorem 1 below, which is equivalent to the Main Theorem in [5], states 
these conditions explicitly. Second, using our results in Section 1, we obtain 
in Section 2 similar explicit necessary and sufficient conditions for the con- 
vergence of the extrapolated Jacobi method studied in [6]. Third, the results 
of Sections 1 and 2 are extended to certain classes of non-self-adjoint and 
non-K-symmetric operators. Fourth, we obtain an estimate for the rate of 
convergence of the go-method as well as for the extrapolated Jacobi method 
and their spatial cases. In particular, as a special case of our result for the go- 
method, we get an estimate for the rate of convergence of the Gauss-Seidel 
method obtained recently by Krasnoselsky and Stetzenko [2]. In what 
follows, our notation and arguments are those used in [S]. We refer the reader 
to [l, 3,4, 5, 61 f or references dealing with the overrelaxation methods for 
finite matrices. 
1. GENERALIZED OVERRELAXATION METHOD (GO-METHOD) 
Let H be a Hilbert space and A a bounded linear map of H into H of the 
form A = D + S + Q. Let S* be the adjoint of S and D a set of reals 
w > 0 such that G, D, S, and Q have the property that there exists a self- 
adjoint and positive definite operator K of H into H which commutes with S 
and is such that for all u and v in H: 
* The preparation of this paper was partially supported by the National Science 
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(a) (Du, KU) = (Ku, Dw), i.e., D is K-symmetric. 
(b) G = ((2 - w)/w) D + S* - Q is K-symmetric and K-positive 
definite (K - p.d.), i.e., there exists /3 = /I(w) > 0 such that 
(Gu, Ku) Z B II u II2 for WEQ. 
(c) (D + wS) has a bounded inverse defined on all of H for w E 52. 
As was noted in [5] the go-method with a constant relaxation factor w E s2 
consists in determining an approximate solution u, of the equation 
Au =f (~EH) 
by the iteration scheme 
(D +wS)un = -{(w - 1) D + wQ> ~-1 + wf 
(1) 
(2) 
or equivalently by the method 
un = -T(w) &z-l + g (g : 4D + wWf), 
where u, is an arbitrary initial approximation and 
(3) 
T = T(w) = (D + wS)-l ((w - 1) D + wQ}. (4) 
It was shown in [5] that if D, S, Q, K and 5;1 satisfy conditions (a), (b) and (c), 
then the spectrum o(T) of T lies in the interior of the unit disc (i.e., the spectral 
radius r(T) = supAEO(r) ( h 1 < 1) if and only if A is K-p.d. It was then implied 
in that paper that the latter result, together with Lemma 1 in [5], yields the 
necessary and sufficient conditions for the convergence of the go-method. In 
this section we amplify the above implication and thus provide detailed 
arguments for its validity. Theorem 1 below follows directly from Lemma 1 
and the Main Theorem in [5]. In fact, the two theorems are equivalent. 
THEOREM 1. If D, S, Q, K and s;! satisfy the conditions (a), (b), and (c), 
then the go-method (2) OY (3) converges to the unique solution of Eq. (1) for every 
fin H and any uO in H if and only if A is K-p.d. 
Proof. We first note that, as was shown in [5], since K commutes with S 
and D is K-symmetric, G is K-symmetric if and only if A is also K-symmetric. 
Suppose now that A is K-p.d. Then, by virtue of our hypotheses (a), (b), and 
(c), the Main Theorem in [5] asserts that r(T) < 1. This implies that (1 + T) 
is continuously invertible with 
(1 + T)-’ = f (-T)” in L(H). (5) 
i=O 
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Since the sequence {u,} determined by the go-method (3) is also given for 
each n by 
72-l 
24, = c (-T)ig + (-T)"u, (n = 1, 2, 3 ,..., 21s E H), (6) 
60 
it follows from (5) and (6) that {u,> converges for each u, and each g (i.e.,f) 
in H and that 
u* = limu, = i (-T)ig 
n f=O 
is the unique solution of the equation (I + T) u* = g or, equivalently, of 
Eq. (1). 
CONVERSE. Suppose that the sequence {un} determined by (3) converges 
to the unique solution u* of Eq. (1) for each f in H and any u. in H. Since, 
for each n, u,, satisfies Eq. (6), it follows from the preceding supposition that 
u* = lim, u, = CL0 (- T>i g exists for each g in H and is also the unique 
solution of the equation (I + T) u* = g. This implies that X = -1 6 o(T) 
and that T”u -+ 0 as n --t co for each u in H. 
Using this and the identity 
n-1 
(Tu, Kw) = 1 WV + TJ u, ‘=““[I + TJw) + R,,{u, v} (u, v E H), 
i-0 
with 
R,{u, v} = d(T%, K[D + US] T”[I + T] w) (n = 1, 2, 3 ,... 1, 
established in [5] under conditions (a), (b), and (c), it follows that 
&{u, 4 - 0 as n-+cc 
and, therefore, 
(Tu, Ku) = t (KTi[I + T] u, GF[I + T] u); 
i-o 
i.e., for each u in H, (Tu, Ku) is a convergent series of positive numbers. In 
particular, we have 
(Tu, Ku) 2 (&I + Tl u, ‘W + Tl 4 (u E H). 
Since h = - 1 does not belong to a(T) and G is K-p.d., the last inequality 
shows that A is also K-p.d. Q.E.D. 
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COROLLARY 1. Let D, S, Q, and 9 satisfy the conditions 
(al) D and A are self-adjoint 
(bl) G(W) = ((2 - OJ)/UJ) D + S* - Q is positive definite for w E G. 
(cl) (D + wS) is continuously invertable for w E Q. 
Then the go-method (2) converges for each f and uO in H to the unique solution of 
Eq. (1) if and only if A is positive definite. 
Proof. Corollary 1 follows from Theorem 1 for K = I. 
.4n immediate consequence of the Main Theorem in [S] and Theorem 1 
above is the following result establishing their equivalence. 
THEOREM 2. Let D, S, Q, K, and Q satisfy conditions (a), (b), and (c) and 
let T(w) be given by (4). Then the following assertions are equivalent. 
(a) The spectral radius r(T(w)) < 1 for each jGed w E n. 
(8) The sequence {un} determined by the go-method (2) converges to the 
unique solution of Eq. (1) for every f in H and any u, in H. 
(y) The operator A is K-p.d. 
Proof. The inplications (a) =E- (/?) 3 (y) follow from Theorem 1 above, 
while the relation (y) 3 (a) f o 11 ows from the Main Theorem in [5]. 
Theorem 2 implies the validity of the following special corollary which 
will prove to be useful in our discussion in Section 3. 
COROLLARY 2. Suppose that D is self&joint, 
G(w) = ((2 - w)/w) D + S* -Q 
is self-adjoint and positive definite, and (D + wS) is continuously invertable. 
Suppose also that {u,} is a sequence of iterants determined by the generalized 
overrelaxation method (2). Then the following assertions are equivalent: 
(cyl) The spectral radius Y( T(W)) < 1 for each w E Q. 
(pl) {u,) cmverges to the unique solution of Eq. (1) for every f in H and any 
u. in H. 
(yl) The operator A is positive definite. 
Proof. Corollary 2 follows from Theorem 2 for K = I. 
Remark 1. (i) When w = 1, then the go-method (2) reduces to the 
generalized Gauss-Seidel method given by 
(D+S)u,= -Qun-I +f (fEH,uoEH) (2.1) 
with the corresponding necessary and sufficient conditions given by 
Theorems 1 and 2 for o E Q = { 1). 
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(ii) When K = 1, then D, G and A are self-adjoint and Theorem 2 gives 
the necessary and sufficient conditions for the convergence of overrelaxation 
method for operator equations. 
(iii) When K = 1, w = 1 and Q = S* + F with F self-adjoint, Corollary 
1 reduces to the result obtained by Householder [1] for the case when the 
operators are finite matrices. 
(iv) When K = I, w = 1 and Q = S*, the equivalence of the assertion 
(orl) with (yl) (but not with (pl) of Corollary 2 for the Gauss-Seidel method 
(2.1) was established by Krein and Prozoroskaya [3]. 
(v) When D = I, Q = S* and A = I - S - S*, then the set G for 
which (b) and (c) hold is given by s;! = {w, 0 < w < 2). 
2. EXTRAPOLATED JACOBI METHOD 
If we let S = 0, then the go-method (2) for the solution of Eq. (1) with 
A = D + Q reduces to the extrapolated Jacobi method 
Du, = -{(w - 1) D + wQ} u,-~ + wf or u, = -T,u,-, + g, 
(7) 
with T, = (w - 1) + wD-IQ and g, = wD-lf for operator equations 
studied in [6]. In this case Theorem 2 above yields the following corollary 
which strengthens and in a certain sense completes the results concerning the 
extrapolated Jacobi and Jacobi methods for operator equations in H obtained 
in [6]. 
THEOREM 3. Suppose that D is K-symmetric and continuozrsly invertable, 
D is a nonempty set of w > 0 such that G, = ((2 - w)/w) D - Q is K- 
symmetric and K-p.d., and {u,} is a sequence of iterants determined by the extra- 
polated Jacobi method (7) f or a g iven w E G. Then the following assertions are 
equivalent: 
(&!) The spectral radius r(T,) < 1 for each w E 52. 
(j?2) (un} given by (7) converges to the unique solution of the equation 
Au=(D+Q)u=fforeweryfinHandanyu,inH. 
(~2) The operator A = D + G is K-p.d. 
Remark 2. When w = 1, then Gr = D - G is K-symmetric and 
K-p.d. and the method (7) becomes the Jacobi method 
Du, = -Qu,-1 4-f (fEH,u,EH). (7.1) 
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By Theorem 3, (7.1) converges for eachf and uO in H 0 r(D-‘Q) < 1 o A is 
K-p.d. We add that in the case of convergence the operator D is necessarily 
K-p.d. For the various special cases of the extrapolated Jacobi method for 
matrices and operators as well as for the discussion concerning the optimum 
parameter w, see [6]. 
3. FURTHER GENERALIZATIONS 
The restrictive nature of Theorems 1 and 2 and also of Theorem 3 when 
A is not self-adjoint lies in the requirement that K be self-adjoin& be positive 
definite, and commute with S. It turns out, however, that when condition (b) 
is somewhat modified, then Corollaries 1 and 2 allow us to extend the applica- 
bility of the generalized overrelaxation and the extrapolated Jacobi methods 
to a new broad class of equations (1) involving non-self-adjoint operators 
A = D + S + Q without the stringent conditions on K. 
THEOREM 4. Suppose there exist continuously invertible operators L and M 
and a set G? + 4 of w > 0 such that 
(a4) D = LDM is self-adjoint. 
(b4) GJ) = ((2 - CU)/W) LDM + M*S*L* - LQM is self-aqoint and 
positive definite for each w in f2. 
(~4) (D + wS) is continuously invertible for each w in Sz. 
Then the following assertions are equivalent: 
(a4) r(T(w)) < 1 for each w E 9, where T(W) is given by (4). 
(p4) {u,) determined by the go-method (3) converges to the unique solution 
of Eq. (1) for each f in H and any u0 in H. 
(~4) The operator LAM is positive dejnite. 
Proof. We first observe that x E H is a solution of Eq. (1) if and only if 
y = M-lx is a solution of equation 
Ay=(D+S+&)y=fJ=Lf with p = LPM for any P E L(H). (8) 
Next, it is easy to see that under condition (a4) the operator ki’ is self-adjoint 
if and only if 
C(w) = ((2 - w)/w) D + s* - & 
is self-adjoint and (D + wS) is continuously invertible if and only if 
(D + OJS) has the same property. Furthermore, the equality 




where T(w) is given by (4), implies that a(T(w)) = u(~(w)) while in view of 
(9) the sequences (u,} and (12,) determined by 
%I = -T(w) G-1 + g and ri* = - fb) %a-, + g” 
(g = w(D + wS)-lf, g” = w(B + wS)-lf) 
are such that u, = Mu”, for each n. Hence, since M is continuously inver- 
tible, {un} converges to the unique solution of Eq. (1) for eachf in H and any 
u0 in H if and only if {&) converges to the unique solution of Eq. (8) for each 
f E Hand any u, in H. In view of our conditions (a4), (b4), and (c4), Theorem 
4 follows from Corollary 2. 
COROLLARY 3. Assume there is a continuously invertible operator L such 
that LD is self-aojoint, G(w) = ((2 - w)/w) LD + S*L* - LQ is serf-adjoint 
andpositive definite for w E D # $, and (D + wS) is continuously invertible fm 
w E G. Then the following assertions are equivalent: 
(~5) V(w)) < 1 f M each w E J2, where T(w) is given by (4). 
(85) {un} determined by (2) converges to the unique solution of (1). 
(~5) LA is positive definite. 
Remark 3. If in Corollary 3 we assume that L = K is a self-adjoint and 
positive definite operator, then clearly K is continuously invertible and the 
condition (b4) concerns itself in this case with the operator 
G,(w) = ((2 - w)/w) KD + S*K - KQ. (t) 
Note the difference between G,,(W) in (t) and G(w) in (b) in Theorems 1 and 2 
with the latter in effect saying that KG(w) = ((2 - w)/w) KD + KS* - KQ 
be self-adjoint. 
If S = 0, then Eq. (1) reduces to the equation 
Ax=(D+Q)x=f (fEH), 
while the go-method (2) reduces to the extrapolated Jacobi method (7). In 
this case Theorem 4 above reduces to the following theorem for non-self- 
adjoint operator equations. 
THEOREM 5. Suppose there exist continuously invertible operators L and M 
and 52 # 4 such that LDM and LAM = L(D + Q) M are serf-adjoint, 
Gw = ((2 - w)/w) LDM - LQM is positive definite for each w in 9 and D 
is continuously invertible. Then the following assertions are equivalent: 
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(4 Qw) < 1 f OY each w E Q, where T, = (w - 1) I + wD-‘Q. 
@5) (u,,) determined by the extrapolated Jacobi method (7) conererges to the 
unique solution of Eq. (1) for each f and uO in H. 
(~5) The operator LAM is positive dejinite. 
Special case. If A/I = I, then Theorem 5 yields a strengthened version of 
Theorem 3 since instead of requiring that L = K be self-adjoint and positive 
definite (as in Theorem 3) we demand only that K be continuously invertible. 
Remark 4. The author has learned that for finite matrices A = D + Q, 
Reimar Froehlich has recently obtained results analogous to those con- 
tained in Theorem 5 above. 
4. ESTIMATE OF THE SPECTRAL RADIUS OF r(T(w)) 
We assume here that D, S, Q, G(w), and 9 satisfy conditions (a), (b), and (c) 
and that A is K-p.d. Then, by Theorem 2, r(T(w)) < 1 for each w in Q 
with T(w) given by (4) and the go-method (2) converges for each f and us 
in H. Since its rate of convergence is determined by the magnitude of Y( T(w)), 
it is of interest to give an estimate of r(T(w)). In this section we derive such 
an estimate. Our discussion here is based on our results of Section 1, Lemma 1 
in [5] and the arguments in [2]. However, in contradistinction to [2], in our 
proof of Theorem 6 below we do not make use of the theorem on invariance 
of the defect index for bounded operators. 
We first show that, since A and G(w) are K-p.d., 
with 
P(w) = (w - 1) D + WQ w 
is positive for each w E J2. This follows from the identity 
\((D + wS) x, Kx)12 - \(I’(,) x, Kx)12 = w~(G(w) x, Kx)(Ax, Kx) (x E H) 
(11) 
derived in Lemma 1 in [5] under conditions (a), (b), and (c). Indeed, by our 
assumptions, there are constants 01 > 0 and & > 0 such that 
for all x E H. 
(12) 
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If we put vW = sup II~II=I ND + 4~~ Kr)l and P~ = ~~~~~~~~~~ I(&J)Y, Kr)l 
for o E G, then it follows from (1 I) and (12) that for y = x//j x (1 with x # 0 
we get 
wYG(w) ~9 KY)@Y, KY> 
= IW + 4Y, KY)1 + I(eJ)Y, KY)1 
from which, in view of (#), it follows that yU > w~LuP,/(~~ + CL,,,) for w EL?. 
Furthermore, since I((0 + wS)y, KY)\ < (1 D + wS I( II K I), it follows from 
(#) that for each y with (1 y 11 = 1 we have 
IwJ)Y~ KY>1 
’ - II D + 2 II II KII ’ I(@ + WWY, Kr>l * 
THEOREM 6. Let D, S, Q, K and D satisfy (a), (b), and (c). Suppose also 
that A is K-p.d. Then the spectral radius r( T(w)) of the operator T(w) in (4) 
satisfies the inequality 
r(T(w)) d ‘dw) = 1 - ,, D + ;; ,, ,, K,, (El 
where yw is defined by (#). 
Proof. Since for the continuously invertible operator (D + wS), 
ll(D + us)-l x II t (Ml D + WS II)11 x II 
for every x in X, and 
T(w) x - Ax = (D + wS)-1 {P(w) x - A(D + wS) x}, 
we see that for all x # 0 and y = x//l x II we have 
11 T(w) X - AX 11 2 II D ; ws I, 11 p(w) X - W + ws) X 11 
1 
’ II D + ws II It Kx II 
I@‘(w) x - W + 4 x, W 
II x II 
’ II D + WS II II KY II {I h I IW + w~)Y, Ky)l 
- IV’(w) Y, KY)W 
By virtue of (#), the last inequality shows that for I X / > 1 we have 
Ytoll x II 
” T(w) x - hx ” ’ /I D + WS III\ K )/ 
(XEH,WEQ). (13) 
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Thus, (T(w) - hl)--l is a bounded operator (for each fixed w E Sz and each 
1 X / >, 1) defined in the closed subspace &T(W) - A) C H. The last assertion 
is also true for all h such that 1 3 1 h 1 > TV. Indeed, (13) implies that for 
all x # 0 and all A with T&W) < 1 h 1 f 1 
which implies that (T(w) - A)-l is bounded and R( T(w) - A) C H is closed. 
Moreover, R(T(w) - A) = H for each fixed w in Sz and / h ( > I(O) for 
otherwise there would exist an element v in H such that (TV - Xv, U) = 0 
or (T(w) v, U) = X(v, U) for all u in H. This can be written in the form 
(P(w) u, (D* + c&*)-l v) = h(u, v). S ince R(K) = H, there exists an ele- 
ment w in H such that Kw = (D* + US*)-l v. If we choose now u = o, then 
the last equality yields 
(P(oJ) w, Kw) = X((D + wS) w, Kw). 
The last relation implies that for all ( X ( > r(w) we have 
I(+) w, Kw I = I A ll((D + us) *, WI > +J)I((D + US) w, Kw)l 
from which, since Ye = 1 - yJ/ D + WS II II K 11, it follows that 
IV + 4 w, Kw)l - IV’(~) w, WI 
< II D + ps II ,, KII IW + Ws) W, Kzo)/- 
This implies that there exists an element z = w/II w 1) such that 
in contradiction to the definition of yU given in (#). Q.E.D. 
COROLLARY 4. Let D, S, Q, and 9 satisfy (a), (b), and (c) for K = I. 
Suppose also that A is positive definite. Then 
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Special cases 
(1) When w = 1, the estimate of the rate of convergence for the generali- 
zed Gauss-Seidel method is given by 
Y(T(l)) < YK(l) = 1 - 
llD+'s'aaJl/ * 
(El) 
For the case when K = I and Q = S*, the estimate (El) was obtained in [2]. 
(2) When S = 0, Theorem 6 yields an estimate for the rate of conver- 
gence of the extrapolated Jacobi method (7). In this case 
where 
and 
T, = (w - I)1 + wD-IQ 
(3) When S = 0 d an w = 1, we get an estimate for Jacobi method (7.1). 
Here 
‘tT,) G ‘K(l) = ’ - ,, D ,T;; K,, 9 
where Tl = O-l8 and n = infi,ul+l NDY, &)I - l(Qx ~r)l>~ 
For self-adjoint operators the corresponding estimates for the rate of 
convergence of the various methods are obtained from Corollary 4. Similar 
estimates hold for the non-self-adjoint operators of the type discussed in 
Section 3. 
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