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We present a detailed analysis of the modulated-carrier quantum phase gate implemented with
Wigner crystals of ions confined in Penning traps. We elaborate on a recent scheme, proposed by
two of the authors, to engineer two-body interactions between ions in such crystals. We analyze for
the first time the situation in which the cyclotron (ωc) and the crystal rotation (ωr) frequencies do
not fulfill the condition ωc = 2ωr. It is shown that even in the presence of the magnetic field in
the rotating frame the many-body (classical) Hamiltonian describing small oscillations from the ion
equilibrium positions can be recast in canonical form. As a consequence, we are able to demonstrate
that fast and robust two-qubit gates are achievable within the current experimental limitations.
Moreover, we describe a realization of the state-dependent sign-changing dipole forces needed to
realize the investigated quantum computing scheme.
PACS numbers: 03.67.Lx,37.10.Ty,37.10.De,45.50.-j
I. INTRODUCTION
Despite the huge experimental progress to cool, trap,
and manipulate single particles such as atoms and
molecules at the quantum level, the way to build up a
quantum computing hardware working with several hun-
dreds of quantum bits (qubits) in a coherent and control-
lable manner is still long. By means of quantum optimal
control techniques it is possible, at least theoretically, to
perform one- and two-qubit quantum gates with fidelities
above the demanding thresholds of fault-tolerant quan-
tum computation [1–9]. These thresholds fix an error
between 0.01% to fractions of a percent [10, 11]. Up to
now, only with cold trapped ions quantum gates with a
fidelity of 99.3% have been experimentally demonstrated
[12, 13], which is not too far from the aforementioned
thresholds. Similar fidelities have been also obtained for
small quantum algorithms [14, 15].
Nowadays, however, most of the experimental efforts of
the atomic and molecular physics community are concen-
trated in the design and fabrication of microtraps, both
for ions [16, 17] and neutral atoms [18, 19]. Even though
these efforts are important, significant technical issues
related to the miniaturization and trapping methodolo-
gies arise when scaling to many particles, and therefore
new strategies have to be devised. A possible solution
to the problem is the separation between the qubits used
as quantum memory and the ones employed to process
the information [20] or, alternatively, the exploitation of
quantum distributed networks [21]. Another approach,
instead, consists in the use of collective states of atomic
ensembles with a multilevel internal structure as qubits
[22].
Apart from these technological efforts and alternative
solutions, nobody can yet say which of the various phys-
ical implementations will be the successful one. It is fair
to say, however, that ions represent a good candidate
to implement a multi-qubit quantum processor. Indeed,
two-qubit gates with ions can be realized in about few
tens of µs [23, 24], and qubits stored in internal elec-
tronic degrees of freedom of an ion have coherence life-
times ranging from 1 s to 100 s or more [24].
Coulomb — also named classical Wigner — crystals
confined in Penning traps are natural candidates for
a quantum memory, since the separation among ions,
about 10 µm, allows to individually manipulate their in-
ternal degrees of freedom. Such a trap scheme uses static
electric fields to confine charge particles in the axial direc-
tion (the z axis in Fig. 1), whereas the radial confinement
is provided by a strong uniform magnetic field along the
axial direction. Currently, Penning traps allow to trap up
to 108 ions [25]. An appropriate choice of the trap pa-
rameters (e.g., tight axial confinement) allows the ionic
ensemble to crystallize in a two-dimensional (2D) hexag-
onal lattice configuration with an inter-particle spacing
on the order of tens of µm [26], and therefore to manipu-
late a large number of qubits without specific micro-trap
designs. The high phonon mode density, however, does
not permit to resolve single modes for sideband cool-
ing. Hence, Doppler and sympathetic cooling are the
most natural techniques to be employed; we also note
that Sisyphus cooling might be an alternative methodol-
ogy [27]. Current experiments, however, performed with
Doppler cooling, can reach temperatures of few mK [28],
that is, a high thermal occupation number distribution
of phonon modes. Nonetheless, efficient quantum com-
putation and production of small cluster states are the-
oretically possible [29, 30], and recently full control of
the qubit Bloch vector with ∼99.85 % fidelity for Rabi
flopping has been experimentally demonstrated [31].
The two-qubit gate scheme considered in the propos-
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FIG. 1. (Color online). Two-dimensional Coulomb crystals
of ions in a Penning trap rotating at frequency ωr. To manip-
ulate the internal states of the ions, laser beams can address
single sites or multiple ions.
als of Refs. [29, 30] is based on the so called “pushing
gate” (or its variant, the modulated-carrier gate), where a
spatially inhomogeneous laser field together with an ap-
propriate combination of polarizations and frequencies
induces a state-dependent dipole force on two nearest
neighbours of the 2D Coulomb crystal (see Fig. 1). De-
pending on the configuration of lasers and polarizations
the displacements of the ions away from their equilibrium
positions can be either perpendicular to the plane of the
crystal [29] or along the in-plane separation of the ions
[30, 32–34]. The coupling between these displacements,
mediated by phonons, yields entanglement of the internal
states (qubits) of the ions, that is, the desired quantum
gate between ions.
In addition to the confinement, the radial electric and
axial magnetic fields induce a drift that causes in-plane
rotation of the crystal (see Fig. 1), whose frequency
ωr/(2π) is typically on the order of few tens of kHz [26].
There are two possible solutions to our quantum hard-
ware design: either we use a co-rotating (with the crys-
tal) laser beam in order to realize the desired two-qubit
quantum gate, or we have to perform the gate in a time,
τg, such that the crystal rotation has a negligible effect
on the gate operation. The latter solution translates in
the condition ωrτg/(2π) ≪ 1. Such a requirement is in-
strumental because, in order to accumulate the necessary
two-ion phase for the quantum gate we aim to implement,
the ions have to experience the applied light force for the
entire gate operation, or else, the required phase would
be achieved only partially.
While the former solution applies for all rotation fre-
quencies, but relies on a more sophisticated experimental
setup, the latter restricts the range of possible values of
ωr. Thus, in both proposals [29, 30], where the rotation
and cyclotron frequencies fulfill 2ωr = ωc, the aforemen-
tioned condition is satisfied when τg is on the order of
ns, whereas the modulated-carrier gate of Ref. [30] had
τg = 5 µs. Given the above, such a proposal requires a
co-rotating laser beam. Thus, by maintaining 2ωr = ωc
one should reduce ωc. This approach, however, would
not help since the smaller the cyclotron frequency is, the
longer the gate operation. Instead, if we abandon the
assumption 2ωr = ωc and look at moderate rotation fre-
quencies, at the expenses of possible large modulations
of the force, we are able to fulfill ωrτg/(2π) ≪ 1. Addi-
tionally, low rotating frequencies result in low densities
and large inter-particle spacing, and therefore in an easier
way to address the trapped ions with a laser field.
Thus, the main goal of this work is to analyze this
regime and, at the same time, to perform robust two-
qubit gates within a range of experimentally achievable
temperatures.
In the following we shall we present the general theory
of the modulated-carrier push two-qubit gate (Sec. II)
with details that were briefly mentioned in Ref. [30].
Subsequently, in Sec. III, we investigate the situation in
the presence of the magnetic field in the rotating frame of
reference and the relative gate performance. In section IV
we describe how to physically realize the state-dependent
force required for the proposed quantum processor, and
Sec. V summarizes our results and provides some future
prospectives.
II. MODULATED-CARRIER GATE
In the following we make the approximation that the
Wigner crystal is a rigid body, which is a good approxi-
mation in the magnetohydrodynamic regime (one compo-
nent plasma) or at equilibrium [35]. Hence, in a rotating
frame, the Hamiltonian of a crystal with N ions written
in cylindrical coordinates [~r ≡ (r, θ, z)] is given by [35]
HR(ω) =
N∑
k=1
{
p2rk + p
2
zk
2m
+
[pθk −m(ωc − 2ω)r2k/2]2
2mr2k
}
+
N∑
k=1
{
Υ(2z2k − r2k) +
m
2
ω(ωc − ω)r2k
}
+ Vc,
(1)
with m being the mass of the ion and
Vc =
e2
4πǫ0
∑
k<j
1
|~rk − ~rj | . (2)
Here Υ is a parameter describing the trap geometry and
applied voltage on the electrodes [36], ǫ0 the vacuum per-
mittivity, e the electron charge, and ωc = eB/m is the
cyclotron frequency. We see, from the first line of Eq. (1),
that there exists a special rotating frame, ω = ωc/2, such
that the minimal coupling disappears, and, in this sec-
tion, we shall consider such a frame of reference together
with ωr = ωc/2 (i.e., the frame of reference coincides with
the crystal). We note, that with ”minimal coupling” we
3refer to the interaction ~p· ~A. Such terminology is typically
used in quantum field theory [37].
Finally, it is worth to remind that the gate we aim to
accomplish realizes the true table |ǫ1, ǫ2〉 → eiθǫ1ǫ2 |ǫ1, ǫ2〉
with ǫ1,2 = 0, 1 and θ = θ00 − θ01 − θ10 + θ11 [33, 34].
Specifically, we are interested in a phase gate with θ = π,
which, up to additional single-qubit rotations, is tanta-
mount to a two-qubit controlled NOT gate [24].
A. Normal modes and canonical quantization
The Hamiltonian (1) in cartesian coordinates [~r ≡
(x, y, z)] reduces to
HR
(ωc
2
)
=
N∑
k=1
{
~p 2k
2m
+
m
2
[
ω2zz
2
k + ω
2
xy(x
2
k + y
2
k)
]}
+ Vc,
(3)
where ωz =
√
4Υ/m is the axial frequency, and ωxy =
1/2(ω2c − 2ω2z)1/2 the in-plane one.
By performing a Taylor expansion of the potential up
to second order around the stable equilibrium configu-
ration, obtained by minimizing the total crystal energy,
we can express the Hamiltonian in the new coordinates
qn,η ≡ ηn − η0n, that is, the displacements from the equi-
librium positions. Hence, it is possible to determine an
orthogonal transformation M such that1
HR
(ωc
2
)
≈
∑
n,η
{
P 2n,η
2m
+
m
2
ω2n,ηQ
2
n,η
}
(4)
with Qn,η =
∑
k,µMn,η;k,µqk,µ[=Mq], and P ≡ p.
Now, we perform the canonical quantization and we
introduce the creation (annihilation) operators aˆ†K (aˆK)
for each mode K ≡ (n, η), along with the harmonic os-
cillator ground state size αK =
√
~/mωK . Hence, the
(phononic) Hamiltonian operator reads
HˆR =
∑
K
~ωK(aˆ
†
K aˆK + 1/2), (5)
where for the sake of simplicity we drop
(
ωc
2
)
in HˆR.
B. Adiabatic and oscillatory quantum gates
Let us consider a spatially inhomogeneous laser field
appropriately detuned from the internal states such that
1 Hereafter we shall use latin symbols for index the ions and greek
symbols for the cartesian coordinate of the force vector acting
on the ions.
it produces a state-dependent displacement of the ions.
Then, the matter-field interaction, in the electric dipole
approximation, becomes
Vˆ =
N∑
j=1
[~ˆqj · ~fj(t)]σˆzj =
∑
K
αK√
2
fˆK(t)(aˆ
†
K + aˆK), (6)
where ~fj is the three dimensional force due to the gradi-
ent in the laser intensity, and σˆzj is the z Pauli matrix.
Here the following relation for the displacement coordi-
nate operator
qˆK =
∑
K′
MK′;KQˆK′ =
∑
K′
MK′;K
αK√
2
(aˆK + aˆ
†
K) (7)
has been used. Thus, we have [K ≡ (j, µ)]
fˆK(t) =
∑
j′,µ′
MK;j′,µ′ [~fj′ (t)]µ′ σˆ
z
j′ , (8)
where [~fj′(t)]µ′ is the µ
′ = x, y, z component of the three-
dimensional vector ~fj′(t). Hence, the full problem re-
duces to 3N independent, driven oscillators.
When the temporal profile of the force fulfills the
condition limt→±∞f(t) = 0, the unitary time evolu-
tion operator is given by UˆK(t) = e
−iφK(t) exp(βK aˆ
†
K −
β∗K aˆK) exp(−iωKt aˆ†K aˆK), where φK and βK satisfy the
differential equations [38, 39]
β˙K = −iωKβK+i αK
~
√
2
fˆK(t), φ˙K =
αK
~
√
2
fˆK(t)Re[βK(t)].
(9)
Given that, let us consider the adiabatic regime regime
where fˆK(t) varies slowly with respect to ωK [33]. Adi-
abatic elimination, by taking β˙K → 0, yields
βK ≈ αK fˆK(t)
~ωK
√
2
, φ˙K ≈ α
2
K fˆ
2
K(t)
2~2ωK
. (10)
Thus, the displacement of a normal mode K induced by
the gate is proportional to the force applied, and can
be made zero independent of the initial phonon state
by starting and ending with zero force. This elimi-
nates any potential error due to entanglement between
phonons and the internal states of the ions. Similarly,
the overall phase accumulated
∑
K φK(τg) does not de-
pend on the initial phonon state. However, for a gate
occurring over a time interval [0, τg], the final qubit state
has applied exp(−i∑nj φnj σˆznσˆzj ), where the two-particle
phases arise from
fˆ2K(t) =
∑
j,n;µ,η
MK;j,µMK;n,η[~fj(t)]µ[~fn(t)]ησˆ
z
j σˆ
z
n. (11)
4Thus, the two-particle phase is given by
φnj =
∑
µ,η
S(nj)µη
∫ τg
0
dt [~fj(t)]µ[~fn(t)]η, (12)
where the term outside the integral is a shape indepen-
dent form factor, whose specific form is given by
S(nj)µη =
∑
K
α2K
2~2ωK
MK;j,µMK;n,η. (13)
Hence, we can think about (12) as a convolution of the
forces on the two particles, modified by the form fac-
tor representative of the characteristic oscillator variance
over its frequency, which is overall proportional to ω−1K .
Now, let us consider a scheme with a force f(t) →
cos(νt)f(t), where the carrier frequency ν must be much
larger than the modes of frequency ωK that are coupled
to the force (this averages out any net displacement). If
the modulation f(t) is slow as compared to ν (but with no
restriction with respect to ωK), we can perform a similar
adiabatic elimination as above, and get a gate with the
same desirable properties that can operate non-trivially
on arbitrarily in-plane vibrational modes at very high
temperatures.
For adiabatic elimination with respect to ν, we choose
the Ansatz βK = β
+
Ke
iνt + β−Ke
−iνt for each mode. By
inserting this Ansatz into the differential equation (9) we
obtain
β˙+K = e
−2iνt
[
i
αK
2
√
2~
fˆK(t)− β˙−K − i(ωK − ν)β−K
]
+i
αK
2
√
2~
fˆK(t)− i(ωK + ν)β+K . (14)
Separate adiabatic elimination of β−K and β
+
K yields β
±
K =
αK fˆK(t)/[2
√
2~(ωK ± ν)]. As before, in the pure adia-
batic regime, we find that the displacement of a normal
mode induced by the gate is proportional to the force ap-
plied. Again, it can be made zero independent of the ini-
tial phonon state by starting and ending with zero force,
and therefore eliminating any potential error due to en-
tanglement between phonons and the internal states of
the ions.
Now, we examine the two-particle phase induced in
this new scenario. The time evolution of the phase is
governed by [30]
φ˙K =
α2K
2~2
ωK
(ω2K − ν2)
cos2(νt)fˆ2K(t), (15)
where the quickly varying component cos2(νt) can be re-
placed with 1/2. As described in the adiabatic regime,
the overall phase accumulated
∑
K φK(τg), for a gate oc-
curring over a time interval [0, τg], does not depend on
the phonon initial state. In this case the pulse-shape
independent form factor is given by [30]
S(nj)µη = −
∑
K
α2KωK
4~2(ν2 − ω2K)
MK;j,µMK;n,η. (16)
Performing a Taylor expansion in 1/ν2 the first term is
proportional to
∑
K MK;j,µMK;n,η = δj,nδµ,η (δj,n indi-
cates the Kronecker symbol). This follows from the fact
that M is an orthogonal matrix. Physically, this arises
due to the coherent averaging of in-phase oscillating ions
without any virtual excitation of phonons—accordingly,
no two-body phase should be expected. The second term
of the expansion is non-zero and yields
S˜(nj)µη = −
1
4~mν4
∑
K
ω2KMK;j,µMK;n,η+O
(
ν−6
)
. (17)
Compared to adiabatic push gates, the modulated-carrier
gate is inverted in sign and it is multiplied (in phase) by a
factor (ωK/ν)
4/2 [see Eq. (13)]. In the case of a lateral
operating modulated-carrier gate with ωxy ≪ ν ≪ ωz,
the accumulated phase is enhanced by a factor (ωz/ν)
4/2
with respect to an adiabatic push gate with a force mov-
ing the ions in the axial (z) direction for the same laser
parameters. Given that, the gate time needed to per-
form a π-phase gate is reduced. In the opposite case,
that is, for an adiabatic in-plane push gate (ωK ∼ ωxy),
and for the same laser parameters, the lateral modulated-
carrier gate is reduced in phase, and therefore a longer
τg is required. Thus, compared to the proposal of Ref.
[29], where the push gate operates in the axial direction,
our modulated-carrier gate working with in-plane modes
yields a larger two-ion phase for a given set of laser pa-
rameters, and therefore it enables to perform a larger
number of quantum gates within the coherence time of
the system.
III. MODULATED-CARRIER GATE WITH
MINIMAL COUPLING
In this section we analyze the situation where ωr 6=
ωc/2, for which we have three reasonable choices for the
rotating frame of reference:
• F1 coincides with the lab frame, where the equilib-
rium positions of the ions in the crystal are time-
dependent and the minimal coupling does not van-
ish;
• F2 rotates with a frequency ω = ωc/2, as in the pre-
vious section, where the minimal coupling vanishes,
but the equilibrium positions are time-dependent;
• F3 rotates with a frequency ω = ωr, where equilib-
rium positions are time-independent, but the min-
imal coupling does not vanish.
5A. Equilibrium configuration of the crystal
Let us discuss which of the frames of reference F1,2,3 is
more suitable to numerically determine the equilibrium
configuration of the system for a fixed (a priori) value of
total canonical angular momentum Pθ
2. Since we are not
concerned with relativistic velocities, the electromagnetic
fields involved in the problem are the same in all frames
of reference. Consequently, the angular momentum of
an ion in a frame rotating with uniform angular velocity
with respect to the (inertial) laboratory frame coincides
with the one in the latter [40]. This conclusion allow us
to find the equilibrium configuration of the crystal, for
a given value of Pθ, by choosing a frame of reference ro-
tating with angular velocity ω = ωc/2 (the frame F2 in
the above outlined list) in such a way that the coordinate
systems at the initial time t = 0 of F2 and F3 do coincide.
Such a choice simplifies the numerical minimization pro-
cedure, because the minimal coupling in the (classical)
Hamiltonian vanishes. We underscore, however, that F2
is utilized only at time t = 0 for the determination of
the equilibrium configuration of the crystal. Instead, for
times t > 0 we use F3, where the equilibrium positions
are time-independent. With such a choice the numerical
effort in order to assess the gate performance is signifi-
cantly reduced.
Besides this, we also note that not all rotation frequen-
cies ωr of the crystal allow to have a stable configuration,
that is, ions confined within a well-defined spatial region.
Indeed, by rewriting the addend of the second sum in
Eq. (1) as
Υ(2z2k − r2k) +
m
2
ωr(ωc − ωr)r2k =
mω2z
2
(z2k + βr
2
k)
(18)
we see that the potential is confining if and only if β is
positive. Here the anisotropy parameter β is defined as
β =
ωr(ωc − ωr)
ω2z
− 1
2
=
ωr
α2zωc
(
1− ωr
ωc
)
− 1
2
, (19)
where αz = ωz/ωc. Importantly, β relies only on αz and
the ratio ωr/ωc. Thus the range of admissible frequen-
cies is: ωm < ωr < ωc − ωm, where ωm = ωc/2 − ωxy is
the magneton frequency [35]. Of course, the admissible
regime is also constrained by the condition αz < 1/
√
2.
In order to access lower rotation frequencies, the trap pa-
rameters might be changed by increasing ωxy, that is, by
lowering ωz. Attention has to be paid, however, when
ωc and ωz are changed, since due to such a manipulation
different structural phase transitions may occur. In par-
ticular, we are interested in the limit β ≪ 1, where a 2D
hexagonal lattice structure appears [35].
2 When ωr 6= ωc/2, the total canonical angular momentum Pθ 6= 0,
but it is still a constant of motion [35].
B. Quadratic expansion of the Hamiltonian
Let us introduce the typical scale of length ℓs, momen-
tum ps, and energy Es in our problem:
ℓs =
(
e2
4πǫ0mω2c
) 1
3
ps = ℓsmωc Es =
e2
4πǫ0ℓs
.(20)
Then, the Hamiltonian (1) in cartesian coordinates be-
comes
HR(ω) =
1
2
N∑
k=1
[
p2xk + p
2
yk + p
2
zk + (ykpxk − xkpyk)×
× (1 + 2α)] + 1
4
N∑
k=1
[
α2z(2z
2
k − r2k) +
r2k
2
]
+
1
2
lim
ǫ→0
N∑
k,j=1
1− δk,j
|~rk − ~rj + ǫ| , (21)
where the substitutions HR(ω) → HR(ω)/Es, (r, z) →
(r, z)/ℓs, (px, py, pz) → (px, py, pz)/ps, and α = ω/ωc
have been introduced. The expression of the Coulomb
potential, third line in Eq. (21), allows to obtain more
compact formulae later in the present section.
Next, given the equilibrium configuration (~r0,~0) of
each ion, we expand the Hamiltonian (21) to second or-
der in the spatial displacement q = r− r0 and p around
zero, namely
HR(p,q) ≃ HR(0, r0) + 1
2
dH˜Rd
T, (22)
where dT is the transpose of the row vector d ≡
(q1,x, p1,x, q1,y, p1,y, . . . , qN,z, pN,z), and H˜R = H˜R(0, r0)
is the Hessian matrix. Its non-zero matrix elements are
given by:
∂2HR
∂p2ηk
= 1,
∂2HR
∂pxk∂yk
= − ∂
2HR
∂pyk∂xk
= α+
1
2
,
∂2HR
∂ηk∂µj
=
[
1− 2α2z + (6α2z − 1)δη,z
] δη,µδk,j
4
+ lim
ǫ→0
N∑
s=1
(1− δk,s)[δs,j + (1− δs,j)δ|k−j|,0]
|~rk − ~rs + ǫ|3 ×
× (−1)δk,j
[
δη,µ − 3(ηk − ηs)(µk − µs)|~rk − ~rs + ǫ|2
]
,
where η, µ = x, y, z, and k, j = 1, . . . , N .
6C. Symplectic diagonalization and canonical
quantization
Hereafter we utilize the frame F3 that rotates at the
frequency ωr. Hence, we are allowed to drop HR(0, r0) in
Eq. (22) and the full Hamiltonian reduces to the 6N ×
6N -matrix HR(ωr) = dH˜Rd
T/2.
In order to perform the canonical quantization, we
have first to transform the classical Hamiltonian HR(ωr)
in canonical form. A transformation S : (p,q)→ (P,Q)
is canonical when the condition SJST = J is satisfied,
where J = i
⊕3N
i=1 σˆ
y [40]. Since the Hessian matrix H˜R
is real and positive definite, Williamson’s theorem [41]
guarantees that
SH˜RS
T =W =


ω1
ω1
. . .
ω3N
ω3N

 , (23)
where ωk are real and positive numbers ∀k = 1, . . . , 3N ,
and W is called the “Williamson form” of H˜R.
Given that, we can recast the classical Hamiltonian as
HR(ωr) =
1
2
3N∑
k=1
ωkΛ
2
2k−1 +
1
2
3N∑
k=1
ωkΛ
2
2k, (24)
where the new coordinates are determinated by the trans-
formation ΛT = (S−1)TdT. For the sake of simplic-
ity, hereafter, we use the definitions Qk := Λ2k−1 and
Pk := Λ2k ∀k = 1, . . . , 3N . Thus, the Hamiltonian re-
duces to
HR(ωr) =
1
2
3N∑
k=1
ωk(Q
2
k + P
2
k ), (25)
that is, a sum of uncoupled harmonic oscillators.
Similarly to Sec. II A, we perform the canonical quan-
tization by promoting Qk, Pk to operators such that
[Qˆk, Pˆs] = iδk,s. Besides this, we introduce the oper-
ators aˆk = (Qˆk + iPˆk)/
√
2, aˆ†k = (Qˆk − iPˆk)/
√
2 with
[aˆk, aˆ
†
s] = δk,s. Hence, the quantized Hamiltonian is sim-
ply given by
HˆR(ωr) =
3N∑
k=1
ωk
(
aˆ†kaˆk +
1
2
)
, (26)
and we note that the eigenvalues ωk are dimensionless.
Finally, we rewrite the coupling between the ions and
the inhomogeneous laser field. The displacement of the
ion from its equilibrium position can be written as
dˆj =
1√
2
3N∑
k=1
A∗k,j aˆk +Ak,j aˆ
†
k (27)
with Akj = S2k−1,j+iS2k,j, and where j is an odd integer
[see the definition of the vector d after Eq. (22)]. Then,
the matter-field interaction has the following expression
Vˆ =
N∑
j=1
[~qj · ~fj(t)]σˆzj =
N−1∑
j=0
σˆzj+1
3∑
n=1
F3j+n(t)dˆ2(n+3j)−1
=
3N∑
k=1
α∗kaˆk + αkaˆ
†
k, (28)
where F = (f1,x, f1,y, f1,z, . . . , fN,x, fN,y, fN,z), and
αk =
1√
2
N−1∑
j=0
σˆzj+1
3∑
n=1
F3j+n(t)Ak,2(n+3j)−1. (29)
Thus the full Hamiltonian is: Hˆ = HˆR(ωr)+Vˆ =
∑
k Hˆk,
where Hˆk = ωk
(
aˆ†kaˆk +
1
2
)
+ α∗kaˆk + αkaˆ
†
k.
D. Two-qubit phase gate
The time evolution of a phonon mode state, governed
by the Hamiltonian Hˆk, and a generic two-qubit state is
|Ψk; Φqbit(t)〉 = e−iφk(t)Dˆ[βk(t)]e−iHˆ
0
k |Ψk; Φqbit(0)〉 ,
(30)
where Dˆ[βk(t)] is the displacement operator [42], βk(t) =
−i ∫ t0 dsαk(s)eiωk(s−t), and Hˆ0k = ωk (aˆ†kaˆk + 12).
In order to disentangle the external dynamics due to
the phonons and the internal dynamics of the qubit states
at the end of the gate operation, t = τg, the following
condition has to be satisfied [39]
Ik = 1√
ωk
∫ τg
0
dt eiωktαk(t) = 0 ∀k. (31)
This condition, however, is more general than the adia-
batic elimination we performed in Sec. II B, whose aim
was to highlight the difference in the accumulated two-
particle phases among the most common quantum gate
schemes based on pushing forces with off-resonant lasers.
The necessary lateral force on the j-th and k-th ion,
|~fj| = |~fk| = AP~ωxy cos(νt)e−t2/τ2g /|~r 0j − ~r 0k |, is de-
termined by setting the dimensionless parameter AP to
achieve a π phase between the chosen pair of qubits.
Then the fidelity is given by
7F = min
Φ′
qbit
{
Trph
[〈
Φ′qbit
∣∣ Uˆ(t) (ρˆT (0)⊗ |Φqbit〉 〈Φqbit|) Uˆ†(t) ∣∣Φ′qbit〉]} = min±
∏
k
exp
[
−A
2
P
4
(
|I(j1)k ± I(j2)k |2
1− e−~ωk/kBT
)]
, (32)
where Uˆ(t) is the unitary evolution operator defined
through Eq. (30), ρˆT (0) is the initial (canonical) density
operator of the phonon modes at temperature T , |Φqbit〉
is the initial two-qubit state, and
∣∣Φ′qbit〉 = 1∑
ǫ1,ǫ2=0
(−1)ǫ1ǫ2cǫ1,ǫ2 |ǫ1〉 |ǫ2〉 (33)
is the desired logical target state we aim to attain. The
integral I(jq)k for q = 1, 2 is given in Eq. (31) where the
apex (jq) refers to the ion we are considering, that is,
j = jq in the sum of Eq. (29).
Since we aim to achieve τg ≪ 2π/ωr, we outline the
following program: Firstly, we analyze the dependence of
ωr on the total angular momentum Pθ. This is achieved
by fixing a priori a value of Pθ and then by determining
the equilibrium configuration of the crystal, namely the
positions and momenta of each ion (the most difficult
part of the program). Since the crystal is a rigid body, it
holds pθk = mr
2
kθ˙k + erkAθ(rk) = mr
2
k(ωr + ωc/2) [35],
and from this relation the rotation frequency is extracted.
Such an analysis allows us to find the smallest value of
ωr such that β < βc = 0.665/
√
N is fulfilled, that is, a
2D Wigner crystal configuration [35]. Then we choose
the value of both ωc and ν in order to achieve high gate
fidelity for a wide range of temperatures.
The determination of the classical ground state is a
multidimensional minimization constrained problem for
which no deterministic and efficient algorithm is known.
Here we used a variant of the Metropolis [43] and the mul-
tidimensional constrained Newton algorithm like the one
of Ref. [44]. The first method allows us to sample ran-
domly the relevant phase space region by choosing a slow
decay of the acceptance probability and by using several
annealing cycles. We then coarse-grained the obtained
annealing trajectories into intervals, and we employed,
for the lowest energy configuration on each interval, a
Newton algorithm, which is very efficient in finding a lo-
cal minimum provided that the initial value is already
very close. We have checked the reliability of our numer-
ical energy minimization for Pθ = 0, that is ωr = 2ωc,
by comparing the results of Ref. [44] for the minimal
excitation frequency for several numbers N of ions.
We investigated the robustness of the modulated-
carrier phase gate against temperature for a moderate
number of ions N = 30 and αz = 0.70. In Fig. 2 the
dependence of the crystal rotation frequency on the total
canonical angular momentum is showed, whereas in Fig.
3 the gate infidelity for different values of the ratio τg/τr is
displayed. The results of Fig. 3 refer to Pθ = 4000 ℓ
2
smωc,
for which we obtain the smallest value of |ωr| in Fig. 2.
Beside this, we have for such a choice β = 3.4 × 10−4,
whereas βc = 0.12, that is, a stable 2D hexagonal lattice
configuration. Given that, Fig. 3 shows that in order to
reduce by a factor 10 the ratio τg/τr the fast modulation
frequency ν of the force has to be (roughly) enhanced
by a factor 10 as well. We also remark, that the three
lines in Fig. 3 show an infidelity that is smaller for large
gate operation times. The goal of the plot is to show
how the modulation frequency increases when the ratio
τg/τr is reduced for an infidelity smaller than 10
−4. Of
course, by carefully tuning ν one can easily get a smaller
infidelity for faster gates.
In the inset (left corner - top) the result of the gate
infidelity for a cyclotron frequency 100 times higher is
showed, that is, the same 7.608 MHz of the experiment
of Ref. [28]. Here there are two important features to be
highlighted: firstly, the gate fidelity is more robust for a
wide range of temperatures with respect to the previous
case where ωc/(2π) = 76.08 kHz has been considered. On
the other hand, already for τg/τr = 0.1, the frequency ν
is on the order of hundreds of MHz. In the inset on the
right (bottom) we show the gate infidelity again for the
ωc =7.608 MHz but for a smaller modulation frequency
ν = 2.4 MHz that lies in the gap between the two bands of
different radial modes (the so called ~E× ~B and cyclotron
modes. See also Fig. 5). In this scenario τg/τr = 10
and therefore a co-rotating laser beam is required. In
conclusion we see that for ωz ∼ ωc/
√
2 if we desire to
avoid the employment of a co-rotating laser beam the
only possible way is to achieve very high frequencies for
the modulation of the state dependent force.
Alternatively, one can consider a smaller value of αz,
which basically shifts upwards the graph of Fig. 2, that
is, by displacing the minimum of the |ωr| closer to zero for
large values of Pθ. This is the situation depicted in Fig. 4
for N = 30, and αz = 0.02. Here it is possible to achieve
gate operation times on the order of few µs with signif-
icantly smaller values of the modulation frequency. In
the figure ν lies in the gap among axial and radial modes
(see Fig. 5). Furthermore with τg/τr = 6 × 10−3 we do
not need a co-rotating laser beam. This result is quite in-
teresting since it works in a range of parameters that are
currently employed in experiments (e.g., [31]). Finally we
also note that in this scenario ωxy ≫ ωz, which is oppo-
site to the requirement we identified in the case of larger
αz when 2ωr = ωc. We note, however, that ωxy is not the
actual radial frequency when ωc 6= 2ωr. Indeed, as shown
in Eq. (1), the centrifugal potential (i.e., −mω2r2/2)
modifies the confinement. Let us write ωr = (ωc− δω)/2,
where δω > 0. Then by substituting such definition into
the second line of (1) we obtain an effective radial fre-
quency given by: ωeffxy =
1
2
√
ω2c − δω2 − 2ω2z . With the
parameters of Fig. 4 we get ωeffxy/(2π) = 31.47 kHz which
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FIG. 2. (Color online). Ratio ωr/ωc vs. total angular mo-
mentum Pθ for αz = 0.7 and N = 30. For Pθ = 0 we retrieve
the well-known limit ωr = 2ωc, in which there is no magnetic
field in the rotating frame.
is significantly smaller than νz (∼ 152 kHz), and there-
fore the 2D lattice configuration is ensured. This fact is
also confirmed by β = 4× 10−2 < βc.
Now, let us examine what is the required laser power
in order to realize the gate and investigate the influence
of scattered photons on the gate performance. A pair
of narrow-waist (≤ 2µm) adjacent laser beams in the
standing-wave configuration produces the necessary force
to be applied to each ion. Beside this, because of the
tight focusing it reduces spontaneous emission and laser
power. Following the treatment of Ref. [34], an estimate
of the needed laser power to realize the logical gate is
given by
P = AP ωxy∆~cκ
2w2 sin2(γ/2)
3Γ|~r 0i − ~r 0j |
. (34)
Here ∆ = ωL − ωA is the detuning, that is, the dif-
ference between the laser and the relevant atomic tran-
sition frequencies, Γ is the linewidth of the transition,
κ = 2π/λL is the wave number with the laser wavelength
λL = 2πc/ωL, c is the speed of light, w is the size of the
beam waist, and γ is the angle between the κ vectors of
the two laser beams (see also Fig. 1). Additionally, we
can estimate the influence of photon scattering on the
gate fidelity as: Fscat = e
−Nphot , where the number of
scattered photons in the standing-wave configuration is
given by
Nphot ≈
√
2π3ǫ0cm
2w2ω4xy|~r 0i − ~r 0j |3
3e2λLP
sin
(γ
2
)
. (35)
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FIG. 3. (Color online). Infidelity vs. temperature for αz =
0.7, N = 30, and Pθ = 4 × 10
3 ℓ2smωc. Parameters: νc =
ωc/(2π) = 76.08 kHz, νxy = ωxy/(2π) = 5.38 kHz, νz =
ωz/(2π) = 53.26 kHz, and νr = ωr/(2π) = 32.75 kHz. The
black (solid) line corresponds to τg/τr = 10
−1 (τg = 3µs),
the red (dashed) line to τg/τr = 10
−2 (τg = 0.3µs), and
the blue (dashdot) line to τg/τr = 10
−3 (τg = 0.03µs), with
τr = 2π/ωr. The inset (on the left corner - top) provides the
infidelity for τg/τr = 10
−1 (τg = 0.03µs) with νc = 7.61 MHz
as in Ref. [28], ν = 300 MHz, νxy = 537.97 kHz, νz = 5.33
MHz, and νr = 3.27 MHz. The inset (on the right corner -
bottom) illustrates, for the same trapping parameters as for
the former inset but with ν = 2.4 MHz, the infidelity for
τg/τr = 10 (τg = 3µs). Such modulation frequency ν lies
within the gap among radial and ~E × ~B phonon modes (see
Fig. 5).
As the last two formulae show, by adjusting γ we can
reduce the required laser power, but at the expenses of
a larger number of scattered photons, and therefore of a
worsening of the gate performance.
IV. MODULATED AND STATE-DEPENDENT
DIPOLE FORCE
In order to realize our quantum phase gate, |ǫ1, ǫ2〉 →
eiθǫ1ǫ2 |ǫ1, ǫ2〉 with ǫ1,2 = 0, 1, we have to engineer the θkj
phases in θ (see also Sec. II). It is natural to demand
that the desired value of θ is obtained with the smallest
possible value of the applied force (i.e., laser power) or,
alternatively, in the shortest possible time. This is equiv-
alent to maximize θ by maximizing the effect of each θkj .
This happens when the phases θ01 and θ10 have the op-
posite sign with respect to the phases θ00 and θ11. Such
condition is met when the applied force to the j-th ion
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FIG. 4. (Color online). Infidelity vs. temperature for αz =
0.02, N = 30, and Pθ = 1.3 × 10
5 ℓ2smωc. Parameters: νc =
7.61 MHz, νxy = 3.80 MHz, νz = 152.16 kHz, and νr = 1.65
kHz (see text for more details).
satisfies the relation
~f
|0〉
j = −~f |1〉j . (36)
Additionally, a necessary condition for the implemen-
tation of a modulated-carrier quantum phase gate is that
the mean force acting on each ion (respectively each of
the modes) has to be zero over τg, that is, we have to
fulfill Eq. (31). Such a requirement can be accomplished
by making the modulation time symmetric around the
center of the envelope of the laser pulse. To this aim, we
impose the further condition on the force:
∫ τ
0
dt ~f
|k〉
j (t) = 0 ∀k = 0, 1, (37)
where τ = 2π/ν is one period of the modulation. With
such a condition we obtain a (fast) sinusoidal modulation
of the force. Experimentally, this can be achieved, for
example, with an acousto-optical modulator, which can
vary the frequency of the laser light very quickly.
A. Energy shifts
In table I we provide for some ion species the energy
splitting between the P1/2 and P3/2 levels in the absence
of an external magnetic field together with the maximal
value of magnetic field BZ , under which the (normal)
Atom/Ion ∆E/~ (THz) BZ (T) BPB (T)
Be II 1.239 7.043 28.170
Mg II 17.249 98.070 392.286
Ca II 41.985 238.711 954.845
Na I 3.242 18.410 73.651
TABLE I. Energy splitting among the P1/2 and P3/2 levels
without external the magnetic field (second column from the
left). In the third and fourth columns (from the left) the max-
imal and minimal value of the external magnetic field, which
fix respectively the upper and lower bound for the Zeeman
and Paschen-Back regimes, are given.
Zeeman limit can be applied, and the minimal value BPB
above which we enter in the Paschen-Back regime. As we
can gather from the table, the higher the atomic number
of the ion (or neutral atom) is, the larger ∆E and the
limits BZ , BPB. For instance, for the infidelity results we
showed in the previous section, the corresponding mag-
netic field at ωc = 7.608 MHz are: B = 4.5 T and B = 12
T for Beryllium and Magnesium, respectively. These are
also the values used in current experiments. Thus, for all
alkaline-earth-metal atoms the Zeeman regime applies,
and therefore HˆB =
µB
~
gJ JˆzBz well describes the inter-
action of an ion with the external magnetic field. Here
gJ is the Lande´ factor [45] and the nuclear contribution
has been neglected (gI ∼ 10−3). Besides, since the exter-
nal magnetic field has a strength of few Tesla, the ionic
hyperfine structure can be also neglected. Additionally,
we note that in the Paschen-Back regime the transitions
from the energy (split) ground state (S-level) to the one
of the excited levels (P ) are identical for both ground
levels when the ion is illuminated with a laser beam of
a given polarization and frequency. Consequently, the
dipole force (see Sec. IVB) would be the same for both
states, and therefore it would not be possible in such a
regime to have state-dependent forces. Instead, this is
not the case for the broken degeneracy of the S and P
levels due to the Zeeman effect (see Fig. 6).
Finally, we note that given the selection rule s−s′ = 0
on the quantum number of the spin operator, optical
transitions between the two levels of S1/2 are not allowed.
This fact reduces the possibility of undesired flips among
the qubit pair, and therefore decoherence and dephas-
ing mechanisms are strongly suppressed. Henceforth, we
shall consider the lower energy level of S1/2 as the logical
state |0〉, whereas the upper one as |1〉.
B. Dipole force and dipole matrix elements
The dipole force is produced by an intensity gradient
of the laser beam illuminating the atom, which is far
detuned from the relevant atomic transition, whose levels
are ac-Stark shifted. Such an energy shift creates an
additional potential for the particle. For a two-level atom
and in the large detuning limit ∆≫ |Ω|, the dipole force
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FIG. 5. (Color online). Modes for the parameters considered in Fig. 3 (top row, αz = 0.70, Pθ = 4× 10
3 ℓ2smωc) and Fig. 4
(bottom row, αz = 0.02, Pθ = 1.3× 10
5 ℓ2smωc).
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Abbildung 4.5: Energieverschiebungen der atomaren Übergänge im Magnetfeld B. Die
Abstände der Energieniveaus sind nicht maßstabsgetreu wiedergegeben.
die magnetische Quantenzahl des jeweiligen Energieniveaus, ist das Bohrsche Ma-
gneton und B ist das angelegte Magnetfeld. Zur Berechnung der Energieverschiebungen
benötigen wir also zunächst eine Bestimmung der jeweiligen g-Faktoren. Der g-Faktor
ist allgemein definiert als [Haken und Wolf, 2004]:
+ 1) + 1) + + 1)
+ 1)
(4.45)
Für ein Teilchen mit Spin = 1 vereinfacht sich dieser Ausdruck zu:
+ 1
+ 1
(4.46)
Damit lassen sich die g-Faktoren einfach berechnen (siehe Tabelle 4.2). Somit können
wir alle Energieverschiebungen bestimmen. Diese sind in Tabelle 4.2 angegeben. Als
FIG. 6. (Color o li e). Energy shifts du to the Zeeman
effect vs. the mj quantum number. The distances among the
energy levels are not in scale.
on the lower energy level reads
~f = − ~
4∆
∇|Ω(t, ~r)|2, (38)
where the Rabi frequency Ω(t, ~r) on the atomic transition
is given by
~Ω = −~dab · ~E(~r, t) = −|~dab| E0 χ(~r, t), (39)
whereas the laser is assumed to be a classical light field.
Here ~dab represents the matrix element of the dipole mo-
ment operator for the transition |a〉 ≡ |j = 1/2;mj〉 →
|b〉 ≡ |j = 1/2, 3/2;mj〉 for a given polarization of the
electric field ~E with strength E0, and χ(~r, t) is the spatial
and temporal pulse shape.
The bare (unshifted) detunings are then defined as:
δD1 = ωL1 − ωD1 and δD2 = ωL2 − ωD2 , where ωL1
and ωL2 are the laser frequencies. In addition, in order
to reduce the probability of unwanted photon scattering
processes, we require that
|µBB| ≪ |δD1 | ≪ ∆E |µBB| ≪ |δD2 | ≪ ∆E. (40)
In table II we provide the expressions of the state depen-
dent forces for all polarizations of the laser field. Since
j = 1/2 for all relevant transitions, hereafter, for the
sake of simplicity, we shall denote the reduced matrix el-
ement byMD1 =M1/2,1/2 andMD2 =M1/2,3/2, where
Mjj′ := 〈j,mj ‖ erˆ ‖ j′,m′j〉.
C. Different laser configurations
As it is evident from the table II, using only a laser
pulse either on the D1 transition line or on the D2 one it
is not possible to fulfill the condition (36). To this aim
we need a second laser pulse (see Fig. 7 on the left) with
a different detuning from the first pulse. In this section
we discuss several combinations of the laser polarization
in order to satisfy both (36) and (37).
1. Pulses with the same polarization
In this case we first generate two laser pulses with dif-
ferent frequencies but with the same σ− polarization, as
11
Polarization ~f |0〉 (D1) ~f
|1〉(D1) ~f
|0〉 (D2) ~f
|1〉 (D2)
σ− 0 − MD1E20∇χ2(~r,t)
2~(3δD1+4µBB/~)
−MD2E20∇χ2(~r,t)
4~(δD2+µBB/~)
− MD2E20∇χ2(~r,t)
4~(3δD2+5µBB/~)
π
MD1E
2
0∇χ
2(~r,t)
4~(2µBB/~−3δD1 )
− MD1E20∇χ2(~r,t)
4~(3δD1+2µBB/~)
MD2E
2
0∇χ
2(~r,t)
2~(µBB/~−3δD2 )
− MD2E20∇χ2(~r,t)
2~(3δD2+µBB/~)
σ+
MD1E
2
0∇χ
2(~r,t)
2~(4µBB/~−3δD1 )
0
MD2E
2
0∇χ
2(~r,t)
4~(5µBB/~−3δD2 )
MD2E
2
0∇χ
2(~r,t)
4~(µBB/~−δD2 )
TABLE II. Dipole forces for all polarizations of the laser fields and internal (logical) states.
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Beide Kräfte sind gleich gerichtet und zeigen in Richtung des Intensitätsgradienten. Der
Unterschied zwischen den Kräften ist dabei in der Regel sehr gering, da die Verstimmung
größer als die Magnetfeldaufspaltung sein soll.
Für -polarisiertes Licht erhalten wir folgende Dipolkräfte:
, t
B/
(4.67)
, t
B/
(4.68)
4.4. Mögliche Gatterausführungen
Für die Umsetzung des schnell-modulierten Gatters aus Unterabschnitt 4.1.4 müssen
die beiden Bedingungen (4.41) und (4.43) erfüllt sein. Die Kräfte müssen betragsmäßig
gleich groß und entgegengesetzt gerichtet sein, sowie im zeitlichen Mittel verschwinden.
Es gibt verschiedene Varianten, die diese Bedingungen erfüllen. Bei allen werden jeweils
zwei Pulse hintereinander eingestrahlt (Abbildung 4.8), die sich in ihren Frequenzen,
Intensitäten und Polarisationen unterscheiden. Damit versuchen wir, die Anforderungen
an die Kräfte zu erfüllen.
4.4.1. Gatter mit gleichgerichteter Polarisation
Wir wollen dazu zwei Laserstrahlen mit unterschiedlicher Frequenz einstrahlen, einen
roten Strahl der gegenüber dem Übergang verstimmt ist, und einen blauen
t
Abbildung 4.8: Pulssequenz des Gatters
FIG. 7. (Color online). Sketch of the pulse sequence in or-
der to design the necessary dipole forces to implement the
modulated-carrier phase gate. The upper lines are red de-
tuned, whereas the lower lines are blue detuned. In the figures
the time is in arbitrary units.
in Fig. 8, which corresponds to the first sequence of
pulses (on the left) in Fig. 7. Such a configuration of
lasers yields the following state-dependent forces:
~f |1〉 = − MD1E
2
01∇χ2(~r, t)
2~(3δD1 + 4µBB/~)
− MD2E
2
02∇χ2(~r, t)
4~(3δD2 + 5µBB/~)
,
~f |0〉 = −MD2E
2
02∇χ2(~r, t)
4~(δD2 + µBB/~)
. (41)
To simplify the notation we make the following replace-
ments: XDi = MDiE20i∇χ2(~r, t) and B = µBB/~, where
E0i refers to the electric field strength of either the D1
(i = 1) or D2 (i = 2) line. Thus, in order to fulfill (36),
we have to solve the equation
XD2
δD2 + B
+
XD2
3δD2 + 5B
+
2XD1
3δD1 + 4B
= 0. (42)
This can be resolved for both the intensities or the de-
tunings, so one of them can be considered as a given pa-
rameter. For the σ+-polarization we obtain an analogue
equation:
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(a) -Polarisation (b) -Polarisation
Abbildung 4.9: Gatter mit gleichgerichteter Polarisation
Strahl, der gegenüber dem Übergang verstimmt ist.
Zunächst strahlen wir einen Puls mit -polarisiertem Licht ein (Abbildung 4.9a), d.h.
wir erhalten Kräfte gemäß Gleichungen (4.57), (4.58), (4.63) und (4.64). Es wirken dann
f lgende Kräfte, die abhängig vom internen Zustand des Ions sind:
, t
B/
(4.69)
, t
+ 5 B/
, t
+ 4 B/
(4.70)
Zur Vereinfachung der Notation machen wir die Ersetzungen , t
, t und B/ , so dass Lösungen der Gleichung
+ 5 + 4
= 0 (4.71)
bestimmen müssen. Diese kann einfach nach den Intensitäten oder den Verstimmungen
aufgelöst werden, so dass wir für entweder die Intensitäten oder die Verstimmungen
vorgeben können, und dies nach den anderen Variablen auflösen können. Analog finden
wir eine solche Gleichung für die andere Wahl der Polarisation:
− B
= 0 (4.72)
FIG. 8. (Color online). Modulated-carrier gate with the same
polarization of the laser fields: σ−-polarized (left), and σ+-
polarized (right). The distances among the energy levels are
not in scale.
XD2
δD2 − B
+
XD2
3δD2 − 5B
+
2XD1
3δD1 − 4B
= 0. (43)
As an example, we solve equation (43), for instance, for
the intensities, and be obtain
XD1
XD2
=
(4B − 3δD1)(2δD2 − 3B)
(δD2 − B)(3δD2 − 5B)
. (44)
Such a solution, however, fulfills only the condition (36)
but not the one given by Eq. (37). To this aim we need
an additional two-pulse sequence, as showed in Fig. 7 on
the right. Such two pulses can have different strengths of
intensities and detunings, but they must have the same
spatial a t mporal profile χ(~r, t) of the first sequence.
Again, we get, if w solv with respect to the intensities,
a solution like the one given in Eq. (44), which in gen-
eral will be different from the solution (44) for the first
sequence of pulses. With such solution we can then easily
satisfy also the mean zero force condition (37) by adjust-
ing the ratios of either the intensities or the detunings.
In Fig. 9 we display a simple example that shows how
to achieve the necessary laser pulse sequence. We mod-
ulate the intensities of the blue (b) and red (r) detuned
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FIG. 9. (Color online). Designed laser modulation forces in
order to fulfill both (37) and (36). The blue detuned laser in-
tensity with a superimposed square wave signal (top-left) and
similarly for the red detuned one (top-right). The resulting
signals are depicted on the bottom-left, whereas switching of
polarization is given on the bottom-right.
laser signals like Ib(r)(t) = I
b(r)
0 sin
2(νt). The sequence
starts (t = 0) with both lasers with σ+-polarization and
an intensity ratio R+ = I
b
0/I
r
0 given by Eq. (44). Then,
at time t = π/ν, the polarization of the two laser fields
is changed to σ− with another intensity ratio given by
R− = I
b
0/I
r
0 . The ratio R− will differ from R+, since
in general the dipole moments are different for the two
polarizations. Thus, by changing the polarization at
each minimum of the laser intensity and by choosing the
proper ratio R± we are able to fulfill the condition (37).
In order to satisfy the condition (36) we have to design
furthermore the ratio of the two successive pulses. This
is done by multiplying the two intensities Ib(r)(t) with
square wave signals which are displayed in Fig. 9 (top)
by the black lines. The resulting pulses are showed in
Fig. 9 (bottom-left) whose polarization state is depicted
on the right lower corner. This procedure ensures that
both the conditions (37) and (36) are fulfilled.
2. Pulses with the different polarization
The situation in which the laser beams have different
polarization is depicted in Fig. 10. If we illuminate the
ion with red detuned and σ+ polarized light and with a
blued detuned and σ− beam (Fig. 10 on the left) we have
the following state-dependent forces
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(a) Polarisationseinstellung 1 (b) Polarisationseinstellung 2
Abbildung 4.10: Gatter mit entgegengesetzter Polarisation
Wir lösen diese Gleichung dabei exemplarisch nach den Intensitäten auf, und erhalten
) [( ) + ( − B 3]
− B)(
(4.73)
Dann strahlen wir einen zweiten Puls ein, jedoch mit anderen Intensitäten (bzw. Ver-
stimmungen), aber mit der gleichen Orts- und Zeitabhängigkeit in , t . Für diesen
können wir wieder ein Verhältnis aus Intensitäten (bzw. Verstimmungen) bestimmen,
das aber im Allgemeinen veschieden von dem des ersten Pulses ist. Wir können dann
Bedingung (4.43) erfüllen, indem wir das Verhältnis der Intensitäten (Verstimmungen)
zwischen beiden Pulsen anpassen.
4.4.2. Gatter mit entgegengesetzter Polarisation
Dazu strahlen wir wie zuvor rotes Licht, das gegenüber dem Übergang
verstimmt ist, und blaues Licht, das gegenüber dem Übergang verstimmt
ist, ein.
Erst strahlen wir einen Puls mit -polarisiertem Licht roter Frequenz ein und
polarisiertem Licht blauer Frequenz ein (Abbildung 4.10a). Wir erhalten die folgenden
FIG. 10. (Color online). Modulated-carrier gate with differ-
ent polarization of the laser fields. The distances among the
energy levels are not in scale.
~f |1〉 = − MD2E
2
0∇χ2(~r, t)
4~(3δD2 + 5µBB/~)
,
~f |0〉 =
MD1E20∇χ2(~r, t)
2~(4µBB/~− 3δD1)
− MD2E
2
0∇χ2(~r, t)
4~(δD2 + µBB/~)
, (45)
whereas for the inverted polarization sequence (Fig. 10
on the right) we have
~f |1〉 =
MD2E20∇χ2(~r, t)
4~(µBB/~− δD2)
− MD1E
2
0∇χ2(~r, t)
2~(3δD1 + 4µBB/~)
,
~f |0〉 =
MD2E20∇χ2(~r, t)
4~(5µBB/~− 3δD2)
. (46)
Both the schemes with the same and with different po-
larization have the drawback that the transition to the
excited level P3/2 couples both the ground states of S1/2,
and therefore prod cing an additional force that has to be
compensated with another laser beam. Apart from the
technical difficulty of putting another laser beam, such
a beam would also enhance the probability of promot-
ing an ion to an excited level of P3/2. Such excitation
would cause an additional error during the course of the
gate because of spontaneous emission. Indeed, the ion
could decay either in the other qubit state or even worst,
such as for the D-levels in calcium, in another metastable
state, which would be useless for the purposes of QIP.
Given that, in order to avoid such scenario, we can
make still use of the scheme illustrated in Fig. 10, but
by avoiding the coupling to the P3/2 manifold, as it is
showed in Fig. 11. Here, however, we couple the ground
state S1/2 to only the manifold P1/2. The pulse sequences
are then the same as previously described for the other
scheme. The detuning from the P1/2 manifold, however,
has to be carefully chosen, that is, it has to be much
smaller than the energy difference among the P1/2 and
P3/2 levels and much larger than µBB. Hence, such vari-
ant works well for sufficiently small magnetic fields.
In principle there are other possible arrangements ei-
ther by keeping the frequencies of the laser beams con-
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(a) Polarisationseinstellung (b) Polarisationseinstellung
Abbildung 4.11: Variante des Gatters mit entgegengesetzter Polarisation
Da wir mit dem blauen Laser zwischen beiden Energiemannigfaltigkeiten anregen, müs-
sen wir die Größe der Verstimmung beachten, dass diese immer wesentlich kleiner ist als
die Energieaufspaltung zwischen dem und dem -Niveau ist:
Wir strahlen zunächst zwei Laserpulse mit entgegengesetzter Polarisation und Verstim-
mung gegenüber dem Übergang zum -Niveau ein, um Bedingung (4.41) zu erfüllen.
Durch geeignete Wahl der Verstimmungen und der Intensitäten ist dies immer möglich,
wobei die Verstimmungen auch hier größer als die Magnetfeldaufspaltung sein sollten.
Für die Erfüllung der zweiten Bedingung (4.43) strahlen wir nach dem ersten Puls einen
weiteren Puls bestehend aus zwei verschiedenen Laserstrahlen ein, diesmal aber mit
der umgekehrten Kombination von Verstimmungen und Polarisationen wie zuvor. Im
Schema von Abbildung 4.11 wurden die Laserfrequenzen dabei unverändert gelassen,
was aber nicht zwingend notwendig für die Umsetzung des Gatters ist.
Der Nachteil dieser Umsetzung liegt darin, dass der blau verstimmte Laser zwischen dem
und dem Niveau liegt. Eine vernünftige Umsetzung, wie oben beschrieben, ist
daher nur dann möglich, wenn gilt, also nur bei hinreichend schwacher
Magnetfeldaufspaltung.
Verschiedene Umsetzungen
Prinzipiell gibt es zwei mögliche Umsetzungen des Gatters:
FIG. 11. (Color online). Variant of the modulated-carrier
gate with different polarization of the laser fields. The dis-
tances among the energy levels are not in scale.
stant or by keeping constant their intensities. Such com-
binatio s rely also on th tech ical feasibility in an exper-
imental setup. A important requirement for the design
of such state-dependent forces is, however, the switch of
the field polarization, which has to be very fast in order
to fulfill the condition set by the Eq. (37), as it is also
shown in the example of Fig. 9(d). This can be exper-
im ntally accomplished wi h Pockels cells, which can be
used to manipulate the polarization and the phase of the
laser.
V. CONCLUSIONS
In this work we have analyzed in detail the implemen-
tation of the modulated-carrier gate presented for the
first time in Ref. [30]. Firstly, we presented the underly-
ing idea of the modulated-carrier gate and we provided
details of the calculations that were only briefly men-
tioned in Ref. [30]. In that analysis the frame of refer-
ence rotates at the same frequency of the crystal rotation,
whose frequency was set to ωc = 2ωr. Within this setting
the minimal coupling term in the many-body Hamilto-
nian vanishes. Such approach allows a straightforward
canonical quantization of the many-body Hamiltonian,
which reduces to a sum of 3N independent harmonic os-
cillators. Even though this situation greatly simplifies
the numerical analysis it does not permit to fulfill the
condition ωrτg/(2π) ≪ 1, which would avoid the uti-
lization of a co-rotating laser and therefore simplifying
the experimental realization of the proposed quantum
hardware. We thus have analyzed the situation in which
ωc 6= 2ωr. Within this scenario it is no longer possible
to remove the minimal coupling term in the Hamilto-
nian of the Coulomb crystal. Nevertheless, by utilizing
the Williamson theorem for positive definite matrices, we
were able to diagonalize the classical many-body Hamil-
tonian, whose normal modes are a combination of both
the position and momentum variables. As a consequence,
we were able to perform the canonical quantization. The
resulting (quantized) Hamiltonian is again given by a
sum of independent harmonic oscillators. In this new
situation, however, the matter-field interaction, respon-
sible of the push on the ion, depends on both conjugate
“position” and “momentum” operators. We proceeded
further on by analyzing the performance of the quantum
phase gate and we showed its robustness for a wide range
of experimentally accessible temperatures. Importantly,
we were able to demonstrate that such robustness is also
displayed for a wide range of ratios τg/τr, therefore allow-
ing to reduce up to three orders of magnitude the gate
operation time compared to the previous analysis [30].
The drawback is that one has to enhance the modulation
frequency ν up to hundreds of MHz in order to speed up
the gate operation. We found, however, that by reducing
the ratio ωz/ωc, at large values of angular momentum it
is possible to achieve small rotation frequencies such that
ωrτg/(2π) ≪ 1 is fulfilled and high fidelity, for a broad
range of temperatures, can be obtained with few MHz
of modulation frequency. This result is quite promising
since it has been attained with a cyclotron frequency that
is used in current experiments.
Finally, we have provided a complete description for
the design of the necessary forces to be applied on the
ions in order to accomplish the desired quantum compu-
tation scheme. To this aim, we have analyzed the ex-
perimentally relevant region of external magnetic field.
For all earth-alkali-metal ion species normally used in
currents experiments the normal Zeeman effect provides,
with good approximation, the right description of the en-
gy shifts of the S and P levels. In addition, we have
also analyzed several possible laser configurations and for
each one we discussed advantages as well as drawbacks
and, in some cases, we suggested alternative solutions.
Further investigations of such a quantum computing
proposal may rely on further optimization of both the
force modulation together with a reduced gate operation
time and its robustness against optimal pulse distortions
[46]. This can be achieved by means of quantum opti-
mal control techniques. Beside this, a detailed analysis,
similar to Ref. [9], in order to characterize and quantify
all types of errors coming from the quantum dynamics,
especially due to nonlinearities in the ion-pushing force,
will be pursued in future investigations.
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