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Zusammenfassung
Quid multa?
Diese Dissertation bescha¨ftigt sich mit den Problemen bei der Entwicklung von effizienter und
zuverla¨ssiger Software fu¨r eingebettete Systeme.
Eingebettete Systeme sind inha¨rent nebenla¨ufig, was mit einen Grund fu¨r ihre hohe Ent-
wurfskomplexita¨t darstellt. Aus dieser Nebenla¨ufigkeit resultiert ein hoher Grad an Kommuni-
kation zwischen den einzelnen Komponenten. Eine wichtige Forderung zur Vereinfachung des
Entwurfsprozesses besteht in der getrennten Modellierung von Kommunikationsprotokollen und
eigentlichen Verarbeitungsalgorithmen. Daraus resultiert eine ho¨here Wiederverwendbarkeit bei
sich a¨ndernden Kommunikationsstrukturen.
Die Grundlage fu¨r die sogenannten Datenflußsprachen bildet eine einfache von Gilles Kahn
konzipierte Sprache fu¨r Parallelverarbeitung. In dieser Sprache besteht ein System aus einer
Menge sequentieller Prozesse (Komponenten), die u¨ber Fifokana¨le miteinander kommunizieren.
Ein Prozess ist rechenbereit, wenn seine Eingangsfifos mit entsprechenden Daten gefu¨llt sind.
¨Ubertragen werden physikalische Signale, die als Stro¨me bezeichnet werden. Stro¨me sind Fol-
gen von Werten ohne explizite Zeitangaben. Das Einsatzgebiet von Datenflußsprachen liegt in
der Entwicklung von Programmen zur Bild- und Signalverarbeitung, typischen Aufgaben in ein-
gebetteten Systemen. Die Programmierung erfolgt visuell, wobei man Icons als Repra¨sentanten
parametrisierbarer Komponenten aus einer Bibliothek auswa¨hlt und mittels Kanten (Fifos) ver-
bindet. Ein im allgemeinen dynamischer Scheduler u¨berwacht die Ausfu¨hrung des fertiggestell-
ten Anwendungsprogramms.
Diese Arbeit schla¨gt ein universelleres Modell physikalischer Signale vor. Dabei werden zwei
Ziele verfolgt:
1. Effiziente Kommunikation zwischen den Komponenten
2. Entwurfsbegleitende ¨Uberpru¨fung von Programmeigenschaften unter Verwendung kom-
plexerer Komponentenmodelle
Zur Effizienzsteigerung werden nur relevante Werte innerhalb von Stro¨men u¨bertragen. Dies
erho¨ht zwar den Mehraufwand zur Kennzeichnung des Aufbaus eines Teilstroms, in praktischen
Anwendungen ist die hier vorgestellte Methode jedoch effizienter. Die Einfu¨hrung neuer Si-
gnalmerkmale erlaubt unterschiedlichste ¨Uberpru¨fungen der Einhaltung von Typregeln durch
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die Eingangs- und Ausgangsstro¨me einer Komponente. Anstelle einfacher Schaltregeln werden
aufwendigere Kommunikationsprotokolle fu¨r die verschiedenen Arten von Komponenten ein-
gefu¨hrt. Fifomaten (Fifo-Automaten) dienen als formale Grundlage. Mittels eines dezidierten
Model-Checking-Verfahrens wird das Zusammenspiel der Fifomaten daraufhin untersucht, ob
ein zyklischer Schedule existiert. Die Existenz eines solchen zyklischen Schedules schließt Spei-
cheru¨berlauf und Deadlocks aus und garantiert daru¨ber hinaus, daß das Programm nach endlicher
Zeit wieder in die Ausgangssituation zuru¨ckfindet. Da im allgemeinen die Datenflußprogramme
turinga¨quivalent sind, kann es allerdings zyklische Schedules geben, die das Verfahren nicht ent-
deckt.
Mit der hier vorgestellten und implementierten Methode wird die Entwicklungszeit korrekter
Datenflußprogramme deutlich reduziert. Das neue Modell physikalischer Signale macht zudem
die Ausfu¨hrung effizienter.
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Kapitel 1
Motivation
Tolle lege! [Augustinus]
Das Thema dieser Arbeit lautet
”
Komponentenbasierte Softwareentwicklung fu¨r datenflußorien-
tierte eingebettete Systeme“. Auf eine kurze Einfu¨hrung in die Thematik folgt die Konkretisie-
rung der Aufgabenstellung der vorliegenden Arbeit. Es wird die eigene Lo¨sung kurz skizziert,
wobei deren Vorteile und innovativen Aspekte beleuchtet werden. Ein Abriß u¨ber den Aufbau
der Ausarbeitung schließt dieses Kapitel ab.
1.1 Einfu¨hrung
Im folgenden werden zentrale Begriffe wie eingebettetes System, Datenflußgraph, Datenfluß-
komponente und Datenflußparadigma erla¨utert. Anhand eines einfachen Beispiels ist die Abar-
beitung eines Datenflußgraphen erkla¨rt. Danach fokussiert sich dieser Abschnitt auf zyklische
Schedules, Speicherbedarf, Deadlocks und Typfehler in Datenflußgraphen. Abschließend wird
noch auf komponentenbasierte Softwareentwicklung eingegangen.
Eingebettete Systeme: Abbildung 1.1 zeigt den schematischen Aufbau eines eingebette-
ten Systems. Ein eingebettetes System ist wie folgt charakterisiert (vergleiche [Lee02, BP03,
Rus04]):
DEFINITION 1.1.1: Ein EINGEBETTETES SYSTEM ist eine Software-/Hardware-Einheit, wel-
che in eine Maschine oder ein Gera¨t integriert ist. Das so entstehende Gesamtsystem ist nach
außen nicht als Rechner, sondern nur als Tra¨ger intelligenter Systemfunktionen erkennbar. Es
ist u¨ber Sensoren und Aktoren mit einem technischen Prozeß verbunden und u¨bernimmt darin
¨Uberwachungs-, Steuerungs- beziehungsweise Regelungsaufgaben.
Eingebettete Systeme finden sich sowohl in allta¨glichen Gebrauchsgegensta¨nden wie Fernseh-
gera¨ten, Mobiltelefonen, Spielwaren als auch in komplexeren Systemen wie Autos, Fließband-
steuerungen und Flugzeugen.
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Technischer Prozeß
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Abbildung 1.1: Eingebettetes System (Schematische Darstellung)
Fu¨r den Entwurf eines eingebetteten Systems werden gewo¨hnlich verschiedene Spezifika-
tionssprachen verwendet. Eine grobe Einteilung unterscheidet zwischen KONTROLL- und DA-
TENFLUSSDOMINANT, wobei in einem Programm beide Paradigmen eingesetzt werden ko¨nnen
[BML+97, ELLSV97, Lee99, SLSV00, Bo¨r00]. Dabei werden datenflußdominante Programm-
teile, welche im folgenden als DATENFLUSSGRAPHEN dargestellt und bezeichnet werden, vor
allem zur Bild- und Signalverarbeitung eingesetzt. Kontrollflußdominante Programmteile (end-
liche Automaten und deren Erweiterungen [Har87, Ber98, HP99]) dienen beispielsweise zur
Feinjustierung des Datenflußgraphen, indem sie Parameter zur Laufzeit anpassen beziehungs-
weise auf Benutzereingaben reagieren. Ein eingebettetes System [BML+97] setzt sich in der
Regel aus Echtzeit- und Nichtechtzeitteilen zusammen. Echtzeitteile sind zum Beispiel fu¨r die
Ansteuerung eines Regelkreises zusta¨ndig, wohingegen das Sammeln von Statistikdaten keine
Echtzeitfa¨higkeit erfordert. Tasks, die diesen Teilen zugeordnet werden, ko¨nnen nun periodisch,
aperiodisch beziehungsweise sporadisch sein. Die Ausfu¨hrung eines eingebetteten Systems er-
folgt im allgemeinen asynchron und verteilt [Bro03a].
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Datenflußgraphen und Datenflußkomponenten: Diese Arbeit ist fokussiert auf datenfluß-
orientierte eingebettete Systeme [Lee02]. Betrachten wir daher einen DATENFLUSSGRAPHEN
genauer (siehe Abbildung 1.1). Die Knoten des Datenflußgraphen repra¨sentieren Programm-
bausteine (KOMPONENTEN)1 . Um zu betonen, daß eine Komponente in Zusammenhang mit
Datenflußgraphen verwendet wird, spricht man auch von Datenflußkomponente. Beispiele fu¨r
Datenflußkomponenten aus dem Bereich der Bild- und Signalverarbeitung sind digitale Filter,
Fast-Fourier-Transformation, Kantenextraktion oder PID-Regler. Diese Datenflußkomponenten
ko¨nnen in einer beliebigen Programmiersprache implementiert sein und sind gekennzeichnet
durch klare Schnittstellen und explizite Kontextabha¨ngigkeiten. Datenflußkomponenten werden
in der Regel in bina¨rer Form als Shared Libraries weitergegeben. Diese Bausteine sind mit-
tels Fifos, deren Kapazita¨ten gegebenenfalls beschra¨nkt sind, zu komplexeren Anwendungen
verbunden. Das heißt, die Datenflußkomponenten kommunizieren asynchron. Datenflußparadig-
men stellen somit DOMA¨NENSPEZIFISCHE PROGRAMMIERSPRACHEN dar, die unter anderem
auf der von Gilles Kahn definierten FIXPUNKTSEMANTIK [Kah74, KM77, Lee97] aufbauen. Bei
der Entwicklung von Datenflußgraphen werden in der Regel VISUELLE PROGRAMMIERTECH-
NIKEN eingesetzt.
Fu¨r das Versta¨ndnis von Datenflußgraphen ist es wesentlich, sich die einzelnen Schritte bei
ihrer Abarbeitung vor Augen zu fu¨hren. In Abbildung 1.2 (a) sind drei Datenflußkomponenten
aus dem Bereich der Bildverarbeitung dargestellt. Die Bildquelle liest Bilder zum Beispiel von
einer Kamera ein. Die interne Komponente gla¨ttet diese Bilder. Die Displaykomponente stellt
dann sowohl das unvera¨nderte als auch das gegla¨ttete Bild auf einem Bildschirm dar. Die von
den Datenflußkomponenten erzeugten beziehungsweise konsumierten Daten sind in Datencon-
tainern, sogenannten TOKEN, gekapselt, welche in der Abbildung als große schwarze Punkte
wiedergegeben sind.
1. Als erstes wird die Bildquelle rechenbereit, sobald die Kamerahardware das Vorhanden-
sein eines digitalen Bildes signalisiert (Abbildung 1.2 (b)).
2. Die Bildquelle wird nun durch einen Scheduler rechnend gesetzt, liest das Bild ein und
schreibt es in seine Ausgabefifos. Ist eine Datenflußkomponente rechnend, wird dies hier
durch Schwarzfa¨rbung des zugeho¨rigen Knotens visualisiert (Abbildung 1.2 (c)).
3. Die Gla¨ttungskomponente wird rechenbereit (Abbildung 1.2 (d)).
4. Sobald die Gla¨ttungskomponente vom Scheduler rechnend gesetzt wird, u¨bernimmt sie
das an ihrem Eingang anliegende Bild, gla¨ttet dieses und gibt es an ihre Ausgabefifo weiter
(Abbildung 1.2 (e)).
5. Jetzt ist auch die Displaykomponente rechenbereit, da an ihren beiden Einga¨ngen Daten
anliegen. Sobald die Datenflußkomponente ausgefu¨hrt wird, u¨bernimmt sie die Bilder und
stellt diese auf dem zugeordneten Monitor dar (Abbildung 1.2 (f)).
6. Der Datenflußgraph befindet sich wieder im Ausgangszustand und die Abarbeitung von
Eingabedaten beginnt von vorne (Abbildung 1.2 (g)).
1Der hier zugrundeliegende Komponentenbegriff basiert auf [Szy02] (vergleiche Abschnitt 2.2.1).
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Abbildung 1.2: Beispielhafte Abarbeitung eines Datenflußgraphen
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Die Daten fließen zwischen den Datenflußkomponenten, woraus sich der Begriff
”
DATENFLUSS“
ableitet.
Datenflußparadigmen: Man unterscheidet Datenflußkomponenten anhand der Regeln zur Be-
stimmung ihrer Rechenbereitschaft. Datenflußkomponenten, die dem Datenflußparadigma – dem
Analogon einer klassischen Programmiersprache – SYNCHRONER DATENFLUSS (SDF) zuge-
ordnet werden, sind rechenbereit, wenn entsprechend den jeweiligen Gewichten ausreichend
viele Token an ihren Einga¨ngen vorhanden sind. Gema¨ß den zugrundeliegenden Schaltregeln
konsumiert eine rechenbereite Datenflußkomponente dieser Kategorie die durch die Gewich-
tung vorgegebene Anzahl von Token von ihren Einga¨ngen. Nach der internen Verarbeitung der
Daten werden von der Datenflußkomponente soviele Token in die Ausgabefifos geschrieben,
wie die jeweiligen Kantengewichte vorschreiben. Datenflußkomponenten dieses Datenflußpara-
digmas speichern intern keine Daten. Datenflußgraphen, die nur solche Datenflußkomponenten
enthalten, sind analysierbar, da synchroner Datenfluß nicht turinga¨quivalent ist. Es ist mo¨glich,
einen zyklischen Schedule zu berechnen und zu entscheiden, ob ein Datenflußgraph einen Dead-
lock entha¨lt beziehungsweise wie groß die Fifokapazita¨ten fu¨r eine erfolgreiche Ausfu¨hrung des
Datenflußgraphen sein mu¨ssen (siehe unten).
Durch die Erga¨nzung von SDF um die Datenflußkomponenten Switch und Select erha¨lt
man das Paradigma BOOLESCHER DATENFLUSS (BDF). Derartige Datenflußprogramme sind
turinga¨quivalent. Fragen nach zyklischen Schedules, Deadlockfreiheit und Speicherbedarf sind
nicht mehr entscheidbar. Fu¨gt man zu BDF noch die nichtdeterministische Datenflußkomponen-
te Merge hinzu, so entsteht das Datenflußparadigma DYNAMISCHER DATENFLUSS (DDF).
Datenflußprogramme verlieren dadurch zusa¨tzlich noch die Eigenschaft, fu¨r gleiche Eingaben
immer gleiche Ausgaben zu liefern. Damit liegt der bekannte GEGENSATZ ZWISCHEN ANA-
LYSIERBARKEIT UND MODELLIERUNGSMA¨CHTIGKEIT vor. Auf diese Sachverhalte wird in
Kapitel 2 genauer eingegangen.
Da also die Kanten zwischen den Datenflußkomponenten nur eine partielle Ausfu¨hrungsrei-
henfolge festlegen, erfordert die vorhandene explizite Parallelita¨t einen Scheduler, der entschei-
det, wann und auf welchem Rechner (bei verteilter Ausfu¨hrung) rechenbereite Datenflußkom-
ponenten ausgefu¨hrt werden. In der Regel – außer bei SDF – ist DYNAMISCHES SCHEDULING
notwendig, da die Bestimmung der Rechenbereitschaft im allgemeinen Fall erst zur Laufzeit
erfolgen kann.
Zyklischer Schedule: Eine Aktivierungsreihenfolge von Datenflußkomponenten, die wieder
in der Ausgangssituation, welche durch eine spezifische Belegung der Fifos und durch spezifi-
sche interne Zusta¨nde der Datenflußkomponenten gegeben ist, endet, nennt man ZYKLISCHER
SCHEDULE. Zyklische Schedules sind deshalb besonders interessant, da sie sich analysieren las-
sen – man muß nur eine endliche Folge von Komponentenaktivierungen untersuchen – und sich
fu¨r eine unendliche Ausfu¨hrung eignen.
Speicherbedarf: Anhand eines zyklischen Schedules la¨ßt sich der SPEICHERBEDARF des Da-
tenflußgraphen, der durch die Fifokapazita¨ten gekennzeichnet ist, bestimmen. In obigem Beispiel
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Abbildung 1.3: Deadlock (blockiertes Lesen)
reicht eine Fifokapazita¨t von 1 fu¨r alle Fifos aus. Wa¨chst der Speicherbedarf eines Datenflußgra-
phen wa¨hrend seiner Ausfu¨hrung sta¨ndig an, so spricht man von SPEICHERU¨BERLAUF.
Deadlocks: Ha¨ufige Fehlerquellen in einem Datenflußgraphen stellen DEADLOCKS dar.
In einem Datenflußgraphen ko¨nnen Deadlocks aus BLOCKIERTEM LESEN beziehungsweise
BLOCKIERTEM SCHREIBEN entstehen. Abbildung 1.3 zeigt eine typische Leseblockade. Bei-
de Datenflußkomponenten erwarten jeweils eine fixe durch Gewichte vorgegebene Anzahl von
Token an ihren Einga¨ngen, um rechenbereit zu werden. Fu¨llt man die Fifos vor Beginn der
Abarbeitung mit INITIALISIERUNGSTOKEN auf, so daß die beiden Datenflußkomponenten re-
chenbereit werden, so ist die Leseblockade aufgehoben. Allerdings kommt es nach einigen
Ausfu¨hrungsschritten in Abbildung 1.4 (e) zu einer Schreibblockade, da die Fifokapazita¨t, wel-
che durch die Anzahl der Pla¨tze symbolisiert ist, u¨berschritten wu¨rde. Blockiertes Schreiben
resultiert also aus festen Fifokapazita¨ten, die nicht u¨berschritten werden du¨rfen. Ist eine Fifo
voll, dann kann die produzierende Datenflußkomponente keine weiteren Daten mehr erzeugen.
Aus diesen Beispielen wird ersichtlich, daß die Rechenbereitschaft von Datenflußkomponen-
ten sowohl vom Vorhandensein von Token an den jeweiligen Einga¨ngen als auch vom Vorhan-
densein ausreichenden Fifospeicherplatzes an den jeweiligen Ausga¨ngen abha¨ngt.
Inkompatible Daten: Neben den geschilderten Fehlern wie Deadlocks wegen blockiertem
Lesen oder Schreiben, die auf der Abstraktionsebene der Token auftreten, gibt es auch eine
Reihe von mo¨glichen Fehlern auf niedrigeren Abstraktionsebenen von digitalisierten physika-
lischen Signalen. Betrachtet man eine beliebige Datenflußkomponente und die an ihren Schnitt-
stellen anliegenden digitalen physikalischen Signale (vergleiche Abbildung 1.5), so ko¨nnen un-
terschiedlichste Probleme wie beispielsweise nichtzusammenpassende Abtastraten oder inkom-
patible Wertemengen wie int und double auftreten. Neben dem Definitionsbereich und dem
Wertebereich spielen auch Aspekte des Datentransports bei der Ermittlung der Kompatibilita¨t
zweier Komponenteninterfaces eine wesentliche Rolle (vergleiche Kapitel 3 beziehungsweise
Kapitel 5).
Komponentenbasierte Softwareentwicklung: Werden komplexe Programme wie zum Bei-
spiel Datenflußgraphen aus Komponenten zusammengesetzt, spricht man von KOMPONENTEN-
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Abbildung 1.4: Deadlock (blockiertes Schreiben)
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Abbildung 1.5: Datenflußkomponente mit digitalen Signalen
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BASIERTER SOFTWAREENTWICKLUNG. Bei der Kombination von Datenflußparadigmen mit
komponentenbasierter Softwareentwicklung kommen alle wesentlichen Vorteile des letztgenann-
ten Verfahrens zum Tragen [Szy02]:
• WIEDERVERWENDUNG findet in großem Ausmaß statt, da die in den Komponenten
gekapselten Bild- und Signalverarbeitungsalgorithmen wie zum Beispiel Fast-Fourier-
Transformation beziehungsweise Filteralgorithmen Bestandteile vieler Anwendungen im
Bereich der Bild- und Signalverarbeitung sind.
• Komponenten ko¨nnen LEICHT an sich a¨ndernde Anforderungen ANGEPASST werden, da
nur explizite Schnittstellen nach außen existieren.
• Dies zieht eine VERBESSERTE WARTBARKEIT von Datenflußgraphen nach sich, da bei
gleichbleibenden Schnittstellen nur alte Komponenten durch neue ausgetauscht werden
mu¨ssen.
• Ein wesentlicher Punkt ist der GESTEIGERTE SCHUTZ GEISTIGEN EIGENTUMS, der dar-
aus resultiert, daß die Komponenten in bina¨rer Form weitergegeben werden.
1.2 Problem der Qualita¨tssicherung
Abbildung 1.6 veranschaulicht das zentrale Problem beim Entwurf von Datenflußgraphen: In ei-
nem großen unu¨bersichtlichen Datenflußprogramm tritt ein Laufzeitfehler auf. Ein solcher Fehler
zieht in der Regel schwerwiegende Folgen nach sich, da von eingebetteten Systemen, zum Bei-
spiel der Kontrolleinheit eines Fließbandes, ha¨ufig gefordert wird, daß diese endlos und ohne
Unterbrechung ausgefu¨hrt werden. Jeder Deadlock und daraus gegebenenfalls resultierende Sy-
stemabsturz kostet zumindest Zeit und Geld, in manchen Fa¨llen sogar Menschenleben. Aufgrund
der Gro¨ße des Datenflußgraphen muß man mit einer langwierigen Debugphase rechnen.
Verallgemeinert man diese Beobachtung, so liegt das zentrale Problem in folgendem be-
gru¨ndet: Je spa¨ter ein Fehler erkannt wird, desto gro¨ßer sind die aus diesem Fehler resultierenden
Kosten. Abbildung 1.7 zeigt den rapiden Anstieg der Fehlerkosten in spa¨ten Phasen des Softwa-
reentwurfsprozesses wie beispielsweise Test und Inbetriebnahme. Aktuell wird der gro¨ßte Auf-
wand zur Qualita¨tssicherung in den spa¨ten Softwareentwurfsphasen eines eingebetteten Systems
getrieben (siehe Abbildung 1.8) [Ame02, Rus04]. Andererseits entstehen die meisten Fehler in
den fru¨hen Phasen wie Analyse und Design (vergleiche Abbildung 1.7).
Diese Problematik der spa¨ten und kostenintensiven Fehlererkennung wird weiter verscha¨rft,
da eine zunehmende Komplexita¨t eingebetteter Software kombiniert mit immer ku¨rzeren TIME-
TO-MARKET-ZYKLEN und einem steigenden Zwang zur Kostensenkung gleichbleibend hohen
Qualita¨tsanforderungen gegenu¨bersteht [RB02]. Da sich dadurch der Zeitaufwand fu¨r Test und
Inbetriebnahme in Zukunft noch vergro¨ßern wird [Egg02], spricht man in diesem Zusammen-
hang auch von einer QUALITA¨TSFALLE [Ame02, Rus04]. In [Mey99] ist das Problem klar be-
schrieben:
”
We build software that’s not very good and,
through brute force, debug it into correctness.“
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Abbildung 1.6: Unu¨bersichtlicher Datenflußgraph mit Laufzeitfehler (kommerziell eingesetztes
Tool)
1.3 Relevanz der Problematik
Das im vorigen Abschnitt diskutierte Problem stellt einen lohnenden und aktuellen Forschungs-
schwerpunkt dar. Dies zeigen die vielfa¨ltigen Vero¨ffentlichungen zu diesem Thema. Dabei se-
hen viele einen geeigneten Lo¨sungsansatz in einer Kombination aus KOMPONENTENBASIERTER
SOFTWAREENTWICKLUNG mit ENTWURFSBEGLEITENDER FRU¨HER QUALITA¨TSSICHERUNG.
Es seien dazu nur der Wegweiser fu¨r Forschung und Lehre im Software-Engineering eingebet-
teter Systeme von Manfred Broy und Wolfgang Pree [BP03], das Verbundprojekt Embedded
Quality (Equal) [KCF+02, Rus04], die Studie des Bundesamtes fu¨r Sicherheit in der Informa-
tionstechnik bezu¨glich neuer Trends und Entwicklungen in der Informationstechnik [GHS+03]
beziehungsweise die diversen Arbeiten im Rahmen des Projektes Ptolemy [Lee99, Lee02] ge-
nannt. Der EINSATZ FORMALER METHODEN wird in diesem Zusammenhang als ein wichtiger
Schritt zur entwurfsbegleitenden fru¨hen Qualita¨tssicherung angesehen [Mey99].
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Abbildung 1.7: Fehlerverteilung und Fehlerkosten in unterschiedlichen Phasen eines Software-
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Abbildung 1.8: Qualita¨tssicherungsaufwand in unterschiedlichen Phasen eines Softwareprojekts
1.4 Lo¨sungsvorschlag
Im folgenden werden die Ziele dieser Arbeit, der Lo¨sungsansatz mit den darin enthaltenen inno-
vativen Aspekten und dessen Vorteile erla¨utert.
1.4.1 Zielsetzung
In der hier vorliegenden Arbeit werden zwei Ziele verfolgt:
1. EFFIZIENTE KOMMUNIKATION zwischen den Komponenten
2. ENTWURFSBEGLEITENDE ¨UBERPRU¨FUNG VON PROGRAMMEIGENSCHAFTEN wie zy-
klischen Schedules, Deadlocks und Speicherbedarf unter Verwendung komplexerer Kom-
ponentenmodelle
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1.4.2 Lo¨sungsansatz
Als Lo¨sung schlage ich folgende Maßnahmen vor (siehe Abbildung 1.9), wobei jeweils kurz
beschrieben ist, wie der Stand der Technik in Entwurf und Analyse von datenflußorientierten
komponentenbasierten eingebetteten Systemen dadurch erweitert wird:
• SIGNALMODELL: Grundlage der entwurfsbegleitenden Fehlererkennung bildet ein neues
Signalmodell, welches die effiziente Beschreibung von unendlichen physikalischen Signa-
len erlaubt, die aus
– a¨quidistant abgetasteten Signalwerten,
– Signalsegmenten bestehend aus a¨quidistant abgetasteten relevanten Signalwerten und
dazwischenliegenden Pausen, sogenannten Totzeiten, wie sie beispielsweise bei an
einem Fließband gemessenen Signalen, akustischen Signalen wie Sprache bezie-
hungsweise neuronalen Signalen auftreten, oder
– nicht a¨quidistant abgetasteten Signalwerten (Events) wie zum Beispiel Tastaturein-
gaben,
zusammengesetzt sind. Somit ist ein relevanter Aspekt dieses Signalmodells auch der effi-
ziente Datentransport, welcher wichtig fu¨r die verteilte Ausfu¨hrung von Datenflußgraphen
ist. Insgesamt fu¨hrt dies zu einer Erweiterung aktueller Signalmodelle um zusa¨tzliche Si-
gnalmerkmale bezu¨glich des Zeitbereichs (Startzeiten und Abtastperioden), des Wertebe-
reichs (Wertemengen und physikalische Einheiten) und bezu¨glich Attributen des Signal-
datentransportes.
• KOMPONENTENMODELL: Dieses Signalmodell erfordert ein neues Komponentenmodell,
was in der Definition neuer Datenflußparadigmen resultiert. Die klassischen Datenflußpa-
radigmen SDF, BDF und DDF (siehe Abschnitt 2.2) werden erweitert zu gefa¨rbten Da-
tenflußparadigmen. Farben erlauben nicht nur eine Markierung Boolescher Werte, wie bei
BDF, sondern ko¨nnen auch zur Darstellung von Signalmerkmalen verwendet werden. Die-
ses neue Komponentenmodell paßt gut in Szyperkis Definition einer Komponente (siehe
Abschnitt 2.2.1). Außerdem erlaubt dieses Komponentenmodell die Definition von Typ-
constraints, die zum Beispiel die Gleichheit von Abtastperioden fordern, und von Kommu-
nikationsprotokollen. Damit eine Komponente und der zugeho¨rige Datenflußgraph WOHL-
DEFINIERT sind, mu¨ssen die genannten Constraints und Protokolle erfu¨llt sein.
• INTERFACE-TYPSYSTEM: Die durch Interfacetypen erfaßte Information wird durch die
zusa¨tzlichen Signalmerkmale signifikant erweitert. Die Typconstraints, welche in die-
sem NEUEN MODELL DER INTERFACETYPEN spezifiziert werden ko¨nnen, sind kom-
plexer als bei anderen Typsystemen in diesem Anwendungsfeld. So ist es zum Beispiel
mo¨glich, mehrwertige Polynome zu definieren. Damit kann das Verhalten von Datenfluß-
komponenten pra¨ziser erfaßt werden. Um die Einhaltung von Typconstraints zu garan-
tieren, wird ein NEUARTIGES VERFAHREN ZUR TYPBESTIMMUNG angewandt. Durch
den Aufruf des Typbestimmungsalgorithmus wa¨hrend jedes Entwurfsschrittes erha¨lt der
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Abbildung 1.9: Eigener Lo¨sungsansatz
Benutzer eine fru¨hzeitige Ru¨ckmeldung. Außerdem nutzt der Typbestimmungsalgorith-
mus INKREMENTELL soweit wie mo¨glich die Ergebnisse vorheriger Berechnungsschrit-
te. Probleme, welche durch das Interface-Typsystem aufgespu¨rt werden, umfassen SPEI-
CHERU¨BERLAUF, VORZEITIGE PROGRAMMTERMINIERUNG oder FEHLERHAFTE VER-
RECHNUNG VON nicht demselben Meßobjekt zugeordneten SIGNALDATEN. Diese Pro-
bleme sind gegebenenfalls gefa¨hrlich fu¨r die Prozeßumgebung. Zudem ist das Interface-
Typsystem sehr flexibel, indem es POLYMORPHISMUS, OVERLOADING und AUTOMATI-
SCHE TYPKONVERTIERUNG erlaubt. Das Interface-Typsystem ist zudem leicht anpaßbar,
indem man Typchecks hinzugefu¨gt oder bestehende vera¨ndert.
• MODEL CHECKER: FIFOMATEN (Fifo-Automaten) stellen eine Erweiterung von Commu-
nicating Finite State Machines [Hol91] dar und bilden ein NEUES MODELL DER KOM-
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MUNIKATIONSPROTOKOLLE von Datenflußkomponenten. Mit Hilfe dieses Kommunika-
tionsmodells wird durch ein NEUES MODEL-CHECKING-VERFAHREN die Protokollkom-
patibilita¨t der einzelnen Datenflußkomponenten untersucht. Dabei spielen Aspekte wie die
BESTIMMUNG EINES ZYKLISCHEN SCHEDULES, von DEADLOCKS und des SPEICHER-
BEDARFS – in Abha¨ngigkeit von der Berechnungskomplexita¨t – eine wichtige Rolle. Ist ein
betrachtetes Datenflußparadigma turinga¨quivalent, so ko¨nnen nur noch mittels Simulation
Gegenbeispiele gefunden werden.
Diese neuen Modelle und Verfahren bilden die Grundlage fu¨r ein Werkzeug zur Bild- und Signal-
verarbeitung namens Skylla. Damit entspricht dieser Lo¨sungsansatz der in [Bro03a] geforderten
Vorgehensweise:
”
Constructing, analyzing, and arguing in terms of models
is at the heart of science.“
1.4.3 Vorteile
Die Hauptvorteile dieses Lo¨sungsansatzes liegen
• in einer kompakten Darstellung physikalischer Signale, die einen EFFIZIENTEN DATEN-
TRANSPORT zur Folge hat,
• im FRU¨HZEITIGEN ENTWURFSBEGLEITENDEN AUFDECKEN VON FEHLERN wie Spei-
cheru¨berlauf und Deadlocks,
• im Ausnutzen der Vorteile der KOMPONENTENBASIERTEN SOFTWAREENTWICKLUNG
(vergleiche Abschnitt 1.1) und
• darin, daß KEINE VERTIEFTEN KENNTNISSE der angewandten formalen Verfahren not-
wendig sind.
Der letztgenannte Punkt ist fu¨r Anwendungsentwickler, die Experten in ihrer Anwendungs-
doma¨ne wie beispielsweise der Bild- und Signalverarbeitung sind, aber keine vertieften Kennt-
nisse u¨ber Programmanalysemethodiken besitzen, besonders interessant. Diese Entwickler ko¨n-
nen sich ganz auf die zu lo¨sende Aufgabe konzentrieren.
1.5 Vero¨ffentlichungen
Einen ¨Uberblick u¨ber das Signalmodell, das Komponentenmodell und das darauf aufbauen-
de Interface-Typsystem und den Model Checker liefert [May04a]. [MSG02] pra¨sentiert di-
verse Komponentenmodelle fu¨r Signalverarbeitungs-, Adapter- und Kontrollflußkomponenten.
[MG03] stellt das Interface-Typsystem im Detail vor. Fifomaten als Modellierungsmethodik fu¨r
das Kommunikationsverhalten von Datenflußkomponenten und die Regeln zu deren Komposi-
tion finden sich in [May04c]. Das Model-Checking-Verfahren ist in [May04b] dargelegt. Die
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Ablaufsteuerung fu¨r die verteilte Ausfu¨hrung von Datenflußgraphen ist in [MSG04] dargestellt.
Visuelle Programmiertechniken fu¨r Datenflußgraphen wurden in [MRSS01] vorgestellt. [MG05]
gibt zusammenfassend den aktuellen Stand der Technik fu¨r Behavioral Types, welche Modelle
und Verfahren zur ¨Uberpru¨fung der Kompatibilita¨t von Kommunikationsprotokollen darstellen,
wieder. Außerdem wurde im Jahr 2003 ein ¨Uberblick u¨ber diese Dissertation auf dem Ph.D.-
Forum der Konferenz
”
Design Automation and Test in Europe“ (DATE) pra¨sentiert.
1.6 Aufbau der Arbeit
In Kapitel 2 wird der Stand der Technik beleuchtet. Kapitel 3 beinhaltet das neue Signalmodell.
Darauf aufbauend stellt Kapitel 4 das neue Modell fu¨r Datenflußkomponenten vor. Kapitel 5 ist
auf das neuartige Interface-Typsystem fokussiert, wohingegen Kapitel 6 den auf Datenflußgra-
phen zugeschnittenen Model Checker beschreibt. Das Signalverarbeitungswerkzeug Skylla ist
in Kapitel 7 beschrieben. Die wesentlichen Ergebnisse der implementierten Verfahren werden in
Kapitel 8 vorgestellt. Kapitel 9 liefert eine Zusammenfassung und einen kurzen Ausblick.
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Kapitel 2
Stand der Technik
Multi multum dicunt.
Dieses Kapitel pra¨sentiert den Stand der Technik zu den vier Schwerpunkten dieser Arbeit:
Signalmodell, Komponentenmodell, Interface-Typsystem und Model Checking. Die abschlie-
ßenden Bemerkungen bewerten diesen Stand kritisch.
2.1 Signalmodell
Nach der Definition des Begriffs physikalisches Signal wird auf die Darstellung physikalischer
Signale im Rechner, auf unterschiedlich genaue Signalmodelle und auf das in Datenflußparadig-
men u¨blicherweise verwendete Signalmodell eingegangen.
2.1.1 Physikalische Signale
DEFINITION 2.1.1: Ein PHYSIKALISCHES SIGNAL ist das Erscheinungsbild einer physikali-
schen Information [Hes93, Czi91]. Dabei ist ein physikalisches Signal beschreibbar durch
• eine mathematische Funktion in geschlossener Form,
• ein Verteilungsgesetz (zum Beispiel fu¨r ein stochastisches Signal) oder
• eine Meßreihe.
Beispiele fu¨r physikalische Signale sind [Czi91]:
• akustische Signale wie Sprache oder Musik
• Signale aus dem Bereich der Medizin, wie sie zum Beispiel beim Elektrokardiogramm
oder Elektroencephalogramm entstehen
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• Signale aus dem Bereich der Geologie wie zum Beispiel seismische Wellen
• Ortungssignale wie Radar oder Sonar.
Ein analoges physikalisches Signal fa ist eine Abbildung, welche sich durch einen kontinuierli-
chen Zeitbereich T und einen kontinuierlichen Wertebereich X auszeichnet:
fa : T → X . (2.1)
2.1.2 Repra¨sentation physikalischer Signale im Rechner
Um physikalische Signale im Rechner weiterverarbeiten zu ko¨nnen, mu¨ssen diese zuvor digitali-
siert werden. Bei der Digitalisierung durch einen Analog/Digital-Wandler wird nun ein Analog-
signal durch Abtastung zeitdiskret und durch Quantisierung wertediskret. Dabei kann man zum
Beispiel bei der Zeitdiskretisierung zwischen gleichma¨ßiger und ungleichma¨ßiger Abtastung un-
terscheiden [Czi91].
Ist fa ein analoges physikalisches Signal, so ist durch fd ein dazugeho¨riges gleichma¨ßig
abgetastetes zeitdiskretes und quantisiertes Signal gegeben:
fd : Ta → Xq (2.2)
fd(n) ≈ fa(n · tp) .
Dabei bezeichnet Ta den diskreten Zeitbereich, Xq den diskreten Wertebereich, tp die Abtastpe-
riode und fp = 1/tp die Abtastrate.
Ein ZENTRALES PROBLEM bei der Erfassung physikalischer Signale stellt sich dabei wie
folgt dar: Bei Einsatz mehrerer Analog/Digital-Wandler werden unterschiedliche Uhren fu¨r die
Abtastung eingesetzt. Damit kann aufgrund der INHA¨RENTEN UNGENAUIGKEITEN, wie bei-
spielsweise einer Phasenverschiebung der Taktsignale beziehungsweise kleinen Abweichungen
in der Abtastperiode, keine absolut zeitsynchrone Erfassung zweier physikalischer Signale durch
zwei verschiedene Analog/Digital-Wandler durchgefu¨hrt werden. Dies hat zur Folge, daß zum
Beispiel im Falle einer Additionskomponente Signaldaten verrechnet werden, die aufgrund der
unterschiedlichen Zeitpunkte, an denen diese digitalisiert wurden, nicht zusammenpassen.
2.1.3 Verschiedene Modelle physikalischer Signale
Nach dem Grundsatz, daß ein Modell so genau wie no¨tig und so abstrakt wie mo¨glich sein
soll, gibt es auch unterschiedliche Ansa¨tze, physikalische Signale im Rechner darzustellen. Da-
bei spielt vor allem die UNTERSCHIEDLICH GENAUE MODELLIERUNG DER ZEIT eine zentrale
Rolle [Bro97, BBD+00, BS01]. Auf der einen Seite wird das Argument aufgefu¨hrt, daß die
Modellierung physikalischer Zeit zu ¨Uberspezifizierung fu¨hrt, was letztendlich in ineffiziente-
ren Entwu¨rfen mu¨ndet [LSV96]. Demgegenu¨ber kann man anfu¨hren, daß eine unzula¨ngliche
Beru¨cksichtigung zeitlicher Aspekte eine Ignorierung von Problemen und deren Verschleppung
zur Folge hat.
26
Im TAGGED-SIGNAL-MODELL [LSV96, LSV98, BBD+00] wird ein Event als ein Wert-
Tag-Paar (v, t) ∈ V × T¯ definiert. Tags werden unter anderem dazu verwendet, Zeit zu mo-
dellieren. Ein DETERMINISTISCHES SIGNAL wird als Folge von Events und somit als eine –
mo¨glicherweise partielle – Funktion f : T¯ → V modelliert.
Abbildung 2.1 zeigt verschiedene Mo¨glichkeiten, physikalische Signale zu modellieren
[LSV96]. Zum einen kann man eine totale Ordnung auf den Tags definieren, in welchem Fall
diese die physikalische Zeit modellieren (vergleiche Abbildung 2.1 (a.i)). Es ko¨nnen noch wei-
tere Rahmenbedingungen spezifiziert werden, wie beispielsweise daß alle Abtastperioden ein
ganzzahliges Vielfaches einer Grundperiode sein sollen (vergleiche Abbildung 2.1 (a.ii)). Ein
spezielles Signalmodell wird fu¨r synchrone Systeme [Hal93, Hou02] verwendet, in denen eine
globale Uhr existiert. In diesem Fall wird auch die Abwesenheit eines Ereignisses durch das
spezielle Event ⊥ markiert (vergleiche Abbildung 2.1 (a.iii)). In [DL04] wird ein Modell fu¨r
stu¨ckweise konstante Signale vorgestellt. In diesem Modell wird zu jedem Signalwert die Zeit-
dauer relativ zum vorherigen Signalwert angegeben, fu¨r die dieser Wert Gu¨ltigkeit besitzt (siehe
Abbildung 2.1 (a.iv)). Wird nur eine partielle Ordnung auf den Tags definiert, dann kann man
nicht mehr von einer eindeutigen Darstellung physikalischer Zeit sprechen (vergleiche Abbil-
dung 2.1 (b.i)). Eine Vernachla¨ssigung jeglicher Ordnungsbeziehung zwischen zwei Eingabe-
stro¨men ist in Abbildung 2.1 (b ii) dargestellt.
2.1.4 Physikalische Signale und Datenflußgraphen
Digitalsignale sind in Datenflußgraphen in Form von UNENDLICHEN STRO¨MEN von Token re-
pra¨sentiert. Token dienen dabei als Datencontainer fu¨r Signalwerte. Der Begriff Token wird im
folgenden anstelle des in Abschnitt 2.1.3 verwendeten Begriffs Event verwendet. In der Regel
wird implizit eine partielle Ordnung zwischen den Token durch deren Reihenfolge in den Fifo-
kana¨len angenommen (vergleiche Abbildung 2.1 (b.ii)). Dabei ko¨nnen aber keine Ordnungsbe-
ziehungen zwischen unterschiedlichen Stro¨men angegeben werden.
2.2 Komponentenmodell
Auf die Definition einer Softwarekomponente folgt ein ¨Uberblick u¨ber diverse Datenflußpa-
radigmen. Die im Rahmen dieser Arbeit relevanten Datenflußparadigmen werden detaillierter
beschrieben. In diesem Zusammenhang wird auch der Begriff einer Komponente und ihre Re-
chenbereitschaft erla¨utert. Es wird der Bezug zwischen den vorgestellten Datenflußparadigmen
und Petrinetzen beziehungsweise funktionaler Programmierung hergestellt. Eine Skizzierung der
diesen Datenflußparadigmen zugrundeliegenden Semantik und der ga¨ngigen Analysemethodik
runden diesen Teilabschnitt ab.
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Abbildung 2.1: Signalmodelle
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2.2.1 Komponentenbegriff
Der in dieser Arbeit verwendete Komponentenbegriff basiert auf der Definition von Szyperski
[Szy02]:
DEFINITION 2.2.1: A SOFTWARE COMPONENT is a unit of composition with contractually spe-
cified interfaces and explicit context dependencies only. A software component can be deployed
independently and is subject to composition by third parties.
In einem Nachsatz fu¨gt Szypersiki hinzu:
”
software components are ’binary’ units that are com-
posed without modification“. Im Vergleich zu anderen Definitionen [Sam97, BW98, BRS+00,
DGOS02, Szy02] ist diese sehr eindeutig. Die herausragenden Eigenschaften eines komponen-
tenbasierten Ansatzes sind (vergleiche Abschnitt 1.1) [Szy02]:
• verbesserte Qualita¨t der Anwendungen aufgrund WIEDERVERWENDUNG von Komponen-
ten
• Unterstu¨tzung von Rapid Prototyping und Rapid Development (ku¨rzere TIME-TO-
MARKET-ZYKLEN)
• klare SYSTEMSTRUKTUR
• Vereinfachung von VERIFIKATION
• leichte Anpassung an sich a¨ndernde Anforderungen und eine verbesserte KONFIGURIER-
BARKEIT. Dies ist besonders wichtig fu¨r eingebettete Systeme mit sich a¨ndernden Umge-
bungen.
• erho¨hte WARTBARKEIT (zum Beispiel durch Softwareupdates auf Komponentenebene)
• klare TRENNUNG DER AUFGABEN eines Anwendungsprogrammierers, na¨mlich der Kom-
position von Komponenten, von denen eines Komponentenprogrammierers.
• Entwicklung von Komponentenbibliotheken, die GEISTIGES EIGENTUM in Form neuarti-
ger Algorithmen durch ihre bina¨re Form schu¨tzen.
Die hier vorgestellte Definition einer Komponente la¨ßt sich vortrefflich auf Datenflußparadigmen
anwenden. In diesem Zusammenhang spricht man auch von Datenflußkomponenten.
2.2.2 ¨Uberblick u¨ber Datenflußparadigmen
[Ste97, NLG99] geben einen ¨Uberblick u¨ber die historische Entwicklung von Datenflußparadig-
men (vergleiche Abschnitt 1.1) seit den sechziger Jahren des vorigen Jahrhunderts. Interessante
Stationen waren dabei die Berechnungsgraphen von Karp und Miller [KM66] beziehungsweise
die Data Flow Procedure Language von Dennis [Den74]. Einen sehr weitreichenden Einfluß hatte
die Arbeit von Gilles Kahn [Kah74], der eine einfache denotationelle Semantik entwarf, welche
die Grundlage vieler Datenflußparadigmen bildet. Einen ¨Uberblick u¨ber die unterschiedlichen
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Themenbereiche, die mit Datenfluß in Beziehung stehen, bietet [GBG95]. Die hier vorliegen-
de Dissertation baut auf einer Hierarchie von Datenflußparadigmen, die an der Universita¨t von
Kalifornien in Berkeley konzipiert wurde, auf [WELP96, Tei97]:
• Synchroner Datenfluß
• Boolescher Datenfluß
• Dynamischer Datenfluß
Der Grund fu¨r die Verwendung dieser Variante ist darin zu suchen, daß bei ihrer Konzeption der
Schwerpunkt auf die auch dieser Arbeit zugrundeliegende Anwendung in der Bild- und Signal-
verarbeitung gelegt wurde [BML96]. Außerdem existiert eine Vielzahl von Vero¨ffentlichungen
zu unterschiedlichsten Aspekten dieser Datenflußparadigmen, angefangen von diversen Schedu-
lingstrategien bis hin zu Semantikdefinitionen. Weitere im Laufe der Zeit vorgestellte Datenfluß-
paradigmen [WELP96, PCH99, BB00, ML02] wie beispielsweise
• Zyklostatischer Datenfluß
• Zyklodynamischer Datenfluß
• Mehrdimensionaler synchroner Datenfluß
• Parametrisierter synchroner Datenfluß
• Erweiterter synchroner Datenfluß
spielen keine Rolle und werden im folgenden auch nicht betrachtet.
2.2.3 Synchroner Datenfluß
Synchroner Datenfluß (SDF) repra¨sentiert das grundlegende Datenflußparadigma. Die enthal-
tenen atomaren Datenflußkomponenten zeichnen sich durch eine einfache Regel zur Bestim-
mung ihrer Rechenbereitschaft aus. Betrachtet man Abbildung 2.2 (a), so ist jeder Kompo-
nentenschnittstelle eine natu¨rlichzahlige Markierung zugeordnet. Man bezeichnet diese Mar-
kierung auch als Gewicht. Jede Datenflußkomponente, die nun mindestens soviele Token an
ihren Einga¨ngen anliegen hat, wie diese Markierungen fordern, ist rechenbereit. Sobald diese re-
chenbereite Datenflußkomponente durch einen Scheduler aktiviert (also rechnend gesetzt) wird,
konsumiert sie soviele Token von ihren Einga¨ngen, wie diese Markierungen verlangen und pro-
duziert eine entsprechende Anzahl von Token an ihren Ausga¨ngen. Die Kanten zwischen den
Datenflußkomponenten repra¨sentieren Fifokana¨le. Abbildung 2.2 (b) zeigt eine Datenflußkom-
ponente mit eigenem Speicher. Dieser Speicher wird durch eine Ru¨ckkopplungskante der Daten-
flußkomponente auf sich selber, welche mit einem Initialisierungstoken belegt ist, modelliert.
Die Berechnungsma¨chtigkeit von SDF ist geringer als die einer Turingmaschine [BML96,
Buc93]. Daher sind interessante Fragen betreffs zyklischer Schedules, Deadlocks oder bezu¨glich
des Speicherbedarfs entscheidbar (vergleiche Abschnitt 1.1).
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Abbildung 2.2: SDF-Komponenten (a) ohne und (b) mit eigenem Speicher
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Abbildung 2.3: BDF-Komponenten Switch und Select
2.2.4 Boolescher Datenfluß
Fu¨gt man zu dem SDF-Paradigma die Datenflußkomponenten Switch und Select (siehe Abbil-
dung 2.3) hinzu, so erha¨lt man das Paradigma Boolescher Datenfluß (BDF). Switch und Select
unterscheiden sich von SDF-Komponenten durch ihre Steuereinga¨nge. Im Falle von Select wird
je nach dem am Steuereingang anliegenden Booleschen Wert das Token am mit true (T) be-
ziehungsweise false (F) markierten Eingang an den Ausgang weitergeleitet. Switch ist analog
definiert.
Das Paradigma BDF hat die gleiche Berechnungsma¨chtigkeit wie eine Turingmaschine
[Buc93], da Turingmaschinen mittels BDF-Graphen und umgekehrt BDF-Graphen mittels Tu-
ringmaschinen simuliert werden ko¨nnen. Dies hat zur Folge, daß die in Abschnitt 2.2.3 genannten
Fragen nicht mehr entscheidbar sind. Allerdings ist BDF immer noch deterministisch.
DEFINITION 2.2.2: Ein Datenflußgraph wird als DETERMINISTISCH bezeichnet, wenn – fu¨r alle
zula¨ssigen Ausfu¨hrungsreihenfolgen seiner Datenflußkomponenten – identische Eingaben iden-
tische Ausgaben zur Folge haben. Ko¨nnen in einem Datenflußparadigma nur deterministische
Datenflußgraphen konstruiert werden, so bezeichnet man dieses Paradigma ebenfalls als DE-
TERMINISTISCH.
2.2.5 Dynamischer Datenfluß
Wird BDF um die Datenflußkomponente Merge (vergleiche Abbildung 2.4) erweitert, so erha¨lt
man das Paradigma Dynamischer Datenfluß (DDF). Trifft ein Token an einem der Einga¨nge der
Datenflußkomponente Merge ein, so wird dieses – sobald die Datenflußkomponente aktiviert
wird – an den Ausgang weitergeleitet. Falls gleichzeitig Token an beiden Einga¨ngen anliegen,
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Abbildung 2.5: Petrinetzmodell einer SDF-Komponente
werden diese in zufa¨lliger Reihenfolge weitergereicht. Die Datenflußkomponente Merge fu¨hrt
NICHTDETERMINISMUS in die Modellierung ein [BA81]. Das heißt, es ko¨nnen Datenflußgra-
phen konstruiert werden, die auf eine identische Eingabe unterschiedliche Ausgaben produzieren
(vergleiche Definition 2.2.2).
2.2.6 Bezug zu Petrinetzen
Eine interessante Eigenschaft der vorgestellten Datenflußparadigmen ist, daß Zeit nicht mo-
delliert wird, Kausalita¨t jedoch schon. Somit ko¨nnen SDF-Graphen mittels Stellen/Transi-
tionsnetzen [Rei91, Rei98], die bekanntermaßen nicht turinga¨quivalent sind [Mur89], nach-
gebildet werden. Abbildung 2.5 zeigt das Stellen/Transitionsnetz- ¨Aquivalent einer einfachen
SDF-Komponente. Dabei ist aber festzuhalten, daß die Stellen des Petrinetzmodells eine Fifo-
Semantik besitzen.
Um BDF-Graphen mittels Stellen/Transitionsnetzen nachbilden zu ko¨nnen, mu¨ssen die-
se Stellen/Transitionsnetze um Verbotskanten erweitert werden. Damit werden Stellen/Tran-
sitionsnetze turinga¨quivalent [Mur89]. Abbildung 2.6 stellt ein Petrinetz dar, das eine Daten-
flußkomponente Switch nachbildet. Dabei wird true durch zwei Token und false durch Ab-
wesenheit von Token modelliert. Liegen zwei Token am Steuereingang, so werden die Token
des Dateneingangs an den true-Ausgang (T) geschaltet. Liegt kein Token am Steuereingang an,
dann werden die Token des Dateneingangs an den false-Ausgang (F) weitergeleitet. Das Pe-
trinetzmodell der Datenflußkomponente Select ist analog definiert (vergleiche Abbildung 2.7).
Nichtdeterminismus la¨ßt sich mittels Petrinetzen sehr einfach erzeugen, wie das Modell der Da-
tenflußkomponente Merge in Abbildung 2.8 zeigt.
Der wesentliche Vorteil, den die vorgestellten Datenflußparadigmen im Vergleich zu Stel-
len/Transitionsnetzen ohne beziehungsweise mit Verbotskanten bieten, liegt in der Einschra¨n-
kung der Verwendung von Nichtdeterminismus beziehungsweise Verbotskanten. Diese Model-
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Abbildung 2.6: Petrinetzmodell einer Switch-Komponente
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Abbildung 2.7: Petrinetzmodell einer Select-Komponente
lierungsmo¨glichkeiten werden in den Datenflußkomponenten Switch, Select beziehungsweise
Merge gekapselt. Diese Kapselung entspricht in etwa dem Schritt von Assembler- zu Goto-
Programmierung. Es ist also, insgesamt betrachtet, durchaus gerechtfertigt, SDF, BDF und DDF
als spezielle Petrinetzdialekte zu bezeichnen.
2.2.7 Bezug zu Funktionaler Programmierung
Man kann deterministische Datenflußkomponenten auch als Funktionen auf unendlichen Stro¨-
men von Daten modellieren [Den95, KRB96, Bro03b]. In [Ree95] wird dies fu¨r grundlegende
SDF-Komponenten mit der funktionalen Programmiersprache Haskell durchgefu¨hrt. Dabei wird
argumentiert, daß jeder SDF-Graph mit den in Abbildung 2.9 vorgestellten Funktionen auf Da-
tenstro¨men nachgebildet werden kann.
• Der sogenannte cons-Operator (:-) fu¨gt vorne in einen Strom ein Element ein. Dies ent-
spricht dem Einfu¨gen eines INITIALISIERUNGSTOKENS.
• groupS zerteilt einen Strom in einen Strom von Vektoren der La¨nge k. Auf diese Weise
kann die Abtastrate eines Stromes verringert werden.
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Abbildung 2.8: Petrinetzmodell einer Merge-Komponente
(:-) :: α→ Streamnα→ Streamnα
groupS :: Int → Streamnkα→ Streamn(Vectorkα)
concatS :: Streamn(Vectorkα)→ Streamnkα
zipS :: Streamnα→ Streamnβ → Streamn(α, β)
unzipS :: Streamn(α, β)→ (Streamnα,Streamnβ)
mapS :: (α→ β)→ Streamnα→ Streamnβ
Abbildung 2.9: Haskell-Modelle grundlegender SDF-Komponenten
• concatS stellt das Gegenstu¨ck zu groupS dar. Hier wird ein Strom von Vektoren in einen
Strom von Elementen gewandelt.
• zipS kombiniert zwei Stro¨me punktweise zu einem einzigen Strom.
• unzipS erzeugt aus einem Strom von Paaren ein Paar von Stro¨men.
• mapS wendet eine Funktion auf jedes Element eines Stromes an.
In a¨hnlicher Weise ko¨nnen switchS und selectS definiert werden [Ree95]. Da das nichtdetermi-
nistische mergeS eine Relation und keine Funktion darstellt, kann dieses in einer funktionalen
Programmiersprache wie Haskell nicht modelliert werden.
2.2.8 Denotationelle Semantik
Aufbauend auf den vorausgegangenen Abschnitt 2.2.7 liegt es nahe, eine denotationelle Semantik
fu¨r Datenflußparadigmen zu definieren. Der bekannteste Ansatz einer denotationellen Semantik
fu¨r Datenflußgraphen basiert auf der Arbeit von Gilles Kahn [Kah74, Par95, BJJ00]. Datense-
quenzen, die entlang von Kanten zwischen Datenflußkomponenten u¨bertragen werden, werden
als Complete Partial Orders (CPOs) modelliert. Jede Datenflußkomponente berechnet eine steti-
ge Funktion. Ein Kahn-Prozeß-Netzwerk ist gegeben als eine Komposition solcher Funktionen.
Das CPO-Fixpunkt-Theorem I [DP02] dient als Grundlage, um eine denotationelle Semantik fu¨r
diese Komposition von Funktionen zu bestimmen: der kleinste Fixpunkt eines stetigen Funk-
tionals, welches auf diese Komposition von Funktionen angewandt wird. Diese Semantik wird
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verwendet, um Programmeigenschaften wie Terminierung, Nichtterminierung und Eigenschaf-
ten der Ausgabe zu ermitteln [Kah74, Ste97].
In [LP95, Lee97] wird diese denotationelle Semantik um das Konzept des Feuerns einer
Datenflußkomponente (dort Aktor genannt) erweitert. Ein stetiger Kahn-Prozeß wird durch Se-
quenzen von Komponentenaktivierungen definiert. Schaltregeln werden als Vorbedingung von
Komponentenaktivierungen angewendet. Diese Schaltregeln stellen den Determinismus des Pro-
zeßnetzes sicher. Diese Vorgehensweise funktioniert fu¨r SDF- und BDF-Komponenten. Da DDF-
Komponenten wie zum Beispiel das nichtdeterministische Merge sich nicht in Form von Funk-
tionen darstellen lassen (vergleiche Abschnitt 2.2.7), kann man dafu¨r auch keine denotationelle
Semantik angeben.
In [Ste97] wird ein ¨Uberblick u¨ber verschiedene datenstromverarbeitende und datenfluß-
basierte Berechnungsmodelle geliefert. Darunter gibt es mehrere Erweiterungen von Kahn-
Prozeßnetzen um Nichtdeterminismus [BA81, Kok86]. Jedoch sind diese Erweiterungen in der
Regel nicht kompositionell. Broy verwendet Orakel, welche Komponenten mit eigenem Zustand
darstellen, um das Ergebnis einer nichtdeterministischen Auswahl zu bestimmen [BS01].
2.2.9 Scheduling
In [Par95] werden zwei Anforderungen an einen Scheduler, der fu¨r die Ausfu¨hrung eines Da-
tenflußgraphen in einer Einprozessor- beziehungsweise Mehrprozessor- oder Mehrrechnerum-
gebung zusta¨ndig ist, gestellt:
1. VOLLSTA¨NDIGE AUSFU¨HRUNG: Der Scheduler soll eine vollsta¨ndige Ausfu¨hrung des
Datenflußgraphen realisieren. Ist das Programm nicht-terminierend, soll dieses fu¨r immer
ausgefu¨hrt werden.
2. AUSFU¨HRUNG IN BESCHRA¨NKTEM SPEICHER: Der Scheduler soll das Datenflußpro-
gramm so ausfu¨hren, daß sich wa¨hrend des gesamten Programmablaufs nur eine be-
schra¨nkte Anzahl von Token auf einem Kommunikationskanal ansammelt.
Dabei kann man Schedulingstrategien als DATA-DRIVEN, DEMAND-DRIVEN oder als eine KOM-
BINATION aus beiden kategorisieren [Par95]:
• DATA-DRIVEN: Eine Datenflußkomponente wird aktiviert, sobald genu¨gend Daten an ih-
ren Einga¨ngen anliegen.
• DEMAND-DRIVEN: Eine Datenflußkomponente wird aktiviert, sobald ihre Ausgabe von
einer anderen Datenflußkomponente beno¨tigt wird.
• KOMBINATION AUS DATA-DRIVEN UND DEMAND-DRIVEN: Da sowohl eine als data-
driven als auch eine als demand-driven charakterisierte Schedulingstrategie gegen die An-
forderung einer Ausfu¨hrung in beschra¨nktem Speicher verstoßen kann [Par95], werden
auch Kombinationen aus beiden Ansa¨tzen untersucht [Par95, BH01].
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2.2.10 Analyse
Ziel der Analyse von Datenflußgraphen ist die Herleitung eines zyklischen Schedules, anhand
dessen Fragen wie Deadlockfreiheit beziehungsweise Speicherbedarf gekla¨rt werden.
Betrachtet man zwei SDF-Komponenten A und B, die durch eine Kante miteinander verbun-
den sind, so kann man fu¨r diese beiden Datenflußkomponenten eine Balancegleichung aufstellen
[Buc93, BML96, NLG99]:
νA ·N = νB ·M . (2.3)
Dabei bezeichnen die Variablen νA und νB die Anzahl der Aktivierungen der beiden Datenfluß-
komponenten und N beziehungsweise M die Anzahl der produzierten beziehungsweise kon-
sumierten Token. Verallgemeinert man dieses Verfahren zur Herleitung von Gleichungen auf
gro¨ßere Datenflußgraphen, so bekommt man pro Kante eine solche Gleichung. Das Ziel ist, ei-
ne positive ganzzahlige Lo¨sung fu¨r die Zahl der Aktivierungen νi der Datenflußkomponenten i
zu bestimmen. Existiert eine ganzzahlige positive Lo¨sung fu¨r die Komponentenaktivierungen νi,
wird beispielsweise die Ausfu¨hrung des Datenflußgraphen simuliert, um festzustellen, ob Dead-
locks aufgrund einer Leseblockade existieren. Durch einen geeigneten Algorithmus ko¨nnen sol-
che Deadlocks aufgelo¨st werden, indem INITIALISIERUNGSTOKEN auf die jeweiligen Kanten
plaziert werden [BML96].
Bei BDF-Graphen wird statt einer numerischen eine symbolische Berechnung durchgefu¨hrt
[Buc93, NLG99]. Dies ist notwendig, da zur Entwurfszeit nicht bekannt ist, wie sich zur Laufzeit
die Anzahl der Token auf den jeweiligen Kanten entwickelt. Dieses symbolische Gleichungs-
system kann nun, muß aber nicht lo¨sbar sein. Dies ergibt sich aus der Turinga¨quivalenz des
Paradigmas BDF. Nachteilig wirkt sich hier unter anderem aus, daß kleine ¨Anderungen im Da-
tenflußgraphen das zugeho¨rige Gleichungssystem unlo¨sbar machen ko¨nnen [NLG99].
Aufbauend auf diese grundlegende Vorgehensweise werden in [BML96] beziehungswei-
se [Buc93] weitere Techniken zur Bestimmung eines zyklischen Schedules wie zum Beispiel
Clustering-Verfahren vorgestellt.
2.3 Interface-Typsystem
Am Anfang dieses Abschnittes steht eine kurze Einfu¨hrung in die Begriffswelt von Typsyste-
men, die aus der textbasierten Programmierung stammt (vergleiche aber auch [BRS+00]). Im
Anschluß findet sich eine Beleuchtung der besonderen Herausforderungen, mit denen Typsyste-
me im Bereich der komponentenbasierten Programmierung konfrontiert sind. Abschließend wird
das Typsystem von Ptolemy II [HLL+03, BLL+04] na¨her beleuchtet.
2.3.1 Typen in textbasierten Programmiersprachen
Typsysteme wurden in erster Linie fu¨r textbasierte Programmiersprachen entworfen und sind
in diesem Bereich auch sehr gru¨ndlich erforscht worden. Die in diesem Abschnitt aufgefu¨hrten
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Definitionen stammen im wesentlichen aus [CW85, Car97]. Im Zentrum steht dabei natu¨rlich
der Begriff Typ:
DEFINITION 2.3.1: Ein TYP beschreibt eine Abscha¨tzung der Werte, die ein Programmfragment
wa¨hrend seiner Ausfu¨hrung annehmen kann.
Um die Bestimmung und Einhaltung dieser Typen ku¨mmert sich in modernen Programmierspra-
chen ein Typsystem:
DEFINITION 2.3.2: Ein TYPSYSTEM ist der Bestandteil einer typisierten Programmiersprache,
der sich um die Typen von allen Ausdru¨cken in einem Programm wie zum Beispiel Variablen
ku¨mmert.
Weitere grundlegende Begriffe sind Typpru¨fung und Typchecker.
DEFINITION 2.3.3: Den Vorgang, ein Programm vor seiner Ausfu¨hrung auf Konformita¨t zu ei-
nem gegebenen Typsystem zu u¨berpru¨fen mit dem Ziel, Typfehler zu vermeiden, bezeichnet man
als TYPPRU¨FUNG.
DEFINITION 2.3.4: Unter einem TYPCHECKER versteht man den Teil eines Compilers oder
Interpreters, der die Typpru¨fung durchfu¨hrt.
Beachtenswerte Typsysteme beinhalten beispielsweise der typisierte Lambda-Calculus und
funktionale Sprachen wie Haskell beziehungsweise ML. Fu¨r eine detaillierte Beschreibung sei
auf [Mil78, Sch94, Car97, Bir98] verwiesen.
2.3.2 Typen in der komponentenbasierten Softwareentwicklung
Ein wichtiger Unterschied zwischen textbasierter und komponentenbasierter Softwareentwick-
lung ist, daß bei letzterer die atomaren Bausteine in der Regel ausschließlich in bina¨rer Form als
Shared Libraries vorliegen. Dadurch hat die Typpru¨fung keinen Zugang zu den internen Varia-
blen und Funktionsdeklarationen. Gegenstand der Typpru¨fung sind die Typen der Schnittstellen
der einzelnen Komponenten. Mittels einer Schnittstellenbeschreibungssprache ko¨nnen beispiels-
weise diese Typen und Typconstraints zwischen diesen Typen fu¨r jede einzelne Komponente
definiert werden. Neben der Kompatibilita¨t der verbundenen Schnittstellentypen sind Polymor-
phismus und automatische Typkonvertierung von zentraler Bedeutung.
2.3.2.1 Polymorphismus
Polymorphismus [Car97] spielt in der komponentenbasierten Softwareentwicklung eine beson-
ders zentrale Rolle, da dadurch die Wiederverwendungsmo¨glichkeit [Kar95, BHH00] einzelner
Komponenten wesentlich erho¨ht wird.
DEFINITION 2.3.5: Unter POLYMORPHISMUS versteht man die Fa¨higkeit eines Programmfrag-
mentes beziehungsweise einer Komponente mehrere Typen annehmen zu ko¨nnen.
Cardelli und Wegner [CW85] unterscheiden zwei Hauptarten von Polymorphismus: universel-
len Polymorphismus und Ad-Hoc-Polymorphismus. Eine universell polymorphe Funktion fu¨hrt
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denselben Code fu¨r unterschiedliche Typen von Eingabedaten aus, wohingegen eine ad-hoc-
polymorphe Funktion unterschiedlichen Code ausfu¨hrt. Dabei kann man den UNIVERSELLEN
POLYMORPHISMUS weiter unterteilen in parametrischen Polymorphismus und Inklusionspoly-
morphismus.
• PARAMETRISCHER POLYMORPHISMUS bedeutet, daß eine Funktion in gleicher Weise mit
einer Reihe von Typen arbeiten kann.
• INKLUSIONSPOLYMORPHISMUS tritt bei objektorientierter Programmierung auf, wenn ei-
ne Unterklasse anstelle einer Oberklasse verwendet werden kann.
AD-HOC-POLYMORPHISMUS wird unterteilt in Overloading und Coercion:
• OVERLOADING bezeichnet die Verwendung desselben Operator- oder Funktionsnamens
fu¨r unterschiedliche Berechnungen. Mit Hilfe des Kontexts wird entschieden, welcher Co-
de ausgefu¨hrt werden soll.
• COERCION konvertiert Argumente einer Funktion in den Typ, den die Funktion erwartet.
2.3.2.2 Typkonvertierung
Bei der Verwendung vorgegebener Komponenten kommt es ha¨ufig vor, daß Werte von einem Typ
in einen anderen konvertiert werden mu¨ssen [Xio02]. Diese Konvertierung kann nun verlustfrei
erfolgen, wie zum Beispiel bei einer Konvertierung von int nach double. Die Konvertierung kann
aber auch verlustbehaftet sein, beispielsweise bei einer Konvertierung von double nach int. Die
Konvertierung kann implizit, das heißt automatisch, stattfinden, indem wa¨hrend der Konstrukti-
on eine geeignete Konvertierungskomponente eingefu¨gt wird. Dies ist vor allem bei verlustfrei-
en Konvertierungen sinnvoll. Bei verlustbehafteten Konvertierungen sollte der Benutzer befragt
werden.
2.3.3 Das Typsystem von Ptolemy II
Dieses Typsystem ist in [XL00, Xio02, LX04] beschrieben und stellt den aktuellen Stand der
Technik fu¨r komponentenbasierte datenflußorientierte eingebettete Systeme dar.
2.3.3.1 Typdoma¨ne
In Ptolemy II wird die Wertemenge eines physikalischen Signals typisiert, indem man den ein-
zelnen Werten Basistypen aus Abbildung 2.10 beziehungsweise Aggregationstypen wie Records
oder Arrays zuordnet. Die Basistypen sind in einem Verband organisiert, wobei eine Verbin-
dungslinie ausdru¨ckt, daß der unten stehende Typ in den oben stehenden Typ verlustfrei konver-
tiert werden kann. Dies ist zum Beispiel bei int und double der Fall.
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Abbildung 2.10: Verband zur Typbestimmung in Ptolemy II
2.3.3.2 Typconstraints
Von Kanten implizierte Typconstraints werden in Form von Ungleichungen
sendType ≤ receiveType (2.4)
angegeben. Innerhalb einer Komponente ko¨nnen zusa¨tzliche Typconstraints zwischen Typen von
Schnittstellen und Parametern definiert werden. Diese Typconstraints haben alle die Form von
Ungleichung 2.4. Dabei werden deklarierte Typen als Konstanten und nichtdeklarierte Typen als
Variablen repra¨sentiert. Die Doma¨ne einer Typvariable ist durch die Elemente der Verba¨nde der
Basis- und Aggregationstypen gegeben [Xio02].
Abbildung 2.11 zeigt einen kleinen Datenflußgraphen. Die durch die Kanten bedingten Typ-
constraints lauten
int ≤ α
double ≤ β
γ ≤ double
. (2.5)
Zusa¨tzlich werden durch die Datenflußkomponente K2, welche einen u¨berladenen Addierer re-
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Abbildung 2.11: Beispiel zur Typbestimmung in Ptolemy II
pra¨sentiert, die folgenden Typconstraints eingefu¨hrt:
α ≤ γ
β ≤ γ
γ ≤ complex
. (2.6)
Die ersten beiden Typconstraints besagen, daß die Genauigkeit des Ergebnisses nicht geringer
sein soll als die der Eingaben. Der letzte Typconstraint bewirkt, daß die Daten an den Schnitt-
stellen verlustfrei in den Typ complex konvertiert werden ko¨nnen.
2.3.3.3 Typbestimmung
Typbestimmung entspricht in Ptolemy II der Lo¨sung einer Menge von einfachen Ungleichun-
gen (siehe Abschnitt 2.3.3.2), welche u¨ber einem endlichen Verband definiert sind. Dazu wird
der Algorithmus aus [RM96] verwendet. Zu Anfang sind alle Typvariablen auf unknown ge-
setzt. Dann werden die einzelnen Variablen wiederholt aktualisiert bis alle Typconstraints erfu¨llt
sind. Dieses Vorgehen entspricht der wiederholten Auswertung einer monotonen Funktion. Der
Algorithmus liefert somit als Ergebnis den kleinsten Fixpunkt dieser Funktion zuru¨ck.
2.4 Model Checking
Dieser Abschnitt stellt zuerst Model Checking als eine explizite Methodik zur Verifikation eines
Zustandsraumes eines Systems vor. Dem schließt sich die Beschreibung verschiedener Erweite-
rungen endlicher Automaten [HU88] an, die zur Modellierung von Kommunikationsprotokollen
verwendet werden ko¨nnen. Im Zusammenhang mit der Analyse großer Erreichbarkeitsgraphen
spielen effiziente Suchstrategien und Techniken zur Suchoptimierung wie Partial Order Reducti-
on eine zentrale Rolle. Den Abschluß bildet die Vorstellung des Model Checkers Spin.
2.4.1 Explizite Verifikation des Zustandsraumes
Der ZUSTANDSRAUM (State Space) eines Systems umfaßt alle Zusta¨nde dieses Systems. Da-
bei ko¨nnen sich diese Systemzusta¨nde beispielsweise durch unterschiedliche Variablenbelegun-
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gen unterscheiden. Model Checking befaßt sich mit der Verifikation solcher Zustandsra¨ume. In
[CW96] ist Model Checking wie folgt definiert (vergleiche auch [CGP99, Sch02, Laf03]):
DEFINITION 2.4.1: MODEL CHECKING is a technique that relies on building a finite model of
a system and checking that a desired property holds in that model.
Der Zustandsraum eines beispielsweise u¨ber Fifos miteinander kommunizierenden Systems end-
licher Automaten wird durch ein Model-Checking-Verfahren in Form eines Erreichbarkeitsgra-
phen dargestellt. Das heißt, diese Analysemethodik basiert auf einer vollsta¨ndigen Durchsuchung
des Erreichbarkeitsgraphen, welche aufgrund der Endlichkeit des Modells terminiert.
DEFINITION 2.4.2: Ein ERREICHBARKEITSGRAPH ist ein gerichteter Graph, dessen Knoten
die mo¨glichen Zusta¨nde des untersuchten Systems beschreiben. Die Kanten des Erreichbarkeits-
graphen repra¨sentieren die ¨Uberga¨nge zwischen den einzelnen Zusta¨nden.
Werden die Zusta¨nde eines Systems explizit dargestellt, so spricht man von EXPLIZITER Ve-
rifikation des Zustandsraums. Demgegenu¨ber steht symbolisches Model Checking, in welchem
eine IMPLIZITE Darstellung des Zustandsraumes basierend auf Ordered Binary Decision Dia-
grams verwendet wird [McM93, Sch02].
Die Vorgehensweise beim Model Checking la¨ßt sich laut [CGP99] in drei Schritte unterteilen:
1. MODELLIERUNG: Als erstes muß ein Entwurf in einen Formalismus u¨bertragen werden,
der automatisch durch ein Model-Checking-Werkzeug analysiert werden kann.
2. SPEZIFIKATION: Als na¨chstes mu¨ssen die Eigenschaften, welchen der Entwurf genu¨gen
soll, spezifiziert werden. Dies geschieht in der Regel mit Hilfe einer temporalen Logik wie
zum Beispiel LTL (Linear Temporal Logic) oder CTL (Computation Tree Logic). Da in
dieser Arbeit die zu untersuchenden Eigenschaften immer dieselben sind, wird hier keine
temporale Logik verwendet. Aus diesem Grund entfa¨llt auch deren Beschreibung in diesem
Abschnitt. Fu¨r eine detaillierte Einfu¨hrung sei zum Beispiel auf [CGP99, BJJ00, Hol04]
verwiesen.
3. VERIFIKATION: In diesem Schritt werden die spezifizierten Eigenschaften mittels einer
erscho¨pfenden Betrachtung der Knoten des Erreichbarkeitsgraphen verifiziert.
2.4.2 Modellierung von Kommunikationsprotokollen
Der erste wesentliche Schritt beim Model Checking ist die Spezifikation eines dem zu verifizie-
renden Sachverhaltes entsprechenden Modells [BD02]. Als Grundlage der Modellierung werden
Erweiterungen von endlichen Automaten verwendet. Diese Erweiterungen ko¨nnen sich sowohl
auf die Kommunikation zwischen einzelnen Automaten als auch auf die Darstellung interner
Zusta¨nde beziehen: Bei der Kommunikation unterscheidet man synchrone [Ber98, AH01] und
asynchrone Kommunikation. Die asynchrone Kommunikation erfolgt in der Regel mittels Fifos,
wobei man unterscheidet:
• verlustfreie [BZ83, SU96, FM97, FIS00, FS01] und verlustbehaftete Datenu¨bertragung
[EN98, AABJ04]
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• begrenzte [Hol04] oder unbegrenzte Fifokapazita¨t [AABJ04]
• Sortierung der Fifoinhalte nach Einfu¨gereihenfolge beziehungsweise numerische Sortie-
rung [Hol04]
• Auslesen der Fifoinhalte nach Einfu¨gereihenfolge beziehungsweise nach Pattern-Matching
(
”
zufa¨llige“ Auslesereihenfolge) [Hol04]
Synchrone Kommunikation la¨ßt sich mittels asynchroner Kommunikation nachbilden, indem
man die Fifokapazita¨ten auf Null setzt. Die internen Zusta¨nde eines erweiterten Automaten
ko¨nnen in unterschiedlichster Form gespeichert werden [Hol91, Hol04]:
• eigentliche Zusta¨nde des Automaten
• Fifos fu¨r die interne Kommmunikation
• Za¨hlvariablen
Diese Reihe kann beliebig erweitert werden. Die drei Hauptkriterien fu¨r die Bewertung der Eig-
nung einer Modellierungsmethodik sind [Hol91]:
• Modellierungsma¨chtigkeit
• Analysierbarkeit
• Klarheit der Beschreibung
Im folgenden werden Interface-Automaten, Communicating Finite State Machines und Extended
Finite State Machines na¨her betrachtet. Neben diesen hier vorgestellten Modellierungsmethodi-
ken gibt es eine ganze Reihe anderer Erweiterungen von endlichen Automaten wie zum Beispiel
Regular State Machines [TTS00] beziehungsweise Algebraic State Machines [BW00], auf die
hier nicht weiter eingegangen werden kann.
2.4.2.1 Interface-Automaten
Abbildung 2.12 zeigt ein Beispiel zweier kommunizierender Interface-Automaten [AH01, LX01,
Xio02]. Das Hauptmerkmal von Interface-Automaten ist die Verwendung synchroner Kommu-
nikation. Interface-Automaten besitzen Zusta¨nde und Transitionen, wobei letztere in Eingabe-
(markiert mit
”
?“), Ausgabe- (gekennzeichnet durch
”
!“) und interne Transitionen (symbolisiert
mittels
”
;“) unterteilt werden. Eingabetransitionen entsprechen dabei Methodenaufrufen der mo-
dellierten Komponente, Ausgabetransitionen repra¨sentieren Methodenaufrufe anderer Kompo-
nenten durch die modellierte Komponente und interne Transitionen stellen Berechnungen der
modellierten Komponente dar.
Das in Abbildung 2.12 dargestellte Beispiel ist aus [AH01] entnommen und modelliert einen
Nachrichtenu¨bertragungsdienst. Die Komponente Comp besitzt eine Methode msg, die aufgeru-
fen wird, sobald eine Nachricht u¨bertragen werden soll. Comp selber ruft die Methode send auf.
Bei erfolgreichem Senden wird eine Besta¨tigung ack zuru¨ckgeschickt. Im Falle eines Mißerfolgs
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msg? send! nack? send!
ack?ok!
fail! nack?
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Abbildung 2.12: Beispiel zweier kommunizierender Interface-Automaten
wird nack zuru¨ckgesendet. Erha¨lt Comp eine positive Ru¨ckmeldung ack, sendet es seinerseits
ein ok an den Aufrufer. Im anderen Fall wird fail zuru¨ckgesendet.
Der große Vorteil von Interface-Automaten ist ihre Analysierbarkeit. Da keine Fifos bezie-
hungsweise internen Variablen verwendet werden, ist die Anzahl der Zusta¨nde, die ein Interface-
Automat annehmen kann, vergleichsweise klein. Dieser Vorteil wird mit der eingeschra¨nkten
Modellierungsma¨chtigkeit bezahlt.
2.4.2.2 Communicating Finite State Machines
Communicating Finite State Machines (CFSM) [Hol91] ko¨nnen als Erweiterung von Interface-
Automaten um begrenzte fehlerfreie Fifos angesehen werden. Damit ist neben synchroner Kom-
munikation auch asynchrone Kommunikation mo¨glich.
Dadurch bleibt die Anzahl von Zusta¨nden einer CFSM zwar endlich. Verknu¨pft man aber
einige solcher Modelle zu einem Gesamtsystem, dann kann die so entstehende Anzahl von
Zusta¨nden ohne weiteres die Speicherkapazita¨t eines modernen Rechners u¨berschreiten.
Betrachten wir zur Erla¨uterung folgendes kleine Beispiel (vergleiche [Hol04]): Sei c die
Anzahl der Fifokana¨le, nc die Kapazita¨t der Fifos, mc die Ma¨chtigkeit des Nachrichtenalpha-
bets. Jede Fifo kann nun m ∈ [0; c] Nachrichten speichern und jede Nachricht wird aus mc
Mo¨glichkeiten ausgewa¨hlt. Die Anzahl der mo¨glichen unterschiedlichen Zusta¨nde dieser Menge
von Fifos ergibt sich als:
f(nc, mc, c) =
(
nc∑
i=0
mic
)c
(2.7)
f(5, 5, 5) = 909203700718879776 (2.8)
In Gleichung 2.8 ist das Ergebnis fu¨r fu¨nf Fifos mit einer Kapazita¨t von fu¨nf und fu¨nf
mo¨glichen Nachrichtentypen ausgerechnet. Dies soll einen ersten Eindruck der inha¨renten Pro-
blematik der ZUSTANDSRAUMEXPLOSION vermitteln.
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Abbildung 2.13: Beispiel einer Extended Finite State Machine
2.4.2.3 Extended Finite State Machines
Extended Finite State Machines [Hol91] erweitern CFSMs durch die Hinzunahmen von Integer-
Variablen. Als zweites werden in den Fifos nur noch Integer-Daten anstelle von abstrakten Objek-
ten u¨bertragen. Als dritte ¨Anderung werden eine Reihe arithmetischer und logischer Operatoren
eingefu¨hrt, welche den Inhalt von Variablen manipulieren ko¨nnen. Abbildung 2.13 zeigt als Bei-
spiel eine Extended Finite State Machine, die aus zwei Eingabewerten den gro¨ßten gemeinsamen
Teiler berechnet.
Die Hinzunahme von Variablen mit begrenztem Wertebereich erho¨ht die Berechnungsma¨ch-
tigkeit im Vergleich zu CFSMs mit begrenzten Fifokana¨len nicht. Denn eine solche Variable kann
durch einen endlichen Automaten simuliert werden [Hol91]. Nachteilig dabei ist, daß diese im-
plizit ausgedru¨ckten endlichen Automaten in der Regel eine relativ große Anzahl von Zusta¨nden
besitzen. Dies hat zur Folge, daß die fu¨r die Analyse beno¨tigte Zeit erheblich ansteigen kann.
2.4.3 Suchstrategien fu¨r den Erreichbarkeitsgraphen
Die einem Model-Checking-Verfahren zugrundeliegende Strategie, den Zustandsraum zu durch-
suchen, ist von entscheidender Bedeutung fu¨r dessen Erfolg. Der Zustandsraum liegt dabei in
Form eines Erreichbarkeitsgraphen vor (vergleiche Definition 2.4.2). Diese Suchstrategien fol-
gen dem prinzipiellen Aufbau von Algorithmus 2.4.1 [Laf03].
Generell kann man die Menge der Knoten des Erreichbarkeitsgraphen in bereits besuchte und
noch nicht besuchte Knoten unterteilen. Bei den bereits besuchten Knoten kann man zwischen
der Menge VE der expandierten Knoten, die als fertig bearbeitet markiert und deren So¨hne –
soweit vom Algorithmus angestrebt – bereits alle erzeugt wurden, und der Menge VP der noch
nicht (vollsta¨ndig) expandierten Knoten unterscheiden. Initialisiert wird die Menge VP zum Zeit-
punkt 0 mit dem Wurzelknoten des Erreichbarkeitsgraphen. Wa¨hrend eines Bearbeitungsschrit-
tes wird jeweils der ho¨chstpriorisierte Knoten mit select() ausgewa¨hlt. Dabei bestimmt diese
Priorisierung die Suchstrategie (vergleiche Abschnitt 2.4.3.1). Es werden mittels expand() die
Nachfolger des Knotens ermittelt. Ist das Suchziel erreicht, was durch goal() u¨berpru¨ft wird,
bricht das Verfahren ab.
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ALGORITHMUS 2.4.1:
1 Algorithm generalSearch() {
2 V 0E := ∅
3 V 0P := {vroot}
4 i := 0
5 while (V iP 6= ∅) {
6 vbest := select(V iP );
7 V iP := V iP \ {vbest}
8 V i+1E := V iE ∪ {vbest}
9 Vsons := expand(vbest)
10 V i+1P := V iP ∪ (V isons \ V i+1E )
11 if (goal(Vsons)) {
12 return solution
13 }
14 i := i+ 1
15 }
16 }
Bei der Beurteilung von Suchstrategien spielen folgende Kriterien eine Rolle:
• TERMINIERUNG: Wenn der Suchalgorithmus eine Lo¨sung liefert, terminiert er.
• VOLLSTA¨NDIGKEIT: Ein Suchalgorithmus terminiert genau dann, wenn er eine Lo¨sung
liefert.
• ZULA¨SSIGKEIT: Ein Suchalgorithmus ist zula¨ssig, wenn er immer eine optimale Lo¨sung
liefert. Die optimale Lo¨sung in einem ungewichteten Graphen ist der ku¨rzeste Pfad zu
einem Zielknoten. In einem gewichteten Graphen ist dies der Pfad zu dem Zielknoten mit
minimalen Kosten.
Generell unterscheidet man zwischen Suche ohne Verwendung von Nebenwissen und infor-
mierter Suche (Guided Search) [Laf03]. Suchstrategien, die kein Nebenwissen verwenden, sind
dadurch gekennzeichnet, daß sie allein auf der Struktur des zu durchsuchenden Graphen und
auf dem Fortschritt der Suche basieren. Vom dem zugrundeliegenden Problem wird vollkommen
abstrahiert.
2.4.3.1 Suche ohne Nebenwissen
Die hier behandelten Strategien zur Suche ohne Verwendung von Nebenwissen sind Tiefensu-
che, Breitensuche und Dijkstras Single-Source-Shortest-Path-Algorithmus (vergleiche [Sch02,
Laf03, Hol04]).
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Tiefensuche: Bei der Tiefensuche wird der aktuell am tiefsten liegende Knoten in dem bis zu
diesem Zeitpunkt untersuchten Teil des Erreichbarkeitsgraphen zur Expansion ausgewa¨hlt. Dies
erreicht man, indem man die Priorita¨ten so wa¨hlt, daß die Auswahl einem Stack entspricht. Die-
ses Verfahren terminiert fu¨r endliche Graphen. Bei unendlichen Graphen muß eine Beschra¨nkung
der Suchtiefe eingefu¨hrt werden. Das Verfahren ist vollsta¨ndig, da jeder vom Startknoten aus er-
reichbare Knoten untersucht wird. Allerdings ist der Algorithmus nicht zula¨ssig, da er keine
optimale Lo¨sung garantiert.
Breitensuche: Hier werden die am wenigsten tief liegenden Knoten in dem bis zu diesem
Zeitpunkt untersuchten Teil des Erreichbarkeitsgraphen bevorzugt. Dies erreicht man, indem die
Priorita¨tsvergabe eine Auswahl nach der Fifo-Strategie bedingt. Das Verfahren terminiert, wenn
das Suchziel gefunden werden kann. Ist dies nicht mo¨glich und der Graph unendlich, so termi-
niert das Verfahren nicht. Das Verfahren ist vollsta¨ndig, da jeder vom Startknoten aus erreichbare
Knoten besucht wird. Das Verfahren ist zula¨ssig fu¨r nicht gewichtete Graphen, da jeder Knoten
in ku¨rzestmo¨glichem Abstand gefunden wird.
Single-Source-Shortest-Path: Dabei wird der Pfad mit den minimalen Kosten ermittelt, in-
dem der Algorithmus in jedem Schritt den Knoten zu expandieren sucht, der durch den Pfad mit
den augenblicklich gu¨nstigsten Kosten erreicht wurde. Damit wird die Auswahlfunktion select()
so definiert, daß sie eine Priorita¨tswarteschlange realisiert. Die Priorita¨t jedes Knotens ergibt sich
aus den Kosten des augenblicklich gu¨nstigsten Pfades zu diesem Knoten. Kann das Suchziel ge-
funden werden, so terminiert das Verfahren. Ist der Graph unendlich und kann das Suchziel nicht
gefunden werden, so terminiert der Algorithmus nicht. Das Verfahren ist vollsta¨ndig, da jeder
vom Startknoten aus erreichbare Knoten besucht wird. Der Algorithmus ist zula¨ssig fu¨r sowohl
nicht gewichtete als auch nicht negativ gewichtete Graphen.
Bewertung: Da keinerlei Informationen u¨ber das Ziel der Suche verwendet werden, dauert
diese bei großen Zustandsra¨umen in der Regel sehr lange. Es gibt Ansa¨tze, die Suchzeit einzu-
schra¨nken, indem beispielsweise bei der Tiefensuche eine maximale Suchtiefe festgelegt wird.
Dies hat aber den Nachteil, daß der Zustandsraum nicht mehr vollsta¨ndig untersucht wird.
2.4.3.2 Informierte Suche
Diesen Suchstrategien ohne Nebenwissen werden sogenannte informierte Suchstrategien ge-
genu¨bergestellt, die Nebenwissen u¨ber das zugrundeliegende Problem ausnutzen und damit in
den meisten Fa¨llen schneller ein Ergebnis liefern ko¨nnen. Diese Strategien verwenden in der Re-
gel Funktionen, die den zu untersuchenden Knoten des Erreichbarkeitsgraphen eine geeignete
Priorita¨t zuweisen.
Der Suchalgorithmus A*: Der Suchalgorithmus A* ist mit Tiefensuche und Dijkstras Single-
Source-Shortest-Path-Algorithmus verwandt. Im Gegensatz zu diesen werden die Knoten des
Erreichbarkeitsgraphen entsprechend einem zugeordneten Priorita¨tswert expandiert, der sich aus
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zwei Bestandteilen zusammensetzt. Zum einen werden die Kosten des augenblicklich optimalen
Pfades zu dem jeweiligen Knoten beru¨cksichtigt. Zum anderen wird eine Abscha¨tzungsfunktion
ausgewertet, die problemabha¨ngig spezifiziert werden muß. In [Laf03] wird zum Beispiel fu¨r die
Suche in einem zweidimensionalen Gitter als Abscha¨tzung der Euklidische Abstand verwendet.
Der A*-Algorithmus terminiert fu¨r endliche Graphen, wobei – falls notwendig – der gesamte
Suchraum abgedeckt wird. Die Terminierung und Vollsta¨ndigkeit ist auch fu¨r unendliche Gra-
phen gewa¨hrleistet, falls die Kosten jedes unendlichen Pfades unbegrenzt sind.
Der Suchalgorithmus IDA*: Der Algorithmus Iterative Deepening A* (IDA*) fu¨hrt meh-
rere A*-Suchla¨ufe beginnend bei dem gleichen Startknoten mit jeweils erho¨hten Kosten-
beschra¨nkungen durch. Knoten, die diese Beschra¨nkung u¨berschreiten, werden nicht weiter
beru¨cksichtigt. Initialisert wird die Kostenbeschra¨nkung mit einer heuristischen Abscha¨tzung
des Startknotens. Von allen Kostenwerten, die in einem Suchlauf bestimmt werden, wird der
kleinste als Kostenbeschra¨nkung fu¨r den na¨chsten Suchlauf verwendet. Der Algorithmus termi-
niert, falls der Graph endlich ist oder ein Knoten mit den gesuchten Eigenschaften existiert. Der
Algorithmus ist vollsta¨ndig und, abha¨ngig von der verwendeten Abscha¨tzung, gegebenenfalls
auch zula¨ssig.
Weitere Verfahren: Es existieren eine Reihe weiterer Verfahren zur informierten Suche, die
Abwandlungen der vorgestellten Methoden darstellen. Beispiele dafu¨r sind Hill Climbing, WA*,
Best-First, Beam Search und Frontier Search [Laf03].
2.4.4 Partial Order Reduction
In der Regel ist die Kommunikation in zu verifizierender Software asynchron, was bedeutet, daß
viele Komponentenaktivierungen unabha¨ngig voneinander ausgefu¨hrt werden ko¨nnen. Dies fu¨hrt
mit zu dem Problem der ZUSTANDSRAUMEXPLOSION. So kann beispielsweise ein vergleichs-
weise kleines System u¨ber Fifos kommunizierender endlicher Automaten einen Erreichbarkeits-
graphen mit unerwartet vielen Knoten bedingen. Eine Mo¨glichkeit, die Zustandsraumexplosion
einzuda¨mmen, besteht in der PARTIAL ORDER REDUCTION. Diese Techniken basieren auf der
Unabha¨ngigkeit nebenla¨ufig ausfu¨hrbarer Ereignisse.
DEFINITION 2.4.3: Zwei EREIGNISSE sind voneinander UNABHA¨NGIG, wenn man sie in be-
liebiger Reihenfolge ausfu¨hren kann und trotzdem dasselbe Endergebnis (denselben Zustand)
erha¨lt.
Der Name Partial Order Reduction leitet sich vom PARTIAL ORDER MODEL OF PROGRAM
EXECUTION her [CGP99]. In diesem Modell werden parallel ausfu¨hrbare Events nicht geordnet.
Jede partiell geordnete Ausfu¨hrung kann somit einer Vielzahl von Sequentialisierungen dieser
Events entsprechen. Werden nun bei der Untersuchung asynchron kommunizierender Software
alle mo¨glichen Reihenfolgen von Ereignissen beru¨cksichtigt, resultiert dies in einem sehr großen
Zustandsraum. Wenn es fu¨r eine Untersuchung irrelevant ist, in welcher genauen Abfolge die
auftretenden Events abgearbeitet werden, reicht es aus, eine mo¨gliche Abfolge zu untersuchen.
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Programmiersprache
Modellierungssprache Model Checking
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Abstraktion Adaption
Untersuchung des Zustandsraumes
Untersuchung des Zustandsraumes
Abbildung 2.14: Model-Checking-Strategie von VeriSoft
DEFINITION 2.4.4: Unter PARTIAL ORDER REDUCTION versteht man die Einschra¨nkung eines
Model-Checking-Verfahrens auf einen Repra¨sentanten einer Menge von Sequentialisierungen
derselben unabha¨ngigen Ereignisse.
Mittlerweile gibt es eine Reihe von Ansa¨tzen fu¨r eine solche Partial Order Reduction wie bei-
spielsweise Stubborn Sets, Persistent Sets und Ample Sets [Sch02, Laf03].
2.4.5 Der Model Checker Spin
Der Model Checker Spin [Hol91, Hol04] verwendet als Modellierungssprache im wesentlichen
Extended Finite State Machines (siehe Abschnitt 2.4.2.3). Dabei werden aber zum Beispiel auch
andere Schreib- und Lesestrategien fu¨r Fifos ermo¨glicht (vergleiche Abschnitt 2.4.2). Als Such-
strategien werden Tiefensuche, Tiefensuche mit Beschra¨nkung der Suchtiefe, verschachtelte Tie-
fensuche beziehungsweise Breitensuche eingesetzt.
Als Suchoptimierungen sind Methoden zur Partial Order Reduction im Sinne von Ab-
schnitt 2.4.4 beziehungsweise STATEMENT MERGING als Spezialfall implementiert. Unter
Statement Merging versteht man den Versuch der Zusammenlegung von Transitionssequenzen
eines Automaten in eine Transition [Hol04]. All diese Verfahren haben zum Ziel, die Anzahl der
Zusta¨nde, welche gespeichert werden mu¨ssen, zu minimieren.
Orthogonal dazu sind Speicherkomprimierungsverfahren zu sehen, die entweder verlustfrei
oder verlustbehaftet arbeiten. So kann man zum einen den Speicherbedarf fu¨r einzelne Zusta¨nde
des Erreichbarkeitsgraphen minimieren. Dazu werden Teile der Zusta¨nde separat abgespeichert
und im eigentlichen Zustand nur eine Indexnummer abgelegt. Eine weitere Maßnahme zur Ver-
minderung des Speicherbedarfs besteht in der Verwendung eines minimalen deterministischen
endlichen Automaten, der Zusta¨nde anhand ihrer Indexmenge erkennt und anstelle einer kon-
ventionellen Lookup-Tabelle verwendet wird. Die Laufzeiteinbusen ko¨nnen allerdings erheblich
sein [Hol04]. Gibt man die Bedingung auf, daß der Zustandsraum unter Garantie vollsta¨ndig ana-
lysiert wird, dann ko¨nnen auch verlustbehaftete Komprimierungsverfahren beispielsweise basie-
rend auf Bitstate Hashing verwendet werden.
Weitere bekannte Model Checker sind VeriSoft [God97, GHJ98, God03] und SMV [McM93,
McM99, McM02]. VeriSoft wird dabei im Gegensatz zu Spin nicht auf Modelle in einer Model-
lierungssprache, die auf endlichen Automaten basiert, angewendet, sondern direkt auf Program-
me in einer Programmiersprache. Dabei entfallen die Schritte der Abstraktion und Adaption
(vergleiche Abbildung 2.14). SMV ist ein symbolischer Model Checker, der intern auf Binary
Decision Diagrams aufbaut.
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Abbildung 2.15: Beispiel eines ku¨nstlichen Deadlocks
Da Spin von der Art der Modellierung und der Analyse dieser Modelle am ehesten dem
in dieser Arbeit vorgestellten Ansatz (siehe Kapitel 6) entspricht, wird in Abschnitt 8.4.2 ein
Vergleich durchgefu¨hrt.
2.5 Kritikpunkte
Betrachtet man die vorgestellten Methodiken, so fallen einige Kritikpunkte ins Auge:
• Signalmodell: Aufgrund der BEABSICHTIGTEN UNGENAUIGKEIT der existierenden Si-
gnalmodelle fu¨r Datenflußgraphen (vergleiche Abschnitt 2.1.4) werden einige Probleme
einfach wegabstrahiert. Darunter fallen beispielsweise Speicheru¨berla¨ufe aufgrund nicht
absolut synchron laufender Analog/Digital-Wandler. Auch Probleme beispielsweise we-
gen unterschiedlich eingestellter Abtastraten sind aus den in diesen Signalmodellen erfaß-
ten Signalmerkmalen nicht ersichtlich.
• Komponentenmodell: Die vorgestellten Datenflußparadigmen sind NICHT KOMPOSITIO-
NELL. So ist zum Beispiel in Abbildung 2.15 (a) ein KU¨NSTLICHER DEADLOCK aufgrund
der eingefu¨hrten Hierarchie entstanden [PPL95]. Der hierarchische Knoten kann, wenn
man die einfachen SDF-Aktivierungsregeln zugrundelegt, nicht ohne ein Initialisierungs-
token rechenbereit werden. Der Deadlock heißt ku¨nstlich, da er im entsprechenden Daten-
flußgraphen ohne Hierarchie nicht auftritt (vergleiche Abbildungen 2.15 (b und c)).
Auch die Analyse von Datenflußgraphen mittels Gleichungssystemen sto¨ßt rasch an ih-
re Grenzen. So wirkt bereits der Schritt von SDF zu BDF eher erzwungen durch die
Einfu¨hrung von stochastischen Variablen [Buc93]. Jede zusa¨tzliche Erweiterung, zum Bei-
spiel um Farben analog zu gefa¨rbten Petrinetzen [Jen97], ist mit linearen Gleichungssyste-
men so nicht machbar.
• Interface-Typsystem: In dem vorgestellten Typsystem von Ptolemy II werden nur die
Wertebereiche von physikalischen Signalen typisiert. Außerdem sind die Typconstraints
auf sehr einfache Ungleichungen beschra¨nkt. Was auch auffa¨llt, ist die unterschiedliche
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Behandlung von Arrays und Matrizen, was relativ ha¨ufig zu unno¨tigen Konvertierungs-
operationen fu¨hrt.
• Model Checking: Die im Model Checker Spin verwendete Modellierungsmethodik ist
sehr allgemein gehalten, um in einer beliebigen Programmiersprache definierte Algorith-
men nachbilden zu ko¨nnen. Unter diese fu¨r Datenflußparadigmen u¨berflu¨ssigen Merkmale
fallen zum Beispiel unterschiedlichste Zugriffsstrategien auf Fifos. Auch ist im Falle von
Datenflußgraphen eine Spezifizierung der zu analysierenden Merkmale mittels temporaler
Logik u¨berflu¨ssig, da die zu untersuchenden Merkmale wie beispielsweise das Vorhanden-
sein zyklischer Schedules immer dieselben sind. Die Fokussierung auf Datenflußkompo-
nenten und deren spezifische Eigenschaften ermo¨glicht die Verwendung einer INTELLI-
GENTEREN SUCHSTRATEGIE als beispielsweise Tiefensuche.
Die in diesem Kapitel wiedergegebenen Modellierungsmethoden und Verfahren stellen den ak-
tuellen Stand der Technik dar. Im nachfolgenden Teil dieser Arbeit werden neue Modelle und
Verfahren eingefu¨hrt, die eine Verbesserung dieses Stands der Technik fu¨r komponentenbasier-
te datenflußorientierte eingebettete Systeme hinsichtlich der in Abschnitt 1.4.1 genannten Ziele
darstellen.
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Kapitel 3
Signalmodell
Daß Keiner eintrete, der nicht Mathematik beherrscht. [Platon]
In diesem Kapitel wird das dieser Arbeit zugrundeliegende neue Modell physikalischer Signale
vorgestellt. Nach einem kurzen Abriß u¨ber Probleme gebra¨uchlicher Signalmodelle werden die
Anforderungen an ein neues Modell formuliert. Daran schließt sich die schrittweise Einfu¨hrung
des neuen Signalmodells an. Am Ende des Kapitels werden die innovativen Aspekte dieses An-
satzes beleuchtet. Teile dieses neuen Signalmodells wurden in [MG03, May04a] vorgestellt.
3.1 Probleme mit gebra¨uchlichen Signalmodellen
In Abbildung 3.1 (a) ist eine Additionskomponente dargestellt, die aus zwei Stro¨men von Ein-
gabewerten einen Strom von Ausgabewerten berechnet. Dabei werden jeweils zwei Signalwerte
miteinander verknu¨pft. Ist wie in Abschnitt 2.1.3 Zeit implizit durch die Position der Signalwer-
te in den Fifos ausgedru¨ckt, ko¨nnen sehr leicht Probleme auftreten. Wird beispielsweise das am
oberen Eingang anliegende physikalische Signal schneller abgetastet, so ist die Additionsopera-
tion NICHT WOHLDEFINIERT, da nun Signalwerte, die zu unterschiedlichen Zeitpunkten erfaßt
wurden, miteinander verrechnet werden (vergleiche Abbildung 3.1 (b)). Die so berechneten Er-
gebnisse sind sinnlos. Als zweites Problem tritt SPEICHERU¨BERLAUF auf, da das am oberen
Eingang anliegende physikalische Signal im gleichen Zeitraum o¨fter abgetastet wird als das am
unteren Eingang anliegende physikalische Signal. Aus den Fifos werden aber oben genausoviele
Signalwerte wie unten entfernt. Aufgrund dieses Speicheru¨berlaufs kommt es in absehbarer Zeit
zu einer VORZEITIGEN PROGRAMMTERMINIERUNG. Als Lo¨sung werden im folgenden neue
Signalmerkmale eingefu¨hrt mit dem Ziel, solche und a¨hnliche Fehler mit Hilfe eines Typsystems
zu erkennen und zu vermeiden.
In Abbildung 2.1 (a.iv) ist das Modell stu¨ckweiser konstanter physikalischer Signale, in dem
man nur Werta¨nderungen und zugeordnete Zeitpunkte u¨bertra¨gt, veranschaulicht [DL04]. Dieses
Modell erscheint auf den ersten Blick sehr gut dafu¨r geeignet, physikalische Signale kompakt
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(a) Additionskomponente
1 2 3 4 5
1 2 3 4 5
1 ? ? ? ?
(b) Problem: sinnlose Ergebnisse aufgrund
      undefinierter Zeitpunkte
1 2 3 4 5
1 2 3 4 5
1 ? ? ? ?
(c) Problem: Speicherüberlauf
Abbildung 3.1: Probleme bei Vernachla¨ssigung des Zeitbereichs physikalischer Signale
darzustellen. Daß dies im Rahmen von Datenflußgraphen problematisch ist, veranschaulicht Ab-
bildung 3.2. Wenn zwei physikalische Signale, die von zwei Quellkomponenten eingelesen wer-
den, an einer beliebigen Stelle im Datenflußgraphen miteinander verrechnet werden, dann tritt
in der Regel folgende Situation auf: ¨Andert sich das physikalische Signal von Quellkomponente
A, so kann das Gu¨ltigkeitsintervall des VORAUSGEGANGENEN Signalwertes erst jetzt bestimmt
und u¨bertragen werden. Das heißt, je nach Gro¨ße des Datenflußgraphen und dem Abstand zwi-
schen Signala¨nderungen kann es zu erheblichen Verzo¨gerungen in der Reaktionszeit kommen.
Man kann natu¨rlich auch das Gu¨ltigkeitsintervall unterteilen, indem man zwischendurch immer
wieder die Signalwerte u¨bertra¨gt, obwohl eigentlich keine ¨Anderung stattgefunden hat. Denkt
man diesen Ansatz konsequent zu Ende, kommt man letztendlich zur gleichma¨ßigen Abtastung
der beiden physikalischen Signale. Wie man ein effizientes Signalmodell fu¨r Datenflußgraphen
erha¨lt, wird im folgenden dargestellt.
3.2 Anforderungen
Aus den in Abschnitt 3.1 dargestellten Problemen ergeben sich diverse Anforderungen an ein
neues Modell physikalischer Signale. Weitere Anforderungen werden im folgenden mittels einer
Reihe von Beispielen fu¨r physikalische Signale (vergleiche Abbildung 3.3) motiviert.
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Abbildung 3.2: Problem bei stu¨ckweise konstanten physikalischen Signalen
• SONAR BEZIEHUNGSWEISE ECHOLOT: Die Echolokation oder auch Sonarortung (Sonar:
Sound Navigation and Ranging) [Uri83, AES98] funktioniert gleich dem zur Orientie-
rung verwendeten Echolot. Beim Echolot wird eine Serie von To¨nen gleicher Frequenz im
Ultraschallbereich ausgesendet, welche zum Beispiel vom Meeresboden reflektiert wer-
den. Diese reflektierten To¨ne werden im Schiff ausgewertet und die Meerestiefe bestimmt.
Die Sonarortung verwendet mehrere Frequenzen und erlaubt neben der Abstandsmessung
auch eine Bestimmung von Form, Dichte, Oberfla¨chenstruktur und – bis zu einem gewis-
sen Maß – auch Aufbau des anvisierten Objekts. Abbildung 3.3 (a) zeigt das Meßprin-
zip und typische Verla¨ufe von gesendeten und empfangenen Signalen. Charakteristisch
sind die unterschiedlich langen Antwortzeiten. Diese stellen einen WESENTLICHEN IN-
FORMATIONSTRAGENDEN ANTEIL der Signale dar und sind daher in das Signalmodell
miteinzubeziehen.
• RADAR: Radarsignale (Radio Detection and Ranging) [RF99, Pal02, SMH02] werden un-
ter anderem zur Abstandsbestimmung zwischen Fahrzeugen, zur Fu¨llstandsmessung von
Beha¨ltern (vergleiche Abbildung 3.3 (b)) beziehungsweise zur Ortung von Flugzeugen
(siehe Abbildung 3.3 (c)) eingesetzt. Bei der Fu¨llstandsmessung werden kurze Impulse
ausgesandt. Die von der Umgebung und insbesondere vom Fu¨llgut reflektierten Impulse
werden als Radarechos empfangen. Die LAUFZEIT eines Impulses vom Aussenden bis
zum Empfangen ist dabei dem Abstand zum Fu¨llgut proportional. Die Positionsbestim-
mung von Flugzeugen ist dagegen aufwendiger. Nach dem Aussenden des Ortungsimpul-
ses wird nach einer kurzen Erholzeit auf Empfang umgeschaltet. Um falsche Abstand-
bestimmungen aufgrund Reflexion zeitlich weiter zuru¨ckliegender Ortungsimpulse durch
weit entfernte Objekte zu vermeiden, wird nach einer gewissen Zeit der Empfang deak-
tiviert. Anschließend wird der na¨chste Ortungsimpuls ausgesandt. Damit wird das Emp-
fangssignal auf ZEITBEREICHE BESTEHEND AUS RELEVANTEN DATEN eingeschra¨nkt.
• GLOBAL POSITIONING SYSTEM (GPS): Ziel von GPS [HWLC97, NJN98] ist die Or-
tung von Objekten auf und in der Na¨he der Erde mittels Satelliten. Neben der Position
53
(a) Sonar, Echolot
(b) Radar (Füllstandsmessung)
(d) Global Positioning System
(e) Fließbandsignale
(f) Sprachsignale
Meß-
distanz
Lichtschranke Auswerfer
Sendesignal
Empfangssignal
Pulswiederholzeit
Antwortzeit
Sendesignal
Empfangssignal
Pulswiederholzeit
Antwortzeit
Sendesignal
Empfangssignal
Pulswiederholzeit
Pulsweite Erholzeit Empfangszeit Totzeit
relevante Daten
t
t
t
t
t
tSende/Empfangs-
antenne
(c) Radar (Positionsbestimmung)
Sendesignale
Unterschiedliche Laufzeiten aufgrund
sich ändernder Entfernungen
CCD-Kamera
Dicke-
messer
Höhe der Objekte
Bilder der Objekte
relevante Daten
Abstandsschwankungen
t
t
t
t
t
t
t
Abbildung 3.3: Beispiele fu¨r physikalische Signale
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der Objekte ist auch deren Bewegungsrichtung und Geschwindigkeit feststellbar. Zu je-
dem Zeitpunkt befinden sich mindestens vier Satelliten in brauchbarer Ho¨he u¨ber dem
Horizont. Dabei sendet jeder Satellit laufend ein Datenpaket aus, das unter anderem die
SENDEZEIT und die augenblickliche Position des Satelliten entha¨lt. Aus der LAUFZEIT
ergibt sich dann die Entfernung zum Satelliten. Mit drei solchen Absta¨nden zu verschie-
denen Satelliten kann man nun die Position des Empfa¨ngers im Raum bestimmen, indem
man einfach die drei Kugeln um die Satelliten mit ihrem Radius gleich dem jeweils ermit-
telten Abstand schneidet. Ganz so einfach ist die Berechnung aber aufgrund relativistischer
Effekte und der ungenauen Uhr des Empfa¨ngers nicht (vergleiche dazu [HWLC97]). Ab-
bildung 3.3 (d) zeigt den prinzipiellen Aufbau und typische Signalverla¨ufe. Man erkennt,
daß der ZEITINFORMATION auch hier eine ZENTRALE ROLLE zukommt.
• FLIESSBANDSIGNALE: Betrachtet man ein typisches Fließband [Cro98], wie in Abbil-
dung 3.3 (e) dargestellt, so liegen in der Regel die transportierten Objekte darauf mit un-
gleichem Abstand voneinander. Zudem kann man zwischen RELEVANTEN SIGNALDA-
TEN, die einem Objekt zugeordnet werden ko¨nnen, und irrelevanten Signaldaten, die kei-
nem Objekt zugeordnet sind, unterscheiden. Gegebenenfalls wird diese Trennung durch
ein TRIGGERSIGNAL, das zum Beispiel mittels einer Lichtschranke ausgelo¨st wird, un-
terstu¨tzt. Werden von verschiedenen Sensoren physikalische Signale erfaßt, so mu¨ssen
diese geeignet einander zugeordnet werden.
• SPRACHSIGNALE: Sprachsignale (siehe Abbildung 3.3 (f)) zeichnen sich dadurch aus,
daß sich Sa¨tze zwar aus einzelnen Wo¨rtern aufbauen, deren Abgrenzung aber nicht oh-
ne Vorarbeit mo¨glich ist. Dies liegt daran, daß in der Regel keine Sprechpausen eingelegt
werden. Fu¨r die Analyse von Sprachsignalen werden neben dem Zeitbereich auch AN-
DERE DEFINITIONSBEREICHE betrachtet. So wird beispielsweise das Signal auch in den
Frequenzbereich transferiert, um das Amplitudenspektrum zu analysieren.
Aus den in Abschnitt 3.1 und den gerade genannten Beispielen lassen sich die Anforderungen
an ein neues Modell physikalischer Signale fu¨r Datenflußgraphen ableiten.
3.2.1 Unterstu¨tzung bei der Fehlererkennung
Die zentrale Anforderung an das neue Signalmodell ist die Unterstu¨tzung von ENTWURFSBE-
GLEITENDER FEHLERERKENNUNG:
• Zum einen soll das Signalmodell die Definition von Typconstraints unterstu¨tzen. Mit die-
sen werden Fehler erkannt, die auf nichtzusammenpassende Definitions- und Wertebe-
reiche von physikalischen Signalen basieren. Auch Aspekte des Datentransports (siehe
Abschnitt 3.3.2) spielen eine wichtige Rolle. Daraus ergibt sich die Forderung, zentrale
Signalcharakteristika herauszuarbeiten, welche DEFINITIONSBEREICH, WERTEBEREICH
und ASPEKTE DES DATENTRANSPORTS ausreichend genau beschreiben, so daß auf die-
ser Basis Typconstraints definiert werden ko¨nnen. Diese Typconstraints werden dann mit
Hilfe eines Interface-Typsystems (siehe Kapitel 5) u¨berpru¨ft.
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• Zum anderen sollen auch DYNAMISCHE ABLA¨UFE, die in Form von KOMMUNIKATI-
ONSPROTOKOLLEN festgehalten sind, u¨berpru¨ft werden. Dazu ist es erforderlich, Signal-
merkmale zu definieren, welche eine einfache Erfassung solcher dynamischer Vorga¨nge in
Form von Kommunikationsprotokollen ermo¨glichen. Die Kompatibilita¨t dieser Kommuni-
kationsprotokolle wird dann mittels eines Model Checkers gepru¨ft (vergleiche Kapitel 6).
3.2.2 Flexibilita¨t in der Darstellung
Ein zweiter wichtiger Punkt, der fu¨r die Relevanz eines Signalmodells entscheidend ist, ist die
FLEXIBILITA¨T, mit welcher verschiedene Arten von physikalischen Signalen dargestellt werden
ko¨nnen.
• Zum einen mo¨chte man effizient die folgenden Arten von ZEITBEREICHSSIGNALEN mo-
dellieren (siehe Abbildung 3.4).
1. Physikalische Signale bestehend aus unendlich vielen a¨quidistant abgetasteten Si-
gnalwerten: dies ist die ga¨ngige Darstellungsart fu¨r Zeitsignale.
2. Physikalische Signale bestehend aus unendlich vielen Signalsegmenten, die a¨quidi-
stant abgetastete relevante Signalwerte beinhalten: solche Signale treten zum Beispiel
bei Fließbandsteuerungen (siehe Abbildung 3.3 (e)) oder bei Radarsignalen (siehe
Abbildung 3.3 (c)) auf. Weitere Beispiele sind Sprachsignale, Signale biologischer
Neuronen beziehungsweise Herzrythmussignale [AMG02].
3. Physikalische Signale bestehend aus unendlich vielen nichta¨quidistant abgetasteten
Signalwerten: Ein Beispiel dafu¨r sind Tastatureingaben (siehe Abbildung 3.4).
• Zum anderen sind in vielen Signalverarbeitungsanwendungen Transformationen von Si-
gnalen aus dem Zeitbereich in ANDERE DEFINITIONSBEREICHE wie beispielsweise den
Frequenzbereich erforderlich. Auch diese physikalischen Signale sollen modelliert werden
ko¨nnen.
3.2.3 Verminderung des Transport-Overheads
Der dritte wichtige Gesichtspunkt beim Entwurf eines Signalmodells ist die Unterstu¨tzung einer
EFFIZIENTEN DATENU¨BERTRAGUNG. Dazu werden folgende Anforderungen gestellt:
• Es soll eine TRENNUNG VON RELEVANTEN UND IRRELEVANTEN SIGNALDATEN mo¨g-
lich sein, so daß man letztere verwerfen kann.
• Die Signaldaten sollen in geeignet großen Datenpaketen u¨bertragen werden, um sowohl
TRANSPORT-OVERHEAD als auch lange und stark schwankende WARTEZEITEN zu ver-
meiden. Transport-Overhead entsteht, wenn die jeweils u¨bertragene Datenmenge zu klein
ist und somit Verwaltungsaufwand zum Beispiel resultierend aus Prozeßumschaltungen
u¨berproportional zu Buche schla¨gt. Lange und stark schwankende Wartezeiten ergeben
sich, wenn die Gro¨ße der zu u¨bertragenden Datenmenge zur Laufzeit stark variiert.
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Abbildung 3.4: Physikalische Signale in einem eingebetteten System
• Die einzelnen ZEITPUNKTE der Paare bestehend aus Zeit und zugeho¨rigem Signalwert sol-
len nicht mitu¨bertragen sondern REKONSTRUIERT werden. Dies bietet sich bei a¨quidistant
abgetasteten physikalischen (Teil-)Signalen an und fu¨hrt zu einer weiteren Verringerung
der zu u¨bertragenden Datenmenge.
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3.3 Neues Modell
Ausgehend von Analogsignalen wird das neue Modell physikalischer Signale schrittweise ein-
gefu¨hrt. Daran schließt sich eine Zusammenfassung der neuen Signalmerkmale an. Eine formale
Beschreibung des Signalmodells rundet diesen Abschnitt ab.
3.3.1 Schrittweise Einfu¨hrung
Ausgehend von einem analogen physikalischen Signal ergibt sich die Beschreibung eines digi-
talen physikalischen Signals. Darauf bauen die Darstellungen physikalischer Signale als Folgen
von Signalsegmenten, Signalblo¨cken beziehungsweise gefa¨rbten Token auf.
3.3.1.1 Analoge und digitale Signale
Im allgemeinen sind die physikalischen Signale, die an einem technischen Prozess gemessen
werden, analog (vergleiche Abbildung 3.5 (a)) und mu¨ssen vor ¨Ubernahme in einen Rechner
abgetastet und quantisiert werden. Daher kann man physikalische Signale als Funktionen
fd : Ta → Xq (3.1)
von einer diskreten Zeitmenge Ta in eine diskrete Wertemenge Xq darstellen. Der Zeitbereich Ta
ist eine unendliche Menge a¨quidistanter Zeitpunkte1:
Ta = {ti = ts + i · tp|ts, i ∈ N0, tp ∈ N} (3.2)
ts : Startzeitpunkt
tp : Abtastperiode
(3.3)
Der Wertebereich Xq ist gegeben durch eine Wertemenge, welche den klassischen Datentypen
entspricht, und einer physikalische Einheit pu wie beispielsweise Volt, Ampe`re beziehungswei-
se Newton. Die klassischen Datentypen setzen sich dabei aus Basisdatentypen BT und Ag-
gregationstypen AT zusammen. Eine genauere Beschreibung des Wertebereichs wird in Ab-
schnitt 5.3.2.1 gegeben.
Xq ∈ (BT ∪ AT)× PU (3.4)
BT = {number, int, long, float, double, complex, bool, string}
AT : Aggregationstypen
PU : physikalische Einheiten
1In dieser Arbeit ist die Menge der natu¨rlichen Zahlen ohne die 0 durch N, mit der 0 durch N0 gekennzeichnet.
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Diskrete Signale werden gewo¨hnlich als unendliche Folge2 von Paaren aus Zeiten und Werten
(vergleiche Abbildung 3.5 (b)) dargestellt:
[(ts + i · tp, xi)]
∞
i=0 (3.5)
ts : Startzeitpunkt
tp : Abtastperiode
xi ∈ Xq .
3.3.1.2 Signale als Folgen von Segmenten
In vielen Anwendungen kann man zwischen relevanten und irrelevanten Signaldaten unterschei-
den (vergleiche Abbildung 3.3 (c) beziehungsweise (e)). So werden zum Beispiel nur solche
Signaldaten als relevant eingestuft, die oberhalb eines Schwellwertes xth liegen. Die in den Tot-
zeiten auftretenden Signaldaten werden entweder u¨berhaupt nicht durch die Hardware erfaßt
beziehungsweise von der Software verworfen und somit bei der weiteren Verarbeitung nicht
beru¨cksichtigt. Dadurch wird das urspru¨ngliche physikalische Signal (zum Beispiel durch eine
Einsteckkarte eines Sensors) in mehrere Signalsegmente, die ausschließlich relevante Signalwer-
te xi > xth enthalten, zerteilt (vergleiche Abbildung 3.5 (c)):
[(tsj + i · tp, xi)]
nj−1
i=0︸ ︷︷ ︸
Segment j
• [(tsj+1 + i · tp, xi)]
nj+1−1
i=0︸ ︷︷ ︸
Segment j+1
• . . . (3.6)
nj : Anzahl der Elemente von Segment j .
Die Konkatenation zweier Listen wird mittels des Operators • dargestellt3. Dabei gilt natu¨rlich,
daß sich aufeinanderfolgende Signalsegmente, die zu demselben physikalischen Signal geho¨ren,
zeitlich nicht u¨berlappen:
tsj + nj · tp < tsj+1 . (3.7)
Dieses neue Signalmodell ist in der Lage, alle drei Arten unendlicher physikalischer Signale,
die in Abbildung 3.4 dargestellt sind, zu repra¨sentieren. Physikalische Signale der dritten darge-
stellten Art entsprechen einer unendlichen Folge von endlichen Signalsegmenten, die jeweils nur
einen Signalwert beinhalten.
2Folgen werden in dieser Arbeit mit Hilfe von eckigen Klammern [. . . ] dargestellt.
3In dieser Arbeit ist der Operator • dergestalt u¨berladen, daß er sowohl fu¨r die Konkatenation von Listen als
auch fu¨r das Anha¨ngen von Elementen an eine Liste verwendet wird. Die jeweilige Verwendungsart erschließt sich
aus dem Kontext.
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Abbildung 3.5: Schrittweise Einfu¨hrung des neuen Signalmodells
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3.3.1.3 Signale als Folgen von Blo¨cken
Signalsegmente werden weiter in gleich große Signalblo¨cke unterteilt (vergleiche Abbildung 3.5
(d)):
Block 1︷ ︸︸ ︷
[(tsj + i · tp, xi)]
bl−1
i=0 • · · · •
Block dj︷ ︸︸ ︷
[(tsj + i · tp, xi)]
dj ·bl−1
i=(dj−1)·bl︸ ︷︷ ︸
Segment j
• . . . (3.8)
dj : Anzahl der Blo¨cke von Segment j .
Die Blockla¨nge bl ist dabei fu¨r alle Signalsegmente eines physikalischen Signals in der Regel
identisch, kann aber zwischen verschiedenen physikalischen Signalen unterschiedlich sein.
Fu¨r diese Unterteilung gibt es mehrere Gru¨nde:
• Die Blockla¨nge bl kann – eventuell wa¨hrend einer Kalibrierungsphase – so eingestellt
werden, daß der TRANSPORT-OVERHEAD in einem verteilten eingebetteten Echtzeitsy-
stem mo¨glichst minimiert wird. Der Transfer einzelner Signalwerte fu¨hrt zu einem er-
heblichen Verwaltungsaufwand. Demgegenu¨ber resultiert die ¨Ubertragung kompletter Si-
gnalsegmente in zu langen Reaktionszeiten des eingebetteten Systems. Außerdem ist im
letztgenannten Fall die La¨nge der Signalsegmente oft nicht vorhersagbar.
• Mehrere Datenflußkomponenten, wie beispielsweise eine FFT-Komponente, beno¨tigen
einen Block von Signaldaten bestimmter La¨nge fu¨r ihre Ausfu¨hrung.
• Außerdem produziert die Meßhardware gegebenenfalls sowieso Signalblo¨cke.
3.3.1.4 Signale als Folgen von gefa¨rbten Token
Um die Segmentstruktur eines Signals rekonstruieren zu ko¨nnen, wird jedem Signalblock eine
Blockmarkierung, die nachfolgend auch als Farbe bezeichnet wird, zugeordnet. Die verschie-
denen Werte dieser Blockmarkierung bm sind: s fu¨r Startblock, m fu¨r interne (mittlere) Si-
gnalblo¨cke und e fu¨r den Endblock eines Signalsegments. Besteht ein Signalsegment nur aus
einem Signalblock, der dann gleichzeitig Start- und Endblock ist, wird dies durch die Blockmar-
ke o gekennzeichnet. Die Kombination aus Signalblock und Blockmarkierung wird im folgenden
als gefa¨rbtes Token bezeichnet. In diesem Zusammenhang spricht man von Starttoken, internen
(mittleren) Token und Endtoken. Beispiele finden sich in Abbildung 3.5 (e).
3.3.2 Neue Signalmerkmale
Zusammenfassend wird ein physikalisches Signal durch folgende sechs Signalmerkmale charak-
terisiert:
• DEFINITIONSBEREICH: Der Definitionsbereich eines physikalischen Signals ist ein we-
sentlicher Bestandteil und wird durch zwei Signalcharakteristika erfaßt.
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1. Fu¨r jedes Signalsegment wird die Startzeit ts festgehalten.
2. Außerdem beno¨tigt man noch die Abtastperiode tp, um die einzelnen Zeitpunkte ti
rekonstruieren zu ko¨nnen:
ti = ts + i · tp (3.9)
Dabei stellt i den Index des betrachteten Signalwertes in der Signalwertfolge dar
(vergleiche Abbildung 3.5 (c)).
• WERTEBEREICH: Der Wertebereich eines physikalischen Signals wird durch folgende
zwei Signalmerkmale charakterisiert.
3. Die WERTEMENGE beschreibt die zula¨ssigen Signalwerte. Dazu werden klassische
Datentypen wie int oder double verwendet. Um komplexere Werte wie beispielswei-
se Bilder oder von einer Sensorphalanx erfaßte Datentupel beschreiben zu ko¨nnen,
werden Aggregationstypen wie Arrays oder Records eingesetzt.
4. Neben der Wertemenge ist bei physikalischen Signalen die zugeho¨rige physikalische
Einheit von großer Bedeutung. Diese wird mittels SI-Einheiten angegeben.
• ASPEKTE DES DATENTRANSPORTS: Da in eingebetteten Systemen auch der Transport
der Daten und ihre Verarbeitung durch die Datenflußkomponenten eine wesentliche Rolle
spielen, werden die folgenden zwei Merkmale beru¨cksichtigt.
5. Die BLOCKLA¨NGE beschreibt die Anzahl der Signalwerte in einem Datenblock.
6. Die FARBIGE BLOCKMARKIERUNG dient zur Rekonstruktion von Signalsegmenten.
3.3.3 Formale Beschreibung
Als Basis fu¨r das in Kapitel 4 vorgestellte Komponentenmodell ist eine formale Beschreibung
physikalischer Signale erforderlich. Die dabei verwendeten mathematischen Grundlagen finden
sich in [DP02].
Das formale Modell eines PHYSIKALISCHEN SIGNALS basiert auf den folgenden Mengen-
beschreibungen:
DEFINITION 3.3.1: Die MENGE DER PUNKTE P ist wie folgt definiert:
P = Ta ×Xq (3.10)
Dabei stellt Ta die diskrete Zeitmenge und Xq die diskrete Wertemenge dar.
Zur Veranschaulichung dient folgendes Zahlenbeispiel, in welchem ein Signalpunkt jeweils durch
einen Zeitwert und ein Element der Wertemenge gegeben ist. Das Element der Wertemenge
setzt sich in diesem Beispiel je aus einem Zahlenwert und der physikalischen Einheit Ampe`re
zusammen.
{(1, (9, A)), (3, (7, A)), (2, (10, A)), (4, (5, A)), . . .} (3.11)
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Mit Hilfe von Signalpunkten lassen sich Signalblo¨cke definieren.
DEFINITION 3.3.2: Die Menge aller endlichen Folgen von Punkten heißt BLOCKMENGE B (ts:
Startzeit, tp: Abtastperiode, bl: Blockla¨nge).
B = {[(ts + i · tp, xi)]
bl−1
i=0 |ts ∈ N0, tp ∈ N, ts + i · tp ∈ Ta, xi ∈ Xq, bl ∈ N} ∪ {εB} (3.12)
Der LEERE BLOCK wird mit εB bezeichnet.
In Fortsetzung des obigen Zahlenbeispiels erha¨lt man als Beispiel fu¨r eine Blockmenge:
{[(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))],
[(6, (2, A)), (7, (4, A)), (8, (9, A)), (9, (11, A)), (10, (20, A))],
[(13, (5, A)), (14, (5, A)), (15, (27, A)), (16, (5, A)), (17, (4, A))],
[(20, (84, A)), (21, (15, A)), (22, (8, A)), (23, (47, A)), (24, (52, A))],
[(33, (1, A)), (34, (3, A)), (35, (3, A)), (36, (3, A)), (37, (1, A))],
[(40, (3, A)), (41, (5, A)), (42, (34, A)), (43, (42, A)), (44, (7, A))]}
(3.13)
Mit Hilfe von Blo¨cken kann man eine Menge von Token definieren:
DEFINITION 3.3.3: Ein TOKEN ist ein Paar bestehend aus einer Blockmarkierung (Farbe) c ∈ C
und einem Signalblock b ∈ B. Dabei ist die Menge der Farben gegeben als C = {s,m, e, o}
(vergleiche Abschnitt 3.3.1.4). Die MENGE ALLER TOKEN ist gegeben durch:
T = C ×B (3.14)
In Fortsetzung obigen Zahlenbeispiels erha¨lt man als Beispiel fu¨r eine Tokenmenge:
{(s, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))]),
(m, [(6, (2, A)), (7, (4, A)), (8, (9, A)), (9, (11, A)), (10, (20, A))]),
(m, [(13, (5, A)), (14, (5, A)), (15, (27, A)), (16, (5, A)), (17, (4, A))]),
(m, [(20, (84, A)), (21, (15, A)), (22, (8, A)), (23, (47, A)), (24, (52, A))]),
(e, [(33, (1, A)), (34, (3, A)), (35, (3, A)), (36, (3, A)), (37, (1, A))]),
(o, [(40, (3, A)), (41, (5, A)), (42, (34, A)), (43, (42, A)), (44, (7, A))])}
(3.15)
Zur Vereinfachung des Formalismus wird gelegentlich von der Blockbeschreibung abstrahiert.
Damit wird ein Token allein durch seine Fa¨rbung beschrieben. Diese Darstellung wird insbeson-
dere bei der Modellierung des Kommunikationsverhaltens in Kapitel 6 verwendet. Daraus ergibt
sich die Definition einer VEREINFACHTEN TOKENMENGE:
DEFINITION 3.3.4: Die vereinfachte Tokenmenge ist gegeben durch:
Ts = C (3.16)
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Aufbauend auf die Tokenmenge wird ein Signalsegment definiert:
DEFINITION 3.3.5: Ein SIGNALSEGMENT Sˆtsj ,tp,Xq,dj ,bl ist eine Folge von Token aus T = C×B:
Sˆtsj ,tp,Xq,dj ,bl =

(
s, [(tsj + i · tp, xi ∈ Xq)]
bl−1
i=0
)
•
[
(m, [(tsj + i · tp, xi)]
k·bl−1
i=(k−1)·bl)
]dj−2
k=1
•
(
e, [(tsj + i · tp, xi)]
(dj−1)·bl−1
i=(dj−2)·bl
)
falls dj > 1(
o, [(tsj + i · tp, xi)]
bl−1
i=0
) falls dj = 1
(3.17)
dj repra¨sentiert die Anzahl der Blo¨cke des Signalsegmentes.
Das gegebene Zahlenbeispiel wird erweitert zu einem Beispiel eines Signalsegmentes:
[(s, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))]),
(m, [(6, (2, A)), (7, (4, A)), (8, (9, A)), (9, (11, A)), (10, (20, A))]),
(m, [(13, (5, A)), (14, (5, A)), (15, (27, A)), (16, (5, A)), (17, (4, A))]),
(m, [(20, (84, A)), (21, (15, A)), (22, (8, A)), (23, (47, A)), (24, (52, A))]),
(e, [(33, (1, A)), (34, (3, A)), (35, (3, A)), (36, (3, A)), (37, (1, A))])]
(3.18)
Physikalische Signale in Form von Tokenstro¨men bestehen aus Signalsegmenten, wie aus nach-
folgender Definition ersichtlich wird.
DEFINITION 3.3.6: Die MENGE DER ENDLICHEN STRO¨ME Sf beschreibt alle endlichen Stro¨me
von Token und ist gegeben durch:
Sf =
{[
Sˆtsj ,tp,Xq,dj ,bl
]n−1
j=0
∣∣∣∣ dj = ⌈njbl ⌉ , tsj ∈ N0, n, nj, tp ∈ N, tsj + nj · tp ≤ tsj+1
}
(3.19)
mit nj als Anzahl der Punkte des j-ten Signalsegmentes.
Die MENGE DER UNENDLICHEN STRO¨ME S∞ beschreibt alle unendlichen Stro¨me von Token
und ist definiert als:
S∞ =
{[
Sˆtsj ,tp,Xq,dj ,bl
]∞
j=0
∣∣∣∣ dj = ⌈njbl ⌉ , tsj ∈ N0, nj, tp ∈ N, tsj + nj · tp ≤ tsj+1
}
. (3.20)
Die MENGE DER STRO¨ME S beschreibt alle endlichen und unendlichen Stro¨me von Token:
S = Sf ∪ S∞ . (3.21)
Der leere Strom wird dabei durch εS symbolisiert.
Damit ist ein physikalisches Signal als ein Strom s ∈ S modelliert. Ein Beispiel fu¨r einen solchen
Strom von Token, der ein physikalisches Signal repra¨sentiert, ist gegeben durch
[(s, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))]),
(m, [(6, (2, A)), (7, (4, A)), (8, (9, A)), (9, (11, A)), (10, (20, A))]),
(m, [(13, (5, A)), (14, (5, A)), (15, (27, A)), (16, (5, A)), (17, (4, A))]),
(m, [(20, (84, A)), (21, (15, A)), (22, (8, A)), (23, (47, A)), (24, (52, A))]),
(e, [(33, (1, A)), (34, (3, A)), (35, (3, A)), (36, (3, A)), (37, (1, A))]),
(o, [(40, (3, A)), (41, (5, A)), (42, (34, A)), (43, (42, A)), (44, (7, A))])]
(3.22)
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Neben der Strommenge S wird auch die vereinfachte Strommenge Ss definiert, die auf der ver-
einfachten Tokenmenge Ts aufbaut.
DEFINITION 3.3.7: Aufbauend auf die vereinfachte Tokenmenge Ts ist die VEREINFACHTE
MENGE DER STRO¨ME durch folgenden regula¨ren Ausdruck gegeben:
Ss = (sm
∗e|o)∗ mit s,m, e, o ∈ Ts (3.23)
Das obige Beispiel in Bezug auf die vereinfachte Strommenge Ss lautet:
smmmeo (3.24)
Die vorgestellte Menge von Stro¨men S erfu¨llt nun mehrere wichtige Eigenschaften (verglei-
che dazu auch [Lee97, NLG99]), die als Grundlage der Definition eines dazu passenden Kom-
ponentenmodells (siehe Kapitel 4) dienen:
1. Auf der Strommenge S ist eine Pra¨fixordnung definiert (• repra¨sentiert Konkatenation)
∀x, y ∈ S : x ⊑ y ⇔ ∃z ∈ S : x • z = y . (3.25)
Die StrommengeS bildet zusammen mit der Pra¨fixordnung⊑ eine PARTIELL GEORDNETE
MENGE (POSET) (S,⊑).
2. Als geordnete Menge besitzt die Strommenge S ein BOTTOM-ELEMENT ⊥, falls ⊥ ⊑ s
fu¨r alle mo¨glichen Stro¨me s ∈ S. Der leere Strom εS erfu¨llt diese Eigenschaft.
3. Eine Teilmenge Ŝ der Strommenge S ist eine KETTE (chain), falls fu¨r je zwei ihrer Ele-
mente gilt:
∀x, y ∈ Ŝ : x ⊑ y ∨ y ⊑ x . (3.26)
4. Eine OBERE SCHRANKE einer Teilmenge Ŝ der Strommenge S ist ein Element u von S,
wobei jedes Element von Ŝ ein Pra¨fix von u ist.
5. Ein SUPREMUM ist eine obere Schranke, welche selber Pra¨fix jeder anderen oberen
Schranke ist.
6. Der Poset (S,⊑) bildet eine VOLLSTA¨NDIGE PARTIELLE ORDNUNG (CPO), da jede Kette
in S ein Supremum in S besitzt. Damit ist auch das Kreuzprodukt von n Stro¨men Sn eine
CPO [DP02].
3.3.4 Probleme und Lo¨sungen
Aufgrund der Unterteilung von physikalischen Signalen in Signalsegmente und Signalblo¨cke
treten zwei Probleme in Erscheinung:
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• TEILWEISE FU¨LLUNG DES LETZTEN SIGNALBLOCKES: Da sich die La¨nge eines Si-
gnalsegmentes erst zur Laufzeit ermitteln la¨ßt, kann nicht immer garantiert werden, daß
der letzte Signalblock eines Signalsegmentes vollsta¨ndig mit Signalwerten gefu¨llt ist. Zur
Lo¨sung dieses Problems wird dem Benutzer vorgeschlagen, daß die entsprechende Quell-
komponente entweder den letzten Signalblock mit Dummywerten auffu¨llt beziehungswei-
se diesen Signalblock verwirft.
• BESTIMMUNG DER SIGNALSEGMENTE: Auf welche Weise die Unterscheidung zwischen
relevanten und irrelevanten Signaldaten, wodurch die Signalsegmente festgelegt werden,
erfolgt, ist anwendungsabha¨ngig. Diese Unterscheidung kann sowohl mittels Hardware als
auch durch die Software erfolgen. Beispiele fu¨r Hardwarelo¨sungen sind:
– Verwendung von Lichtschranken, die beispielsweise die Sensorerfassung von Objek-
ten auf einem Fließband triggern.
– Zeitliche Limitierung der Datenerfasssung durch die Sensoren wie beispielsweise
durch das Umschalten von Senden auf Empfang bei Radaranlagen.
Softwarelo¨sungen sind in den Quellkomponenten eines Datenflußgraphen implementiert.
Eine Trennung von relevanten und irrelevanten Daten kann auch hier in unterschiedlichster
Weise erfolgen:
– Bei Unter- beziehungsweise ¨Uberschreiten einfacher Schwellwerte werden Signalda-
ten weitergeleitet beziehungsweise verworfen.
– Um den Einfluß von Sto¨rungen der physikalischen Signale zu verringern, werden
auch kompliziertere Verfahren eingesetzt. Diese ko¨nnen beispielsweise die Schalthy-
sterese eines Schmitt-Triggers nutzen.
– In verschiedenen Anwendungen sind auch zeitliche Schranken denkbar. So ko¨nnte
beispielsweise die oben geschilderte ¨Ubernahme von Radarsignaldaten auch mittels
Software gesteuert werden.
Die geeignete Lo¨sung zur Bestimmung der Signalsegmente stellt dabei einen zentralen
Aspekt bei der Kopplung des datenflußorientierten eingebetteten Systems an den jeweili-
gen technischen Prozeß dar.
3.4 Innovative Aspekte
Die innovativen Aspekte des vorgestellten Modells physikalischer Signale lassen sich wie folgt
zusammenfassen:
• Unterstu¨tzung bei der Fehlererkennung: Zur Unterstu¨tzung der entwurfsbegleitenden
Fehlererkennung wurden sechs Signalmerkmale eingefu¨hrt, die den Definitionsbereich,
den Wertebereich und Aspekte des Datentransports charakterisieren. Dies ermo¨glicht:
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1. DEFINITION VON TYPCONSTRAINTS: Es lassen sich nun Typconstraints, welche
zum Beispiel die Wohldefiniertheit einer Komponentenoperation sicherstellen, defi-
nieren und mittels eines geeigneten Typsystems u¨berpru¨fen (siehe Kapitel 5). Da-
tenflußkomponenten ko¨nnen Algorithmen beinhalten, die komplexe Typconstraints
fu¨r die an ihren Ein- und Ausga¨ngen anliegenden physikalischen Signale zur Folge
haben, wie die Fast-Fourier-Transformation zeigt [Goo97].
2. DEFINITION VON KOMMUNIKATIONSPROTOKOLLEN: Neben der ¨Uberpru¨fung sta-
tischer Constraints lassen sich auch dynamische Contraints, welche das Kommunika-
tionsverhalten einer Datenflußkomponente in Form eines Kommunikationsprotokolls
beschreiben, definieren. Mittels Model Checking kann dann die Kompatibilita¨t dieser
Kommunikationsprotokolle gepru¨ft werden (siehe Kapitel 6).
• Flexibilita¨t in der Darstellung: Die gewu¨nschte Flexibilita¨t in der Darstellung von phy-
sikalischen Signalen zeigt sich in den zwei folgenden Punkten:
1. ZEITSIGNALE MIT UNTERSCHIEDLICHEN ABTASTUNGEN: Dies erreicht man
durch die Unterteilung der Signale in Signalsegmente. Somit kann man sowohl
unendliche Signale mit a¨quidistanter Abtastung als auch unendliche Signale be-
stehend aus Signalsegmenten mit a¨quidistanter Abtastung und auch Signale mit
nichta¨quidistanter Abtastung darstellen.
2. TRANSFORMATIONEN IN ANDERE DEFINITIONSBEREICHE: Die Ergebnisse aufein-
anderfolgender Transformationen eines Signals aus dem Zeitbereich in einen anderen
Definitionsbereich ko¨nnen auch als aufeinanderfolgende Signalwerte eines Zeitbe-
reichssignals aufgefaßt werden. So kann man beispielsweise Signalwertfolgen fester
La¨nge aus dem Zeitbereich in den Frequenzbereich transferieren. Das Ergebnis ist
eine Folge komplexwertiger Vektoren, die den Startzeiten der urspru¨nglichen Signal-
wertfolgen zugeordnet werden (siehe Abschnitt 5.2).
• Verminderung des Transport-Overheads: Fu¨r die Reduzierung des Transport-
Overheads wurden folgende Maßnahmen vorgeschlagen:
1. UNTERSCHEIDUNG RELEVANTER UND IRRELEVANTER SIGNALDATEN: Als erstes
werden nur relevante Signaldaten u¨bertragen. Dies fu¨hrt neben einer Verminderung
des Transport- und Rechenaufwandes auch zu einer Vermeidung von fehlerhaften
Ergebnissen (vergleiche Abbildung 3.3 (c)).
2. ¨UBERTRAGUNG VON DATENMENGEN MIT GERINGEM TRANSPORT-OVERHEAD:
Um sowohl lange Wartezeiten bei der ¨Ubertragung ganzer Signalsegmente als auch
den Transport-Overhead bei der ¨Ubertragung von Einzelwerten zu vermeiden, wer-
den Blo¨cke aus Signaldaten in Token (Datencontainer) gekapselt und u¨bertragen.
3. REKONSTRUKTION DES ZEITBEREICHS VON SIGNALSEGMENTEN AUS START-
ZEITPUNKT UND ABTASTPERIODE: Eine weitere Vermeidung unno¨tigen Datenauf-
kommens bewirkt die Rekonstruktion des Zeitbereichs eines Signalsegmentes aus
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Startzeitpunkt und Abtastperiode. Dazu werden pro Signalsegment nur einmal Start-
zeitpunkt und Abtastperiode u¨bertragen.
In den folgenden Kapiteln wird die ¨Uberpru¨fung der Kompatibilita¨t von Datenflußkomponen-
ten mit Hilfe eines neuartigen Interface-Typsystems (siehe Kapitel 5) beziehungsweise mittels
eines auf diese spezielle Problemstellung zugeschnittenen neuen Model-Checking-Verfahrens
(vergleiche Kapitel 6) vorgestellt.
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Kapitel 4
Komponentenmodell
Wer hohe Tu¨rme bauen will, muß lange beim Fundament verweilen.
Im ersten Abschnitt dieses Kapitels sind die grundlegenden Probleme gebra¨uchlicher Kompo-
nentenmodelle dargestellt. Aus diesen Problemen werden die Anforderungen an das neu zu
erstellende Modell von Datenflußkomponenten abgeleitet. Daran schließt sich die Vorstellung
des neuen Komponentenmodells an. Nach einer schrittweisen Einfu¨hrung dieses neuen Kom-
ponentenmodells werden neue gefa¨rbte Datenflußparadigmen definiert. Aufbauend auf die for-
male Beschreibung dieses Modells rundet eine abschließende Zusammenfassung der innovati-
ven Aspekte dieses Kapitel ab. Beispiele fu¨r diese neuen Datenflußkomponenten finden sich in
[MSG02, MSG04].
4.1 Probleme mit gebra¨uchlichen Komponentenmodellen
In Abbildung 4.1 wird die Abarbeitung eines aus drei Datenflußkomponenten bestehenden Da-
tenflußgraphen veranschaulicht. Eine Quelle liest ein Signal von einem Sensor ein und liefert
dieses sowohl an eine Duplikator-Komponente als auch eine Senke, die zur Visualisierung
verwendet wird, weiter. Physikalische Signale werden als Stro¨me gefa¨rbter Token repra¨sentiert
(vergleiche Kapitel 3.3.1.4). Die an einem Interface zula¨ssigen Farben sind als Mengen in der
Abbildung angegeben. Der Ablauf sieht im einzelnen wie folgt aus:
1. Als erstes wird die Quelle rechenbereit (vergleiche Abbildung 4.1 (b)).
2. Sobald die Quelle rechnend wird, liest sie das erste Token eines Signalsegments ein und
leitet dieses an ihre Nachfolgerkomponenten weiter (vergleiche Abbildung 4.1 (c)).
3. Jetzt ist die Duplikator-Komponente rechenbereit (vergleiche Abbildung 4.1 (d)).
4. Die Duplikator-Komponente verdoppelt die am Eingang anliegenden Token. Damit die
Struktur eines Signalsegments erhalten bleibt, erha¨lt das zweite Token die Farbe m (ver-
gleiche Abbildung 4.1 (e)).
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5. Die Datenflußkomponente Senke wird rechenbereit (vergleiche Abbildung 4.1 (f)).
6. Die Datenflußkomponente Senke konsumiert je ein Token von ihren beiden Eingangsfifos
(vergleiche Abbildung 4.1 (g)).
7. Die Quelle wird wieder rechenbereit (vergleiche Abbildung 4.1 (h)).
8. Es wird ein Endtoken e eingelesen. Damit tritt bei der Senke im nachfolgenden Schritt
(der nicht mehr dargestellt ist) ein Problem auf, da jetzt TOKEN UNTERSCHIEDLICHER
FA¨RBUNG MITEINANDER VERRECHNET wu¨rden (vergleiche Abbildung 4.1 (i)).
In traditionellen Komponentenmodellen wu¨rde dieses Problem, das letztendlich ein Verrechnen
nichtzusammenpassender Signalsegmente nach sich ziehen wu¨rde, unbemerkt bleiben. Eine An-
forderung an das neue Modell ist die FRU¨HZEITIGE ENTWURFSBEGLEITENDE ERKENNUNG
solcher Probleme. Eine weitere Forderung ist, daß dem Benutzer verschiedene Mo¨glichkeiten,
das Problem zu beheben, angeboten werden. Dies kann beispielsweise mittels ADAPTERKOMPO-
NENTEN geschehen. Adapterkomponenten passen zum Beispiel die La¨nge von Signalsegmenten
durch Einfu¨gen von Dummywerten beziehungsweise durch Weglassen u¨berza¨hliger Signalwerte
an.
Ein zusa¨tzliches Problem resultiert aus IMPLIZIT EINGEFU¨HRTEM NICHTDETERMINISMUS.
In Abbildung 4.2 (a) ist das Modell einer Komponentenschnittstelle dargestellt. Dieses Modell
basiert auf den klassischen Datenflußparadigmen, die in Abschnitt 2.2.2 vorgestellt wurden. Die-
se Schnittstelle wiederholt fru¨her empfangene Token solange, bis ein neues Token ankommt.
Dies resultiert zum einen aus dem Wunsch, DATEN NUR BEI ¨ANDERUNGEN ZU U¨BERTRAGEN,
zum Beispiel wenn sich die Temperatur eines Meßobjekts nur langsam a¨ndert. Denn obwohl die
Daten nur bei ¨Anderungen u¨bertragen werden, sorgt die Schnittstelle dafu¨r, daß die als letztes ge-
sendeten Daten wiederholt werden, so daß die nachfolgende SDF-Komponente rechenbereit wer-
den kann (vergleiche Abschnitt 2.2.3). Ein anderer Verwendungszweck liegt in der AUFLO¨SUNG
VON DEADLOCKS BASIEREND AUF ZYKLEN. Da auf der Ru¨ckkopplungskante keine Daten vor-
handen sind, die Regeln zur Bestimmung der Rechenbereitschaft einer SDF-Komponente aber
das Vorhandensein von Daten fordern, ermo¨glicht es die vorgestellte Schnittstelle, einen Default-
wert zu verwenden und somit die SDF-Komponente rechenbereit werden zu lassen. Das letztge-
nannte Problem liese sich aber auch durch Initialisierungstoken ohne Verwendung nichtdeter-
ministischer Datenflußkomponenten (vergleiche Abschnitt 2.2.3) vermeiden. Betrachtet man das
dargestellte Modell von Abbildung 4.2 (a), so stellt sich dessen Verhalten wie folgt dar:
• Kommt ein Datentoken von außerhalb an, so wird dieses von der klassischen nichtdeter-
ministischen Merge-Komponente an den SDF-Speicher B weitergeleitet.
• B speichert aufgrund der Ru¨ckkopplungskante das Datentoken und sendet es zudem an die
Datenflußkomponente Switch. ¨Uber die untere Kante sendet B gleichzeitig ein Steuerto-
ken an die Datenflußkomponente Switch. Dieses Steuertoken bewirkt, daß das Datentoken
von der Datensenke C konsumiert wird.
• Ausschließlich die Quellkomponente A veranlaßt durch Senden eines passenden Steuerto-
kens die Weitergabe der in B gespeicherten Daten.
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Abbildung 4.1: Probleme bei der Kombination von traditionellem Komponentenmodell mit neu-
em Signalmodell
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Abbildung 4.2: Nichtdeterminismus in Datenflußgraphen (klassisches Komponentenmodell)
Betrachtet man zur weiteren Verdeutlichung Abbildung 4.3, so erkennt man, daß Datenfluß-
komponente D aufgrund des vorhandenen Nichtdeterminismus nicht notwendigerweise vor Da-
tenflußkomponente E rechnend werden muß, damit E rechenbereit ist. Die Rechenbereitschaft
der Datenflußkomponente E ist vo¨llig unabha¨ngig von D. Zudem wa¨hlt die nichtdeterministi-
sche Merge-Komponente, wenn an ihren beiden Dateneinga¨ngen Token anliegen, zufa¨llig aus,
welches davon als erstes an den Ausgang weitergeleitet wird. Damit hat man ein sehr SCHWER-
WIEGENDES PROBLEM in den Datenflußgraphen eingefu¨hrt:
1. Die Kante zur Vorga¨ngerkomponente, die durch das Modell in Abbildung 4.2 beschrie-
ben ist, verha¨lt sich wie eine (VERSTECKTE) QUELLE, was vom Scheduler entsprechend
beru¨cksichtigt werden muß.
2. Der IMPLIZITE NICHTDETERMINISMUS, der durch die Merge-Komponente (siehe Ab-
schnitt 2.2.5) bedingt ist, hat zur Folge, daß bei gleichzeitiger Ankunft eines neuen Tokens
von Datenflußkomponente D und der Aktivierung der Quellkomponente A nicht klar ist,
welche Daten weitergeleitet werden.
3. Damit erha¨lt man bei unterschiedlicher Reihenfolge der Ausfu¨hrung der Datenflußkom-
ponenten nicht mehr fu¨r dieselben Eingabedaten dieselben Ausgabedaten. Es kann sogar
zu SPEICHERU¨BERLAUF kommen, da sich auf einer Kante Daten aufsammeln, wa¨hrend
an einer nachfolgenden Stelle im Datenflußgraphen veraltete Signalwerte verwendet wer-
den. Will man diesen Nichtdeterminismus und die daraus resultierenden Probleme unter-
dru¨cken, muß dies zum Beispiel durch PRIORITA¨TEN geregelt werden. Dies ist in einem
großen unu¨bersichtlichen Datenflußgraphen eine ha¨ufige und schwer handhabbare Fehler-
quelle (vergleiche Abbildung 1.6).
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Beispiele für Schedules:
Außerdem kann aufgrund der Quelleneigenschaft von A E vor D ausgeführt werden:
D A Merge B Switch C B Switch E
D A Merge B Switch E B Switch C
A Merge B Switch C E D ...
Werden D und A vom Scheduler rechnend gesetzt, bevor die Merge-Komponente
rechnend wird, gibt es zwei mögliche Ausführungsreihenfolgen:
Die beiden Schedules unterscheiden sich darin, daß beim ersten die 
neuen und beim zweiten die alten Daten an E weitergeleitet werden.
Die von D kommenden Daten werden zuerst weitergeleitet.
Die von A kommenden Daten werden zuerst weitergeleitet.
Abbildung 4.3: Nichtdeterminismus in Datenflußgraphen (Beispiele fu¨r Schedules)
Abbildung 4.2 (b) zeigt eine weitere Variante des gerade vorgestellten Problems. Hier wird die
Weitergabe des gespeicherten Tokens durch die Ankunft eines Tokens in einem Kanal, welcher
der gewohnten Fifo-Semantik gehorcht, getriggert. Damit wird zwar die ungewollte Quellenei-
genschaft vermieden, die restlichen negativen Folgen bleiben jedoch bestehen.
4.2 Anforderungen
Aus den in Abschnitt 4.1 geschilderten Problemstellungen lassen sich folgende Anforderungen
an das Komponentenmodell herleiten.
4.2.1 Kompatibilita¨t mit dem neuen Signalmodell
Als erste Anforderung ist die Definition eines Komponentenmodells zu nennen, welches mit dem
neuartigen Signalmodell in Kapitel 3 kompatibel ist. Dabei sollte insbesondere die Handhabung
von Signalsegmenten, Signalblo¨cken und Signalwerten eine zentrale Rolle spielen.
4.2.2 Unterstu¨tzung bei der Fehlererkennung
Eine pra¨zise Beschreibung des Komponentenverhaltens soll es ermo¨glichen, Regeln fu¨r die
Wohldefiniertheit einer Datenflußkomponente abzuleiten.
• TYPCONSTRAINTS: Aus der formalen Beschreibung von Datenflußkomponenten sollen
Typconstraints hergeleitet werden, die Regeln bezu¨glich der sechs vorgestellten Signal-
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Abbildung 4.4: Horizontale und vertikale Berechnungskomplexita¨t
merkmale (vergleiche Abschnitt 3.3.2) zwischen den einzelnen an den verschiedenen
Komponentenschnittstellen anliegenden physikalischen Signalen definieren. Damit wird
die WOHLDEFINIERTHEIT der von den Datenflußkomponenten gekapselten Operationen
gewa¨hrleistet.
• KOMMUNIKATIONSPROTOKOLLE: Außerdem ko¨nnen Querbezu¨ge in den erlaubten To-
kenabfolgen an den diversen Komponentenschnittstellen aus der formalen Komponenten-
beschreibung abgeleitet werden. Damit wird – abha¨ngig von der Berechnungskomplexita¨t
– die KOMPATIBILITA¨T der Datenflußkomponenten sichergestellt.
Diese Regeln werden dann von einem Interface-Typsystem (siehe Kapitel 5) und einem Model
Checker (vergleiche Kapitel 6) auf ihre Einhaltung hin u¨berpru¨ft.
4.2.3 Kontrolle u¨ber Komplexita¨t und Modellierungsma¨chtigkeit
Ein weiterer zentraler Punkt ist die Aufteilung von Datenflußkomponenten anhand ihrer Aufga-
be. Dabei spielen die folgenden Aspekte eine wichtige Rolle (vergleiche Abbildung 4.4):
• UNTERSCHEIDUNG ZWISCHEN TOKENMASCHINE UND GEKAPSELTEM ALGORITH-
MUS: Alle Aspekte, die den Transport von Token (Datencontainern) durch den Daten-
flußgraphen betreffen, sind auf der Ebene der Tokenmaschine anzusiedeln. Davon klar zu
unterscheiden ist der gekapselte Algorithmus, der auf den in einem Token enthaltenen Da-
ten arbeitet. Gekapselte Algorithmen stammen in der Regel aus dem Bereich der Bild-
und Signalverarbeitung wie zum Beispiel Kantengla¨ttung, Filter, PID-Regler oder Reg-
ler basierend auf Neuronalen Netzen [May99, MS00]. Diese Unterscheidung wird auch
VERTIKALE AUFTEILUNG genannt.
• UNTERSCHEIDUNG ZWISCHEN TOKENMASCHINEN UNTERSCHIEDLICHER BERECH-
NUNGSKOMPLEXITA¨T: Die Tokenmaschinen lassen sich anhand ihrer Berechnungskom-
plexita¨t in nichtturinga¨quivalente, turinga¨quivalente und turinga¨quivalente und gleichzei-
tig nichtdeterministische Tokenmaschinen unterteilen. Dies wird auch als HORIZONTA-
LE AUFTEILUNG bezeichnet. Die Komplexita¨t einer Tokenmaschine ergibt sich dabei aus
den Regeln, anhand derer ihre Rechenbereitschaft ermittelt wird. Daraus resultieren zwei
Teilanforderungen fu¨r das neue Komponentenmodell:
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– KAPSELUNG VON SIGNALVERARBEITUNGSALGORITHMEN IN NICHTTURING-
A¨QUIVALENTEN TOKENMASCHINEN: Der Entwickler soll die Mo¨glichkeit haben,
alle Signalverarbeitungsalgorithmen zu nutzen, ohne daß die zugeho¨rigen Token-
maschinen turinga¨quivalent sind. Zusa¨tzlich soll eine handhabbare Menge atomarer
Datenflußkomponenten zur Verfu¨gung gestellt werden, deren Tokenmaschinen eine
ho¨here Berechnungskomplexita¨t haben. Eine Aufgabe dieser komplexeren Datenfluß-
komponenten ist dann beispielsweise die Steuerung von Tokenstro¨men im Datenfluß-
graphen.
– WEITGEHENDE VERMEIDUNG VON NICHTDETERMINISMUS: Insbesondere ist die
strenge Trennung von deterministischen und nichtdeterministischen Datenflußkom-
ponenten einzufordern. Nichtdeterminismus (vergleiche Definition 2.2.2) ist zwar
fu¨r die Modellbildung in einem schrittweisen Verfeinerungsprozeß [Bro99] interes-
sant, im auszufu¨hrenden Datenflußgraphen aufgrund der gegebenenfalls nicht vor-
handenen Reproduzierbarkeit von Ergebnissen aber fehl am Platze. Dem Entwickler
wird allerdings mit einem klaren Hinweis auf die damit entstehenden Nachteile die
Mo¨glichkeit eingera¨umt, diese Datenflußkomponenten zu verwenden. Aufgrund der
gewollten Vermeidung von Nichtdeterminismus tritt der Fall nichtturinga¨quivalent
und gleichzeitig nichtdeterministisch in der horizontalen Aufteilung der Datenfluß-
komponenten nach ihrer Berechnungskomplexita¨t nicht auf.
4.3 Neues Modell
Dieser Abschnitt stellt ein neues Modell fu¨r Datenflußkomponenten vor. Auf eine schrittweise
Einfu¨hrung anhand eines einfachen Beispiels folgt die Erweiterung der klassischen Datenflußpa-
radigmen SDF, BDF und DDF (vergleiche Abschnitt 2.2.2) zu gefa¨rbten Datenflußparadigmen.
Abgerundet wird dieser Abschnitt durch eine formale Beschreibung von Datenflußkomponenten.
4.3.1 Schrittweise Einfu¨hrung
Im folgenden wird anhand des einfachen Beispiels der Addition digitalisierter physikalischer Si-
gnale das neue Komponentenmodell, das auf einer funktionalen Beschreibung basiert, eingefu¨hrt.
4.3.1.1 Funktion definiert auf Punkten
Auf der untersten Ebene ist die Addition eine Funktion, die jeweils zwei Punkte (siehe Glei-
chung 3.10) verknu¨pft. Dabei muß gelten, daß die Zeiten der verknu¨pften Signalwerte identisch
sind. Ein weiteres Constraint fordert die Gleichheit der physikalischen Einheiten.
addpoint : P 2 → P ∪ {⊥}
addpoint((t1, (v1, pu1)), (t2, (v2, pu2))) =
{
(t1, (v1 + v2, pu1)) falls t1 = t2, pu1 = pu2
⊥ sonst
(4.1)
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⊥ markiert dabei den Fehlerfall. Im folgenden Zahlenbeispiel werden die beiden Punkte
(3, (7, A)) und (3, (11, A)) addiert, wobei beide Signalwerte zum Zeitpunkt 3 gu¨ltig sind, die
physikalische Einheit gleich Ampe`re ist und die Signalwerte durch 7 und 11 gegeben sind:
addpoint((3, (7, A)), (3, (11, A))) = (3, (18, A)) (4.2)
4.3.1.2 Funktion definiert auf Blo¨cken
Auf der Ebene von Signalblo¨cken (siehe Gleichung 3.12), die endlichen Folgen von Punkten
entsprechen, ist die Addition nur dann wohldefiniert, wenn die beiden Eingabeblo¨cke gleich lang
sind und der sukzessive Aufruf von addpoint niemals den undefinierten Wert ⊥ zuru¨ckliefert.
addblock : B2 → B ∪ {⊥}
addblock(εB, εB) = εB
addblock(p1 • b′1, p2 • b′2) = addpoint(p1, p2) • addblock(b′1, b′2)
andernfalls: addblock(b1, b2) = ⊥
(4.3)
Werden addblock zwei leere Blo¨cke u¨bergeben, so wird ein leerer Block εB zuru¨ckgeliefert. Wird
addblock mit zwei Signalblo¨cken aufgerufen, so werden sukzessive jeweils zwei Punkte mittels
addpoint verknu¨pft. In allen anderen Fa¨llen tritt ein Fehler auf, was durch ⊥ gekennzeichnet ist.
Folgendes Zahlenbeispiel soll das Vorgehen weiter veranschaulichen:
addblock ([(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))],
[(0, (2, A)), (1, (4, A)), (2, (9, A)), (3, (11, A)), (4, (20, A))])
= addpoint((0, (7, A)), (0, (2, A))) • · · · • addpoint((4, (5, A)), (4, (20, A))) • εB
= [(0, (9, A)), (1, (13, A)), (2, (19, A)), (3, (18, A)), (4, (25, A))]
(4.4)
4.3.1.3 Funktion definiert auf Token
Fu¨gt man zu einem Signalblock eine farbige Markierung hinzu, so erha¨lt man ein gefa¨rbtes Token
(siehe Gleichung 3.14). Die Funktion addtoken ist im Fall der Addition wohldefiniert, wenn die
Farben der beiden Token u¨bereinstimmen und die Funktion addblock nicht den undefinierten Wert
⊥ zuru¨ckliefert.
addtoken : T 2 → T ∪ {⊥}
addtoken(εT , εT ) = εT
addtoken((c1, b1), (c2, b2)) =
{
(c1, addblock(b1, b2)) falls c1 = c2
⊥ sonst
andernfalls: addtoken(x1, x2) = ⊥
(4.5)
In Fortsetzung des obigen Zahlenbeispiels erha¨lt man:
addtoken ((m, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))])
(m, [(0, (2, A)), (1, (4, A)), (2, (9, A)), (3, (11, A)), (4, (20, A))]))
= (m, addblock([(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))],
[(0, (2, A)), (1, (4, A)), (2, (9, A)), (3, (11, A)), (4, (20, A))])
= (m, [(0, (9, A)), (1, (13, A)), (2, (19, A)), (3, (18, A)), (4, (25, A))])
(4.6)
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4.3.1.4 Funktion definiert auf Stro¨men
Ein physikalisches Signal besteht aus einer Folge von Signalsegmenten. Diese Signalsegmente
werden mit Hilfe von farbigen Blockmarkierungen gekennzeichnet. Dies fu¨hrt letztendlich zur
Darstellung eines physikalischen Signals als Strom gefa¨rbter Token (siehe Gleichung 3.21). Die
Funktion addstream bildet demzufolge im Fall der Addition zwei unendliche Stro¨me gefa¨rbter
Token auf einen unendlichen Strom gefa¨rbter Token ab:
addstream : S2 → S ∪ {⊥}
addstream(εS, εS) = εS
addstream(x1 • r′1, x2 • r′2) = addtoken(x1, x2) • addstream(r′1, r′2)
andernfalls: addstream(r1, r2) = ⊥
(4.7)
Setzt man das oben gegebene Zahlenbeispiel fort, so ergibt sich:
addstream ((m, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))]) • r′1,
(m, [(0, (2, A)), (1, (4, A)), (2, (9, A)), (3, (11, A)), (4, (20, A))]) • r′2)
= addtoken((m, [(0, (7, A)), (1, (9, A)), (2, (10, A)), (3, (7, A)), (4, (5, A))])),
(m, [(0, (2, A)), (1, (4, A)), (2, (9, A)), (3, (11, A)), (4, (20, A))])
•addstream(r′1, r′2)
= (m, [(0, (9, A)), (1, (13, A)), (2, (19, A)), (3, (18, A)), (4, (25, A))])
•addstream(r′1, r′2)
(4.8)
4.3.2 Klassifikation von Datenflußkomponenten
Neben der Klassifikation der Datenflußkomponenten anhand der Berechnungskomplexita¨t ihrer
Tokenmaschinen kann man Datenflußkomponenten auch anhand ihrer Aufgaben im Datenfluß-
graphen gruppieren: SIGNALVERARBEITUNGSKOMPONENTEN, ADAPTERKOMPONENTEN und
KONTROLLFLUSSKOMPONENTEN.
• SIGNALVERARBEITUNGSKOMPONENTEN kapseln Algorithmen aus dem Bereich der
Bild- und Signalverarbeitung. Dabei kann man wiederum unterscheiden zwischen
– QUELLEN: Gera¨tetreiber fu¨r Einsteckkarten von Sensoren wie Soundkarten, Frame-
grabber und Analog/Digital-Wandler.
– TRANSFORMERN: Beispielkomponenten beinhalten das Extrahieren von Kanten aus
Bildern, das Gla¨tten von Bildern, Filteralgorithmen, Regelungsalgorithmen und Fast-
Fourier-Transformation.
– SENKEN: Gera¨tetreiber fu¨r Aktoren wie Schrittmotorleistungskarten und Monitoran-
steuerungen.
• ADAPTERKOMPONENTEN sind fu¨r Konvertierungsoperationen im weiteren Sinne zusta¨n-
dig. Beispiele sind das Aufsammeln von allen Token eines Signalsegments, klassische Typ-
konvertierung und Resampling.
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Komponentenklassifizierung
Tokenmaschine Signalverarbeitung Adapter Kontrollfluß
Colored SDF Fast-Fourier-Transformation Upsample –
(Nicht turing- Filter-Operationen Downsample
a¨quivalent) Fuzzy-Klassifizierer Interpolation
PID-Regler Extrapolation
Bildverarbeitungsoperationen Typkonvertierung
Matrixoperationen
Statistikgenerierung
Visualisierung
Digitale Ein/Ausgabe
Colored BDF – Collector CSwitch
(Turing- Splitter CSelect
a¨quivalent) Cutter
Filler
Colored DDF – Decoupler (1) CMerge
(Turinga¨qui- Decoupler (2)
valent, Nicht-
deterministisch)
Tabelle 4.1: Klassifikation von Datenflußkomponenten
• KONTROLLFLUSSKOMPONENTEN steuern den Fluß der Token durch den Datenflußgra-
phen. Switch, Select und Merge sind dafu¨r Beispiele. Mit Hilfe dieser Datenflußkom-
ponenten ko¨nnen komplexere Konstrukte wie if-then-else, for-next- und while-Schleifen
konstruiert werden.
Tabelle 4.1 veranschaulicht die beiden Arten der Klassifikation und deren Beziehung unterein-
ander.
4.3.3 Gefa¨rbte Datenflußparadigmen
Dieser Abschnitt erweitert die klassischen Datenflußparadigmen SDF, BDF und DDF (siehe Ab-
schnitt 2.2) zu den gefa¨rbten Datenflußparadigmen Colored SDF, Colored BDF und Colored
DDF. Aufbauend auf das in Abschnitt 4.3.2 vorgestellte Klassifikationsschema wird sicherge-
stellt, daß der Anwendungsprogrammierer eine ausreichende Kontrolle u¨ber die Komplexita¨t der
Tokenmaschinen der von ihm verwendeten Datenflußkomponenten besitzt.
4.3.3.1 Colored SDF
Werden die einfachen Schaltregeln einer SDF-Komponente (siehe Abschnitt 2.2.3) derart erwei-
tert, daß es physikalische Signale gema¨ß dem neuen Signalmodell verarbeiten kann, erha¨lt man
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folgende formale Beschreibung1.
csdf

Sm → Sn ∪ {⊥} (m,n ∈ N)
(εS, . . . , εS) 7→ (εS, . . . , εS)
x • r 7→ ftoken(x) • csdf(r)
r 7→ ⊥ sonst
(4.9)
ftoken

Tm → T n ∪ {⊥}
(εT , . . . , εT ) 7→ (εT , . . . , εT )
((c1, b1), . . . , (cm, bm)) 7→
((fcolor1(c1, . . . , cm), fblock1(b1, . . . , bm)), . . . ,
(fcolorn(c1, . . . , cm), fblockn(b1, . . . , bm)))
(t1, . . . , tm) 7→ ⊥ sonst
(4.10)
fblocki

Bm → B ∪ {⊥} (i ∈ [1, . . . , n])
(εB, . . . , εB) 7→ εB
(p1 • b
′
1, . . . , pm • b
′
m) 7→ fpointi(p1, . . . , pm) • fblock(b
′
1, . . . , b
′
m)
(b1, . . . , bm) 7→ ⊥ sonst
(4.11)
fpointi
{
Pm → P ∪ {⊥} (i ∈ [1, . . . , n])
(p1, . . . , pm) 7→ fpointi(p1, . . . , pm)
(4.12)
Dabei wird durch fstream aus einem m-stelligen Strom von Token ein n-stelliger Strom erzeugt.
Dies geschieht mit Hilfe von der auf Tupeln von Token definierten Funktion ftoken. Die Funktion
ftoken basiert selber auf den Funktionen fcolori , welche die farbigen Markierungen der Ausgabe-
token aus den Farben der Eingabetoken ermitteln und den Funktionen fblocki , mit deren Hilfe
aus den Signalblo¨cken der Eingabetoken die Signalblo¨cke der Ausgabetoken bestimmt werden.
fblocki wiederum wendet zur Berechnung der Augabepunkte sukzessive die Funktion fpointi auf
die Tupel der Eingabepunkte an. Wird m beziehungsweise n gleich 0 gesetzt, so erha¨lt man das
Modell einer QUELLEN- beziehungsweise SENKENKOMPONENTE. Der Fall m = n = 0 ist
sinnlos und wird nicht weiter betrachtet. Die u¨brigen Datenflußkomponenten werden auch als
TRANSFORMER bezeichnet.
Die Funktion fpointi wird bei der punktweisen Verknu¨pfung von Signalen eingesetzt und re-
pra¨sentiert alle una¨ren, bina¨ren, terna¨ren (und so weiter) Operationen auf Bild- und Signaldaten
(vergleiche Abschnitt 5.2). Eine weitere wichtige Art von Funktionen auf Signalblo¨cken stellen
blockweise Extraktionen dar. So wird beispielsweise bei der Fast-Fourier-Transformation jeweils
einem Block von Signaldaten ein komplexwertiger Vektor zugeordnet. Solche Funktionen wer-
1Die Bezeichnung von Datenflußkomponenten ist wie in folgendem Beispiel veranschaulicht strukturiert:
• cswitch bezeichnet die Tokenmaschine.
• CSwitch bezeichnet die gesamte Datenflußkomponente bestehend aus Tokenmaschine und gekapseltem Al-
gorithmus.
• Switch bezeichnet entweder die dem klassischen Datenflußparadigma BDF entnommene Datenflußkompo-
nente oder – falls aus dem Kontext ersichtlich – die entsprechende gefa¨rbte Datenflußkomponente CSwitch.
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den wie folgt beschrieben:
fˆpoint
{
Bm → P ∪ {⊥}
(b1, . . . , bm) 7→ fˆpoint(b1, . . . , bm)
(4.13)
4.3.3.2 Colored BDF
Fu¨gt man zu Colored SDF die erweiterten Datenflußkomponenten Colored Switch (cswitch,
CSwitch) und Colored Select (cselect, CSelect) hinzu, so erha¨lt man das gefa¨rbte Datenfluß-
paradigma Colored BDF. Dabei gibt es sowohl Kontrollflußkomponenten und mit deren Hilfe
konstruierte Kontrollflußstrukturen als auch Adapterkomponenten, welche diesem Datenflußpa-
radigma angeho¨ren.
Kontrollflußkomponenten: Die beiden Datenflußkomponenten cswitch und cselect reichen
aus, um alle deterministischen Kontrollflußstrukturen wie zum Beispiel while-Schleifen (siehe
unten) konstruieren zu ko¨nnen.
• COLORED SWITCH konsumiert ein Signalsegment, welches einen einzigen Booleschen
Wert entha¨lt, von seinem Steuereingang. Abha¨ngig von diesem Steuerwert werden alle
Token eines Signalsegmentes vom Dateneingang zu dem entsprechenden Datenausgang
durchgeschaltet. Dabei wird beispielsweise die Funktion cswtrue dazu benutzt, alle Token
eines Signalsegmentes zum mit T (true) markierten Ausgang zu u¨bertragen. In analoger
Weise schaltet cswfalse alle Token eines Signalsegments zum Ausgang F (false) durch.
Durch diese einheitliche Behandlung aller Token eines Signalsegmentes wird die Struktur
eines physikalischen Signals bewahrt.
cswitch

S2 → S2 ∪ {⊥}
(εS, εS) 7→ (εS, εS)
((o, [(t, true)]) • r1, r2) 7→ cswtrue(r1, r2)
((o, [(t, false)]) • r1, r2) 7→ cswfalse(r1, r2)
(r1, r2) 7→ ⊥ sonst
(4.14)
cswtrue

S2 → S2 ∪ {⊥}
(r1, (s, b) • r2) 7→ ((s, b), εS) • cswtrue(r1, r2)
(r1, (m, b) • r2) 7→ ((m, b), εS) • cswtrue(r1, r2)
(r1, (e, b) • r2) 7→ ((e, b), εS) • cswitch(r1, r2)
(r1, (o, b) • r2) 7→ ((o, b), εS) • cswitch(r1, r2)
(r1, r2) 7→ ⊥ sonst
(4.15)
cswfalse

S2 → S2 ∪ {⊥}
(r1, (s, b) • r2) 7→ (εS, (s, b)) • cswfalse(r1, r2)
(r1, (m, b) • r2) 7→ (εS, (m, b)) • cswfalse(r1, r2)
(r1, (e, b) • r2) 7→ (εS, (e, b)) • cswitch(r1, r2)
(r1, (o, b) • r2) 7→ (εS, (o, b)) • cswitch(r1, r2)
(r1, r2) 7→ ⊥ sonst
(4.16)
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In folgendem Zahlenbeispiel wird die Funktion von cswitch veranschaulicht, indem mit-
tels zweier Steuertoken je ein Signalsegment an beide Ausga¨nge transferiert wird.
cswitch([(o, [(0, true)]), (o, [(1, false)])], [(s, b), (m, b′), (m, b′′), (e, b′′′), (o, b′′′′)])
= cswtrue([(o, [(1, false)])], [(s, b), (m, b′), (m, b′′), (e, b′′′), (o, b′′′′)])
= ([(s, b)], εS) • cswtrue([(o, [(1, false)])], [(m, b′), (m, b′′), (e, b′′′), (o, b′′′′)])
= ([(s, b), (m, b′)], εS) • cswtrue([(o, [(1, false)])], [(m, b′′), (e, b′′′), (o, b′′′′)])
= ([(s, b), (m, b′), (m, b′′)], εS) • cswtrue([(o, [(1, false)])], [(e, b′′′), (o, b′′′′)])
= ([(s, b), (m, b′), (m, b′′), (e, b′′′)], εS) • cswtrue([(o, [(1, false)])], [(o, b′′′′)])
= ([(s, b), (m, b′), (m, b′′), (e, b′′′)], εS) • cswitch([(o, [(1, false)])], [(o, b′′′′)])
= ([(s, b), (m, b′), (m, b′′), (e, b′′′)], εS) • cswfalse(εS, [(o, b′′′′)])
= ([(s, b), (m, b′), (m, b′′), (e, b′′′)], [(o, b′′′′)]) • cswitch(εS, εS)
= ([(s, b), (m, b′), (m, b′′), (e, b′′′)], [(o, b′′′′)])
(4.17)
• COLORED SELECT u¨bertra¨gt alle Token eines Signalsegmentes von dem durch einen Steu-
erwert des einwertigen Signalsegments ausgewa¨hlten Dateneingang zum Datenausgang.
Die Hilfsfunktionen csetrue und csefalse u¨bernehmen analog zu cswtrue und cswfalse die
Aufgabe, jeweils alle Token eines Signalsegmentes von den mit true beziehungsweise
false markierten Einga¨ngen an den Ausgang zu u¨bertragen.
cselect

S3 → S ∪ {⊥}
(εS, εS, εS) 7→ εS
((o, [(t, true)]) • r1, r2, r3) 7→ csetrue(r1, r2, r3)
((o, [(t, false)]) • r1, r2, r3) 7→ csefalse(r1, r2, r3)
(r1, r2, r3) 7→ ⊥ sonst
(4.18)
csetrue

S3 → S3 ∪ {⊥}
(r1, (s, b) • r2, r3) 7→ (s, b) • csetrue(r1, r2, r3)
(r1, (m, b) • r2, r3) 7→ (m, b) • csetrue(r1, r2, r3)
(r1, (e, b) • r2, r3) 7→ (e, b) • cselect(r1, r2, r3)
(r1, (o, b) • r2, r3) 7→ (o, b) • cselect(r1, r2, r3)
(r1, r2, r3) 7→ ⊥ sonst
(4.19)
csefalse

S3 → S3 ∪ {⊥}
(r1, r2, (s, b) • r3) 7→ (s, b) • csefalse(r1, r2, r3)
(r1, r2, (m, b) • r3) 7→ (m, b) • csefalse(r1, r2, r3)
(r1, r2, (e, b) • r3) 7→ (e, b) • cselect(r1, r2, r3)
(r1, r2, (o, b) • r3) 7→ (o, b) • cselect(r1, r2, r3)
(r1, r2, r3) 7→ ⊥ sonst
(4.20)
Kontrollflußstrukturen: Mit Hilfe der Kontrollflußkomponenten cswitch und cselect lassen
sich nun komplexere Kontrollflußstrukturen erstellen.
• if-then-else: In diesem Konstrukt werden abha¨ngig von einem einwertigen Steuersegment
alle Token eines Signalsegmentes entweder in den einen oder anderen Zweig geleitet (siehe
Abbildung 4.5 (a))
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Abbildung 4.5: Komplexere Datenflußstrukturen
• for-next-SCHLEIFE: Im Falle der for-next-Schleife werden alle Token eines Signalseg-
mentes solange ru¨ckgekoppelt, bis eine bestimmte zum Beispiel durch den Benutzer fest-
gelegte Anzahl von Durchla¨ufen erreicht ist. Die Struktur einer for-next-Schleife ist in
Abbildung 4.5 (b) dargestellt. Interessant ist die Verwendung eines Initialisierungsto-
kens, welches mittels einer schwarzen Raute gekennzeichnet ist. Dieses Initialisierungs-
token dient dazu, daß bei Beginn der Abarbeitung das erste Datentoken in die Schleife
u¨bernommen wird. Dadurch daß der in dem Initialisierungstoken gespeicherte Wert gleich
false ist, wird das bei der CSelect-Komponente am mit F markierten Eingang, welcher
auch den Eingang in die Schleife darstellt, anliegende Token an den Ausgang weitergelei-
tet.
• while-SCHLEIFE: Bei dieser Kontrollflußstruktur ha¨ngt die Anzahl der Durchla¨ufe von
einem von der Datenflußkomponente Controller u¨berpru¨ften Booleschen Ausdruck ab,
der nach Durchschleusen aller Token eines Signalsegmentes jeweils neu ausgewertet wird
(vergleiche Abbildung 4.5 (b)).
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Adapterkomponenten: Um Signalverarbeitungskomponenten, die alle in Colored SDF mo-
delliert sind, auch auf Signalsegmente anwenden zu ko¨nnen, sind verschiedene Adapterkompo-
nenten notwendig, die im folgenden vorgestellt werden. Diese Adapterkomponenten lassen sich
alle aus bereits eingefu¨hrten Datenflußkomponenten zusammenbauen und stellen somit ZUSAM-
MENGESETZTE DATENFLUSSKOMPONENTEN dar.
• COLLECTOR: Die collector-Komponente sammelt alle Token eines Signalsegmentes auf.
Dabei werden die Signalblo¨cke der jeweiligen Token extrahiert und in einen einzigen Si-
gnalblock konkateniert. Das Ergebnistoken, welches ein ganzes Signalsegment beinhaltet,
wird als einziges Token eines Signalsegmentes weitergeleitet. Diese Adapterkomponente
wird beispielsweise eingesetzt, wenn eine nachgeschaltete Colored-SDF-Komponente auf
alle Punkte eines Signalsegmentes auf einmal angewandt werden soll.
collector

S → S ∪ {⊥}
εS 7→ εS
r 7→ Π2collect(εB, r)
(Π : Projektion) (4.21)
collect

B × S → (B × S) ∪ {⊥}
(b1, (s, b2) • r) 7→ collect(b1 • b2, r)
(b1, (m, b2) • r) 7→ collect(b1 • b2, r)
(b1, (e, b2) • r) 7→ (εB, (o, b1 • b2) • collector(r))
(εB, (o, b2) • r) 7→ (εB, (o, b2) • collector(r))
(b, r) 7→ ⊥ sonst
(4.22)
• SPLITTER: Die splitter-Komponente ist das Gegenstu¨ck zur collector-Komponente. Ein
Signalsegment, das aus einem einzigen Token besteht, wird in ein Signalsegment mit meh-
reren Token umgewandelt.
splitter

S → S ∪ {⊥}
εS 7→ εS
(o, b) • r 7→ Π4split(n, b, εC , r)
r 7→ ⊥ sonst
(Π : Projektion) (4.23)
split

N× B × (C ∪ {εC})× S → S ∪ {⊥}
(n, p1 • · · · • pn • εB, εC , r) 7→ (o, p1 • · · · • pn) • splitter(r)
(n, p1 • · · · • pm • εB, εC, r) 7→ (o, p1 • · · · • pm • pd • · · · • pd) • splitter(r)
(n, p1 • · · · • pn • b, εC , r) 7→ (s, p1 • · · · • pn) • split(n, b, s, r)
(n, p1 • · · · • pn • b, x, r) 7→ (m, p1 • · · · • pn) • split(n, b,m, r)
(n, p1 • · · · • pn • εB, x, r) 7→ (e, p1 • · · · • pn) • splitter(r)
(n, p1 • · · · • pm • εB, x, r) 7→ (e, p1 • · · · • pm • pd • · · · • pd) • splitter(r)
(n, b, x, r) 7→ ⊥ sonst
(4.24)
n ∈ N La¨nge der zu erzeugenden Blo¨cke
εC leere Farbe
pd ∈ P Dummypunkt
x ∈ {s,m} ⊂ Ts Farbmarkierung
(4.25)
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In der gegebenen funktionalen Beschreibung wird an die Hilfsfunktion split die gewu¨nsch-
te Blockla¨nge des Ausgabesignals als Parameter u¨bergeben. Kann bei der Bearbeitung
eines Signalsegmentes der letzte Signalblock nicht vollsta¨ndig mit Signalwerten gefu¨llt
werden, werden vom Benutzer zu spezifizierende Dummywerte pd eingesetzt (vergleiche
Abschnitt 3.3.4).
• CUTTER: Die cutter-Komponente paßt die La¨ngen zweier Signalsegmente, die an den
zwei Dateneinga¨ngen der Datenflußkomponente anliegen, an. Die La¨nge des jeweils
bezu¨glich der Anzahl der gefa¨rbten Token la¨ngeren Signalsegments wird der La¨nge des
ku¨rzeren Signalsegmentes angeglichen, indem die u¨berza¨hligen Token verworfen werden
und die Farben entsprechend angepaßt werden (vergleiche Abschnitt 3.3.4).
cutter

S2 → S2 ∪ {⊥}
(εS, εS) 7→ (εS, εS)
((s, b1) • r1, (o, b2) • r2) 7→ ((o, b1), (o, b2)) • cutfirst(r1, r2)
((m, b1) • r1, (e, b2) • r2) 7→ ((e, b1), (e, b2)) • cutfirst(r1, r2)
((o, b1) • r1, (s, b2) • r2) 7→ ((o, b1), (o, b2)) • cutsecond(r1, r2)
((e, b1) • r1, (m, b2) • r2) 7→ ((e, b1), (e, b2)) • cutsecond(r1, r2)
((x, b1) • r1, (x, b2) • r2) 7→ ((x, b1), (x, b2)) • cutter(r1, r2),
x ∈ TS
(r1, r2) 7→ ⊥ sonst
(4.26)
cutfirst

S2 → S2 ∪ {⊥}
((m, b) • r1, r2) 7→ cutfirst(r1, r2)
((e, b) • r1, r2) 7→ cutter(r1, r2)
(r1, r2) 7→ ⊥ sonst
(4.27)
cutsecond

S2 → S2 ∪ {⊥}
(r1, (m, b) • r2) 7→ cutsecond(r1, r2)
(r1, (e, b) • r2) 7→ cutter(r1, r2)
(r1, r2) 7→ ⊥ sonst
(4.28)
Dabei werden die beiden Hilfsfunktionen cutfirst und cutsecond fu¨r die zwei Einga¨nge der
Datenflußkomponente cutter jeweils fu¨r die Anpasung des la¨ngeren Signalsegmentes ein-
gesetzt.
• FILLER: Die filler-Komponente arbeitet a¨hnlich wie die cutter-Komponente. Nur wird in
diesem Fall das jeweils ku¨rzere Signalsegment mit Dummyblo¨cken aufgefu¨llt (vergleiche
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Abschnitt 3.3.4). Dazu werden die beiden Hilfsfunktionen fillfirst und fillsecond verwendet.
filler

S2 → S2 ∪ {⊥}
(εS, εS) 7→ (εS, εS)
((s, b1) • r1, (o, b2) • r2) 7→ ((s, b1), (s, b2)) • fillsecond(r1, r2)
((m, b1) • r1, (e, b2) • r2) 7→ ((m, b1), (m, b2)) • fillsecond(r1, r2)
((o, b1) • r1, (s, b2) • r2) 7→ ((s, b1), (s, b2)) • fillfirst(r1, r2)
((e, b1) • r1, (m, b2) • r2) 7→ ((m, b1), (m, b2)) • fillfirst(r1, r2)
((x, b1) • r1, (x, b2) • r2) 7→ ((x, b1), (x, b2)) • filler(r1, r2),
x ∈ TS
(r1, r2) 7→ ⊥ sonst
(4.29)
fillfirst

S2 → S2 ∪ {⊥}
(r1, (m, b) • r2) 7→ ((m, bd), (m, b)) • fillfirst(r1, r2)
(r1, (e, b) • r2) 7→ ((e, bd), (e, b)) • filler(r1, r2)
(bd ∈ B: Dummyblock)
(r1, r2) 7→ ⊥ sonst
(4.30)
fillsecond

S2 → S2 ∪ {⊥}
((m, b) • r1, r2) 7→ ((m, b), (m, bd)) • fillsecond(r1, r2)
((e, b) • r1, r2) 7→ ((e, b), (e, bd)) • filler(r1, r2)
(bd ∈ B: Dummyblock)
(r1, r2) 7→ ⊥ sonst
(4.31)
Diese Adapterkomponenten ko¨nnen auch mit Hilfe der einfachen Kontrollflußkomponenten
cswitch und cselect nachgebildet werden. So ist beispielsweise in Abbildung 4.5 (c) die
collector-Komponente entsprechend modelliert. Bei Eintreffen eines Tokens an Datenflußkom-
ponente A wird ein Token (im folgenden als Listentoken bezeichnet) mit Markierung o, das
einen leeren Block entha¨lt, erzeugt und an cswitch B weitergeleitet. Handelt es sich bei dem
von Eingang eingetroffenen Token um ein Starttoken mit der Marke s, wird cswitch B mit false
angesteuert, ansonsten mit true. Damit werden alle Listentoken verworfen, außer wenn deren
Generierung durch ein Starttoken getriggert wurde. Wird das Listentoken nicht verworfen, so ge-
langt es zu cselect D, und wird dort in die Sammelschleife geleitet. In Datenflußkomponente E
wird der Block jedes Signaltokens mit dem Block dieses Listentokens konkateniert. An cswitch
G wird das Listentoken solange in diese Sammelschleife geleitet, bis an der Datenflußkompo-
nente F das letzte Token eines Signalsegments anliegt. In diesem Fall wird das Listentoken an
den Ausgang weitergeleitet, und der Vorgang beginnt von vorne.
In analoger Weise ko¨nnen alle vorgestellten Adapterkomponenten mit cswitch und cselect
modelliert werden (siehe dazu [MSG02, MSG04]).
4.3.3.3 Colored DDF
Fu¨gt man zu Colored BDF die Datenflußkomponente Colored Merge (CMerge) hinzu, so erha¨lt
man das Datenflußparadigma Colored DDF. Da CMerge nichtdeterministisch ist (vergleiche
Definition 2.2.2), kann es nicht als Funktion auf Stro¨men modelliert werden.
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Kontrollflußkomponente: COLORED MERGE (CMerge) u¨bertra¨gt analog zu CSwitch oder
CSelect zuerst alle Token eines Signalsegmentes, bevor das na¨chste Signalsegment betrachtet
wird. Trifft also ein Starttoken eines Signalsegmentes bei einem der beiden Einga¨nge ein, wird
es an den Ausgang weitergeleitet. Nun werden nur noch Token, die zu diesem Signalsegment
geho¨ren, betrachtet. Treffen an den beiden Einga¨ngen gleichzeitig Starttoken zweier Signalseg-
mente ein, so werden diese in zufa¨lliger Reihenfolge weitergeleitet.
Adapterkomponenten: Zwei vergleichsweise komplexe Beispiele fu¨r Adapterkomponenten
stellen die in Abschnitt 4.1 vorgestellten Modelle zur Entkopplung einer Datenflußkompo-
nente von ihrer Vorga¨ngerkomponente dar (vergleiche Abbildungen 4.2). Diese werden als
Decoupler (1) und Decoupler (2) bezeichnet und lassen sich mit Hilfe von CMerge nach-
bilden. Diese Datenflußkomponenten stellen somit nur
”
syntaktischen Zucker“ dar. Da die in
Abschnitt 4.1 geschilderten Nachteile gravierend sind, wird von der Verwendung dieser Daten-
flußkomponenten abgeraten.
4.3.3.4 Anwendungsbeispiel
Die Aufgabe des Datenflußgraphen in Abbildung 4.6 ist die Qualita¨tskontrolle von Bild-
schirmro¨hren [MSG04]. Ich danke an dieser Stelle Micro-Epsilon Meßtechnik GmbH & Co. KG
fu¨r die Zurverfu¨gungstellung des als Vorbild dienenden Iconnect-Datenflußgraphen2. Ein fell-
verkleideter Hammer schla¨gt vorsichtig an die Bildschirmro¨hre. Das resultierende akustische
Signal wird gemessen und an den Datenflußgraphen weitergeleitet, um Spru¨nge und Risse in
der Bildschirmro¨hre zu erkennen. Die Datenflußkomponente SoundCard kapselt den Treiber
fu¨r die Soundkarte, in welcher das analoge Akustiksignal digitalisiert wird. Beispiele fu¨r Si-
gnalverla¨ufe einer defekten und einer funktionsfa¨higen Bildschirmro¨hre sind in Abbildung 4.6
dargestellt. Die Datenflußkomponente TrashCan la¨ßt bei jedem Signalsegment das erste Token,
das 4096 Signalwerte entha¨lt, durch und verwirft die u¨brigen. Das resultierende Signalsegment
wird in zwei verschiedene Zweige des Datenflußgraphen geleitet. Im ersten Zweig wird mit Hil-
fe der Datenflußkomponente Threshold-1 die absteigende Amplitude des Signals untersucht.
Im zweiten Zweig wird das Signalsegment mittels der Datenflußkomponente FFT in den Fre-
quenzbereich transferiert. Die Datenflußkomponente PeakFinder bestimmt den ho¨chsten Peak
im Spektrum. Anschließend werden die Ergebnisse der beiden Zweige als Eingabe fu¨r einen
Fuzzyklassifizierer bestehend aus zwei Datenflußkomponenten Fuzzify-A und Fuzzify-B und
einer Inferenzkomponente FuzzyLogic verwendet. Die Schwellwertbestimmungskomponente
Threshold-2 bestimmt, ob der Zugeho¨rigkeitsgrad des Fuzzyausgabeterms crack oberhalb einer
bestimmten Schranke liegt. Dementsprechend wird die Bildschirmro¨hre als defekt (crack) oder
nicht defekt (ok) eingestuft. Das Ergebnis wird durch die Datenflußkomponente BinaryDisplay
auf einem Kontrollmonitor in Form eines Bina¨rsignals ausgegeben. Außerdem wird ein Aktuator
mit Hilfe von DigitalIO angesteuert, der die defekte Bildschirmro¨hre vom Fließband entfernt.
2Iconnect [MRSS01] ist ein von der Firma Micro-Epsilon Meßtechnik GmbH & Co. KG entwickeltes Bild- und
Signalverarbeitungswerkzeug.
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Slider Decoupler (2)
SoundCard TrashCan FFT PeakFinder Fuzzify-B
Threshold-1 Accumulator Fuzzify-A FuzzyLogic Threshold-2 Digital IO
BinaryDisplay
Abbildung 4.6: Datenflußgraph zur Klassifizierung von Bildschirmro¨hren
Der Benutzer ist in der Lage, den Schwellwert bezu¨glich des Zugeho¨rigkeitsgrades des Fuzzy-
terms mit Hilfe der Slider-Komponente zu a¨ndern.
Dieses Beispiel veranschaulicht
• zum einen den Einsatz einer nichtdeterministischen Decoupler-Komponente zur Entkopp-
lung der Datenflußkomponente Threshold-2 von der Benutzereingabe.
• zum anderen, daß es mo¨glich ist, Bild- und Signalverarbeitungsanwendungen alleine mit-
tels Signalverarbeitungskomponenten (vergleiche Abschnitt 4.3.2) ohne Verwendung von
Adapter- und Kontrollflußkomponenten zu realisieren, wenn man leichte Einschra¨nkungen
im Anwendungskomfort in Kauf nimmt. So ist zum Beispiel die Verwendung der Da-
tenflußkomponenten Slider und Decoupler nicht unbedingt erforderlich. Signalverarbei-
tungskomponenten geho¨ren alle dem Datenflußparadigma Colored SDF an und besitzen
somit eine NICHTTURINGA¨QUIVALENTE TOKENMASCHINE. Damit sind solche Daten-
flußgraphen analysierbar.
• als drittes die ABWA¨GUNG ZWISCHEN ANALYSIERBARKEIT UND MODELLIERUNGS-
MA¨CHTIGKEIT. Der Anwendungsprogrammierer kann entscheiden, ob die Einstellung die-
ses Schwellwertes zur Laufzeit wirklich erforderlich ist oder ob dieser Schwellwert zur
Laufzeit – nach einer Kalibrierphase – sowieso konstant bleibt.
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4.3.4 Denotationelle Semantik
Aus den gegebenen funktionalen Beschreibungen der Datenflußkomponenten von Colored SDF
und Colored BDF la¨ßt sich eine denotationelle Semantik herleiten. Fu¨r Colored DDF ist dies
nicht mo¨glich, da Nichtdeterminismus sich nicht in Form von Funktionen sondern nur als Rela-
tionen beschreiben la¨ßt. Dabei gilt [Sch97]:
DEFINITION 4.3.1: Die BEDEUTUNG EINES WOHLDEFINIERTEN PROGRAMMS ist eine ma-
thematische Funktion von den Eingabe- zu den Ausgabedaten. Die Schritte zur Berechnung der
Ausgabe sind unwichtig; allein die Relation von Eingabe zu Ausgabe ist entscheidend.
Die zugrundeliegende Theorie geht auf [Kah74] zuru¨ck (vergleiche auch Abschnitt 2.2.8) und
basiert auf der Theorie von Fixpunkten [DP02].
DEFINITION 4.3.2:
1. Eine Funktion f : Sm → Sn heißt PRA¨FIXMONOTON oder ORDNUNGSERHALTEND, falls
∀x, y ∈ Sm : x ⊑ y ⇒ f(x) ⊑ f(y) . (4.32)
Mehr Information u¨ber die Eingabe fu¨hrt zu mehr Information u¨ber die Ausgabe. Die
Semantik eines Programms muß infolgedessen eine monotone Funktion sein.
2. Eine Funktion f : Sm → Sn ist STETIG, falls f(C) ein Supremum ⊔ f(C) fu¨r jede Kette
C ⊂ Sm besitzt und
f(
⊔
C) =
⊔
f(C) . (4.33)
Eine endliche Ausgabe ha¨ngt somit nur von einer endlichen Eingabe ab. Die Ausgabe, die
aus einer vollsta¨ndigen Kenntniss der unendlichen Eingabedaten resultiert, entha¨lt nicht
mehr Informationen als die Ausgabe, die an endliche Eingaben gebunden ist.
3. Die MENGE DER STETIGEN FUNKTIONEN wird folgendermaßen dargestellt:
[Sm → Sn] . (4.34)
Falls Sn eine CPO (Complete Partial Order) ist, dann ist auch die Menge der stetigen
Funktionen eine CPO. Die Funktion ⊥ : Sm → Sn liefert dabei immer εnS.
4. Eine Abbildung von Funktionen auf Funktionen nennt man FUNKTIONAL.
5. Ein Element einer geordneten Menge S wird als FIXPUNKT einer Funktion f : S → S
bezeichnet, wenn gilt:
f(s) = s . (4.35)
6. Das CPO-FIXPUNKT-THEOREM I besagt: Falls S eine CPO ist und f : S → S stetig ist,
dann existiert der kleinste Fixpunkt von f und ist gleich⊔
n≥0
fn(⊥) . (4.36)
88
Betrachtet man die gegebenen funktionalen Komponentenbeschreibungen, so kann man jeder
Datenflußkomponente fstream : Sm → Sn ein Funktional
Φ : [Sm → Sn]→ [Sm → Sn] (4.37)
zuordnen. Indem man nun Φ startend bei der undefinierten Funktion
⊥ : Sm → Sn (4.38)
sukzessive anwendet wird eine immer bessere Approximation von f berechnet:
Φ(Φ(. . . (Φ(⊥) . . . ))) . (4.39)
Angewandt auf einen Eingabestrom r′ = x • r erha¨lt man:
Φ(fstream)(x • r) =
{
ftoken(x) • fstream(r) falls x ∈ (Sf)n (Sf : Menge endlicher Stro¨me)
εS sonst
(4.40)
Dabei ist die Semantik von f gegeben als kleinster Fixpunkt dieser Kette von Approximationen
(CPO-Fixpunkt-Theorem I) [Lee97, LP95, DP02].
Will man nun die denotationelle Semantik eines Datenflußgraphen bestimmen, so ergibt sich
diese kompositionell aus den Semantiken der Teilgraphen, indem die Hintereinanderschaltung,
Parallelkomposition und Projektion auf Teilausgaben entsprechend beru¨cksichtigt wird. So gilt
beispielsweise [LP95, Lee97]:
Φ(f1 ◦ f2) = Φ1(f1) ◦ Φ2(f2) (4.41)
Φ(f1||f2) = Φ1(f1)||Φ2(f2) (4.42)
4.3.5 Probleme und Lo¨sungen
Betrachtet man die sechs Signalmerkmale (siehe Abschnitt 3.3.2), so kann man diese in zwei
Gruppen unterteilen:
• STATISCHE MERKMALE: Abtastperioden, Blockla¨ngen, Wertemengen, physikalische Ein-
heiten
• DYNAMISCHE MERKMALE: Startzeitpunkte, farbige Blockmarkierungen
Aus Datenflußkomponenten lassen sich nun verschiedenste Constraints bezu¨glich dieser Signal-
merkmale herleiten, welche die WOHLDEFINIERTHEIT dieser jeweiligen Datenflußkomponente
garantieren.
Constraints, welche die statischen Merkmale betreffen, werden durch das in Kapitel 5 vorge-
stellte Interface-Typsystem u¨berpru¨ft. Constraints bezu¨glich des dynamischen Merkmals farbige
Blockmarkierung, wie zum Beispiel die korrekte Abfolge solcher Markierungen, werden mittels
dem in Kapitel 6 pra¨sentierten Model-Checking-Verfahren getestet.
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δ(a) Leichte Zeitverschiebung
(c) Unterschiedliche Endzeiten
(b) Unterschiedliche Startzeiten
(d) Lücken
Abbildung 4.7: Unterschiedliche Kombinationen von Signalsegmenten (Zeitbereich)
Die verbleibenden Probleme resultieren aus den unterschiedlichen Zeitbereichen verschiede-
ner Signalsegmente, was durch die dynamischen Merkmale Startzeitpunkte und farbige Block-
markierungen charakterisiert ist. In Abbildung 4.7 sind die grundlegenden Szenarien dargestellt.
1. LEICHTE ZEITVERSCHIEBUNG: Ha¨ufig unterscheiden sich zwei Signalsegmente, die
”
gleichzeitig“ von zwei verschiedenen Sensoren erfaßt wurden, um eine kleine Konstante
δ ∈ R (siehe Abbildung 4.7 (a)). Dies liegt beispielsweise an kleinen Phasenverschiebun-
gen der zur Abtastung verwendeten Taktsignale.
2. UNTERSCHIEDLICHE STARTZEITEN: Gro¨ßere Unterschiede in den Startzeiten zweier Si-
gnalsegmente (siehe Abbildung 4.7 (b)) ko¨nnen sich ergeben, wenn bei einem Meßobjekt
verschiedene Methoden zur Unterscheidung zwischen relevanten und irrelevanten Signal-
daten angewandt werden (vergleiche Abschnitt 3.3.4). Sind die beiden Signalsegmente
unterschiedlichen Meßobjekten zuzuordnen, dann sind solche Unterschiede in den Start-
zeiten ohne gro¨ßeren Aufwand nicht zu vermeiden. Außerdem ko¨nnen sich die La¨ngen
zweier Signalsegmente unterscheiden.
3. UNTERSCHIEDLICHE ENDZEITEN: ¨Ahnlich wie die Startzeiten ko¨nnen sich auch die End-
zeiten zweier Signalsegmente unterscheiden (siehe Abbildung 4.7 (c)). Die Gru¨nde sind
a¨hnlich wie bei den unterschiedlichen Startzeiten.
4. LU¨CKEN: In dem Zeitraum, der durch die Start- und Endzeit des einen Signalsegmentes
bestimmt ist, sind mehrere Signalsegmente des anderen physikalischen Signals enthalten.
Dieses Pha¨nomen hat a¨hnliche Ursachen wie die unterschiedlichen Startzeiten zweier Si-
gnalsegmente.
Jede mo¨gliche Kombination dieser Grundszenarien ist mo¨glich. So ko¨nnte ein Signalsegment
eine fru¨here Startzeit und eine spa¨tere Endzeit haben als ein anderes Signalsegment.
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Je nachdem, welche Constraints eine Datenflußkomponente definiert, ko¨nnen sich diese Sze-
narien als Probleme erweisen oder auch nicht. Erwartet zum Beispiel eine Datenflußkomponen-
te, daß Signalsegmente mit gleichem Zeitbereich an ihren Einga¨ngen anliegen, so sind geeignete
Maßnahmen zu ergreifen:
1. LEICHTE ZEITVERSCHIEBUNG: Im Falle einer Zeitversetzung um einen konstanten Wert
δ wird eine Adapterkomponente eingefu¨gt, welche das Signalsegment mit dem fru¨heren
Startzeitpunkt zeitlich nach hinten verschiebt.
2. UNTERSCHIEDLICHE STARTZEITEN UND ENDZEITEN: Dieser Fall erfordert die Mitwir-
kung des Anwendungsentwicklers, da dem Entwurfssystem keine ausreichende Informa-
tion zur automatischen Lo¨sung vorliegt. Als Lo¨sung bieten sich an – abha¨ngig von der
jeweiligen Anwendung –
• sowohl eine Anpassung der Methodik zur Unterscheidung zwischen relevanten und
irrelevanten Daten zum Beispiel mittels einer Lichtschranke
• als auch die Verwendung von Adapterkomponenten beispielsweise zur zeitlichen Ver-
schiebung, zur Extrapolation beziehungsweise zum Auffu¨llen des ku¨rzeren Signal-
segmentes mittels Dummywerten beziehungsweise zum Abschneiden des la¨ngeren
Signalsegmentes.
Falls offensichtlich ist, welche Art von Adapterkomponenten in einer Anwendung eingefu¨gt wer-
den sollen, kann dies auch automatisch durch das in Kapitel 5 vorgestellte Interface-Typsystem
erfolgen (vergleiche Abschnitt 5.4.6).
4.4 Innovative Aspekte
Die innovativen Aspekte des vorgestellten Komponentenmodells lassen sich wie folgt zusam-
menfassen:
• Erweiterung der klassischen Datenflußparadigmen: Die klassischen Datenflußparadig-
men SDF, BDF und DDF wurden dergestalt erweitert, daß nun physikalische Signale ent-
sprechend dem neuen Signalmodell (siehe Kapitel 3) verarbeitet werden ko¨nnen. Dabei
wurde eine allgemeine Colored-SDF-Komponente definiert, indem fu¨r die Strom-, Token,
Block- und Punktmengen des neuen Signalmodells jeweils eine passende Funktion angege-
ben wurde. Analog wurde im Falle der Colored-BDF-Komponenten cswitch und cselect
verfahren. Es wurden zudem die Schritte zur Herleitung einer denotationellen Semantik
skizziert. Insgesamt betrachtet wurde damit die Grundlage fu¨r eine neue HIERARCHIE
VON DOMA¨NENSPEZIFISCHEN PROGRAMMIERSPRACHEN gelegt.
• Unterstu¨tzung der Fehlererkennung: Wichtig bei der Definition der Datenflußkompo-
nenten waren die Bedingungen, die bei den einzelnen Teilfunktionen angegeben waren.
Diese Regeln werden im folgenden Kapitel aufgegriffen und systematisiert, um dann dar-
auf ein geeignetes Interface-Typsystem zur fru¨hzeitigen Fehlererkennung zu definieren.
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• Explizite Kontrolle u¨ber Komplexita¨t: Ein weiterer wichtiger Aspekt bei der Modellbil-
dung war die Unterteilung aller Datenflußkomponenten in drei Kategorien: Signalverarbei-
tungs-, Adapter- und Kontrollflußkomponenten. Da alle Signalverarbeitungskomponenten
als Colored SDF modelliert sind, ero¨ffnet dies dem Entwickler die WAHLMO¨GLICHKEIT
ZWISCHEN ANALYSIERBARKEIT UND MODELLIERUNGSMA¨CHTIGKEIT. Je nach Bedarf
kann ein Datenflußgraph bestehend aus Colored-SDF-Komponenten um weitere Adapter-
komponenten wie Collector, Splitter, Cutter beziehungsweise Filler oder Kontrollfluß-
komponenten wie CSwitch, CSelect und CMerge und darauf aufbauenden Kontrollfluß-
strukturen wie if-then-else, while- beziehungsweise for-next-Schleifen angereichert wer-
den.
Das vorgestellte neue Modell fu¨r Datenflußkomponenten bildet zusammen mit dem in Kapitel 3
entwickelten Modell physikalischer Signale die Grundlage fu¨r die in den folgenden Kapiteln
eingefu¨hrten Verfahren der Interfacetypbestimmung und des Model Checkings.
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Kapitel 5
Interface-Typsystem
Pacta sunt servanda.
Im Zentrum dieses Kapitels steht ein neues Interface-Typsystem fu¨r datenflußorientierte ein-
gebettete Systeme (vergleiche [MG03, May04a]). Nach der Formulierung der Anforderungen
an dieses neue Interface-Typsystem werden in einem na¨chsten Schritt an einem Beispiel die
Mo¨glichkeiten von Typconstraints erla¨utert. Anschließend wird dieses neue Typsystem vorge-
stellt. Dieses teilt sich in das neue Modell der Interfacetypen und das dazu passende Typbestim-
mungsverfahren auf. Eine Zusammenfassung der innovativen Aspekte rundet das Kapitel ab.
5.1 Anforderungen
Die Anforderungen an das neue Interface-Typsystem lauten:
• ENTWURFSBEGLEITENDE ¨UBERPRU¨FUNG: Die Typpru¨fung soll entwurfsbegleitend
stattfinden. Wa¨hrend der Entwickler sukzessive Komponenten-Icons in der Zeichenfla¨che
des Entwurfstools plaziert und die Schnittstellen dieser Icons mittels Kanten miteinander
verbindet, soll unverzu¨glich die Einhaltung der Typconstraints gepru¨ft werden. Im Feh-
lerfall ist eine sofortige Ru¨ckmeldung an den Benutzer zu gewa¨hrleisten, so daß dieser
unmittelbar reagieren kann.
• INKREMENTELLE TYPPRU¨FUNG: Die Typpru¨fung soll inkrementell erfolgen. Das bedeu-
tet, daß Ergebnisse vorheriger Checks – soweit wie mo¨glich – wiederverwendet werden,
um unno¨tige Berechnungen zu vermeiden. Dies ist besonders interessant, da im interakti-
ven Entwurf die Reaktionszeit des Typpru¨fungsalgorithmus erheblich zum BEDIENKOM-
FORT beitra¨gt.
• TYPCONSTRAINTS ZU SIGNALMERKMALEN: Das Interface-Typsystem soll Typcon-
straints zu den in Abschnitt 3.3.2 genannten Merkmalen
– Startzeitpunkte
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– Abtastperioden
– Wertemengen (klassische Datentypen)
– physikalische Einheiten
– Blockla¨ngen
– farbige Blockmarkierungen
u¨berpru¨fen. Die Typconstraints sollen dabei die WOHLDEFINIERTHEIT der von den Kom-
ponenten gekapselten Algorithmen sicherstellen.
• BERU¨CKSICHTIGUNG DER KOMPONENTENPARAMETER: Die vom Benutzer in den Dia-
logfenstern der Datenflußkomponenten einstellbaren Parameter sollen bei der Typpru¨fung
mit beru¨cksichtigt werden. So soll es mo¨glich sein, Typconstraints zwischen Parametern
und Interfacetypen definieren zu ko¨nnen.
5.2 Beispiele zu Typconstraints
In Abbildung 5.1 sind verschiedene Beispiele fu¨r Typconstraints dargestellt. Dabei kann man
Regelmuster (im folgenden als Constraint-Pattern bezeichnet) erkennen, die bei verschiedenen
Algorithmen aus dem Bereich der Bild- und Signalverarbeitung immer wieder auftauchen (ver-
gleiche auch Abschnitt 4.3.3.1):
1. PUNKTWEISE TRANSFORMATION: Diese ist dadurch gekennzeichnet, daß eine una¨re
Funktion auf jeweils einen Signalpunkt angewandt wird. Der Definitionsbereich und die
Signalmerkmale, die den Datentransport betreffen, sind bei einem Eingangs- und dem zu-
geho¨rigen Ausgangssignal identisch. Abbildung 5.1 (a) listet die Typconstraints auf und
gibt diverse Beispiele.
2. PUNKTWEISE KOMBINATION: Hier werden Funktionen auf Punkte von jeweils zwei oder
mehr Eingangssignalen angewandt, um einen Punkt des Ausgangssignals zu berechnen.
Auch hier sind die Typconstraints fu¨r Definitionsbereich und Datentransportmerkmale
identisch. Lediglich bei den Typconstraints, die den Wertebereich betreffen, unterschei-
den sich die in diese Kategorie fallenden Funktionen (Abbildung 5.1(b)).
3. BLOCKWEISE EXTRAKTION: In diesem Fall wird aus allen Werten eines Signalblockes
jeweils ein Wert ermittelt. Dies ist zum Beispiel bei der Ermittlung vieler Statistiken gege-
ben (Abbildung 5.1(c)).
4. SEGMENTWEISE EXTRAKTION: Diese Form der Ermittlung eines Wertes aus allen Wer-
ten eines Signalsegmentes (siehe Abbildung 5.1 (d)) ist ein Spezialfall der blockweisen
Extraktion. Es werden zuerst alle Token eines Signalsegmentes mittels einer Collector-
Komponente (siehe Abschnitt 4.3.3.2) zu einem Token aufgesammelt und anschließend
eine blockweise Extraktion durchgefu¨hrt.
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(f)  Kantendetektion (Punktweise Transformation)
Ähnliche Datenflußkomponenten:
Bildverarbeitungsalgorithmen
- Erzeugen von Bildern aus
   Bitmasken
- Aufspüren von Zusammen-
   hangskomponenten
- Subsampling von Bildern
Typconstraints:
a11
- a2 ∈ [0; a11·a12]
a2
a12
- bm2 = bm1
- bl2 = bl1
- ts2 = ts1 
- tp2 = tp1 
(a) Punktweise Transformation
Datenflußkomponenten:
Unäre Funktionen wie
- log(x), xn
- Bildverarbeitungsalgorithmen
   (Kantendetektion, Glättung, etc.)
- Finden eines Peaks im Spektrum
Typconstraints:
- tp2 = tp1 
- bm2 = bm1
- ts2 = ts1 
- bl2 = bl1
(e) FFT (Blockweise Extraktion)
Ähnliche Datenflußkomponenten:
- Inverse FFT
Typconstraints:
- arraysize a2 = bl1
- bl1  ∈ {2i | i ∈    }
- bl2 = 1
a2
- tp2 = bl1·tp1 
- ts2 = ts1 
- bm2 = bm1
(b) Punktweise Kombination
Datenflußkomponenten:
Binäre Funktionen wie
- Arithmetische Operationen 
   auf Skalaren, Vektoren, usw.
- Logische Operationen
Typconstraints:
- tp3 = tp2 = tp1 
- bm3 = bm2 = bm1
- ts3 = ts2 = ts1
- bl3 = bl2 = bl1
(c) Blockweise Extraktion
Datenflußkomponenten:
- Ermittlung von Statistiken
   (Mittelwert, Minimum,
   Maximum, Abweichung, etc.)
- FFT
Typconstraints:
- tp2 = bl1·tp1 
- bl2 = 1
- bm2 = bm1
- ts2 = ts1 
(d) Segmentweise Extraktion
Datenflußkomponenten:
- Ermittlung von Statistiken
   (Mittelwert, Minimum,
   Maximum, Abweichung, etc.)
Typconstraints:
- bl2 = 1
- bm2 = e
- ts2 = ts1 
- x1 = double
- x2 = complex [a2]
- x1 = int [a11][a12]
- x2 = int [2][a2]
- pu2 = pu1 = "--"
- pu2 = pu1 = "--"
N
Abbildung 5.1: Constraint-Pattern
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gekapselter
Algorithmus
Typconstraints
zwischen Interfacetypen
Gleichheit
Multiplikation und Division
Mehrdimensionale Polynome
Interfacetypen
für relevante Signalmerkmale
Physikalische Einheit
Blocklänge
Blockmarkierung
Startzeit
Abtastperiode
Wertemenge
x
y
z
Interface
type (x) = (xST, xSP, xVS, xPU, xBL, xBM) 
Abbildung 5.2: Interfacetypen und Typconstraints einer Datenflußkomponente
Ein prominentes Beispiel fu¨r blockweise Extraktion ist die Fast-Fourier-Transformation (sie-
he Abbildung 5.1 (e)). Es wird jeweils ein Signalblock aus double-Werten in einen komplex-
wertigen Vektor transferiert, dessen Gro¨ße der Blockgro¨ße des Eingangssignals entspricht. Die
Abtastperiode des Ausgangssignals ergibt sich dabei als Produkt aus Blockla¨nge und Abtastpe-
riode eines Eingangssignals. Die Startzeitpunkte und die farbigen Blockmarkierungen sind bei
Eingangs- und zugeho¨rigem Ausgangssignal identisch.
Ein Beispiel fu¨r eine punktweise Transformation ist durch die Kantendetektion bei Bildern
gegeben (siehe Abbildung 5.1 (f)). Aus Bildern, die zweidimensionalen Arrays fester Gro¨ße ent-
sprechen, werden jeweils Kanten extrahiert. Jede Kante ist durch Start- und Endpunkt gekenn-
zeichnet. Die Anzahl der Kanten kann aber von Bild zu Bild variieren. Startzeiten, Abtastperi-
oden, Blockla¨ngen und farbige Blockmarkierungen sind bei Ein- und Ausgangssignal identisch.
5.3 Neues Modell der Interfacetypen
Dieser Abschnitt beinhaltet ein neues Modell fu¨r Interfacetypen. Nach einigen einfu¨hrenden De-
finitionen folgt die Beschreibung der Typdoma¨ne bestehend aus Typtraits. In diesem Zusam-
menhang werden die mathematischen Modelle, die dem Interface-Typsystem zugrundeliegen,
vorgestellt. Dabei spielt auch Polymorphismus eine zentrale Rolle. Am Ende dieses Abschnittes
sind die Typconstraints erla¨utert.
5.3.1 Definitionen
In diesem Abschnitt werden einige fu¨r dieses neue Modell der Interfacetypen grundlegende Be-
griffe eingefu¨hrt, die fu¨r das Versta¨ndnis dieses Kapitels notwendig sind.
DEFINITION 5.3.1:
1. Ein INTERFACE ist eine Schnittstelle einer Datenflußkomponente [Xio02], zum Beispiel x
in Abbildung 5.2.
2. Ein INTERFACETYP bestimmt die Menge der zula¨ssigen Werte des jeweiligen Interfaces.
3. Eine TYPDOMA¨NE ist die Menge aller mo¨glichen Typen.
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Abbildung 5.2 stellt eine Datenflußkomponente mit den Schnittstellen x, y und z dar. Der Interfa-
cetyp type(x) des Interfaces x – das Analogon eines Datentyps – ist ein Element der Typdoma¨ne
DOM = ST× SP× VS× PU× BL× BM (5.1)
ST : Typtrait fu¨r Startzeiten
SP : Typtrait fu¨r Abtastperioden
VS : Typtrait fu¨r Wertemengen
PU : Typtrait fu¨r physikalische Einheiten
BL : Typtrait fu¨r Blockla¨ngen
BM : Typtrait fu¨r farbige Blockmarkierungen
.
Die verschiedenen Elemente dieses Kreuzprodukts werden als TYPTRAITS bezeichnet und im
folgenden Abschnitt na¨her erla¨utert.
5.3.2 Typdoma¨ne
Im folgenden werden die einzelnen Typtraits genauer betrachtet. Außerdem wird erla¨utert, in
welcher Weise dieses Typsystem Polymorphismus unterstu¨tzt.
5.3.2.1 Typtraits
Als erstes werden die Mengen, welche die Typtraits darstellen, eingefu¨hrt. Anschließend wird
gezeigt, daß auf allen Typtraits eine partielle Ordnung definiert ist. Alle in diesem Abschnitt
vorgestellten Typtraits bilden vollsta¨ndige Verba¨nde [Bir84]. Vor der Definition eines Verbandes
beziehungsweise eines vollsta¨ndigen Verbandes sind aber die Begriffe Schranke, obere und un-
tere Schranke und kleinste obere und gro¨ßte untere Schranke zu kla¨ren. Dabei ist im Hinblick
auf das Typbestimmungsverfahren (vergleiche Abschnitt 5.4) vor allem interessant, wie Infimum
und Supremum fu¨r die einzelnen Typtraits ermittelt werden.
Typtraits als Mengen: Typtraits stellen die Bausteine der Typdoma¨ne dar (siehe Abbil-
dung 5.3). Zur Konstruktion einiger Typtraits ist das Funktional G erforderlich, welches aus
einer gegebenen nichtleeren Menge Z eine Menge von Mengen erzeugt, in welcher Z, alle ein-
elementigen Teilmengen von Z und die leere Menge ∅ enthalten sind.
G(Z) = {Z, ∅} ∪ {Z′|Z′ ⊆ Z ∧ |Z′| = 1} (5.2)
• Die STARTZEITEN beziehungsweise die FARBIGEN BLOCKMARKIERUNGEN eines Si-
gnalsegmentes sind in der Regel bis zur Ausfu¨hrung des Datenflußgraphen unbekannt. Erst
dann werden die physikalischen Eingabesignale digitalisiert und anschließend die Startzei-
ten und farbigen Blockmarkierungen bestimmt. Nichtsdestotrotz erlaubt die Verwendung
von symbolischen Werten einige ¨Uberpru¨fungen zur Entwurfszeit (wie zum Beispiel die
Gleichheit der farbigen Blockmarkierungen zweier physikalischer Signale). Die Typtraits
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ST und BM modellieren die mo¨glichen Typbelegungen fu¨r die Startzeiten und die farbigen
Blockmarkierungen:
ST = G ({si|0 < i ≤ k ∧ i, k ∈ N}) (5.3)
BM = G ({bi|0 < i ≤ l ∧ i, l ∈ N} ∪ {o}) (5.4)
Dabei stellen si und bi symbolische Werte dar. Die Werte fu¨r k ∈ N und l ∈ N re-
pra¨sentieren die jeweilige Zahl unterschiedlicher Startzeitpunkte beziehungsweise farbiger
Blockmarkierungen1. Die farbige Blockmarkierung o ∈ Ts (vergleiche Abschnitt 3.3.3)
wird als einziger nichtsymbolischer Wert in BM beru¨cksichtigt, da manche Datenfluß-
komponenten wie beispielsweise CSwitch (vergleiche Abschnitt 4.3.3.2) an einer oder
mehreren Schnittstellen Signalsegmente der La¨nge 1 erwarten. Fu¨r die ¨Uberpru¨fung von
Kommunikationsprotokollen betreffs der farbigen Blockmarkierungen werden in Kapitel 6
eine eigene Modellierung in Form von Fifomaten und ein dezidiertes Model-Checking-
Verfahren vorgestellt.
• PHYSIKALISCHE EINHEITEN werden als Sieben-Tupel modelliert, wobei jedes Element
einen Exponenten einer SI-Einheit darstellt. Die Verwendung von SI-Einheiten garantiert
dabei die Eindeutigkeit der Darstellung2. So gilt zum Beispiel:
(1, 1,−2, 0, 0, 0, 0) ∈ Z7 entspricht m1 · kg1 · sec−2 · A0 ·K0 ·mol0 · cd0 = Newton .
(5.5)
Der Typtrait PU modelliert alle mo¨glichen Typbelegungen bezu¨glich der physikalischen
Einheiten:
PU = G(Z7) (5.6)
• Die BASISTYPEN BT der WERTEMENGE VS sind gegeben als (vergleiche Abbildung 5.3
(e)):
BT = {⊥BT, number, bool, int, long, float, double, complex, string, BT} (5.7)
Alle Typen inklusive der Aggregationstypen Records und Arrays ko¨nnen als kleinster Fix-
punkt des Funktionals
F (Z) = BT︸︷︷︸
Basistypen
∪ {⊥VS, VS}︸ ︷︷ ︸
Bottom und Top
∪ Z ∪ (Z× Z)︸ ︷︷ ︸
Records
∪ (Z× I(N))︸ ︷︷ ︸
Arrays
(5.8)
bestimmt werden. Dabei stellt I(N) die Menge der Intervalle der natu¨rlichen Zahlen dar.
Die Menge der Basistypen inklusive Top- und Bottomelement ist das Ergebnis einer ein-
maligen Anwendung, wobei Z auf ∅ gesetzt wird:
F (∅) = BT ∪ {⊥VS, VS} . (5.9)
1Die Werte fu¨r k und l sind endlich, da diese durch die Gesamtanzahl der Schnittstellen aller im betrachteten
Datenflußgraphen vorhandenen Datenflußkomponenten begrenzt sind.
2Diese eindeutige Darstellung wird im gesamten Datenflußgraphen aufrecht erhalten. Nur bei der Anzeige in
Displays sind Umrechnungen in nichteindeutige Darstellungen, die weitere physikalische Einheiten wie beispiels-
weise Watt umfassen, sinnvoll.
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Bei zweimaliger Anwendung von F in der Form (F (F (∅))) erha¨lt man alle eindimensio-
nalen Arrays von Basistypen und alle Records bestehend aus zwei Basistypen und so fort.
Der Typtrait VS der Wertemengen wird in einem ersten Ansatz3 wie folgt konstruiert:
VS =
∞⋃
n=1
F n(∅) (5.10)
• ABTASTPERIODEN SP und Blockla¨ngen BL werden jeweils durch Intervalle von natu¨r-
lichen Zahlen repra¨sentiert (vergleiche Abschnitt 5.3 (d)). Ein solches Intervall wird im
Laufe des Typbestimmungsverfahrens solange verku¨rzt, bis es nur noch einen Wert entha¨lt.
Das Typbestimmungsverfahren ist in allen Details in Abschnitt 5.4 beschrieben. Array-
gro¨ßen AS werden fu¨r die Definition der Wertemengen beno¨tigt und werden auch als In-
tervalle natu¨rlicher Zahlen dargestellt.
Typtraits als partiell geordnete Mengen: Eine fu¨r die Typbestimmung grundlegende Voraus-
setzung ist, daß alle Typtraits partiell geordnete Mengen bilden.
DEFINITION 5.3.2: Sei X eine Menge. Eine PARTIELLE ORDNUNG auf X ist eine bina¨re Rela-
tion ≤ auf X , so daß gilt:
∀x, y, z ∈ X :

(i) x ≤ x Reflexivita¨t
(ii) x ≤ y ∧ y ≤ x⇒ x = y Antisymmetrie
(iii) x ≤ y ∧ y ≤ z ⇒ x ≤ z Transitivita¨t
(5.11)
Eine Menge X mit einer Ordnungsrelation≤ bezeichnet man als PARTIELL GEORDNETE MEN-
GE.
Eine weitere wichtige Eigenschaft der Typtraits ist das jeweilige Vorhandensein eines kleinsten
und eines gro¨ßten Elementes:
DEFINITION 5.3.3: Sei X eine partiell geordnete Menge. X hat ein kleinstes Element⊥X , wenn
gilt:
∀x ∈ X : ⊥X ≤ x . (5.12)
X hat ein gro¨ßtes Element ⊤X , wenn gilt:
∀x ∈ X : ⊤X ≥ x . (5.13)
3Auf diese Weise ko¨nnen alle mo¨glichen Arrays und Records konstruiert werden. Diese in der Theorie
wu¨nschenswerte Eigenschaft fu¨hrt aber in der Praxis zu Terminierungsproblemen bei der Typbestimmung. Diese
Typbestimmung basiert na¨mlich auf der Berechnung eines kleinsten Fixpunktes. Daher wird n auf einen endlichen
Wert gesetzt. Dieses Problem und die zugeho¨rige Lo¨sung sind ausfu¨hrlich in Abschnitt 5.4.5 behandelt.
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(e) Basisdatentypen (f) Wertemengen (klassische Datentypen) 
(a) Startzeiten
(d) Abtastperioden, Arraygrößen, Blocklängen
(b) Blockmarkierungen
(c) Physikalische Einheiten
{s1} {s2}
ST
ST
{sj}
BT × BT BT × 
{(0,0,0,0,0,0,0)}
 
{(1,0,0,0,0,0,0)}
 
PU
PU
[1;1] [2;2] [3;3]
[1;2] [2;3] [3;4]
[4;4]
[1;3] [2;4]
[4;5]
[3;5] [4;6]
number
string bool int long float double complex BT BT
BT BT
BT
BT
VS
VS
{o}
 
{b1} {bk}
BM
BM
BT
BT
BT
I(N)
I(N)
I(N)
I(N)
I(N)
Abbildung 5.3: Hasse-Diagramme der Typtraits
Fu¨r den Nachweis obiger Eigenschaften fu¨r die jeweiligen Typtraits sind folgene Lemmata
erforderlich.
LEMMA 5.3.1: Das Kreuzprodukt der partiell geordneten Mengen X1, . . . , Xn ist eine partiell
geordnete Menge mit der Ordnung
(x1, . . . , xn) ≤ (y1, . . . , yn)⇔ ∀i ∈ {1, . . . , n} : xi ≤ yi , (5.14)
wobei xi, yi ∈ Xi sind.
Ein Beweis findet sich in [DP02]. Gibt es in allen an einem Kreuzprodukt beteiligten Mengen
X1, . . . , Xn ein kleinstes Element, dann entsteht das kleinste Element des Kreuzprodukts aus
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diesen. Analog wird das gro¨ßte Element des Kreuzprodukts erzeugt4.
LEMMA 5.3.2: Die Vereinigung X∪˙Y disjunkter partiell geordneter Mengen X und Y ist
partiell geordnet, wobei nur Elemente, die urspru¨nglich in derselben Menge waren, verglichen
werden.
Ein Beweis findet sich in [DP02]. Die Menge besitzt aber kein gemeinsames kleinstes oder
gro¨ßtes Element, selbst wenn kleinste und gro¨ßte Elemente in X und Y enthalten sind.
LEMMA 5.3.3: Sei X eine partiell geordnete Menge und seien ⊤ und ⊥ keine Elemente von
X . Dann ist
X ′ = X∪˙{⊤,⊥} (5.15)
mit der Ordnung
∀x, y ∈ X ′ : x ≤ y ⇔ x = ⊥∨ y = ⊤ ∨ x ≤ y in X (5.16)
eine partiell geordnete Menge mit ⊥ als kleinstem Element und ⊤ als gro¨ßtem Element.
Nach diesen mathematischen Einfu¨hrungen kommt jetzt die erste zentrale Aussage bezu¨glich
der Typtraits.
SATZ 5.3.1: Die Typtraits ST, SP, VS, PU, BL, BM sind partiell geordnete Mengen.
BEWEIS 5.3.1: Der Beweis gliedert sich in drei Teile. Zum einen werden alle Mengen einbezo-
gen, welche mit dem Funktional G aus Gleichung 5.2 erzeugt wurden. Der zweite Teil behandelt
die Menge aller Intervalle in N. Der dritte Teil bezieht sich auf die durch das Funktional F aus
Gleichung 5.8 definierte Menge VS.
1. Fall (ST, PU und BM):
Gegeben: Sei Y eine beliebige nichtleere Menge. Sei G(Y ) definiert durch die Glei-
chung 5.2.
Behauptung: Dann ist durch die Relation ⊇ eine partielle Ordnung auf G(Y ) definiert.
Beweis: Die Teilmengenbeziehung⊆ definiert eine Ordnung auf G(Y). Somit ist durch ⊇
die duale Ordnung gegeben [DP02].
⇒ Behauptung.
Damit gilt auch, daß ST, PU und BM mit der Ordnung ⊇ partiell geordnete Mengen sind.
2. Fall (SP und BL):
Gegeben: Sei I(N) die Menge aller Intervalle in N.
Behauptung: Dann ist durch ⊇ eine partielle Ordnung auf I(N) definiert.
4∪˙ steht in dieser Arbeit fu¨r disjunkte Vereinigung.
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Beweis: Analog zu Fall 1.
⇒ Behauptung.
Damit gilt auch, daß SP und BL mit der Ordnung ⊇ partiell geordnete Mengen sind.
3. Fall (VS):
Gegeben: Sei die Menge der Basistypen gegeben durch Gleichung 5.7. Sei auf BT die in
Abbildung 5.3 (e) vorgegebene Ordnung ≤ und auf I(N) die Ordnung ⊇ definiert.
Behauptung: Dann ist auf VS induktiv eine Ordnung≤ definiert, welche eine Erweiterung
der Ordnungen von BT und I(N) darstellt. Es gibt zudem ein kleinstes Element ⊥VS und
ein gro¨ßtes Element  VS.
Beweis:
(a) Induktionsanfang (n = 1): F 1(∅) = F (∅) = BT ∪ {⊥VS, VS} ist aufgrund Lem-
ma 5.3.3 partiell geordnet. Das kleinste Element ist ⊥VS, und das gro¨ßte Element ist
 VS.
(b) Induktionsschritt (n −→ n+ 1):
F n+1(∅)
= F (F n(∅))
= BT ∪ {⊥VS, VS} ∪ F n(∅) ∪ (F n(∅)× F n(∅)) ∪ (F n(∅)× I(N))
= ({⊥VS, VS} ∪ F
n(∅)) ∪˙(F n(∅)× F n(∅))∪˙(F n(∅)× I(N))
(5.17)
i. F n(∅) = X∪˙{⊥VS, VS} ist geordnet (Induktionsvoraussetzung)
ii. (F n(∅)×F n(∅))∪˙{⊥VS, VS} ist geordnet gema¨ß den Lemmata 5.3.1 und 5.3.3
mit ⊥VS als kleinstem und  VS als gro¨ßtem Element.
iii. (F n(∅) × I(N))∪˙{⊥VS, VS} ist geordnet gema¨ß den Lemmata 5.3.1 und 5.3.3
mit ⊥VS als kleinstem und  VS als gro¨ßtem Element.
iv. Damit ist X∪˙(F n(∅)×F n(∅))∪˙(F n(∅)×I(N))∪˙{⊥VS, VS} geordnet (verglei-
che Lemmata 5.3.2 und 5.3.3). Fu¨gt man ⊥VS als das kleinste Element und  VS
als das gro¨ßte Element hinzu, folgt die Behauptung.
⇒ Behauptung.
⇒ Satz 5.3.1. 2
Infima und Suprema der einzelnen Typtraits: Nach einer Reihe einleitender Definitionen
werden das Infimum und das Supremum der jeweiligen Typtraits vorgestellt.
DEFINITION 5.3.4:
1. Sei X eine geordnete Menge und Y ⊆ X . Ein Element x ∈ X ist eine OBERE SCHRANKE
fu¨r Y , falls gilt:
∀y ∈ Y : y ≤ x (5.18)
Die MENGE ALLER OBEREN SCHRANKEN von Y bezeichnet man mit Yu.
102
2. SeiX eine geordnete Menge und Y ⊆ X . Ein Element x ∈ X ist eine UNTERE SCHRANKE
fu¨r Y , falls gilt:
∀y ∈ Y : y ≥ x (5.19)
Die MENGE ALLER UNTEREN SCHRANKEN von Y bezeichnet man mit Yl.
3. Falls Yu ein kleinstes Element besitzt, dann bezeichnet man dieses als KLEINSTE OBERE
SCHRANKE oder SUPREMUM.
4. Falls Yl ein gro¨ßtes Element besitzt, dann bezeichnet man dieses als GRO¨SSTE UNTERE
SCHRANKE oder INFIMUM.
Folgendes Lemma liefert Berechnungsvorschriften fu¨r Infimum und Supremum bezu¨glich
der verschiedenen Typtraits. Dabei ist fu¨r den Typbestimmungsalgorithmus (vergleiche Ab-
schnitt 5.4) besonders wichtig, daß die Berechnung des Supremums immer auf der SCHNITT-
MENGENBILDUNG basiert. Im Falle der Wertemenge VS wird dabei das Supremum beziehungs-
weise Infimum KOMPONENTENWEISE bestimmt.
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LEMMA 5.3.4: Es gibt BERECHNUNGSVORSCHRIFTEN FU¨R INFIMUM UND SUPREMUM auf
allen Typtraits. Diese lauten wie folgt:
1. Fu¨r alle mit Hilfe des Funktionals G u¨ber der Menge Y definierten Typtraits:
∀x, y ∈ G(Y ) : supG(Y ){x, y} = x ∩ y (5.20)
∀x, y ∈ G(Y ) : infG(Y ){x, y} =

x falls y = ∅
y falls x = ∅
Y sonst
(5.21)
2. Fu¨r die Intervalle I(N) auf den natu¨rlichen Zahlen:
∀x, y ∈ I(N) : supI(N){x, y} = x ∩ y (5.22)
∀x, y ∈ I(N) : infI(N){x, y} =
⋂
{z ∈ I(N)|x ∪ y ⊆ z} (5.23)
3. Fu¨r die Wertemenge VS:
∀x, y ∈ VS : supVS{x, y}=

supBT{x, y} falls x, y ∈ BT
(supVS{x1, y1}, supVS{x2, y2}) falls x = (x1, x2),
y = (y1, y2)Records
(supVS{x1, y1}, supI(N){x2, y2}) falls x = (x1, x2),
y = (y1, y2) Arrays
x falls y = ⊥VS
y falls x = ⊥VS
 VS sonst
(5.24)
∀x, y ∈ VS : infVS{x, y} =

infBT{x, y} falls x, y ∈ BT
(infVS{x1, y1}, infVS{x2, y2}) falls x = (x1, x2),
y = (y1, y2) Records
(infVS{x1, y1}, infI(N){x2, y2}) falls x = (x1, x2),
y = (y1, y2) Arrays
x falls y =  VS
y falls x =  VS
⊥VS sonst
(5.25)
BEWEIS 5.3.2:
1. Fall (ST, PU und BM):
Gegeben: Sei Y eine beliebige nichtleere Menge. Sei G(Y ) definiert durch die Glei-
chung 5.2, und sei auf G(Y ) die Ordnung ⊇ gegeben.
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Behauptung: Dann sind durch die Gleichungen 5.21 Infimum und Supremum auf G(Y )
definiert.
Beweis: Seien x, y zwei beliebige Elemente von G(Y ), die nach der gegebenen partiellen
Ordnung vergleichbar sind. Ohne Beschra¨nkung der Allgemeinheit gilt somit x ≤ y, was
laut Definition x ⊇ y bedeutet. Die fu¨r G(Y ) gegebene Definition des Supremums liefert
supG(Y ){x, y} = x ∩ y = y. Das heißt, fu¨r x ≤ y liefert supG(Y ){x, y} den Wert y. Dies
entspricht der Eigenschaft eines Supremums [DP02].
Seien x, y zwei beliebige Elemente von G(Y ), die nach der gegebenen partiellen Ordnung
nicht vergleichbar sind. Dann gilt, daß die Menge der oberen Schranken sowohl fu¨r x als
auch fu¨r y nur ∅ entha¨lt. Die kleinste obere Schranke fu¨r x und y ist somit auch ∅. Dies
entspricht dem Ergebnis von x ∩ y.
Somit ist in Gleichung 5.21 die Berechnungsvorschrift fu¨r das Supremum auf G(Y ) gege-
ben. Der Beweis fu¨r das Infimum verla¨uft analog. Daraus folgt die Behauptung.
2. Fall (SP und BL):
Gegeben: Sei I(N) die Menge aller Intervalle in N mit der Ordnung ⊇.
Behauptung: Dann sind durch die Gleichungen 5.23 Infimum und Supremum auf I(N)
definiert.
Beweis: vergleiche [DP02].
3. Fall (VS):
Gegeben: Sei die Menge der Basistypen gegeben durch Gleichung 5.7 mit der in Abbil-
dung 5.3 (e) vorgegebenen Ordnung. Supremum supBT{x, y} und Infimum infBT{x, y} fu¨r
je zwei Basistypen x und y sind gleichfalls aus dieser Abbildung ablesbar. Sei I(N) die
Menge der Intervalle der natu¨rlichen Zahlen mit der Ordnung⊇ und der in Gleichung 5.23
vorgegebenen Berechnungsvorschrift fu¨r Supremum und Infimum.
Behauptung: Dann sind mit Hilfe der Gleichungen 5.24 und 5.25 Supremum und Infimum
fu¨r die Wertemenge VS definiert.
Beweis:
(a) Induktionsanfang (n = 1): In F 1(∅) = F (∅) = BT ∪ {⊥VS, VS} ist fu¨r je zwei Ele-
mente das Supremum definiert. Sind beide Elemente in BT, dann wird das Supremum
wie gewohnt berechnet. Ist mindestens eines der beiden Elemente gleich ⊥VS, so ist
das andere Element das Supremum, da⊥VS das kleinste Element der Menge ist. Auf-
grund der Symmetrie der Ordnung ist  VS das Ergebnis der Supremumsbestimmung
mit einem beliebigen anderen Element.
(b) Induktionsschritt (n −→ n+ 1):
F n+1(∅)
= F (F n(∅))
= BT ∪ {⊥VS, VS} ∪ F n(∅) ∪ (F n(∅)× F n(∅)) ∪ (F n(∅)× I(N))
= {⊥VS, VS} ∪ (F
n(∅)∪˙(F n(∅)× F n(∅))∪˙(F n(∅)× I(N)))
(5.26)
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i. In F n(∅) = X∪˙{⊥VS, VS} gelte die gegebene Berechnungsvorschrift fu¨r das
Supremum (Induktionsvoraussetzung).
ii. Bei den gegebenen Kreuzprodukten wird die Berechnung des Supremums des
Kreuzprodukts durch eine koordinatenweise Erweiterung der Berechnung der
Suprema der beiden Teile definiert (vergleiche [DP02]).
iii. Durch Hinzunahme desselben neuen Topelementes  VS und desselben neuen
Bottomelementes⊥VS zu allen disjunkten Teilmengen wird die Bestimmung des
Supremums entsprechend erweitert (vergleiche Induktionsanfang).
iv. Vereinigt man nun diese einzelnen Mengen, so wird in jeder die vorgegebene
Bestimmung des Supremums durchgefu¨hrt. Da außerdem allen Teilmengen das
neue Topelement  VS und das neue Bottomelement ⊥VS gemeinsam ist (siehe
Punkt iii), sind Supremum und Infimum fu¨r zwei beliebige Elemente der gesam-
ten Menge F n+1(∅) definiert. Das Ergebnis ist die Berechnungsvorschrift von
Gleichung 5.24.
Aufgrund der Symmetrie der partiell geordneten Menge la¨ßt sich die Gu¨ltigkeit der
Berechnungsvorschrift fu¨r das Infimum analog zeigen.
⇒ Behauptung.
⇒ Satz 5.3.4. 2
Typtraits als vollsta¨ndige Verba¨nde: Aufbauend auf die bisher eingefu¨hrten Begriffe sind
Verband und vollsta¨ndiger Verband definiert:
DEFINITION 5.3.5:
1. Eine nichtleere partiell geordnete Menge bildet einen VERBAND, falls fu¨r je zwei Elemente
der Menge Infimum und Supremum existieren.
2. Falls fu¨r alle Teilmengen einer nichtleeren partiell geordneten Menge Infimum und Su-
premum existieren, dann bezeichnet man diese Menge als VOLLSTA¨NDIGEN VERBAND.
Folgender Satz bildet die Grundlage des Typbestimmungsalgorithmus:
SATZ 5.3.2: Die Typtraits ST, SP, VS, PU, BL und BM bilden vollsta¨ndige Verba¨nde.
BEWEIS 5.3.3: Der Beweis gliedert sich in drei Teile. Zum einen werden alle Mengen betrachtet,
welche mit dem Funktional G aus Gleichung 5.2 erzeugt wurden. Der zweite Teil behandelt die
Menge aller Intervalle in N. Der dritte Teil bezieht sich auf die durch das Funktional F aus
Gleichung 5.8 definierte Menge der Wertemengen VS.
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1. Fall (ST, PU und BM):
Gegeben: Sei Y eine beliebige nichtleere Menge. Seien y, yi, yj ∈ Y mit yi 6= yj fu¨r
i 6= j. Sei G(Y ) definiert durch die Gleichung 5.2.
Behauptung: Dann ist (G(Y ),⊇) ein vollsta¨ndiger Verband, wobei die in Gleichung 5.21
gegebene Vorschrift zur Bestimmung von Infimum und Supremum verwendet wird:
Beweis:
(a) G(Y ) als Verband:
i. ∀{yi}, {yj} ∈ G(Y ) : {yi} ∩ {yj} = ∅ ∈ G(Y ) ⇒ supG(Y ){{yi}, {yj}} ∈
G(Y )
ii. ∀{y} ∈ G(Y ) : {y} ∩ ∅ = ∅ ∈ G(Y )⇒ supG(Y ){{y}, ∅} ∈ G(Y )
iii. ∀{y} ∈ G(Y ) : {y} ∩ Y = {y} ∈ G(Y )⇒ supG(Y ){{y}, Y } ∈ G(Y )
Der Beweis, daß fu¨r je zwei Elemente von G(Y ) auch deren Infimum in G(Y ) ent-
halten ist, la¨uft analog. Damit ist (G(Y ),⊇) ein Verband.
(b) G(Y ) als vollsta¨ndiger Verband: Jede in G(Y ) enthaltene total geordnete Teilmen-
ge (Kette) hat aufgrund der Konstruktionsvorschrift von G(Y ) ho¨chstens 3 Elemen-
te und somit ho¨chstens die La¨nge 3. Da also (G(Y ),⊇) ein Verband ist, der keine
unendlichen Ketten entha¨lt, handelt es sich dabei um einen vollsta¨ndigen Verband
[DP02].
⇒ Behauptung.
2. Fall (SP und BL):
Gegeben: Sei I(N) die Menge aller Intervalle in N.
Behauptung: Dann ist (I(N),⊇) ein vollsta¨ndiger Verband.
Beweis: siehe [DP02].
3. Fall (VS):
Gegeben: Sei die Menge der Basistypen gegeben durch Gleichung 5.7 mit der in Abbil-
dung 5.3 (e) vorgegebenen Ordnung ein vollsta¨ndiger Verband. Außerdem ist (I(N),⊇)
ein vollsta¨ndiger Verband.
Behauptung: Dann ist auch VS ein vollsta¨ndiger Verband.
Beweis:
(a) Induktionsanfang (n = 1): In F 1(∅) = F (∅) = BT ∪ {⊥VS, VS} kann aufgrund
der Endlichkeit dieser Menge fu¨r jede Teilmenge Supremum und Infimum ermittelt
werden. Damit ist F 1(∅) ein vollsta¨ndiger Verband.
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(b) Induktionsschritt (n −→ n+ 1):
F n+1(∅)
= F (F n(∅))
= BT ∪ {⊥VS, VS} ∪ F n(∅) ∪ (F n(∅)× F n(∅)) ∪ (F n(∅)× I(N))
= {⊥VS, VS} ∪ (F
n(∅)∪˙(F n(∅)× F n(∅))∪˙(F n(∅)× I(N)))
(5.27)
i. F n(∅) = X∪˙{⊥VS, VS} ist ein vollsta¨ndiger Verband (Induktionsbehauptung).
ii. Kreuzprodukte vollsta¨ndiger Verba¨nde bilden vollsta¨ndige Verba¨nde [Hor04].
iii. Durch Hinzunahme des neuen Topelementes  VS und des neuen Bottomelemen-
tes⊥VS zu den einzelnen vollsta¨ndigen Verba¨nden wird die Vollsta¨ndigkeit nicht
zersto¨rt.
iv. Vereinigt man nun diese einzelnen vollsta¨ndigen Verba¨nde, so wird in jedem
die vorgegebene Bestimmung des Supremums beziehungsweise Infimums wie
bisher durchgefu¨hrt. Da alle diese einzelnen vollsta¨ndigen Verba¨nde das Top-
element  VS und das Bottomelement ⊥VS gemeinsam haben, bildet auch die
Vereinigung einen vollsta¨ndigen Verband.
⇒ Behauptung.
⇒ Satz 5.3.2. 2
Interpretation der Ordnung auf den Typtraits: Die Ordnung, die auf den Typtraits defi-
niert ist, kann dabei wie folgt interpretiert werden: Ist ein Interfacetyp x im Hasse-Diagramm
unterhalb eines anderen Interfacetypen y angeordnet und existiert in diesem Hasse-Diagramm
ein Pfad zwischen beiden Interfacetypen, dann ist x
”
weniger definiert“ als y. Betrachtet man
beispielsweise den vollsta¨ndigen Verband der Intervalle von natu¨rlichen Zahlen. In diesem ist
die Ordnung ≤ durch ⊇ gegeben. Das heißt, ein Intervall A ist
”
kleiner gleich“ beziehungs-
weise
”
weniger definiert“ als ein anderes Intervall B, wenn A eine Obermenge von B darstellt
(A ⊇ B). Der undefinierte Typ ist somit gegeben durch
⊥N = N (undefinierter Typ) (5.28)
und stellt die Menge aller mo¨glichen Werte dar. Der Errortyp ist der spezifischste Typ, die leere
Menge:
 N = ∅ (Errortyp) (5.29)
Bei den verbleibenden Typtraits sind undefinierter Typ und Errortyp analog definiert.
5.3.2.2 Polymorphismus
In diesem Interface-Typsystem kann PARAMETRISCHER POLYMORPHISMUS (vergleiche Ab-
schnitt 2.3.2.1) ausgedru¨ckt werden. So stellt zum Beispiel das Tupel (string,⊥VS) einen Record
dar, der sich aus einem String und einem nicht weiter spezifizierten Basistyp oder Aggregations-
typ der Wertemenge VS zusammensetzt. Die Elemente der Wertemenge (number, [2; 17]) sind
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Arrays von number, wobei die Arraygro¨ßen zwischen 2 und 17 liegen. Bildverarbeitungsalgo-
rithmen wie beispielsweise Kantendetektion (siehe Abbildung 5.1 (f)) ko¨nnen solche Arrays,
deren Gro¨ße von dem jeweiligen Eingabebild abha¨ngen, produzieren. Zusa¨tzlich zu diesem pa-
rametrischen Polymorphismus ist auch OVERLOADING mo¨glich. Dabei werden entsprechend
den ausgewa¨hlten Interfacetypen unterschiedliche Algorithmen zum Beispiel bei der Addition
ausgefu¨hrt.
5.3.3 Typconstraints
Betrachtet man die in Abschnitt 5.2 vorgestellten Typconstraints, so kann man folgende Arten
unterscheiden:
• GLEICHHEITSCONSTRAINTS werden bei allen Typtraits verwendet.
• MULTIPLIKATIONS- UND DIVISIONSCONSTRAINTS treten bei physikalischen Einheiten
auf.
• MEHRDIMENSIONALE POLYNOME werden bei allen Typtraits, die auf natu¨rlichzahligen
Intervallen basieren, eingesetzt. Signalmerkmale, die von dieser Art von Typtraits beschrie-
ben werden, sind Abtastperioden, Arraygro¨ßen und Blockla¨ngen.
Weiterhin kann man zwischen EXPLIZITEN und IMPLIZITEN Typconstraints unterscheiden. Je-
de Datenflußkomponente definiert explizite Typconstraints zwischen den Signalmerkmalen ih-
rer Interfaces. Diese expliziten Typconstraints ko¨nnen zu jeder oben angegebenen Art geho¨ren.
Demgegenu¨ber stehen die impliziten Typconstraints, die durch Kanten zwischen Interfaces be-
dingt werden. Diese impliziten Typconstraints sind immer Gleichheitsconstraints. Weitere Typ-
constraints ergeben sich zwischen Parametern und Interfacetypen beziehungsweise zwischen
verschiedenen Parametern. Da diese Typconstraints in der gleichen Weise wie Typconstraints
zwischen Interfacetypen behandelt werden, wird darauf nicht gesondert eingegangen.
5.4 Neues Typbestimmungsverfahren
Der im folgenden vorgestellte Typbestimmungsalgorithmus basiert auf dem in Abschnitt 5.3
eingefu¨hrten Modell der Interfacetypen. Von besonderer Bedeutung ist die in Abschnitt 5.3.2.1
vorgestellte Eigenschaft, daß sich alle Typtraits als vollsta¨ndige Verba¨nde darstellen lassen. Nach
einem kurzen ¨Uberblick u¨ber den Algorithmus werden die Constraint-Propagationsregeln im De-
tail beschrieben. Anhand eines Beispiels wird die Vorgehensweise des Algorithmus erla¨utert, be-
vor auf inha¨rente Probleme und deren Lo¨sung eingegangen wird. Abgerundet wird der Abschnitt
durch eine formale Beschreibung des Typbestimmungsalgorithmus.
5.4.1 ¨Uberblick u¨ber den Typbestimmungsalgorithmus
Der Typbestimmungsalgorithmus wird bei jeder ¨Anderung im Datenflußgraphen aufgerufen (ver-
gleiche Abbildung 5.4). Falls neue Datenflußkomponenten oder Kanten eingefu¨gt werden, wer-
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Typbestimmungsalgorithmus
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1. Update der hinzugekommenen/
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    zu Nachbarn
3. Wiederholt 1.+2., bis keine 
    Interfacetypen mehr markiert 
    werden.
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- Hinzufügen/Löschen von 
   Datenflußkomponenten 
   oder Kanten
- Modifikation von  
   Komponentenparametern
Abbildung 5.4: Typbestimmungsalgorithmus
den neue Typconstraints in die Constraintmenge aufgenommen. Der Typbestimmungsalgorith-
mus aktualisiert die Interfacetypen, indem Constraint-Propagationsregeln (siehe Abschnitt 5.4.2)
auf die aktuellen Interfacetypen gema¨ß der Constraintmenge angewandt werden. Da die Ak-
tualisierung eines Interfacetyps gegebenenfalls zu der Aktualisierung weiterer Interfacetypen
fu¨hrt, durchla¨uft der Typbestimmungsalgorithmus mehrere andere Interfaces – mo¨glicherweise
mehrmals –, bis sich keine Interfacetypen mehr a¨ndern. Werden neue Datenflußkomponenten
oder Kanten zum Datenflußgraphen hinzugefu¨gt, dann ko¨nnen die vorher berechneten Interfa-
cetypen als Ausgangspunkt der Aktualisierung verwendet werden. Das Verfahren ist somit IN-
KREMENTELL. Lo¨scht man Datenflußkomponenten oder Kanten, wird die Berechnung bei den
anfa¨nglichen Interfacetypen neu gestartet.
5.4.2 Constraint-Propagationsregeln
Unter einer CONSTRAINT-PROPAGATIONSREGEL versteht man eine Berechnungsvorschrift, die
ausgehend von der aktuellen Typbelegung von Interfaces und einem Typconstraint die neue ak-
tualisierte Typbelegung dieser Interfaces ermittelt. Ist x das betrachtete Interface. Dann gilt fol-
gende Schreibweise:
• xc: aktuelle Typbelegung,
• xi: Zwischenergebnis,
• xu: aktualisierte Typbelegung.
Die Constraint-Propagationsregel fu¨r ein Typconstraint, welches die GLEICHHEIT ZWEIER
INTERFACETYPEN fordert, entspricht der Berechnung ihres Supremums. Angewandt auf die ak-
tuellen Interfacetypen xc und yc berechnet das Gleichheitsconstraint
x = y (5.30)
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die aktualisierten Interfacetypen wie folgt5:
xu = yu = sup{xc, yc} . (5.31)
Das SUPREMUM von Startzeiten, Abtastperioden, Arraygro¨ßen, physikalischen Einheiten,
Blockla¨ngen und farbigen Blockmarkierungen ist gegeben durch die Schnittmengenbildung
der aktuellen Interfacetypen xc und yc (vergleiche Lemma 5.3.4). So ergibt beispielsweise
xcBL = [10; 20] und ycBL = [15; 23] als Supremum [15; 20]. Das Supremum von Elementen der
Wertemenge VS ist dabei komponentenweise definiert (vergleiche Lemma 5.3.4).
Tabelle 5.1 (a) zeigt die Constraint-Propagationsregeln fu¨r die Multiplikation von physika-
lischen Einheiten, die Addition von Intervallen und die Multiplikation von Intervallen. Dabei
werden fu¨r jedes Interface die aktualisierten Interfacetypen ausgehend von den aktuellen Inter-
facetypen gegebenenfalls unter Verwendung von Zwischenergebnissen berechnet.
Das PRODUKT ZWEIER PHYSIKALISCHER EINHEITEN berechnet sich wie in folgendem
Beispiel dargestellt:
x = y · z Typconstraint
xcPU = ⊥PU Aktuelle Typbelegungen
ycPU = (1, 1,−2, 0, 0, 0, 0)
zcPU = (1, 0,−1, 0, 0, 0, 0)
xiPU = y
c
PU + z
c
PU
= (1, 1,−2, 0, 0, 0, 0) + (1, 0,−1, 0, 0, 0, 0)
= (1 + 1, 1,−2− 1, 0, 0, 0, 0)
= (2, 1,−3, 0, 0, 0, 0)
xuPU = sup{xcPU, xiPU} Aktualisierte Typbelegung fu¨r x
= sup{⊥PU, (2, 1,−3, 0, 0, 0, 0)}
= (2, 1,−3, 0, 0, 0, 0)
(5.32)
Die Regeln fu¨r die DIVISION ZWEIER PHYSIKALISCHER EINHEITEN lassen sich daraus leicht
ableiten.
Die Constraint-Propagationsregeln fu¨r ADDITION UND MULTIPLIKATION VON NATU¨R-
LICHZAHLIGEN INTERVALLEN sind in Tabelle 5.1 (b) und (c) dargestellt. Die Constraint-
Propagationsregeln fu¨r SUBTRAKTION UND DIVISION ko¨nnen daraus leicht hergeleitet
werden. MEHRDIMENSIONALE POLYNOME werden ausgewertet, indem die Constraint-
5Wenn aus dem Kontext ersichtlich ist, welche Art der Supremums- beziehungsweise Infimumsberechnung an-
gewandt wird, werden in dieser Arbeit die jeweiligen Indizes zur Vereinfachung der betroffenen Ausdru¨cke wegge-
lassen.
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(a) Multiplikation physikalischer Einheiten
Beispiel Multiplikationskomponente: x = y · z
Zwischen-
ergebnis
xiPU=
{
⊥PU falls ycPU=⊥PU oder zcPU = ⊥PU
ycPU + z
c
PU sonst
yiPU=
{
⊥PU falls xcPU=⊥PU oder zcPU = ⊥PU
xcPU − z
c
PU sonst
ziPU analog
Aktualisiert xuPU = sup{xcPU, xiPU}, etc.
(b) Addition von Intervallen in N
Beispiel Arraykonkatenation: x = y • z
xcVS = (int, [αc, αˆc])
ycVS = (int, [βc, βˆc])
zcVS = (int, [γc, γˆc])
Zwischen- xiVS = (int, [βc + γc, βˆc + γˆc])
ergebnis yiVS = (int, [αc − γˆc, αˆc − γc])
ziVS = (int, [αc − βˆc, αˆc − βc])
Aktualisiert xuVS = sup{xcVS, xiVS}, etc.
(c) Multiplikation von Intervallen in N
Beispiel x = FFT(y); xSP = ySP · yBL (vergleiche Abbildung 5.1 e)
xcSP = [α
c, αˆc]
ycSP = [β
c, βˆc]
ycBL = [γ
c, γˆc]
Zwischen- xiSP = [βc · γc, βˆc · γˆc]
ergebnis yiSP =
[ ⌈
αc
γˆc
⌉
,
⌊
αˆc
γc
⌋ ]
yiBL =
[ ⌈
αc
βˆc
⌉
,
⌊
αˆc
βc
⌋ ]
Aktualisiert xuSP = sup{xcSP, xiSP}, etc.
Tabelle 5.1: Constraint-Propagationsregeln
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Propagationsregeln sukzessive auf je zwei Interfaces angewandt werden. So liefert beispielsweise
x = y2 + 2 · z Typconstraint
xcSP = [10; 33], y
c
SP = [2; 3], z
c
SP = [4; 5] Aktuelle Typbelegungen
xiSP = [2; 3] · [2; 3] + [2; 2] · [4; 5]
= [4; 9] + [2; 2] · [4; 5]
= [4; 9] + [8; 10]
= [12; 19]
xuSP = sup{xcSP, xiSP}
= sup{[10; 33], [12; 19]}
= [10; 33] ∩ [12; 19]
= [12; 19] Aktualisierte Typbelegung fu¨r x .
(5.33)
SATZ 5.4.1: Die vorgestellten Typpropagationsregeln bedingen fu¨r alle Interfaces x des zu-
geho¨rigen Typconstraints
xc ≤ xu (5.34)
BEWEIS 5.4.1:
Gegeben: Sei xc die aktuelle Typbelegung, xi die als Zwischenergebnis berechnete Typbelegung
und xu die aktualisierte Typbelegung, welche das Ergebnis der Auswertung einer Typpropagati-
onsregel darstellt.
Behauptung: Fu¨r eine beliebige Typbelegung gilt: xc ≤ xu
Beweis: Da xu = sup{xc, xi}, folgt automatisch die Behauptung. 2
5.4.3 Beispiel zur Typbestimmung
In dem Datenflußgraphen von Abbildung 5.5 (a) sind die Wertemengen der Interfaces bereits
bis zu einem gewissen Grad definiert. Die Verba¨nde zeigen die Interfacetypen fu¨r die Interfaces
w (Kreis), x (Quadrat), y und z (Oval). Die Verba¨nde fu¨r die Interfacetypen der Arrayelemente
und fu¨r die Arraygro¨ßen sind separat dargestellt, um die Anschaulichkeit zu erho¨hen. Der Typ
von w ist eine Menge von Arrays von Integerzahlen, wobei die Arraygro¨ße entweder 1 oder
2 betra¨gt. In Abbildung 5.5 (b) wird eine Kante zwischen x und z eingefu¨gt. Die Arraygro¨ßen
und Elementtypen werden aktualisiert, wie in den zugeordneten Verba¨nden gezeigt. Insbesondere
werden die Interfacetypen von x und z zu (number, [2; 3]) gea¨ndert. Fu¨gt man eine weitere Kante
hinzu (siehe Abbildung 5.5 (c)), so werden die Interfacetypen letztlich auf (int, [2; 2]) gesetzt.
5.4.4 Formale Beschreibung des Typbestimmungsalgorithmus
Fu¨r eine formale Beschreibung des Typbestimmungsalgorithmus sind als erstes einige
einfu¨hrende Definitionen erforderlich. Dabei wird insbesondere zwischen TYPTRAITS MIT
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Abbildung 5.5: Beispiel zur Interface-Typbestimmung
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GLEICHHEITSCONSTRAINTS und TYPTRAITS MIT ARITHMETISCHEN TYPCONSTRAINTS un-
terschieden.
DEFINITION 5.4.1:
1. ID: MENGE DER INTERFACEBEZEICHNER
2. DOM: TYPDOMA¨NE (vergleiche Gleichung 5.1)
3. TR = {ST,SP,VS,PU,BL,BM }: TYPTRAITS
4. TREq = TR: TYPTRAITS MIT GLEICHHEITSCONSTRAINTS
5. TRArith = TRPU ∪ TRI(N): TYPTRAITS MIT ARITHMETISCHEN TYPCONSTRAINTS
6. TRPU = {PU }
7. TRI(N) = {SP,AS,BL}
8. TRunited =
⋃
tr∈TR tr: VEREINIGUNG ALLER TYPTRAITS
9. X := ID× TR: MENGE DER ANNOTIERTEN IDENTIFIKATOREN
10. OP = {+, ·}: MENGE DER OPERATIONEN
Aufbauend auf diesen Definitionen wird die Typbelegung eines Interfaceidentifikators wie folgt
definiert. Die dabei eingefu¨hrten Funktionen dienen zur formalen Beschreibung des Typbestim-
mungsalgorithmus.
DEFINITION 5.4.2: Eine TYPBELEGUNG ordnet einem Identifikator einen Typ zu:
type
{
ID → DOM
id 7→ (ts, tp, v, pu, bl, bm) . (5.35)
Da ha¨ufig aber nicht der vollsta¨ndige Typ, der alle sechs Signalmerkmale umfaßt, interessiert,
sondern der einzelne Typtrait im Vordergrund steht, ist type u¨berladen6:
type
{
X → TRunited
(id ,ST) 7→ Π1(type(id )) usw. (5.36)
Mit dieser Funktion kann man nun eine Funktion typetr definieren, welche fu¨r jeden Identifikator
die Typbelegung bezu¨glich eines Typtraits liefert:
typetr
{
ID → TRunited
id 7→ type(id , tr) (5.37)
6Πi steht in dieser Arbeit fu¨r die Projektion auf die i-te Komponente eines Tupels.
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Aufbauend auf die bisherigen Definitionen wird die Menge der Typconstraints wie folgt beschrie-
ben.
DEFINITION 5.4.3: Die Menge C der auf den Typtraits definierbaren TYPCONSTRAINTS ist
definiert als:
C = CEq ∪CArith (5.38)
Diese Definition baut auf den Mengen der Gleichheitsconstraints CEq und der arithmetischen
Typconstraints CArith auf.
DEFINITION 5.4.4: Die GLEICHHEITSCONSTRAINTS sind durch folgende Gleichung gegeben:
CEq = {〈id , tr, id ′, tr′〉|id , id ′ ∈ ID, tr, tr′ ∈ TREq} . (5.39)
Dabei stellt 〈id , tr, id ′, tr′〉 eine andere Schreibweise des Typconstraints typetr(id ) = typetr′(id ′)
dar.
DEFINITION 5.4.5: Die ARITHMETISCHEN TYPCONSTRAINTS sind in folgender Weise defi-
niert:
CArith = CI(N) ∪ CPU (5.40)
CI(N) = {〈id , tr, id ′, tr′, id ′′, tr′′, op〉|id , id ′, id ′′∈ ID, tr, tr′, tr′′∈TRI(N), op ∈OP}(5.41)
CPU = {〈id , tr, id ′, tr′, id ′′, tr′′, op〉|id , id ′, id ′′∈ ID, tr, tr′, tr′′ ∈TRPU, op ∈OP} (5.42)
Dabei stellt 〈id , tr, id ′, tr′, id ′′, tr′′, op〉 eine andere Schreibweise des Typconstraints typetr(id ) =
typetr′(id ′) op typetr′′(id ′′) dar.
DEFINITION 5.4.6: Fu¨r die heuristische Auswahl eines Elements aus der Menge der annotierten
Interfaceidentifikatoren wird folgende Funktion verwendet:
select
{
P (X)→ X
M 7→ x mit x ∈M . (5.43)
DEFINITION 5.4.7: Um zu einem Element x in X alle Typconstraints aus C zu ermitteln, in
welchen der durch x beschriebene Identifikator mit dem zugeho¨rigen Typtrait auftritt, wird die
Funktion determineConstraints() eingesetzt:
determineConstraints

X× P (C)→ P (C)
(x,C ′) 7→
{
c ∈ C ′|c = 〈id , tr, id ′, tr′〉 ∧ x ∈ {(id , tr), (id ′, tr′)}
∨c = 〈id , tr, id ′, tr′, id ′′, tr′′, op〉
∧x ∈ {(id , tr), (id ′, tr′), (id ′′, tr′′)}
}
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DEFINITION 5.4.8: Zur Ermittlung aller in einem Typconstraint 〈id , tr, id ′, tr′〉 beziehungswei-
se 〈id , tr, id ′, tr′, id ′′, tr′′, op〉 auftretenden annotierten Interfaceidentifikatoren aus X wird die
Funktion determineAnnotatedIdentifiers() eingesetzt:
determineAnnotatedIdentifiers

C× P (X)→ P (X)
(〈id , tr, id ′, tr′〉,X ′) 7→ {(id , tr), (id ′, tr′)} ∩ X ′
(〈id , tr, id ′, tr′, id ′′, tr′′, op〉,X ′)
7→ {(id , tr), (id ′, tr′), (id ′′, tr′′)} ∩ X ′
Den Kern des Typbestimmungsalgorithmus bildet die Aktualisierungsfunktion, welche aus
einer gegebenen Typbelegung und einem Typconstraint eine neue Typbelegung fu¨r einen spezi-
fizierten Interfaceidentifikator berechnet.
DEFINITION 5.4.9: Diese Funktion update() ist u¨berladen. Es existiert jeweils eine Variante
fu¨r Gleichheits- und arithmetische Typconstraints.
update : N0 ×OP× tr× tr′ × tr′′ → TRunited (5.44)
update : N0 × tr× tr′ × tr′′ → TRunited (5.45)
Dabei findet die Aktualisierung der Typbelegung in update() (siehe Gleichungen 5.44 und
5.45) mit Hilfe der in Tabelle 5.1 beziehungsweise in Abschnitt 5.4.2 angegebenen Constraint-
Propagationsregeln statt. Die Zahl i ∈ N0, die als erster Parameter der jeweiligen Version
von update() u¨bergeben wird, gibt dabei den Identifikator entsprechend seiner Position im zu-
geho¨rigen Typconstraint an, fu¨r den der aktualisierte Typ berechnet werden soll.
Die beiden Varianten fu¨r Gleichheits- und arithmetische Typconstraints werden in der Funk-
tion update() genutzt.
update

(X× C× (ID → DOM))→ TRunited
((id , tr), 〈id ′, tr′, id ′′, tr′′, id ′′′, tr′′′, op〉, type)
7→ update(i, op, typetr′(id ′), typetr′′(id ′′), typetr′′′(id ′′′))
mit i =

0 falls id = id ′ ∧ tr = tr′
1 falls id = id ′′ ∧ tr = tr′′
2 falls id = id ′′′ ∧ tr = tr′′′
((id , tr), 〈id ′, tr′, id ′′, tr′′〉, type)
7→ update(i, typetr′(id ′), typetr′′(id ′′))
mit i =
{
0 falls id = id ′ ∧ tr = tr′
1 falls id = id ′′ ∧ tr = tr′′
Beispiele zur Aktualisierung von Interfacetypen finden sich in Abschnitt 5.4.2.
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Aufbauend auf den gegebenen Definitionen wird im folgenden der Typbestimmungsalgorith-
mus formal beschrieben.
ALGORITHMUS 5.4.1:
1 Algorithm typeResolution (C, X, Xmod, type) {
2 i := 0
3 Ximod := Xmod
4 typei := type
5 while (Ximod 6= ∅) {
6 xmod := select(Ximod)
7 Ximod := Ximod \ {xmod}
8 foreach (c ∈ determineConstraints(xmod,C)) {
9 Xtmp := determineAnnotatedIdentifiers(c,X)
10 typei+1(x) :=
{
typei (x) falls x 6∈ Xtmp
update
(
x, c, typei
)
sonst
11 Xi+1mod := Ximod ∪ {x ∈ Xtmp|typei(x) 6= typei+1(x)}
12 }
13 i := i+ 1
14 }
15 return typei
16 }
Ausgehend von einer Constraintmenge C, der Menge der annotierten Interfaceidentifikato-
ren X, der Menge von modifizierten annotierten Interfaceidentifikatoren Xmod und einer aktu-
ellen Typbelegung type() wird sukzessive die neue aktualisierte Typbelegung bestimmt. Dazu
wird jeweils ein annotierter Interfaceidentifikator xmod aus Ximod ausgewa¨hlt und entfernt. Da-
nach werden mit Hilfe von determineConstraints() alle Typconstraints bestimmt, in welchen
xmod auftritt. Fu¨r alle in diesen Typconstraints auftauchenden annotierten Interfaceidentifikato-
ren werden aktuelle Typbelegungen berechnet. Abschließend wird die Menge Xmod aktualisiert,
wobei alle Interfaces beru¨cksichtigt werden, bei denen sich die aktuelle Typbelegung von der
vorherigen unterscheidet. Solange diese Menge Xmod nicht leer ist, werden die genannten Schrit-
te wiederholt.
5.4.5 Probleme und Lo¨sungen
Bei der Interfacetypbestimmung treten zwei Probleme hervor: das PROBLEM DER TERMINIE-
RUNG und das PROBLEM ZU SCHWACHER CONSTRAINT-PROPAGATIONSREGELN.
Problem der Terminierung: Das Terminierungsproblem ergibt sich aus der Anwendung des
Typbestimmungsalgorithmus auf Verba¨nde mit unendlichen Ketten. Verba¨nde mit unendlichen
Ketten treten beispielsweise bei der Definition von Aggregationstypen wie Arrays oder Records
auf (vergleiche Abbildung 5.3 (f)). Das Problem ist anhand zweier Beispiele in Abbildung 5.6
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Abbildung 5.6: Probleme bei der Typbestimmung (Terminierung)
((a) und (b)) veranschaulicht. Betrachtet man die Typconstraints im ersten Beispiel, die durch die-
sen Datenflußgraphen gegeben sind, so erkennt man, daß eine Rekursion existiert. Wendet man
nun den Typbestimmungsalgorithmus auf diese Rekursion an, so sieht man, daß eine unendliche
Folge von Zwischenergebnissen, die einer unendlich langen Kette im vollsta¨ndigen Verband VS
entsprechen, produziert wird und somit der Algorithmus niemals stoppt. Probleme dieser Art
werden gelo¨st, indem ein Limit n = 100 fu¨r die Verschachtelungstiefe von Aggregationstypen
eingefu¨hrt wird:
VS =
100⋃
n=0
F n(∅) (5.46)
Auf diese Weise ist es mo¨glich, daß der Typbestimmungsalgorithmus, der den kleinsten Fixpunkt
ermittelt, nach einer endlichen Zahl von Schritten terminiert (vergleiche dazu Satz 5.4.2).
Das zweite Beispiel zeigt, wie sich eine a¨hnliche Rekursion auf die Bestimmung der Array-
grenzen auswirkt. Es entsteht wiederum eine unendliche Folge von Zwischenergebnissen. Ein
erster Lo¨sungsansatz liegt in der Codierung natu¨rlicher Zahlen als unsigned int, welche eine
endliche Teilmenge der natu¨rlichen Zahlen darstellen. Da die Bestimmung des Ergebnisses aber
immer noch sehr lange dauern kann, ist durch die ¨Uberpru¨fung der Existenz solcher Zyklen eine
Beschleunigung zu erreichen.
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Mit den hier getroffenen Einschra¨nkungen gilt folgende Aussage [DP02]:
SATZ 5.4.2: Der Typbestimmungsalgorithmus terminiert in endlicher Zeit und liefert als Er-
gebnis den kleinsten Fixpunkt.
BEWEIS 5.4.2:
Gegeben: Seien die Typtraits aus Abschnitt 5.3.2.1, welche vollsta¨ndige Verba¨nde bilden, gege-
ben. Sei die Funktion ΦC,X,Xmod der Schleifenrumpf des Algorithmus 5.4.1:
ΦC,X,Xmod : (ID → DOM)︸ ︷︷ ︸
Aktuelle Typen
→ (ID → DOM)︸ ︷︷ ︸
Aktualisierte Typen
. (5.47)
Behauptung: Dann liefert der Algorithmus den kleinsten Fixpunkt und terminiert in endlicher
Zeit.
Beweis:
1. Die Typdoma¨ne stellt als Kreuzprodukt der vollsta¨ndigen Verba¨nde der Typtraits einen
vollsta¨ndigen Verband dar [Hor04].
2. Jeder vollsta¨ndige Verband ist eine CPO [DP02].
3. Die Typtraits sind mit den in diesem Abschnitt genannten Einschra¨nkungen endlich.
4. Endliche Verba¨nde erfu¨llen die Ascending Chain Condition [DP02].
5. Die Monotonie von ΦC,X,Xmod ergibt sich aus der Monotonie der Constraint-Propagations-
regeln (siehe Satz 5.4.1).
6. Eine monotone Abbildung G : X → Y ist stetig, wenn X die Ascending Chain Condition
erfu¨llt [DP02]. Damit ist auch die durch den Schleifenrumpf definierte Abbildung ΦC,X,Xmod
stetig.
7. Damit gilt aufgrund des CPO-Fixpunkt-Theorems I (siehe Abschnitt 4.3.4), daß der klein-
ste Fixpunkt existiert und mittels ⊔
n≥0
ΦnC,X,Xmod(⊥) . (5.48)
berechnet werden kann.
8. Aufgrund der Endlichkeit der Typtraits gilt n <∞. Somit terminiert der Algorithmus nach
endlich vielen Schritten.
⇒ Satz 5.4.2 2
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Die Zeitkomplexita¨t des Typbestimmungsalgorithmus verha¨lt sich wie im folgenden Satz
dargestellt.
SATZ 5.4.3: Sei N ∈ N die maximale Tiefe der verwendeten endlichen vollsta¨ndigen Verba¨nde
und C die Menge der Typconstraints. Dann betra¨gt die Zeitkomplexita¨t
O(3 ·N · |C|) . (5.49)
BEWEIS 5.4.3:
Gegeben: Sei N < ∞ die maximale Tiefe der verwendeten vollsta¨ndigen Verba¨nde. Sei |C|
die Anzahl der Typconstraints der gegebenen Constraintmenge C. Sei typeResolution() der in
Algorithmus 5.4.1 gegebene Algorithmus zur Typbestimmung.
Behauptung: Dann ist die Zeitkomplexita¨t des Algorithmus gegeben durch O(3 ·N · |C|).
Beweis:
1. Jedes Typconstraint c ∈ C beinhaltet maximal 3 Interfaceidentifikatoren (vergleiche Defi-
nitionen 5.4.4 und 5.4.5).
2. Nur wenn sich die Belegung eines Interfaceidentifikators a¨ndert, wird ein Typconstraint
propagiert (vergleiche Algorithmus 5.4.1).
3. Die Belegung eines Identifikators kann maximal N mal modifiziert werden aufgrund der
Monotonie der Typpropagationsregeln (vergleiche Satz 5.4.1).
⇒ Satz 5.4.3. 2
Problem zu schwacher Constraint-Propagationsregeln: Der Fixpunkt, der von dem Typ-
bestimmungsalgorithmus gefunden wurde, erfu¨llt zwar die gegebenen Constraint-Propagations-
regeln. Diese Constraint-Propagationsregeln sind aber nicht stark genug. In Abbildung 5.7
ist die passende Lo¨sung fu¨r Interface y der Wert  PU und nicht ⊥PU, wie vom Typ-
bestimmungsalgorithmus zuru¨ckgeliefert. Dieses Problem lo¨st sich in der Regel wa¨hrend des
weiteren Entwurfs durch die Einfu¨gung zusa¨tzlicher Datenflußkomponenten. Falls dennoch am
Ende der Designphase unspezifizierte Interfacetypen verbleiben, wie zum Beispiel ⊥PU, dann
muß der Benutzer entweder einige Parameter im Datenflußgraphen a¨ndern oder es muß ein Al-
gorithmus gestartet werden, der die verbleibenden Interfacetypen daraufhin untersucht, ob sie
eine gu¨ltige Lo¨sung darstellen. Der Typbestimmungsalgorithmus ist ein Kompromiß zwischen
beno¨tigter Berechnungszeit und Genauigkeit. Meist ko¨nnen die Interfacetypen aufgelo¨st werden.
In seltenen Fa¨llen muß der Benutzer eingreifen. Diese Problematik existiert auch fu¨r mehrwerti-
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Abbildung 5.7: Probleme bei der Typbestimmung (Zu schwache Constraint-Propagationsregeln)
ge Polynome. Daß dieses Problem systeminha¨rent ist, zeigen folgende Aussagen.
PROBLEM 5.4.1: HILBERTS 10. PROBLEM: Hat ein gegebenes Polynom in mehreren Ver-
a¨nderlichen und natu¨rlichzahligen Koeffizienten (auch diophantische Gleichung genannt) eine
Nullstelle?
Dieses Problem ist unentscheidbar, wie folgender von Matiyasevich im Jahr 1970 bewiesene Satz
zeigt [Mat93].
SATZ 5.4.4: HILBERTS 10. PROBLEM IST NICHT LO¨SBAR. Es gibt keinen Algorithmus, der
fu¨r jede diophantische Gleichung die Frage beantworten kann, ob diese Gleichung Lo¨sungen
in den natu¨rlichen Zahlen besitzt oder nicht.
Schra¨nkt man das Problem, eine Lo¨sung fu¨r eine gegebene Menge von Typconstraints zu
finden, ein, indem man nur Ausdru¨cke erlaubt, die auf der Addition basieren, so gilt immer noch
[HMU02]:
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Abbildung 5.8: Beispiel fu¨r Additionsconstraints
SATZ 5.4.5: Das Problem der Bestimmung der Interfacetypen unter ausschließlicher Verwen-
dung von Additionsconstraints ist NP-hart.
BEWEIS 5.4.4:
Gegeben: Seien a, b, c beliebige Boolesche Variablen. c¯ sei die Negation von c.
Behauptung: Beliebige Boolesche Terme bestehend aus drei Literalen lassen sich in dem
Interface-Typsystem nachbilden.
Beweis:
1. a ∨ b ∨ c⇔ a+ b+ c ≥ 1⇔ ∃d ∈ N0 : a+ b+ c = 1 + d.
2. c¯⇔ ∃c ∈ N0 : c¯ = 1− c⇔ ∃c ∈ N0 : c¯ + c = 1
Abbildung 5.8 veranschaulicht dies.
⇒ Behauptung.
Damit la¨ßt sich 3SAT auf das Problem der Bestimmung der Interfacetypen reduzieren.
⇒ Satz 5.4.5 2
5.4.6 Typkonvertierung
Einige Typfehler ko¨nnen mittels TYPKONVERTIERUNG gelo¨st werden. So werden beispiels-
weise bei den Signalmerkmalen Startzeitpunkt und farbige Blockmarkierung, die ja symbo-
lisch behandelt werden (siehe Abschnitt 5.3.2.1), im Falle der Ungleichheit Konvertierungskom-
ponenten (Adapterkomponenten; vergleiche Abschnitt 4.3.2) eingefu¨gt. Fu¨r die Konvertierung
der Wertemengen existieren in der Literatur bereits entsprechende Algorithmen (vergleiche Ab-
schnitt 2.3.2.2).
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5.5 Innovative Aspekte
Die innovativen Aspekte dieses neuen Interface-Typsystems, welches auf einem NEUEN MO-
DELL DER INTERFACETYPEN und einem neuen TYPBESTIMMUNGSALGORITHMUS aufbaut,
lassen sich in folgenden Punkten zusammenfassen:
• Erweiterung der durch Typsysteme u¨berpru¨ften Eigenschaften: Durch die Hinzunah-
me einer Reihe neuer Signalmerkmale, die den Definitionsbereich, den Wertebereich und
den Datentransport umfassend beschreiben, ist es mo¨glich, eine ganze Reihe zusa¨tzlicher
Typconstraints zu u¨berpru¨fen. Diese Typconstraints stellen die Wohldefiniertheit der in den
Datenflußkomponenten gekapselten Algorithmen sicher. Beispiele fu¨r vermiedene Fehler
sind:
– Speicheru¨berlauf aufgrund nicht zusammenpassender Abtastperioden
– Laufzeitfehler aufgrund nicht zusammenpassender Blockla¨ngen
– Verknu¨pfung von physikalischen Signalen mit nicht zusammenpassenden Einheiten
– Klassische Typfehler
• Parametrischer Polymorphismus und Overloading: Diese zwei Arten von Polymor-
phismus erho¨hen die Wiederverwendbarkeit von Datenflußkomponenten, da diese sich
damit leicht an eine Vielzahl unterschiedlicher von dem umgebenden Datenflußgraphen
bereitgestellter Eingaben und geforderter Ausgaben anpassen.
• Komplexere Typconstraints: Im Gegensatz zum bisherigen Stand der Technik (siehe Ab-
schnitt 2.3) werden nicht nur neue Signalmerkmale beru¨cksichtigt, sondern es ko¨nnen
auch deutlich komplexere Typconstraints formuliert werden. Anstelle von einfachen Un-
gleichungen treten beispielsweise mehrdimensionale Polynome. Die dabei gegebenenfalls
entstehenden Probleme und deren Lo¨sungen wurden ausfu¨hrlich in Abschnitt 5.4.5 behan-
delt.
• Beru¨cksichtigung der Komponentenparameter: Bei der Typbestimmung werden auch
Komponentenparameter mit beru¨cksichtigt, wenn sich deren Typen durch die vorgegebe-
nen Signalmerkmale beschreiben lassen.
• Entwurfsbegleitende Typpru¨fung: Das vorgestellte Verfahren kann entwurfsbegleitend
eingesetzt werden, was die hergeleitete Zeitkomplexita¨t (siehe Satz 5.4.3) und die Tester-
gebnisse (siehe Abschnitt 8.3) belegen.
• Inkrementelle Typpru¨fung: Der pra¨sentierte Algorithmus ist inkrementell, da er bei Hin-
zunahme von Datenflußkomponenten beziehungsweise Kanten die Ergebnisse vorausge-
gangener Checks weiterverwendet.
• Leichte Erweiterbarkeit: Außerdem kann das vorgestellte Typpru¨fungsverfahren leicht
erweitert werden, indem man zu jedem neuen Merkmal die zula¨ssigen Typconstraints und
Constraint-Propagationsregeln aufstellt.
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Die vorgestellten Eigenschaften erlauben es, zur Entwurfszeit viele Fehler zu vermeiden. So kann
man zusammenfassend feststellen, daß dieses Interface-Typsystem die Beschreibung zuku¨nfiger
Herausforderungen im Bereich der Typsysteme erfu¨llt [Ode96]:
”
Increasing the expressiveness
of typed programming languages, broadening the information carried by types, and making type
systems amenable to user definition and customization.“
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Kapitel 6
Model Checking
Vertrauen ist gut, Kontrolle ist besser. [Wladimir Iljitsch Lenin]
Dieses Kapitel beschreibt einen neuartigen Ansatz des Model Checkings fu¨r datenflußorientierte
eingebettete Systeme, der auf das in Kapitel 3 vorgestellte Signalmodell und das darauf aufbau-
ende Komponentenmodell (siehe Kapitel 4) zugeschnitten ist. Auf eine Liste der Anforderungen
an das neue Model-Checking-Verfahren folgt das Beispiel eines Kommunikationsprotokolls. Es
wird ein neues Modell fu¨r Kommunikationsprotokolle basierend auf Fifomaten eingefu¨hrt. Dar-
an schließt sich die detaillierte Beschreibung des Model-Checking-Verfahrens an. Dieses Ver-
fahren unterscheidet dabei zwischen einem Kompositions- und einem Simulationsmodus. Den
Abschluß bildet eine Zusammenfassung der wichtigsten innovativen Aspekte.
6.1 Anforderungen
Die Anforderungen an das neue Modell der Kommunikationsprotokolle und das neue Model-
Checking-Verfahren lauten:
• ENTWURFSBEGLEITENDE ¨UBERPRU¨FUNG: Das Model Checking soll – soweit es die
Komplexita¨t des betrachteten Problems erlaubt – entwurfsbegleitend durchgefu¨hrt werden.
Dies geschieht, analog zur Interface-Typpru¨fung (siehe Abschnitt 5.1), jedesmal, wenn der
Entwerfer den Datenflußgraphen modifiziert. Modifikationen sind beispielsweise Einfu¨gen
oder Lo¨schen von Datenflußkomponenten beziehungsweise von Kanten.
• INKREMENTELLE VORGEHENSWEISE: Das Model-Checking-Verfahren sollte inkremen-
tell sein. Das heißt, Ergebnisse vorheriger ¨Uberpru¨fungen sollen soweit wie mo¨glich wie-
derverwendet werden. Das Ziel ist, Mehrfachberechnungen, die unno¨tig Zeit kosten, zu
vermeiden.
• KOMMUNIKATIONSPROTOKOLLE AUF STRO¨MEN GEFA¨RBTER TOKEN: Das Model-
Checking-Verfahren soll die Kompatibilita¨t der von den jeweiligen Datenflußkomponenten
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implementierten Kommunikationsprotokolle auf Stro¨men gefa¨rbter Token u¨berpru¨fen. Da-
bei sollen insbesondere folgende Fragen, soweit die Berechnungskomplexita¨t dies zula¨ßt,
gekla¨rt werden (vergleiche Abschnitt 1.1):
– Existiert ein ZYKLISCHER SCHEDULE?
– Treten DEADLOCKS auf?
– Wie groß ist der SPEICHERBEDARF fu¨r das Gesamtprogramm beziehungsweise fu¨r
die einzelnen Fifos?
6.2 Beispiel eines Kommunikationsprotokolls
In Abbildung 6.1 ist die Abarbeitung zweier Eingabestro¨me durch eine Colored-Merge-
Komponente (CMerge) dargestellt. Da bei gleichzeitigem Vorhandensein von Starttoken in den
beiden Eingangsfifos eine NICHTDETERMINISTISCHE AUSWAHL getroffen wird, sind in der Ab-
bildung zwei alternative Abarbeitungsschrittfolgen wiedergegeben. Dabei wird von CMerge,
wie in Abschnitt 4.3.3.3 beschrieben, die Segmentstruktur der Eingabesignale beibehalten. Aus
diesem Grund werden immer alle gefa¨rbten Token eines Signalsegmentes sukzessive u¨bertragen,
bevor ein anderes Signalsegment behandelt wird. Dies kann sogar zur Folge haben, daß CMerge
an dem einen Eingang auf weitere Token eines Signalsegmentes wartet, obwohl am anderen Ein-
gang Token anliegen.
Dieses Beispiel der Abarbeitung von Eingabestro¨men zeigt die Notwendigkeit einer allge-
meinen Modellierungsmethodik, die alle mo¨glichen Abla¨ufe beschreiben kann. Dabei soll diese
Modellierungsmethodik sowohl die DETERMINISTISCHEN als auch die NICHTDETERMINISTI-
SCHEN Datenflußkomponenten aus Kapitel 4 auf der EBENE DER TOKENMASCHINEN beschrei-
ben ko¨nnen. Von der Ebene der gekapselten Algorithmen (vergleiche Abbildung 4.4) wird ab-
strahiert, da diese fu¨r die Beschreibung des Kommunikationsverhaltens irrelevant ist. Wichtige
Eigenschaften, welche diese Modellierungsmethodik unterstu¨tzen soll, sind beispielsweise:
• Gefa¨rbte Token
• Fifos mit Schreib- und Leseoperationen
• Unbegrenzte Fifokapazita¨ten
• Ru¨ckkopplungen
• Nichtdeterminismus
In folgendem Abschnitt werden ausgehend von diesen Beobachtungen eine neue Modellie-
rungsmethodik fu¨r das Kommunikationsverhalten von Datenflußkomponenten und dazu passen-
de Analyseverfahren vorgestellt.
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Abbildung 6.1: Beispielhafte Abarbeitung zweier Eingabestro¨me durch CMerge
6.3 Neues Modell der Kommunikationsprotokolle
Aufbauend auf eine Reihe einfu¨hrender Definitionen werden Fifomaten als Modellierungsme-
thodik fu¨r Kommunikationsprotokolle von Datenflußkomponenten vorgestellt. Fifomaten stellen
dabei eine Erweiterung des in Abschnitt 2.4.2.2 vorgestellten Modells der Communicating Finite
State Machines dar.
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6.3.1 Definitionen
In diesem Abschnitt werden einige grundlegende Definitionen eingefu¨hrt, die fu¨r das Versta¨ndnis
dieses Kapitels wichtig sind:
DEFINITION 6.3.1:
1. Ein NACHRICHTENALPHABET M entspricht einer endlichen Menge von gefa¨rbten Token
(vergleiche Definition 3.3.4 der vereinfachten Tokenmenge).
2. Ein WORT stellt eine in der Regel endliche Sequenz von Token aus einem Nachrichtenal-
phabet M dar (vergleiche Definition 3.3.7 der vereinfachten Strommenge):
m ∈M∗ . (6.1)
Das leere Wort wird mit ε bezeichnet1.
3. Eine FIFO (KANAL) entspricht einem Tripel
c = (Mc, nc, mc) , (6.2)
wobei Mc das Nachrichtenalphabet darstellt, nc ∈ N ∪ {∞} die zugeho¨rige Fifokapazita¨t
wiedergibt und mc ∈M∗c das INITIALISIERUNGSWORT der Fifo repra¨sentiert.
6.3.2 Fifomaten
Der Terminus FIFO-AUTOMAT wird in der Literatur fu¨r eine Reihe von Modellierungsverfah-
ren verwendet, die Automaten mit Fifos kombinieren und sich dabei beispielsweise in der Mo-
dellierung von atomaren Operationen, Hinzunahme von Za¨hlvariablen beziehungsweise in von
der Fifo-Semantik abweichenden Zugriffsstrategien auf die Nachrichtenkana¨le erheblich unter-
scheiden (vergleiche auch Abschnitt 2.4.2; [SU96, AABJ04, FM97, FS01, FIS00, BH99, Hol91,
Hol04, VSVA04a, VSVA04b]). Zur Abgrenzung von diesen Definitionen wird im folgenden der
neue Begriff FIFOMAT als Verku¨rzung von Fifo-Automat eingefu¨hrt. Dabei stellen Fifomaten
eine Erweiterung von Communicating Finite State Machines dar [Hol91].
DEFINITION 6.3.2: Ein FIFOMAT ist wie folgt definiert:
F = ((Qm, Qt), q0, (Ci, Co, Ch), T )
Qm, Qt Mengen von HAUPT- und TRANSIENTEN ZUSTA¨NDEN
Q = Qm∪˙Qt, Menge von Zusta¨nden
q0 ∈ Qm Anfangszustand
Ci, Co, Ch Mengen von Eingabe-, Ausgabe- und verdeckten Fifos
C = Ci∪˙Co∪˙Ch, Menge der Fifos
M =
⋃
c∈C Mc, Nachrichtenalphabet
T ⊆ Q× (({?} × (C →M∗))∪
({!} × (C → M∗)))×Q,
Menge von Transitionen
(6.3)
1In Abbildungen wird fu¨r das leere Wort zugunsten einer besseren Visualisierung statt ε entweder
”
–“ verwendet
oder nichts eingetragen.
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Ein Fifomat wird als KANONISCH bezeichnet, falls
Ch = ∅ . (6.4)
DEFINITION 6.3.3:
1. TRANSITIONEN: Die Relation T liefert fu¨r einen aktuellen Zustand q und eine Aktion a
den Nachfolgerzustand qˆ. Eine Aktion a ist dabei entweder eine Eingabe- oder Leseaktion,
welche durch
”
?“ markiert ist, oder eine Ausgabe- oder Schreibaktion, die mittels
”
!“ ge-
kennzeichnet ist. Mit Hilfe einer Funktion werden die zu den Fifos geho¨renden zu lesenden
oder schreibenden Wo¨rter angegeben. Werden Fifos durch eine Aktion nicht vera¨ndert, so
wird durch diese Aktion das leere Wort in die jeweilige Fifo geschrieben beziehungsweise
aus dieser Fifo gelesen. Fu¨r eine anschauliche Darstellung beispielsweise in den Abbil-
dungen werden aber als Aktionen Ausdru¨cke der Form c?m oder c!m, wobei c die Fifo und
m die zu lesende oder schreibende Nachricht bezeichnet, verwendet.
2. Eine Aktion a ist AUSFU¨HRBAR, falls
• a die leere Aktion darstellt,
• a eine Eingabeaktion ist und m ein Pra¨fix des entsprechenden Fifoinhaltes ist
• a eine Ausgabeaktion bildet und der aktualisierte Fifoinhalt nicht die Kapazita¨t nc
der entsprechenden Fifo u¨berschreitet:
nc ≤ size(mc) + size(m) . (6.5)
3. Wa¨hrend der AUSFU¨HRUNG werden zuerst alle Fifomaten und Fifos in ihren Anfangszu-
stand versetzt. Anschließend wird, solange es mo¨glich ist, ein beliebiger Fifomat imit einer
aktuell ausfu¨hrbaren Transition ausgefu¨hrt. Andernfalls endet die Ausfu¨hrung.
4. Jeder Fifomat definiert Folgen von Ein- und Ausgabeaktionen, die ein KOMMUNIKATI-
ONSPROTOKOLL repra¨sentieren. Damit dieses Kommunikationsprotokoll sich fu¨r endlose
Ausfu¨hrung eignet, darf der entsprechende Fifomat keine Sackgassen enthalten.
Es gibt Sequenzen von Lese- und Schreiboperationen, die atomar ausgefu¨hrt werden mu¨ssen,
um beispielsweise das Verhalten von Datenflußkomponenten des Typs Colored SDF (verglei-
che Abschnitt 4.3.3.1) nachbilden zu ko¨nnen. In einem Fifomaten ist in einem atomaren Schritt
die Menge der Leseoperationen von der Menge der Schreiboperationen durch einen transien-
ten Zustand getrennt. Das ist notwendig, um RU¨CKKOPPLUNGSKANTEN in Datenflußgraphen
modellieren zu ko¨nnen (vergleiche Abschnitt 2.2.3). Denn ansonsten wa¨re es mo¨glich, in der-
selben atomaren Operation in eine Fifo zu schreiben und aus dieser zu lesen. Dies wu¨rde zu
Problemen wie unterschiedlichen Ergebnissen bei unterschiedlichen Ausfu¨hrungsreihenfolgen
von Lese- und Schreiboperationen fu¨hren, was eine Nachbildung des Verhaltens von gefa¨rbten
SDF-Komponenten erheblich erschweren wu¨rde.
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6.3.3 Kommunikationsprotokolle
Betrachtet man das in Kapitel 3 eingefu¨hrte Modell eines physikalischen Signals, so wurden
zwei verschiedene Abstraktionsebenen basierend auf der Strommenge S und der vereinfachten
Strommenge Ss vorgestellt (vergleiche Abschnitt 3.3.3). Die detaillierte Beschreibung mittels
der Strommenge S ist fu¨r die Bestimmung der Interfacetypen (vergleiche Kapitel 5) grundle-
gend. Auf die Beschreibung des Kommunikationsverhaltens mittels Fifomaten ist die abstraktere
Beschreibung mittels der vereinfachten StrommengeSs zugeschnitten. Richtet man den Blick auf
das in Kapitel 4 vorgestellte formale Modell von Datenflußkomponenten, so basiert dieses auf der
detailierteren Beschreibung der Strommengen. Man kann aber aus jeder dieser Beschreibungen
eine VEREINFACHTE DARSTELLUNG basierend auf den vereinfachten Strommengen herleiten.
Zum Beispiel sieht eine vereinfachte Darstellung csdfs von csdf (vergleiche Abschnitt 4.3.3.1)
wie folgt aus:
csdfs

Sks → S
n
s (k, n ∈ N)
x • r 7→ fprefixs(x) • csdfs(r)
x • r 7→ εS sonst
(6.6)
fprefixs

PSks → PSns
(se, se, . . . , se)︸ ︷︷ ︸
k mal
7→ (sme, sme, . . . , sme)︸ ︷︷ ︸
n mal
(sm, sm, . . . , sm)︸ ︷︷ ︸
k mal
7→ (smm, smm, . . . , smm)︸ ︷︷ ︸
n mal
(mm,mm, . . . ,mm)︸ ︷︷ ︸
k mal
7→ (mmm,mmm, . . . ,mmm)︸ ︷︷ ︸
n mal
(me,me, . . . ,me)︸ ︷︷ ︸
k mal
7→ (mme,mme, . . . ,mme)︸ ︷︷ ︸
n mal
(6.7)
Mit PSks und PSns werden die Mengen der endlichen Pra¨fixe von S
k
s beziehungsweise Sns angege-
ben, fu¨r welche die Funktion fprefixs definiert ist. Das sind die Mengen:
PSks = {(se, se, . . . , se), (sm, sm, . . . , sm), (mm,mm, . . . ,mm), (me,me, . . . ,me)}
PSns = {(sme, sme, . . . , sme), (smm, smm, . . . , smm),
(mmm,mmm, . . . ,mmm), (mme,mme, . . . ,mme)}
(6.8)
Dabei werden jeweils Pra¨fixe der La¨nge 2 konsumiert und Pra¨fixe der La¨nge 3 produziert. Damit
hat die entsprechende Datenflußkomponente ein Eingangsgewicht von 2 und ein Ausgangsge-
wicht von 3. Die Farbe o, welche ja Signalsegmente bestehend aus einem einzigen Block re-
pra¨sentiert, tritt in diesem Fall nicht auf. Statt dessen werden Eingangssignale der La¨nge 2 durch
se und Ausgangssegmente der La¨nge 3 durch sme wiedergegeben.
Hier wird die Funktion fprefixs anstelle von ftokens verwendet, da nicht nur jeweils ein Token
sondern ein endliches Pra¨fix des betreffenden Eingabestroms konsumiert wird. Die Funktion
fprefixs stellt eine auf endliche Pra¨fixe von unendlichen Stro¨men von gefa¨rbten Token erweiterte
Funktion fcolor dar (siehe Abschnitt 4.3.3.1). Die vereinfachte Strommenge Ss kann mittels eines
regula¨ren Ausdrucks beschrieben werden (vergleiche Abschnitt 3.3.3).
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Abbildung 6.2: Fifomatenmodelle einiger Datenflußkomponenten
133
Abbildung 6.2 zeigt die Fifomatenmodelle2 einer Colored-SDF-Komponente mit Eingangs-
gewicht 2 und Ausgangsgewicht 3, der Colored-BDF-Komponenten Colored Switch (CSwitch)
beziehungsweise Colored Select (CSelect) und der Colored-DDF-Komponente Colored Mer-
ge (CMerge). Man sieht, wie Transitionen mit Eingabeaktionen, die durch
”
?“ markiert sind,
von Transitionen mit Ausgabeaktionen, welche mittels
”
!“ gekennzeichnet sind, mit Hilfe von
transienten Zusta¨nden getrennt werden (vergleiche Abschnitt 6.3.2).
Im Falle der Datenflußkomponente CSwitch (siehe Abbildung 6.2 (b)) ist besonders die Be-
wahrung der Struktur von Signalsegmenten zu erwa¨hnen. Alle gefa¨rbten Token, die zu einem
Signalsegment geho¨ren, werden sukzessive in die gleiche Ausgabefifo u¨bertragen. Dabei gibt
es jeweils nur ein aus einem Signalblock bestehendes Steuersegment, in dem wiederum nur ein
Signalwert gekapselt ist. Dieser Wert kennzeichnet den Ausgang, zu dem die Token eines Signal-
segments transferiert werden sollen (vergleiche Abschnitt 4.3.3.2).
Daß auch NICHTDETERMINISMUS mittels Fifomaten einfach zu modellieren ist, zeigt
das Beispiel der Datenflußkomponente CMerge (siehe Abbildung 6.2 (c)). Liegen an beiden
Einga¨ngen dieser Datenflußkomponente die Starttoken zweier Signalsegmente an, dann wird
zufa¨llig eines davon ausgewa¨hlt und an den Ausgang transferiert. Dies wird im Fifomatenmodell
durch zwei von demselben Zustand ausgehende Lesetransitionen ausgedru¨ckt, die gleichzeitig
ausfu¨hrbar sind. Einem Starttoken folgen alle weiteren Token des zugeho¨rigen Signalsegments,
da auch CMerge die Segmentstruktur bewahrt (siehe Abschnitt 6.2).
6.4 Neues Model-Checking-Verfahren
Im folgenden wird nach einem einfu¨hrenden ¨Uberblick u¨ber das in dieser Arbeit entwickelte
Model-Checking-Verfahren und seine Aufgabe auf die beiden Betriebsarten KOMPOSITION und
SIMULATION eingegangen. Daran schließt sich die formale Beschreibung des Algorithmus an.
Den Schluß bildet eine Betrachtung verschiedener Probleme und der dazugeho¨rigen Lo¨sungen.
6.4.1 Aufgabe
Die Aufgabe des Model Checkers besteht darin, einen ZYKLISCHEN SCHEDULE zu bestim-
men (vergleiche Abschnitt 2.2.10), welcher SPEICHERU¨BERLAUF AUSSCHLIESST. Falls ein
solcher Schedule existiert, kann das Programm DEADLOCKFREI ausgefu¨hrt werden (siehe Ab-
schnitt 1.1).
6.4.2 ¨Uberblick u¨ber den Model-Checking-Algorithmus
Der Model-Checking-Algorithmus (siehe Abbildung 6.3) wird entwurfsbegleitend bei jeder
¨Anderung im Datenflußgraphen aufgerufen. Das Einfu¨gen neuer Datenflußkomponenten oder
Kanten in den Datenflußgraphen fu¨hrt zur Hinzunahme eines neuen Fifomaten oder einer Ver-
bindung zweier Fifos im zugeho¨rigen Fifomatenmodell. Der Model-Checking-Algorithmus kann
2Der Begriff Fifomatenmodell wird synonym zu Modell der Kommunikationsprotokolle verwendet.
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Abbildung 6.3: Model-Checking-Algorithmus
im Simulationsmodus, in welchem genau EIN ZYKLUS im Erreichbarkeitsgraphen gesucht wird,
beziehungsweise im Kompositionsmodus, in welchem ein KANONISCHER FIFOMAT aus den bei-
den urspru¨nglichen Fifomaten bestimmt wird, betrieben werden. Im Kompositionsmodus ko¨nnen
bei Hinzunahme von Datenflußkomponenten beziehungsweise Verbindungen in den Datenfluß-
graphen die bisherigen Ergebnisse des Fifomatenmodells, die in Form von in dem vorausgegan-
genen Schritt berechneten kanonischen Fifomaten vorliegen, weiterverwendet werden. Werden
Datenflußkomponenten oder Verbindungen im Datenflußgraphen gelo¨scht, muß die Berechnung
und Analyse des Fifomatenmodells neu gestartet werden.
6.4.3 Komposition
DEFINITION 6.4.1: Die KOMPOSITION F 1 ⊗J F 2 zweier Fifomaten
F 1 = ((Q1m, Q
1
t ), q
1
0, (C
1
i , C
1
o , C
1
h), T
1)
F 2 = ((Q2m, Q
2
t ), q
2
0, (C
2
i , C
2
o , C
2
h), T
2)
(6.9)
mit C1 ∩ C2 = ∅ basierend auf einer VERBINDUNGSMENGE
J ⊆ (C1i ∪˙C
2
i )× (C
1
o ∪˙C
2
o ) (6.10)
wird durch die folgenden drei Schritte definiert:
1. Berechnen des Produktfifomaten
2. Verbinden
3. Vereinfachen
Diese Schritte werden im folgendem im Detail erla¨utert.
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Berechnen des Produktfifomaten: Das PRODUKT ZWEIER FIFOMATEN wird wie folgt be-
rechnet:
F 1 ⊗ F 2 = ((Qm, Qt), q0, (Ci, Co, Ch), T )
Qm = Q
1
m ×Q
2
m
Qt = (Q
1
m ×Q
2
t ) ∪ (Q
1
t ×Q
2
m)
q0 = (q
1
0, q
2
0)
Ci = C
1
i ∪ C
2
i
Co = C
1
o ∪ C
2
o
Ch = C
1
h ∪ C
2
h
T = {((q1, q2), op, w, (qˆ1, qˆ2)) |
q1 = qˆ1 ∈ Q1m ∧ (q
2, op, w, qˆ2) ∈ T 2 ∨
q2 = qˆ2 ∈ Q2m ∧ (q
1, op, w, qˆ1) ∈ T 1}
mit op ∈ {!, ?}
(6.11)
Verbinden: Der Fifomat F 1⊗F 2 wird im VERBINDUNGSSCHRITT zu F 1⊗J F 2 aktualisiert,
indem die gegebene Menge
J ⊆ Ci × Co (6.12)
benutzt wird. Die aktualisierten Mengen der Eingabe-, Ausgabe- und verdeckten Fifos sind:
C ′i = Ci \ {c|(c, c
′) ∈ J}
C ′o = Co \ {c
′|(c, c′) ∈ J}
C ′h = Ch ∪ {(Mc ∪M
′
c, nc + n
′
c, mc •m
′
c)|
((Mc, nc, mc), (M
′
c, n
′
c, m
′
c)) ∈ J}
(6.13)
In diesem Schritt werden die Fifomengen aktualisiert, wobei die Menge der miteinander verbun-
denen Fifos der beiden Fifomaten in die aktualisierte Menge der verdeckten Fifos des Produkt-
fifomaten aufgenommen wird. Zudem sind diese miteinander verbundenen Fifos in den aktuali-
sierten Mengen der Eingabe- und Ausgabefifos nicht mehr vorhanden. Dieses Vorgehen wird im
folgenden genauer erla¨utert.
Vereinfachen: Die Vereinfachung des Produktfifomaten gliedert sich in drei Teilschritte:
1. Im Rahmen der FIFOELIMINATION wird eine Fifo mit begrenzter Kapazita¨t in die Zu-
standsmenge hineincodiert. Indem die Ausfu¨hrung des Fifomaten simuliert wird, wird ein
neuer Zustand durch Konkatenation des aktuellen Zustandes und des Fifoinhaltes erzeugt.
Der so entstehende Fifomat entspricht dem im folgenden vorgestellten Erreichbarkeitsgra-
phen (siehe Abschnitt 6.4.4).
2. Wa¨hrend des PRUNING werden alle Sackgassen des Fifomaten (beziehungsweise Erreich-
barkeitsgraphen) entfernt.
3. Den letzten Schritt bildet die ENTFERNUNG DER LEEREN TRANSITIONEN. Transitionen,
die nur leere Aktionen beinhalten, werden entfernt, indem ihre Start- und Endzusta¨nde –
falls mo¨glich – verschmolzen werden. Eine solche Verschmelzung ist beispielsweise nicht
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erlaubt, wenn vom Startzustand aus eine oder mehrere Transitionen zu anderen Zusta¨nden
fu¨hren, welche vom Endzustand aus in dieser Form nicht erreichbar sind. Dann wu¨rde
eine Verschmelzung auch vom Endzustand aus diese Transitionen ermo¨glichen, die im
urspru¨nglichen Fifomaten nicht vorgesehen waren.
Die Kompatibilita¨t zweier Kommunikationsprotokolle ist wie folgt definiert:
DEFINITION 6.4.2: Zwei Kommunikationsprotokolle heißen KOMPATIBEL, wenn der zugeho¨rige
Produktfifomat nach Durchfu¨hrung aller Vereinfachungsschritte nicht leer ist.
Beispiel zur Komposition: Abbildung 6.4 zeigt ein Beispiel zur Veranschaulichung der Kom-
position. Die funktionale Beschreibung des Verhaltens der beiden Datenflußkomponenten A und
B lautet3:
oneToTwostreams
{
S1s → S
2
s
x • r 7→ oneToTwoprefixs(x) • oneToTwostreams(r)
(6.14)
oneToTwoprefixs
{
PS1s → PS2s
o 7→ (o, o)
(6.15)
twoToOnestreams
{
S2s → S
1
s
x • r 7→ twoToOneprefixs(x) • twoToOnestreams(r)
(6.16)
twoToOneprefixs
{
PS2s → PS1s
(o, o) 7→ o
(6.17)
Zu jeder ¨Anderung im Datenflußgraphen ist die entsprechende Maßnahme im Fifomatenmodell
dargestellt. Dabei werden nur Schritte, die eine Vera¨nderung mit sich bringen, aufgezeigt.
1. Abbildung 6.4 a(1) zeigt zwei Datenflußkomponenten. Die beiden zugeho¨rigen Fifomaten
implementieren das durch die funktionale Beschreibung gegebene Verhalten der beiden
Datenflußkomponenten. In einem ersten Schritt wird der Produktfifomat berechnet (siehe
Abbildung 6.4 a(2)). Die Schritte Verbinden und Vereinfachen vera¨ndern dieses Ergebnis
nicht.
2. Fu¨gt man eine Kante in den Datenflußgraphen ein (siehe Abbildung 6.4 b(1)), so fu¨hrt
dies zu einer Aktualisierung der Mengen der Eingabe-, Ausgabe- und verdeckten Fifos
(siehe Abbildung 6.4 b(2)). Im Vereinfachungsschritt wird eine Fifo eliminiert (siehe Ab-
bildung 6.4 b(3)).
3. Die Umwandlung dieses Datenflußgraphen in eine hierarchische Datenflußkomponente
(siehe Abbildung 6.4 c(1)) bringt keine Vera¨nderungen im Fifomatenmodell mit sich.
3Um Beispiele so klein als mo¨glich zu halten, wurden in dieser Arbeit zur Veranschaulichung gelegentlich klas-
sische SDF-Komponenten verwendet und entsprechend mittels Fifomaten modelliert. ¨Ahnliche aber umfangreichere
Beispiele lassen sich auch mit Datenflußkomponenten der gefa¨rbten Datenflußparadigmen erstellen.
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Abbildung 6.4: Beispiel zur Komposition
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Abbildung 6.5: Datenflußgraph fu¨r Simulation
4. In Abbildung 6.4 d(1) wird eine Ru¨ckkopplungskante eingefu¨gt. Wu¨rde man die operatio-
nelle Semantik des klassischen Datenflußparadigmas SDF zugrunde legen, so wa¨re dieser
Datenflußgraph im Deadlock (vergleiche Abschnitt 2.5). Im Fifomatenmodell werden die
Mengen der Fifos aktualisiert (siehe Abschnitt 6.4 d(2)), eine Fifo wird eliminiert (siehe
Abbildung 6.4 d(3)), und es werden leere Transitionen entfernt (siehe Abbildung 6.4 d(4)).
Die Ergebnisse der Analyse sind in der unteren linken Ecke der Abbildung dargestellt.
6.4.4 Simulation
Im nachfolgenden Abschnitt wird der Simulationsmodus und der zugrundeliegende Algorithmus
guidedSearch() schrittweise eingefu¨hrt.
Brute Force: Abbildung 6.5 zeigt einen Datenflußgraphen bestehend aus zwei Datenflußkom-
ponenten, die durch zwei Kanten miteinander verbunden sind. Die funktionale Beschreibung der
Quelle ist gema¨ß den Gleichungen 6.6 und 6.7
sourcestreams
{
S0s → S
2
s
() 7→ sourceprefixs() • sourcestreams()
(6.18)
sourceprefixs
{
PS0s → PS2s
() 7→ (o, oo)
(6.19)
wohingegen die Senke folgendermaßen beschrieben wird:
sinkstreams
{
S2s → S
0
s
x • r 7→ sinkprefixs(x) • sinkstreams(r)
(6.20)
sinkprefixs
{
PS2s → PS0s
(o, o) 7→ ()
(6.21)
Die Senkenkomponente hat unterschiedliche Gewichte an ihren Einga¨ngen. Da es sich um eine
klassische SDF-Komponente (siehe oben) handelt, resultiert das Gewicht 2 in oo und nicht in
se. Baut man in einer Simulation sukzessive den zu dem Fifomatenmodell geho¨renden Erreich-
barkeitsgraphen auf, so werden folgene Schritte abgearbeitet:
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Abbildung 6.6: Simulation (Brute Force)
1. ERZEUGEN DES WURZELKNOTENS: Als erstes wird der Wurzelknoten des Erreichbar-
keitsgraphen angelegt (siehe Abbildung 6.6 (a)). Dieser beinhaltet sowohl die Anfangs-
zusta¨nde der beiden Fifomaten als auch die Anfangsbelegungen der Fifos, die in diesem
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Beispiel leer sind. Bei den Fifos werden nur die Indizes 0 und 1 der jeweiligen Kantenbe-
schriftung angegeben.
2. EXPANDIEREN (DATA-DRIVEN): Im na¨chsten Schritt wird der Wurzelknoten des Erreich-
barkeitsgraphen expandiert4. Das heißt, alle seine So¨hne werden erzeugt. Diese ergeben
sich durch die Ausfu¨hrung jeweils eines Zustandsu¨berganges eines der beteiligten Fifo-
maten. In diesem Fall gibt es zwei potentielle So¨hne. Zum einen kann die Quellkompo-
nente versuchen zu schreiben. Dies ist erlaubt, da dadurch die Kapazita¨t der beteiligten
Fifos (die hier als unendlich angenommen ist) nicht u¨berschritten wird. Zum anderen ver-
sucht die Senkenkomponente zu lesen. Dies ist nicht mo¨glich, da die zu lesenden Wo¨rter
keine Pra¨fixe der aktuellen Fifoinhalte darstellen. Aus diesem Grund resultiert diese Ope-
ration in einem verbotenen Knoten. Das Symbol  kennzeichnet die Fifos, deren Inhalte
ursa¨chlich fu¨r die Nichtausfu¨hrbarkeit der entsprechenden Transition des zugeho¨rigen Fi-
fomaten sind.
3. EXPANDIEREN (DATA-DRIVEN): Daraufhin wird ein zuru¨ckgestellter Knoten heuristisch
ausgewa¨hlt und expandiert.
Dieser Brute-Force-Ansatz zur Bestimmung des Erreichbarkeitsgraphen terminiert in diesem
Beispiel nicht, da kein Zyklus in den Wurzelknoten des Erreichbarkeitsgraphen existiert und au-
ßerdem durch das Mißverha¨ltnis von geschriebenen und gelesenen Token die Anzahl der Token
auf der unteren Kante des Datenflußgraphen beliebig anwa¨chst.
Blockieren/Deblockieren: In den Abbildungen 6.7 und 6.8 wird der Brute-Force-Ansatz um
die Mechanismen BLOCKIEREN und LAZY DEBLOCKIEREN erga¨nzt:
1. ERZEUGEN DES WURZELKNOTENS: Der erste Schritt besteht in der Erzeugung des
Wurzelknotens des Erreichbarkeitsgraphen analog zum Brute-Force-Ansatz (siehe Abbil-
dung 6.7 (a)).
2. EXPANDIEREN (DATA-DRIVEN): Als na¨chstes wird wie beim Brute-Force-Ansatz der
Wurzelknoten des Erreichbarkeitsgraphen expandiert, wobei ein verbotener Knoten und
ein weiter bearbeitbarer Knoten erzeugt werden (siehe Abbildung 6.7 (b)).
3. BLOCKIEREN: Der weiter bearbeitbare Knoten wird vorerst blockiert (siehe Abbildung 6.7
(b)), da seine Konfiguration mit der des blockierenden Wurzelknotens bezu¨glich der Fifo-
matenzusta¨nde identisch ist und bezu¨glich der Fifoinhalte eine Erweiterung der Fifoinhalte
des Wurzelknotens darstellt. Die Idee hinter diesem Blockieren besagt, daß zuerst unter-
sucht werden soll, ob man nicht ausgehend von den
”
ku¨rzeren“ Fifoinhalten des blockie-
renden Knotens den Zyklus zuru¨ck in den Wurzelknoten des Erreichbarkeitsgraphen finden
kann.
4Diese Expansion entspricht der als data-driven gekennzeichneten Abarbeitungsstrategie von Datenflußgraphen
(vergleiche Abschnitt 2.2.9).
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Abbildung 6.7: Simulation (Blockieren/Deblockieren) (1)
4. LAZY DEBLOCKIEREN (DEMAND-DRIVEN): Da allerdings keine zuru¨ckgestellten Kno-
ten mehr vorhanden sind, wird als na¨chstes (lazy) deblockiert5 (siehe Abbildung 6.7 (c)).
Das heißt, es gibt keinen begehbaren Pfad mehr im Erreichbarkeitsgraphen. Nur durch
die Aufhebung einer Blockade kann weitergesucht werden. Die Idee hinter dem Lazy De-
blockieren ist folgende: Der verbotene Knoten wa¨re erreichbar, wenn seine Leseaktionen
5Dieses Deblockieren mit anschließender Expansion entspricht der als demand-driven gekennzeichneten Abar-
beitungsstrategie von Datenflußgraphen (vergleiche Abschnitt 2.2.9).
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Abbildung 6.8: Simulation (Blockieren/Deblockieren) (2)
143
durch eine entsprechende Fifobelegung ermo¨glicht wu¨rde. In dem Beispiel wa¨re also der
verbotene Knoten erreichbar, wenn vor Ausfu¨hren der zugeho¨rigen Leseaktionen in jeder
der beiden Fifos ein o gespeichert wa¨re. Diese gewu¨nschte Fifobelegung ist der Startpunkt
fu¨r eine Reihe von Deblockierschritten, die bei dem Wurzelknoten des Erreichbarkeits-
graphen enden. In jedem dieser Schritte wird die entsprechende Lese- oder Schreibtran-
sition umgekehrt auf die jeweilige Wunschfifobelegung angewandt. In der Abbildung ist
die gewu¨nschte Fifobelegung, soweit diese sich von der aktuellen Fifobelegung des Kno-
tens unterscheidet, neben dem Knoten dargestellt. Bei jedem besuchten Knoten wird dabei
u¨berpru¨ft, ob nicht ein Knoten blockiert ist, dessen Fifobelegungen entweder diese Anfor-
derungen erfu¨llen oder zumindest einen Schritt in Richtung Anforderungserfu¨llung dar-
stellen. Erfu¨llt sind diese Anforderungen, wenn die gewu¨nschten Fifobelegungen Pra¨fixe
der Fifobelegungen des blockierten Knotens darstellen. Eine Verbesserung liegt vor, wenn
die Fifobelegungen des blockierenden Knotens Pra¨fixe der Fifobelegungen des blockierten
Knotens und diese wiederum Pra¨fixe der gewu¨nschten Fifobelegungen sind. Falls dem so
ist, wird der entsprechende Knoten deblockiert und kann – falls keine anderen Blockierun-
gen durch weitere Knoten des Erreichbarkeitsgraphen vorliegen – weiterbearbeitet werden.
Auf diese Weise ist es mo¨glich, einen a¨hnlichen Pfad des Erreichbarkeitsgraphen zu finden,
der im ersten Anlauf aufgrund der
”
zu langen“ Fifobelegung abgeschnitten wurde.
5. EXPANDIEREN (DATA-DRIVEN): Da aufgrund des Lazy Deblockierens ein Knoten vor-
handen ist, der expandiert werden kann, wird dieser expandiert (siehe Abbildung 6.7 (d)).
6. BLOCKIEREN: Einer der Nachfolger wird blockiert (siehe Abbildung 6.7 (d)).
7. EXPANDIEREN (DATA-DRIVEN): Da aber noch ein nicht blockierter zuru¨ckgestellter Kno-
ten des Erreichbarkeitsgraphen vorhanden ist, wird dieser expandiert (siehe Abbildung 6.8
(a)).
8. BLOCKIEREN: Der eine Nachfolger ist verboten, der andere wird von zwei Vorga¨nger-
knoten blockiert (siehe Abbildung 6.8 (a)).
9. LAZY DEBLOCKIEREN (DEMAND-DRIVEN): Dies fu¨hrt zu einer weiteren Deblockierung
(siehe Abbildung 6.8 (b)). Man erkennt, daß nur ein Knoten vollsta¨ndig deblockiert wird,
da bei dem anderen in Frage kommenden Knoten noch eine zusa¨tzliche Blockierkante
existiert.
10. EXPANDIEREN (DATA-DRIVEN): Der vollsta¨ndig deblockierte Knoten wird expandiert,
wobei unter anderem ein redundanter Knoten erzeugt wird (siehe Abbildung 6.8 (c)).
Ein Knoten ist redundant, wenn bereits ein gleicher Knoten existiert. Zwei Knoten sind
dabei gleich, wenn ihre Konfigurationen bestehend aus Fifomatenzusta¨nden und Fifoin-
halten identisch sind. Redundante Knoten werden bei der weiteren Bearbeitung nicht
beru¨cksichtigt, da die von diesen Knoten aus erreichbaren Teile des Erreichbarkeitsgra-
phen auch von ihrem identischen Knoten aus erreicht werden ko¨nnen.
11. BLOCKIEREN: Der verbleibende Nachfolger des gerade expandierten Knotens wird
blockiert (siehe Abbildung 6.8 (c)).
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12. TERMINIERUNG: Da die Menge der bei der Expansion zuru¨ckgestellten Knoten leer ist
und auch kein weiterer verbotener Knoten vorhanden ist, der mittels Deblockierung diese
Menge um weitere Knoten erga¨nzen ko¨nnte, terminiert das Verfahren (siehe Abbildung 6.8
(c)). Dabei ist zu beachten, daß das Lazy Deblockieren nur durch verbotene Knoten aus-
gelo¨st wird.
Die VORTEILE des hier beispielhaft erla¨uterten Verfahrens, welches einen den Wurzelknoten
beinhaltenden Zyklus im Erreichbarkeitsgraphen sucht, sind:
• VERHINDERN DES DIVERGIERENS DER SUCHE: Es werden im ersten Ansatz alle Knoten
BLOCKIERT, wo bereits ein Knoten gefunden wurde, der eine identische Zustandsbelegung
der Fifomaten und ku¨rzere Fifobelegungen hinsichtlich der Pra¨fixordnung aufweist. Damit
werden alle Pfade abgeschnitten, die eine unno¨tige Zunahme der Fifola¨ngen aufweisen.
• SELEKTIVES ¨OFFNEN VON PFADEN IN RICHTUNG WURZELKNOTEN: Ist der durch die
blockierten Knoten abgegrenzte Erreichbarkeitsgraph vollkommen durchsucht und kein
Zyklus in den Wurzelknoten gefunden, dann werden weitere Pfade mit Hilfe des LAZY
DEBLOCKIERENS geo¨ffnet. Man betrachtet jeweils einen verbotenen Knoten, der aufgrund
einer verbotenen LESETRANSITION nicht erreicht wurde, und sucht solche Knoten zu de-
blockieren, deren Fifobelegungen diese Lesetransition erlauben. Damit werden selektiv
Pfade geo¨ffnet, die in Richtung Wurzelknoten fu¨hren. Ein Knoten, dessen Fifobelegung
ku¨rzer ist als die seines Vorga¨ngerknotens, liegt na¨her an der Wurzel des Erreichbarkeits-
graphen, wenn alle Fifobelegungen der Wurzel leer sind. Selbst wenn die Fifobelegungen
der Wurzel endliche Initialisierungswo¨rter enthalten, ist dieses Verfahren erfolgreich, da
alle Knoten des Erreichbarkeitsgraphen mit ku¨rzeren Fifobelegungen schnell erzeugt sind
und anschließend das Verfahren greift. Demgegenu¨ber bestu¨nde bei einer Suche, die ten-
dentiell la¨ngere Fifobelegungen bevorzugt, die Gefahr des Divergierens. Zusa¨tzlich werden
durch die heuristische Auswahl Deblocker bevorzugt, die na¨her am Wurzelknoten liegen.
• BEWEIST EXISTENZ/NICHTEXISTENZ VON ZYKLEN (BEHAUPTUNG): Falls es einen
den Wurzelknoten beinhaltenden Zyklus des Erreichbarkeitsgraphen gibt, dann findet der
Algorithmus diesen und terminiert. Gibt es keinen solchen Zyklus, wird dies gemeldet
oder der Algorithmus terminiert nicht. Dies ist eine NICHTBEWIESENE BEHAUPTUNG
(vergleiche Abschnitt 6.4.5).
Partial Order Reduction: Abbildung 6.9 zeigt einen Datenflußgraphen und zwei dazu-
geho¨rige Erreichbarkeitsgraphen. In diesem Datenflußgraphen sind eine Quelle, mehrere interne
Datenflußkomponenten und eine Senke enthalten. Die Quelle entspricht folgender funktionalen
Beschreibung:
sourcestreams
{
S0s → S
2
s
() 7→ sourceprefixs() • sourcestreams()
(6.22)
sourceprefixs
{
PS0s → PS2s
() 7→ (o, o)
(6.23)
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Die internen Datenflußkomponenten entsprechen
internalstreams
{
S1s → S
1
s
x • r 7→ internalprefixs(x) • internalstreams(r)
(6.24)
internalprefixs
{
PS1s → PS1s
o 7→ o
(6.25)
Die Senke ist definiert als:
sinkstreams
{
S2s → S
0
s
x • r 7→ sinkprefixs(x) • sinkstreams(r)
(6.26)
sinkprefixs
{
PS2s → PS0s
(o, o) 7→ ()
(6.27)
Betrachtet man Abbildung 6.9 (b), so erkennt man eine rautenfo¨rmige Anordnung von Kno-
ten des Erreichbarkeitsgraphen, die auf unterschiedlichen Pfaden vom Start- zum Endknoten
liegen. Diese große Anzahl von Knoten entsteht, da im Laufe der Simulation alle mo¨glichen
Reihenfolgen, in denen die beiden Token durch den Datenflußgraphen traversieren ko¨nnen,
beru¨cksichtigt werden. Es ist allerdings so, daß nur ein beliebiger Pfad vom Start- zum Ziel-
knoten von Interesse ist (siehe Abbildung 6.9 (c)). Diese Reduzierung der Zustandsmenge auf
die Knoten des interessierenden Pfades bezeichnet man als PARTIAL ORDER REDUCTION (siehe
Abschnitt 2.4.4).
Diese Reduktion basiert auf folgender Beobachtung: Falls es einen Fifomaten gibt, der im
aktuellen Zustand eine atomare Operation durchfu¨hren kann, ohne daß eine Aktion irgendeiner
Transition in dieser atomaren Operation nicht ausfu¨hrbar ist aufgrund
• begrenzter Kapazita¨ten bei Schreiboperationen oder
• weil nur ein Pra¨fix des zu lesenden Wortes bei Leseoperationen vorhanden ist,
dann wird beim Expandieren nur dieser Fifomat beru¨cksichtigt. Der Grund ist, daß die Expan-
sion dieses Fifomaten KOMMUTATIV zur Expansion aller anderen Fifomaten ist (vergleiche Ab-
schnitt 6.4.5).
6.4.5 Formale Beschreibung des Model-Checking-Algorithmus
Nach einer formalen Beschreibung des zu einem Datenflußgraphen geho¨renden Fifomaten-
modells, des Erreichbarkeitsgraphen und notwendiger Hilfsfunktionen fokussiert sich dieser
Abschnitt auf die Suchstrategie im Erreichbarkeitsgraphen als Kern des Model-Checking-
Verfahrens.
Fifomatenmodell: In der nachfolgenden Definition werden verschiedene Begriffe, welche die
Menge der von dem Model-Checking-Verfahren betrachteten Fifomaten charakterisieren, vorge-
stellt. Dabei wird auf der Definition eines Fifomaten und seiner Bestandteile (vergleiche Defini-
tion 6.3.2) aufgebaut. Der Index f wird verwendet, um die Zugeho¨rigkeit zu einem Fifomaten f
auszudru¨cken. So ist
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• Qf die Zustandsmenge,
• Qm,f die Menge der Hauptzusta¨nde,
• Qt,f die Menge der transienten Zusta¨nde,
• Tf die Menge der Transitionen und
• Cf die Menge der Fifos
von f . Dabei sind die Mengen der Zusta¨nde Qf und Qf ′ zweier beliebiger Fifomaten f und
f ′ disjunkt. Das gleiche gilt fu¨r die Mengen der Transitionen. Einzig bei den Fifos gibt es
¨Uberschneidungen, wenn beispielsweise Fifomat f in eine Fifo schreibt und Fifomat f ′ aus der-
selben Fifo liest.
DEFINITION 6.4.3:
1. Die MENGE DER VOM MODEL-CHECKING-ALGORITHMUS UNTERSUCHTEN FIFOMA-
TEN wird mit F bezeichnet.
2. Die MENGE ALLER ZUSTA¨NDE DER FIFOMATEN ist als disjunkte Vereinigung der Zu-
standsmengen der Fifomaten f ∈ F definiert:
QF =
⋃˙
f∈F
Qf (6.28)
3. Die MENGE ALLER TRANSITIONEN DER FIFOMATEN ist als disjunkte Vereinigung der
Transitionsmengen der Fifomaten f ∈ F definiert:
TF =
⋃˙
f∈F
Tf (6.29)
4. Die MENGE DER FIFOS (KANA¨LE) DER FIFOMATENMENGE ist als Vereinigung der Ka-
nalmengen der Fifomaten f ∈ F definiert:
CF =
⋃
f∈F
Cf (6.30)
Erreichbarkeitsgraph: In folgender Definition werden einige grundlegende Begriffe zum
Versta¨ndnis des Aufbaus der hier betrachteten Erreichbarkeitsgraphen eingefu¨hrt.
DEFINITION 6.4.4:
1. Eine Abbildung
s
{
F → QF
f 7→ q ,
(6.31)
die jedem Fifomaten f der Fifomatenmenge F einen Zustand q zuordnet, heißt STATEMAP.
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2. Eine Abbildung
w
{
CF →M
∗
c 7→ m ,
(6.32)
die jeder Fifo c der Fifomenge CF ein Wort m ∈M∗ zuordnet, heißt WORDMAP.
3. Die KNOTENMENGE DES ERREICHBARKEITSGRAPHEN ist definiert als6
V ∗ ⊆ (F → QF)× (CF →M
∗) . (6.33)
Ein KNOTEN DES ERREICHBARKEITSGRAPHEN besteht somit aus einer Statemap und
einer Wordmap:
v = (s, w) . (6.34)
V i bezeichnet die KNOTENTEILMENGE DES ERREICHBARKEITSGRAPHEN, welche bis
zum i-ten Schritt des Algorithmus berechnet wurde. Weitere Bezeichner sind:
VE Endliche Menge der EXPANDIERTEN KNOTEN
VP Endliche Menge der ZURU¨CKGESTELLTEN KNOTEN
VB Endliche Menge der BLOCKIERTEN KNOTEN
VN Potentiell unendliche Menge der NOCH NICHT EXISTIERENDEN KNOTEN
(6.35)
Dabei gilt:
V i = V iE ∪˙ V
i
P ∪˙ V
i
B
V ∗ = V i ∪˙ V iN
(6.36)
4. Die ANNOTIERTE KANTENMENGE DES ERREICHBARKEITSGRAPHEN ist definiert als
E∗ ⊆ (V ∗ × TF × V
∗). (6.37)
Eine Kante des Erreichbarkeitsgraphen
e = (v, t, v′) (6.38)
gibt an, welche Transition t eines Fifomaten f ∈ F ausgefu¨hrt wurde, um vom Knoten v
zum Knoten v′ zu gelangen.
6Das Superskript ∗ wird in dieser Arbeit verwendet, um
• die Wortmenge M∗, die Wo¨rter unterschiedlicher La¨nge beinhaltet, zu kennzeichnen beziehungsweise
• bei allen anderen Mengen hervorzuheben, daß in diesen Mengen alle durch den jeweiligen Algorithmus be-
rechenbaren Elemente enthalten sind. Dies grenzt diese Mengen beispielsweise von den mit Superskript i
gekennzeichneten bis zum i-ten Schritt des jeweiligen Algorithmus berechneten Teilmengen ab.
• bei Funktionen eine beliebig ha¨ufige Verkettung von Aufrufen zu symbolisieren.
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5. Der ERREICHBARKEITSGRAPH einer Menge von Fifomaten ist somit definiert als
RT ⊆ V ∗ × E∗ (6.39)
In Abbildung 6.6 (a) ist ein Knoten eines Erreichbarkeitsgraphen mit zugeho¨riger Statemap und
Wordmap abgebildet. Die Kantenmenge E∗ wird in dem hier vorgestellten Verfahren nicht ge-
sondert abgespeichert. Der Algorithmus ermittelt die Kanten mit Hilfe der Knoten des Erreich-
barkeitsgraphen und der Menge der Fifomaten.
Vergleichsoperationen: Um die Knoten eines Erreichbarkeitsgraphen miteinander verglei-
chen zu ko¨nnen, sind verschiedene Operationen erforderlich.
DEFINITION 6.4.5:
1. GLEICHHEIT VON STATEMAPS: Die Gleichheit von Statemaps
s, s′ : F → QF (6.40)
ist wie bei Funktionen u¨blich punktweise definiert:
s = s′ ⇔ (∀f ∈ F : s(f) = s′(f)) . (6.41)
2. GLEICHHEIT VON WORDMAPS: Die Gleichheit von Wordmaps
w,w′ : CF →M
∗ (6.42)
ist wie bei Funktionen u¨blich punktweise definiert:
w = w′ ⇔ (∀c ∈ CF : w(c) = w
′(c)) . (6.43)
3. VERGLEICH VON WORDMAPS: Zwei Wordmaps
w,w′ : CF →M
∗ (6.44)
stehen in einer Kleiner-Gleich- beziehungsweise Kleiner-Relation, wenn gilt:
w ≤ w′ ⇔ (∀c ∈ CF : w(c) ⊑ w
′(c))
w < w′ ⇔ (w ≤ w′ ∧ w 6= w′)
(6.45)
Dabei stellt (M∗,⊑) die Pra¨fixordnung dar (siehe Abschnitt 3.3.3).
4. VERGLEICH VON KNOTEN: Seien v = (s, w) und v′ = (s′, w′). Dann gilt:
v ≤ v′ ⇔ (s = s′ ∧ w ≤ w′)
v < v′ ⇔ (s = s′ ∧ w < w′)
(6.46)
Auf Statemaps ist nur die Gleichheit definiert, da hier nur eine Unterscheidung zwischen gleich
und ungleich mo¨glich ist. Die Pra¨fixordnung auf Wo¨rtern wird hier auf Wordmaps erweitert.
Diese Vergleichsoperationen bilden die Grundlage fu¨r den Vergleich von Knoten des Erreichbar-
keitsgraphen.
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Lese- und Schreiboperationen: Zusa¨tzlich sind noch verschiedene Operationen erforderlich,
um den Model-Checking-Algorithmus beschreiben zu ko¨nnen.
DEFINITION 6.4.6:
1. Die Lese- und Schreiboperationen auf Wo¨rtern m,m′, m′′ ∈M∗ sind wie folgt definiert:
m⊕l m
′ = m′′ ⇔ m′ •m = m′′ LINKSSEITIGES SCHREIBEN
m⊕r m
′ = m′′ ⇔ m •m′ = m′′ RECHTSSEITIGES SCHREIBEN
m⊖l m
′ = m′′ ⇔ m = m′ •m′′ LINKSSEITIGES LESEN
m⊖r m
′ = m′′ ⇔ m = m′′ •m′ RECHTSSEITIGES LESEN
(6.47)
Falls die angegebene Konkatenation nicht definiert ist, ist auch die entsprechende Schreib-
beziehungsweise Leseoperation nicht definiert.
2. Die Lese-und Schreiboperationen auf Wordmaps w,w′, w′′ ∈ (CF → M∗) sind wie folgt
punktweise definiert.
w ⊕l w
′ = w′′ ⇔ ∀c∈CF : w(c)⊕l w
′(c) = w′′(c) LINKSSEITIGES SCHREIBEN
w ⊕r w
′ = w′′ ⇔ ∀c∈CF : w(c)⊕r w
′(c) = w′′(c) RECHTSSEITIGES SCHREIBEN
w ⊖l w
′ = w′′ ⇔ ∀c∈CF : w(c)⊖l w
′(c) = w′′(c) LINKSSEITIGES LESEN
w ⊖r w
′ = w′′ ⇔ ∀c∈CF : w(c)⊖r w
′(c) = w′′(c) RECHTSSEITIGES LESEN
(6.48)
Falls mindestens eine Operation auf den betrachteten Wo¨rtern undefiniert ist, dann ist
auch die dazugeho¨rige Operation auf den zugeho¨rigen Wordmaps undefiniert.
3. Die MENGE DER TRANSITIONSOPERATIONEN ist gegeben durch
OP = {!, ?} , (6.49)
wobei
”
!“ Schreiboperationen bezeichnet und
”
?“ eine Leseoperation kennzeichnet.
Auf Wo¨rtern sind jeweils zwei Lese- und zwei Schreiboperationen definiert, welche fu¨r das Er-
zeugen einer Wordmap aus einer anderen verwendet werden. Dabei gilt, daß ⊕r und ⊖l bei der
Erzeugung eines neuen Knotens des Erreichbarkeitsgraphen verwendet werden, wohingegen ⊕l
und⊖r bei der Ru¨ckwa¨rtspropagation von Wordmaps durch den Erreichbarkeitsgraphen (verglei-
che Funktion unapply() in Definition 6.4.8) eingesetzt werden. Diese Operationen auf Wo¨rtern
sind auf Wordmaps erweitert. Auf Transitionen sind dann jeweils Lese- beziehungsweise Schrei-
boperationen mittels
”
?“ beziehungsweise
”
!“ (siehe Definition 6.3.2) angegeben.
Anwenden einer Transition: Die vorgestellten Schreib- und Leseoperationen werden unter
anderem dazu verwendet, aus einem Knoten v des Erreichbarkeitsgraphen durch Anwendung
einer Transition t einen neuen Knoten v′ zu bestimmen. Im folgenden werden die fu¨r diese Ope-
ration notwendigen Definitionen eingefu¨hrt.
DEFINITION 6.4.7: Die MENGE DER FIFOS EINER TRANSITION t beinhaltet alle Fifos, deren
Inhalt durch die Transition t = (q1, op, wt, q2) eines Fifomaten f vera¨ndert wird:
Ct = {c ∈ CF|wt(c) 6= ε} (6.50)
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Dabei umfaßt die der Transition t zugeordnete Wordmap wt alle Wo¨rter, welche in der Transition
t aus den einzelnen Fifos gelesen beziehungsweise in diese Fifos geschrieben werden. Fifos,
deren Belegungen nicht vera¨ndert werden, wird durch wt das leere Wort ε zugewiesen.
Mit Hilfe der Funktion apply() wird aus einer Wordmap eine neue Wordmap erzeugt, indem
alle Aktionen einer vorgegebenen Transition t durchgefu¨hrt werden. Die Funktion unapply()
macht die Auswirkungen einer Transition wieder ru¨ckga¨ngig.
DEFINITION 6.4.8:
1. Die Funktion apply() berechnet aus einer Wordmap und einer Transition eine neue Word-
map:
apply

(CF →M
∗)× TF → (CF → M
∗)
(w, t = (q1, op, wt, q2)) 7→
{
w ⊕r wt falls op =!
w ⊖l wt falls op =?
(6.51)
2. Die Funktion unapply() bestimmt zu einer Wordmap und einer Transition die Vorga¨nger-
wordmap:
unapply

(CF →M
∗)× TF → (CF → M
∗)
(w, t = (q1, op, wt, q2)) 7→
{
w ⊖r wt falls op =!
w ⊕l wt falls op =?
(6.52)
Falls die verwendeten Schreib- beziehungsweise Leseoperationen undefiniert sind, ist auch das
Ergebnis von apply() beziehungsweise unapply() undefiniert. Eine Leseoperation ist beispiels-
weise undefiniert, wenn die zugeho¨rige Fifo leer beziehungsweise mit einem nicht zur Le-
setransition passenden Inhalt gefu¨llt ist. Eine Schreiboperation ist undefiniert, wenn die zu-
geho¨rige Fifo eine Kapazita¨tsbeschra¨nkung besitzt, die durch die Ausfu¨hrung der Schreibope-
ration u¨berschritten wu¨rde7.
Dabei muß gelten, daß sich apply() und unapply() gegenseitig aufheben, wenn beide defi-
nierte Ergebnisse liefern.
BEMERKUNG 6.4.1: Es gilt:
apply(w, t) = w′ ⇔ unapply(w′, t) = w (6.53)
Die Funktion apply() ist u¨berladen. Neben der oben vorgestellten Version fu¨r Wordmaps
wird nachfolgend eine Version fu¨r Statemaps eingefu¨hrt.
7Die Kapazita¨t nc einer Fifo c ist dabei wie in Definition 6.3.1 angegeben ein Element der Menge N∪{∞}. In der
Regel ist die Kapazita¨t unbekannt und daher ∞. Der Benutzer kann allerdings Kapazita¨tsbegrenzungen einfu¨hren.
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DEFINITION 6.4.9: Die Funktion apply() liefert fu¨r eine Statemap s und eine Transition t die
Statemap s′, welche durch den in der Transition festgelegten Zustandsu¨bergang entsteht.
apply

(F → QF)× TF → (F → QF)
(s, (q1, op, wt, q2)) 7→ s′ mit
{
s′(f) = q2 falls s(f) = q1
s′(f) = s(f) sonst
(6.54)
Faßt man nun die Varianten von apply() fu¨r Wordmaps und Statemaps zusammen, so erha¨lt man
folgende fu¨r Knoten des Erreichbarkeitsgraphen definierte Version.
DEFINITION 6.4.10: Die Funktion apply() liefert fu¨r einen Knoten v des Erreichbarkeitsgra-
phen und eine Transition t den Knoten v′, der durch Anwendung der Transition t entsteht:
apply
{
V ∗ × TF → V
∗
((s, w), t) 7→ (apply(s, t), apply(w, t)) (6.55)
Zula¨ssige und nicht zula¨ssige Operationen: Die Funktion enabled() u¨berpru¨ft, ob bei einem
durch einen Knoten des Erreichbarkeitsgraphen beschriebenen Zustand des Systems bestehend
aus Statemap und Wordmap eine Transition eines Fifomaten ausgefu¨hrt werden kann. Eine Lese-
transition ist dabei ausfu¨hrbar, wenn die zu lesenden Worte Pra¨fixe der in den Fifos gespeicherten
Worte sind. Eine Schreibtransition ist ausfu¨hrbar, wenn durch die Schreibaktion die Kapazita¨t nc
der jeweiligen Fifo c nicht u¨berschritten wird.
DEFINITION 6.4.11:
1. Die Funktion readingEnabled() bestimmt, ob bei gegebenem Knoten des Erreichbarkeits-
graphen eine ausgewa¨hlte Transition ihre Leseoperation durchfu¨hren kann:
readingEnabled

V ∗ × TF → B
((s, w), (q1, op, wt, q2)) 7→ ∃f ∈ F : (q1, op, wt, q2) ∈ Tf
∧s(f) = q1 ∧ op =?
∧wt ≤ w
(6.56)
2. Die Funktion writingEnabled() bestimmt, ob bei gegebenem Knoten des Erreichbarkeits-
graphen eine ausgewa¨hlte Transition ihre Schreiboperation durchfu¨hren kann:
writingEnabled

V ∗ × TF → B
((s, w), (q1, op, wt, q2)) 7→ ∃f ∈ F : (q1, op, wt, q2) ∈ Tf
∧s(f) = q1 ∧ op =!∧
∀c ∈ Ct : |wt(c)|+|w(c)| ≤ nc
(6.57)
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3. Die Funktion enabled() bestimmt, ob bei gegebenem Knoten des Erreichbarkeitsgraphen
eine ausgewa¨hlte Transition ihre Operation durchfu¨hren kann:
enabled
{
V ∗ × TF → B
(v, t) 7→ readingEnabled(v, t) ∨writingEnabled(v, t) (6.58)
Mit Hilfe der Funktion enabled() ko¨nnen ausfu¨hrbare von nicht ausfu¨hrbaren Transitionen un-
terschieden werden. Dabei baut enabled() auf readingEnabled() und writingEnabled() auf,
welche diese Unterscheidung fu¨r lesende beziehungsweise schreibende Transitionen treffen. Die
Funktion readingEnabled() liefert true, wenn die betrachtete Transition von einem aktuellen
Zustand eines Fifomaten ausgeht und die zu lesenden Wo¨rter Pra¨fixe der aktuellen Fifoinhalte
sind. Die Funktion writingEnabled() liefert true, wenn die betrachtete Transition von einem
aktuellen Zustand eines Fifomaten ausgeht und die zu schreibenden Wo¨rter die Kapazita¨ten der
jeweiligen Fifos nicht u¨berschreiten.
Deblocker: Im folgenden werden grundlegende Begriffe zum Versta¨ndnis der Deblockierope-
ration eingefu¨hrt.
DEFINITION 6.4.12: Die MENGE DER DEBLOCKER ist definiert als
D∗ ⊆ V ∗ × (CF →M
∗)× TF (6.59)
Di bezeichne die Menge der Deblocker, die bis zum i-ten Schritt des Algorithmus bestimmt wur-
den. Weitere Bezeichner sind:
DE : Endliche Menge der EXPANDIERTEN DEBLOCKER
DP : Endliche Menge der ZURU¨CKGESTELLTEN DEBLOCKER
DN : Menge der NOCH NICHT BESTIMMTEN DEBLOCKER
(6.60)
Dabei gilt:
Di = DiE ∪˙ D
i
P
D∗ = Di ∪˙ DiN
(6.61)
Priorita¨t eines Knotens beziehungsweise Deblockers: Die Priorita¨t eines Knotens basiert auf
der La¨nge seiner Wordmap und seiner Entstehungsnummer.
DEFINITION 6.4.13:
1. Die LA¨NGE EINER WORDMAP ist gegeben durch
l
{
(CF →M
∗)→ N0
w 7→
∑
c∈CF
|w(c)|
(6.62)
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2. Die ENTSTEHUNGSNUMMER EINES KNOTENS ist wie folgt definiert:
nr
{
V ∗ → N
vi 7→ i
(6.63)
Es gilt fu¨r die Knotenmengen im n-ten Schritt des Algorithmus:
∀v ∈ V nN : ∀v
′ ∈ V n : nr(v) > nr(v′) (6.64)
Dabei geschieht die Nummernvergabe nach der Entstehungszeit.
3. Die PRIORITA¨T p(v) eines Knotens v = (s, w) des Erreichbarkeitsgraphen ist wie folgt
definiert:
p
{
V ∗ → Z× Z
v 7→ (−l(w),−nr(v)) (6.65)
Dabei werden die Priorita¨ten zweier Knoten v = (s, w) und v′ = (s′, w′) lexikographisch
verglichen:
p(v) > p(v′) ⇔ (−l(w) > −l(w′)) ∨ (l(w) = l(w′) ∧ −nr(v) > −nr(v′)) (6.66)
Die La¨nge einer Wordmap ergibt sich aus der Summe der La¨ngen der zugeordneten Wo¨rter.
Es kann jeweils mehrere Knoten des Erreichbarkeitsgraphen geben, welche die gleiche La¨nge
besitzen. Um durch die Priorita¨t eine eindeutige Anordnung der Knoten zu erhalten, wird bei
deren Berechnung noch zusa¨tzlich die Entstehungsnummer des Knotens, das heißt dessen Ent-
stehungszeit, beru¨cksichtigt. Ein Knoten ist daher ho¨her priorisiert als ein anderer, falls er ei-
ne ku¨rzere Wordmap hat beziehungsweise – wenn deren Wordmaps gleich lang sind – falls er
fru¨her erzeugt wurde. Letzteres bevorzugt tendentiell na¨her bei der Wurzel liegende Knoten des
Erreichbarkeitsgraphen.
Die Tiefe eines Knotens, das heißt sein Abstand zum Wurzelknoten vroot, wird mittels der
Funktion succ() ermittelt, welche in Definition 6.4.23 beschrieben ist:
DEFINITION 6.4.14:
1. Die TIEFE EINES KNOTENS ist gegeben durch:
depth
{
V ∗ → N0
v 7→ min{n ∈ N0|v ∈ succn(vroot)}
(6.67)
Die Anzahl n der Aufrufe von succ() entspricht dem Abstand des Knotens v vom Wurzel-
knoten vroot.
2. Die PRIORITA¨T EINES DEBLOCKERS ist gegeben durch:
p
{
D∗ 7→ Z× Z
(v, wv, t) 7→ (−depth(v),−nr(v)) (6.68)
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Dabei werden die Priorita¨ten der Deblocker d = (v, wv, t) und d′ = (v′, wv′ , t′) lexikogra-
phisch verglichen.
p(d)>p(d′)⇔(−depth(v)>−depth(v′)∨(depth(v)=depth(v′)∧(−nr(v)>−nr(v′)))
(6.69)
Ein Deblocker d ist damit ho¨her priorisiert als ein Deblocker d′, wenn die Tiefe des zu d
geho¨renden Knotens v geringer ist als die Tiefe des zu d′ geho¨renden Knotens v′. Sind diese
Tiefen gleich, entscheidet die Entstehungsreihenfolge der Knoten.
Auswahl eines Knotens beziehungsweise eines Deblockers: Die Funktion select() ist
u¨berladen. Eine auf Knotenmengen definierte Variante von select() dient zur Auswahl eines
Knotens aus einer Menge von Knoten des Erreichbarkeitsgraphen, wobei jeweils der Knoten mit
der ho¨chsten Priorita¨t ausgewa¨hlt wird. Daneben gibt es auch eine gleichnamige Auswahlfunk-
tion fu¨r Deblocker.
DEFINITION 6.4.15:
1. Die Funktion select() zur Auswahl eines Knotens aus einer Knotenmenge ist definiert
durch:
select
{
P (V ∗) \ ∅ → V ∗
V 7→ v mit ∀v′ ∈ V \ {v} : p(v) > p(v′) . (6.70)
2. Die Funktion select() zur Auswahl eines Deblockers aus einer Menge von Deblockern ist
definiert durch:
select
{
P (D∗) \ ∅ → D∗
D 7→ d mit ∀d′ ∈ D \ {d} : p(d) > p(d′) . (6.71)
Die Auswahlfunktion fu¨r Deblocker wa¨hlt den Deblocker aus, dessen Knoten na¨her bei der Wur-
zel liegt.
Kommutativita¨t und Notwendigkeit der Anwendung einer Transition: Dieser Unterab-
schnitt beschreibt die fu¨r das Versta¨ndnis des in dem Model-Checking-Algorithmus enthaltenen
PARTIAL-ORDER-REDUCTION-Verfahrens notwendigen Grundlagen.
DEFINITION 6.4.16: Die Funktion isWaiting() ermittelt fu¨r eine Transition t, einen Knoten
v = (s, w) und einen Fifomaten f , ob durch eine beliebige Lese- oder Schreiboperation die
Wordmap w so angepaßt werden kann, daß die Transition t ihre Operation durchfu¨hren kann.
isWaiting

V ∗ × TF → B
((s, w), t) 7→¬enabled((s, w), t)∧
∃w′ ∈ (CF →M
∗) : readingEnabled((s, w ⊕r w′), t)∨
writingEnabled((s, w ⊖l w′), t)
(6.72)
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Abbildung 6.10: Beispiel zur Kommutativita¨t von Fifomaten
Eine Transition t ist also wartend, wenn durch eine Schreib- oder Leseaktion die entsprechenden
Fifoinhalte so vera¨ndert werden ko¨nnen, daß t angewandt werden kann.
Die folgende Funktion isCommutative() ermittelt fu¨r einen gegebenen Knoten des Erreich-
barkeitsgraphen v = (s, w) und einen Fifomaten f , ob irgendeine Aktion in einer Transition
der aktuellen atomaren Operationen von f wartend ist. Ist dies nicht der Fall, so wird dieser
Fifomat f als KOMMUTATIV bezeichnet, da seine Expansion mit der aller anderen Fifomaten
vertauscht werden kann, ohne am Endergebnis etwas zu a¨ndern. Bei atomaren Operationen wird
isCommutative() fu¨r alle enthaltenen Transitionen rekursiv aufgerufen.
DEFINITION 6.4.17: Die Funktion isCommutative() ermittelt, ob ein Fifomat kommutativ ist:
isCommutative

V ∗ × F → B
((s, w), f) 7→ ∀t = (s(f), op, wt, q′) ∈ Tf : ¬isWaiting((s, w), t)
∧(q′ ∈ Qm,f ∨ isCommutative(apply((s, w), t), f))
(6.73)
Abbildung 6.10 zeigt einen Datenflußgraphen, in welchem vier Datenflußkomponenten A,
B, C und F rechenbereit sind. Die Rechenbereitschaft wird durch die gepunktete Umrandung
verdeutlicht. Der zur Datenflußkomponente B geho¨rende Fifomat kann seine atomare Operation,
welche das Lesen eines Tokens o von der Eingabefifo und das Schreiben eines Tokens o in die
Ausgabefifo beinhaltet, ausfu¨hren. Da in den vorliegenden Datenflußparadigmen jeweils genau
eine Datenflußkomponente aus einer Fifo liest beziehungsweise in eine Fifo schreibt und keine
dieser Aktionen wartend ist, ko¨nnen die vier Datenflußkomponenten in beliebiger Reihenfolge
ausgefu¨hrt werden, ohne sich gegenseitig zu beinflussen. Damit sind die Fifomaten dieser vier
Datenflußkomponenten – und somit die Datenflußkomponenten selbst – KOMMUTATIV zueinan-
der.
Die Funktionen isPrefix() und isSuffix() sind Hilfsfunktionen, die u¨berpru¨fen, ob eine Word-
map Pra¨fix beziehungsweise Suffix einer anderen Wordmap ist.
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DEFINITION 6.4.18: Die Funktion isPrefix() ermittelt, ob eine Wordmapw Pra¨fix einer anderen
Wordmap w′ ist:
isPrefix
{
(CF →M
∗)→ B
(w,w′) 7→ w ≤ w′
(6.74)
Die Funktion isSuffix() ermittelt, ob eine Wordmap w Suffix einer anderen Wordmap w′ ist:
isSuffix
{
(CF →M
∗)→ B
(w,w′) 7→ ∃w′′ ∈ (CF → M
∗) : w′ = w′′ ⊕r w
(6.75)
DEFINITION 6.4.19: Die Funktion isNecessary() ermittelt, ob die Ausfu¨hrung eines Fifomaten
f notwendig ist, um vom aktuellen Knoten v des Erreichbarkeitsgraphen in den Wurzelknoten zu
gelangen. Dabei sind sroot und wroot die Statemap beziehungsweise die Wordmap des Wurzelkno-
tens vroot des Erreichbarkeitsgraphen.
isNecessary

V ∗ × F → B
((s, w), f) 7→ s(f) 6= sroot(f)∨
∃t = (q1, op, wt, q2) ∈ Tf : ∃c ∈ Ct :
op =! ∧ ¬isSuffix(wroot, w) ∨ op =? ∧ ¬isPrefix(w,wroot)
(6.76)
Die Arbeitsweise von isNecessary() ist in Abbildung 6.11 anhand eines zufa¨llig aus-
gewa¨hlten Knotens des zu dem in Teilabbildung (a) dargestellten Datenflußgraphen geho¨renden
Erreichbarkeitsgraphen veranschaulicht. Ist als Zielknoten der Wurzelknoten des Erreichbar-
keitsgraphen vroot vorgegeben, so ermittelt isNecessary() fu¨r einen Fifomaten f zum einen,
ob dieser seinen Zustand vera¨ndern muß, um ausgehend von der aktuellen Statemap die State-
map des Wurzelknotens zu erreichen. Zum anderen wird u¨berpru¨ft, welcher Fifomat in welche
Fifo schreiben oder aus dieser lesen muß, damit der Unterschied zwischen der Wordmap des ak-
tuellen Knotens und der Wordmap des Wurzelknotens des Erreichbarkeitsgraphen kleiner wird.
Dabei gilt, daß in jede Fifo genau ein Fifomat schreibt und genau ein Fifomat aus dieser Fifo
liest.
Die Funktion isNecessary() stellt eine wichtige Erga¨nzung von isCommutative() dar.
Denn die Ausfu¨hrung des Fifomaten einer Quellkomponente wie der Datenflußkomponente A
in Abbildung 6.11 ist beispielsweise immer kommutativ mit der Ausfu¨hrung der Fifomaten al-
ler anderen rechenbereiten Datenflußkomponenten. Wird aber eine Quellkomponente beliebig
oft ausgefu¨hrt – vorausgesetzt die Kapazita¨ten der zugeho¨rigen Fifos sind unendlich –, erreicht
man den Wurzelknoten des Erreichbarkeitsgraphen nie wieder. Die Funktion isNecessary() er-
mittelt, ob die Ausfu¨hrung eines Fifomaten notwendig zur Erreichung des Wurzelknotens ist.
So erkennt beispielsweise isNecessary(), daß nach der Ausfu¨hrung der Quellkomponente A
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Abbildung 6.11: Beispiel zur Bestimmung der notwendigerweise auszufu¨hrenden Fifomaten
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in Abbildung 6.11 zuerst die rechenbereiten internen Datenflußkomponenten und die Senken-
komponenten auszufu¨hren sind, um den Wurzelknoten zu erreichen. Es werden zum einen die
Zusta¨nde der Fifomaten betrachtet, wobei man in dem Beispiel erkennt, daß die Fifomaten der
Datenflußkomponenten C und D sich in von der Statemap des Wurzelknotens unterschiedlichen
Zusta¨nden befinden (S ′C statt SC beziehungsweise S ′′D statt SD). Zum anderen ergibt der Vergleich
der Wordmap des aktuellen Knotens und der Wordmap des Wurzelknotens, daß aus den Fifos mit
den Indizes 1 und 4 gelesen werden muß und in die Fifo mit dem Index 5 geschrieben werden
muß, damit ausgehend von der aktuellen Wordmap die Wordmap des Wurzelknotens erreicht
wird.
DEFINITION 6.4.20: Die Funktion isCommutativeAndNecessary ermittelt, ob ein Fifomat f
in einem Knoten v des Erreichbarkeitsgraphen kommutativ und ob die Ausfu¨hrung von f not-
wendig ist:
isCommutativeAndNecessary
{
V ∗ × F → B
(v, f) 7→ isCommutative(v, f) ∧ isNecessary(v, f)
(6.77)
Auswahl eines Fifomaten: Im folgenden werden eine Reihe von Auswahlfunktionen definiert,
welche zur Bestimmung der bei der Expansion eines Knotens des Erreichbarkeitsgraphen zu
beru¨cksichtigenden Fifomaten beno¨tigt werden.
DEFINITION 6.4.21:
1. Die Funktion selectFifomatonInTransientState() u¨berpru¨ft, ob es im aktuellen Knoten
(s, w) des Erreichbarkeitsgraphen einen Fifomaten gibt, der sich in einem transienten Zu-
stand befindet.
selectFifomatonInTransientState

V ∗ → F ∪ {∅}
(s, w) 7→
{
f ∈ F mit s(f) ∈ Qt,f
∅ sonst
(6.78)
Dabei gilt, daß entweder genau ein oder kein Fifomat mit dieser Eigenschaft existiert.
2. Die Funktion selectComAndNec() wa¨hlt heuristisch einen Fifomaten aus, der sich in
Bezug zum aktuellen Knoten des Erreichbarkeitsgraphen kommutativ verha¨lt und dessen
Ausfu¨hrung zum Erreichen des Zielknotens notwendig ist. Es ist mo¨glich, daß kein solcher
Fifomat existiert. In diesem Fall wird die leere Menge zuru¨ckgeliefert.
selectComAndNec

V ∗ → F ∪ {∅}
(s, w) 7→
{
f ∈ F mit isCommutativeAndNecessary((s, w), f)
∅ sonst
(6.79)
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3. Die Funktion selectFifomaton() wa¨hlt einen Fifomaten aus, wobei zuerst die sich in ei-
nem transienten Zustand befindlichen Fifomaten beru¨cksichtigt werden.
selectFifomaton

V ∗ → F ∪ {∅}
(s, w) 7→

selectFifomatonInTransientState((s, w))
falls selectFifomatonInTransientState((s, w)) 6= ∅
selectComAndNec((s, w))
sonst
(6.80)
Expandieren eines Knotens: Die Expansion eines Knotens v des Erreichbarkeitsgraphen, bei
welcher ein Sohn oder mehrere So¨hne von v erzeugt werden, geschieht mittels der Funktion
expand(). Diese Funktion ist u¨berladen, wobei unterschieden wird, ob die Expansion anhand
eines ausgewa¨hlten Fifomaten beziehungsweise einer ausgewa¨hlten Transition erfolgt. Eine wei-
tere Variante erzeugt alle So¨hne eines Knoten des Erreichbarkeitsgraphen unter Beru¨cksichtigung
einer eventuell gerade in Bearbeitung befindlichen atomaren Operation.
DEFINITION 6.4.22:
1. Die Funktion expand() erzeugt zu einem Knoten v alle So¨hne, deren Statemaps und Word-
maps durch Ausfu¨hren des Fifomaten f aus der Statemap beziehungsweise Wordmap von
v hervorgehen:
expand
{
V ∗ × F → P (V ∗)
(v, f) 7→ {v′ ∈ V ∗|∃t ∈ Tf : enabled(v, t) ∧ v′ = apply(v, t)}
(6.81)
2. Die Funktion expand() erzeugt zu einem Knoten v alle So¨hne, deren Statemaps und Word-
maps durch Ausfu¨hren der Transition t aus der Statemap beziehungsweise Wordmap von v
hervorgehen:
expand
{
V ∗ × TF → P (V
∗)
(v, t) 7→ {v′ ∈ V ∗|enabled(v, t) ∧ v′ = apply(v, t)} (6.82)
3. Die Funktion expand ′() erzeugt zu einem Knoten des Erreichbarkeitsgraphen alle So¨hne8.
expand ′
{
V ∗ → P (V ∗)
v 7→ {v′ ∈ V ∗|∃t ∈ TF : enabled(v, t) ∧ v′ = apply(v, t)} (6.83)
8Der Funktionsbezeichner ist mit dem Zeichen
”
′
“ versehen, da keine Unterscheidung zu expand : V ∗ →
P (V ∗) anhand der Funktionssignatur mo¨glich ist. Diese Form der Unterscheidung von Funktionen mit identischer
Signatur und verwandter Aufgabe wird in der gesamten Arbeit eingesetzt.
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4. Die Funktion expand() erzeugt zu einem Knoten des Erreichbarkeitsgraphen dessen
So¨hne, wobei im Falle des Vorhandenseins eines Fifomaten in einem transienten Zustand
nur dieser bei der Expansion beru¨cksichtigt wird, um seine atomare Operation nicht zu un-
terbrechen. Ist stattdessen ein kommutativer Fifomat vorhanden, wird allein dieser Fifomat
zu expandieren versucht. In allen anderen Fa¨llen werden alle Fifomaten bei der Expansion
betrachtet.
expand

V ∗ → P (V ∗)
v 7→
{
expand(v, selectFifomaton(v)) falls selectFifomaton(v) 6= ∅
expand ′(v) sonst
(6.84)
Mit Hilfe von expand() lassen sich die Mengen der direkten und indirekten Nachfolger eines
Knotens des Erreichbarkeitsgraphen beschreiben.
DEFINITION 6.4.23: Die Funktion succ() bestimmt die MENGE DER DIREKTEN NACHFOLGER
eines Knotens v des Erreichbarkeitsgraphen:
succ
{
V ∗ → P (V ∗)
v 7→ expand(v) (6.85)
Die MENGE DER INDIREKTEN NACHFOLGER ist gegeben durch
succ+(v) =
⋃
n>1 succ
n(v) . (6.86)
Somit ist die MENGE ALLER NACHFOLGER gegeben durch:
succ ∗(v) = succ(v) ∪ succ+(v) . (6.87)
Die Zahl n ∈ N0 stellt dabei die Anzahl der Aufrufe von succ() und zugleich die La¨nge des
Pfades zwischen den Knoten plus 1 dar.
Mit Hilfe der Nachfolger eines Knotens lassen sich Zyklen in einer Knotenmenge erkennen.
DEFINITION 6.4.24: Die Funktion existsCycle() ermittelt, ob in einer Menge von Knoten des
Erreichbarkeitsgraphen ein Zyklus existiert:
existsCycle
{
P (V ∗)→ B
V 7→ ∃v ∈ V : v ∈ succ ∗(v)
(6.88)
Insbesondere interessieren in dieser Arbeit Zyklen im Erreichbarkeitsgraphen, die den Wurzel-
knoten beinhalten.
DEFINITION 6.4.25: Die Funktion existsRootCycle() ermittelt, ob es einen Zyklus gibt, wel-
cher den Wurzelknoten beinhaltet:
existsRootCycle
{
P (V ∗)→ B
V 7→ vroot ∈ V ∧ vroot ∈ succ ∗(vroot)
(6.89)
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Blockieren und Deblockieren: Die im folgenden vorgestellten Funktionen beschreiben den
Blockier/Deblockier-Mechanismus des Model-Checking-Algorithmus.
DEFINITION 6.4.26: Die Funktion determineTransitions() bestimmt zu einem gegebenen Start-
knoten v und einem Zielknoten v′ die Menge der Transitionen von v nach v′.
determineTransitions
{
V ∗ × V ∗ → P (TF)
(v, v′) 7→ {t ∈ TF|v
′ ∈ expand(v, t) ∩ expand(v)} (6.90)
In determineTransitions() tauchen zwei Varianten von expand() auf. expand(v, f, t) liefert
den Nachfolgeknoten v′, wenn man im Knoten v den Fifomaten f mit Hilfe der Transition t ex-
pandiert. expand(v) zeigt an, ob diese Expansion zula¨ssig ist unter Beru¨cksichtigung der Kom-
mutativita¨t und eventuell vorhandener Fifomaten in transienten Zusta¨nden, die sich inmitten einer
atomaren Operation befinden.
DEFINITION 6.4.27: Die Funktion determineWordmaps() bestimmt zu einem Knoten v, einem
Deblocker (v′, wv′, t) und einer Deblockermenge D die Menge aller Wordmaps wv, die durch
Ausfu¨hren von unapply() entlang aller vorhandenen Kanten von v′ nach v ru¨ckwa¨rts propagiert
werden. Falls bereits ein Deblocker bei dem Knoten v existiert, der wv entha¨lt, dann wird wv
nicht in die Ru¨ckgabemenge aufgenommen.
determineWordmaps

V ∗ ×D∗ × P (D∗)→ P (CF → M
∗)
(v, (v′, wv′ , t), D) 7→ {w ∈ CF →M
∗|
∀t′ ∈ determineTransitions(v, v′) :
wv = unapply(wv′ , t′)
∧(v, wv, t) 6∈ D}
(6.91)
Die Funktion determineDeblocker() ist u¨berladen. Die verschiedenen Varianten dieser
Funktion werden zur Aktualisierung der Deblockermengen verwendet.
DEFINITION 6.4.28:
1. Die Funktion determineDeblocker() bestimmt die Menge der Deblocker, die bei der Ex-
pansion eines Knotens v des Erreichbarkeitsgraphen entstehen. Dabei werden zu dem
Knoten v alle Fifomaten mit aktuell nicht ausfu¨hrbaren Lesetransitionen betrachtet. Ist
es mo¨glich, die Fifoinhalte von w zu w′ zu erga¨nzen, so daß die Transition ausfu¨hrbar
wird, so wird aus w′ ein Deblocker erzeugt.
determineDeblocker

V ∗ → P (D∗)
v = (s, w) 7→ {(v, wv, t) ∈ D
∗|
∃f ∈ F : ∃t = (s(f), ?, wt, q2) ∈ Tf :
¬readingEnabled(v, t)
∧(∃w′ ∈ (CF 7→ M
∗) : wt = w ⊕r w
′
∧wv = unapply(w′, t))}
(6.92)
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2. Die Funktion determineDeblocker() bestimmt zu einem Knoten v, einer Knotenmenge V
und einer Deblockermenge D, ob es einen Nachfolger v′ von v gibt, dem ein Deblocker
(v′, wv′ , t) ∈ D zugeordnet ist. Mit Hilfe von determineWordmaps() werden die Word-
maps der zu v geho¨renden und noch nicht erzeugten Deblocker bestimmt.
determineDeblocker

V ∗ × P (V ∗)× P (D∗)→ P (D∗)
(v, V,D) 7→ {(v, wv, t) ∈ D
∗|∃v′ ∈ succ(v) ∩ V :
∃(v′, wv′, t) ∈ D :
wv ∈ determineWordmaps(v, (v′, wv′ , t), D)}
(6.93)
3. Die Funktion determineDeblocker() bestimmt zu einem Deblocker (v, wv, t) und insbe-
sondere dem Knoten v, dem der Deblocker zugeordnet ist, und einer Deblockermenge D
alle Deblocker, die zu dessen direkten Vorga¨ngern geho¨ren und die noch nicht in D enthal-
ten sind.
determineDeblocker

D∗ × P (D∗)→ P (D∗)
((v, wv, t), D) 7→ {(v
′, wv′ , t) ∈ D
∗|v ∈ succ(v′) ∧ wv′ ∈
determineWordmaps(v′, (v, wv, t), D)}
(6.94)
4. Die Funktion determineDeblocker ′() wird in heuristicSearch() (siehe Algorith-
mus 6.4.3) eingesetzt. Die Funktion bestimmt zu einem Deblocker (v, wv, t) und insbe-
sondere dem Knoten v, dem der Deblocker zugeordnet ist, und einer Deblockermenge D
den Deblocker, der zu dem direkten Vorga¨nger von v mit der kleinsten Entstehungsnummer
geho¨rt und der nicht in D enthalten ist.
determineDeblocker ′

D∗ × P (D∗)→ P (D∗)
((v, wv, t), D) 7→{(v
′, wv′, t)|v ∈ succ(v′)∧
∀v′′∈succ(v′)\{v|nr(v)<nr(v′′)}∧wv′∈
determineWordmaps(v′, (v, wv, t), D)}
(6.95)
Bei der Erzeugung aller Nachfolgerknoten eines Knotens v des Erreichbarkeitsgraphen entsteht
ein Deblocker, wenn eine Lesetransition eines Fifomaten nicht ausgefu¨hrt werden kann. Der
Deblocker setzt sich aus dem aktuellen Knoten v, der verbotenen Transition t und der Desired
Wordmap wv zusammen (vergleiche Definition 6.4.29).
DEFINITION 6.4.29: Sei d = (v, wv, t) ∈ D∗. Dann wird die Wordmap wv, welche die Fifobele-
gung fu¨r den Knoten v des Erreichbarkeitsgraphen beinhaltet, die ein Erreichen eines verbotenen
Knotens ermo¨glicht ha¨tte, als DESIRED WORDMAP bezeichnet.
DEFINITION 6.4.30: Die Funktion deblock() ermittelt zu einem blockierten Knoten v und einen
diesen blockierenden Knoten v′, ob v die Anforderungen einer Desired Wordmap wv′ bezu¨glich
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Abbildung 6.12: Beispiel zum Blockier/Deblockier-Mechanismus
der in der blockierten Transition t enthaltenen Fifos entspricht und damit zu deblockieren ist.
deblock

V ∗ × V ∗ × (CF →M
∗)× TF → B
(v = (s, w), v′ = (s′, w′), wv′ , t) 7→
((
∀c ∈ Ct : wv′(c) T w(c)
)
∧ (∃c ∈ Ct : w
′(c) < wv′(c) ∧ w
′(c) < w(c))
)
(6.96)
Abbildung 6.12 (b) veranschaulicht die Arbeitsweise der Funktion deblock(). Der Knoten
des Erreichbarkeitsgraphen v′ blockiert v. Aber da die Desired Wordmap wv′ vergleichbar ist mit
der Wordmap w von v und es mindestens eine Fifo gibt, wo die Fifobelegung von w′ Pra¨fix der
gewu¨nschten Belegung in wv′ und der Belegung des blockierten Knotens in w ist, ermo¨glicht
entweder die Wordmap w die Durchsuchung eines Pfades, der ausgehend von w′ abgeschnitten
war, oder w stellt zumindest eine Verbesserung im Hinblick auf die Desired Wordmap wv′ im
Vergleich zu w′ dar. Daher wird v deblockiert.
DEFINITION 6.4.31: Die Funktion block() ermittelt zu einem Knoten v, ob dieser durch den
Knoten v′ blockiert wird und ob ein dem Knoten v′ zugeordneter Deblocker in der Menge D
enthalten ist, welcher v deblockiert.
block

V ∗ × V ∗ × P (D∗)→ B
(v = (s, w), v′ = (s′, w′), D) 7→ v 6= v′ ∧ s = s′ ∧ w′ ≤ w
∧ 6 ∃d = (v′, wv′ , t) ∈ D :
deblock(v, v′, wv′ , t)
(6.97)
Abbildung 6.12 (a) veranschaulicht die Funktionsweise von block(). Die Statemaps von v und v′
sind identisch und die Wordmap w′ von v′ ist ein Pra¨fix der Wordmap w von v. Damit sind die
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in block() aufgefu¨hrten Bedingungen erfu¨llt und der Knoten v wird blockiert.
DEFINITION 6.4.32: Die Funktion determineBlockedSet() ermittelt zu einem Knoten v, die
Menge aller Knoten v′, die von v blockiert werden, wobei diese Blockade durch keinen Deblocker
der Menge D aufgehoben wird.
determineBlockedSet
{
V ∗ × P (V ∗)× P (D∗)→ P (V ∗)
(v, V,D) 7→ {v′ ∈ V |block(v′, v,D)} (6.98)
DEFINITION 6.4.33: Die Funktion determineDeblockedSet() ermittelt zu einem Deblocker
d = (v′, wv′ , t) die Menge der von dem Knoten v blockierten Knoten, die deblockiert wird.
determineDeblockedSet

D∗ × P (V ∗)× P (V ∗)× P (D∗)→ P (V ∗)
((v, wv, t), V, V
′, D) 7→ {v′ ∈ V |deblock(v′, v, wv, t))
∧ 6 ∃v′′ ∈ V ′ \ {v} :
block(v′, v′′, D)}
(6.99)
Suchalgorithmen: Ziel des Model-Checking-Verfahrens ist es, einen Zyklus in den Wurzel-
knoten des Erreichbarkeitsgraphen zu finden. Grundlegend fu¨r den Erfolg dieses Vorgehens ist
folgende Aussage.
SATZ 6.4.1: Die Gesamtknotenmenge V ∗ ist aufza¨hlbar.
BEWEIS 6.4.1:
Gegeben: Sei F die Menge der betrachteten Fifomaten.
Behauptung: Die Anzahl der Knoten des Erreichbarkeitsgraphen ist aufza¨hlbar.
Beweis: Da jeweils nur eine endliche Anzahl von Fifomaten mit jeweils einer endlichen Anzahl
von Zusta¨nden betrachtet wird, ist auch die Anzahl der Statemaps F → QF begrenzt. Ebenso
ist die Anzahl der Wordmaps CF → M∗ einer bestimmten La¨nge begrenzt. Man kann also die
Knoten des Erreichbarkeitsgraphen V ∗ ⊆ (F → QF)× (CF →M∗) wie folgt aufza¨hlen:
1. Aufza¨hlen aller Knoten v ∈ V ∗ mit Wordmaps der La¨nge 0.
2. Aufza¨hlen aller Knoten v ∈ V ∗ mit Wordmaps der La¨nge 1.
3. und so fort.
Jeder dieser Teilschritte ist durchfu¨hrbar, da die jeweils betrachteten Teilmengen von V ∗ endlich
sind.
⇒ Satz 6.4.1. 2
Ein erster Ansatz fu¨r einen Suchalgorithmus wurde bereits in Abschnitt 6.4.4 und Ab-
bildung 6.6 informell vorgestellt. Im folgenden ist dieser Algorithmus formal beschrieben.
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Dabei gilt fu¨r alle in diesem Kapitel vorgestellten Suchalgorithmen, daß diese die Men-
ge der Fifomaten F als Eingabe erhalten. Da aber diese Menge von den Suchalgorith-
men nicht vera¨ndert wird und somit konstant ist, wurde F nicht als eigener Parameter
durch die einzelnen Funktionen durchgereicht. Dies dient zur Erho¨hung der ¨Ubersichtlichkeit.
ALGORITHMUS 6.4.1:
1 Algorithm bruteForceSearch() {
2 V 0P :={vroot};V 0E := ∅; i := 0
3 while (V iP 6= ∅) {
4 vbest := select(V iP )
5 V iP := V iP \ {vbest}
6 V i+1E := V iE ∪ {vbest}
7 V ivalid := expand ′(vbest)
8 V i+1P := V iP ∪ (V ivalid \ V
i+1
E )
9 i := i+ 1
10 }
11 return V iE
12 }
Dabei besitzen select() und expand() folgende Eigenschaften:
LEMMA 6.4.1: Jeder Knoten in VP wird von select() irgendwann ausgewa¨hlt.
BEWEIS 6.4.2:
Gegeben: Sei select() wie in Definition 6.4.15 vorgegeben. Sei v = (s, w) Element der Menge
der zuru¨ckgestellten Knoten VP beliebig.
Behauptung: Dann wird jeder Knoten v in VP von select() irgendwann ausgewa¨hlt.
Beweis:
1. l(w) =
∑
c∈CF
|w(c)| <∞
2. nr(v) <∞
3. p(v) = (−l(w),−nr(v))
4. p(v′) > p(v)⇔ (l(w′) < l(w)) ∨ (l(w′) = l(w) ∧ nr(v′) < nr(v))
⇒ 5. {v′ ∈ V |p(v′) > p(v)} <∞. Die Menge der Knoten mit ho¨herer Priorita¨t als v ist endlich.
⇒ Lemma 6.4.1. 2
LEMMA 6.4.2: Jeder erreichbare Nachfolger v′ eines ausgewa¨hlten Knotens v wird in V iP
eingefu¨gt, falls er nicht bereits Element von V jP (j ≤ i) war.
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BEWEIS 6.4.3:
Gegeben: Seien v ∈ V iP und v′ ∈ succ ∗(v) beliebig.
Behauptung: Jeder erreichbare Nachfolger von v wird in V iP eingefu¨gt, falls er nicht bereits
Element von V jP (j ≤ i) war.
Beweis:
1. Jeder Knoten in VP wird irgendwann ausgewa¨hlt (Lemma 6.4.1)
2. Jeder ausgewa¨hlte Knoten wird expandiert (siehe Algorithmus 6.4.1).
⇒ Lemma 6.4.2. 2
LEMMA 6.4.3: Ein aus V iP entfernter Knoten wird spa¨ter (j ≥ i) nicht mehr in V iP eingefu¨gt.
BEWEIS 6.4.4:
Gegeben: Sei v Element der Menge der zuru¨ckgestellten Knoten VP . Sei bruteForceSearch()
der in Algorithmus 6.4.1 definierte Suchalgorithmus.
Behauptung: Dann wird ein aus VP entfernter Knoten v nicht mehr in VP eingefu¨gt.
Beweis:
1. Jeder aus VP entfernte Knoten v wird in VE eingefu¨gt (siehe Zeilen 4–6 des Algorithmus
bruteForceSearch()).
2. Beim Einfu¨gen neuer Knoten in VP werden solche, die in VE enthalten sind, nicht
beru¨cksichtigt (siehe Zeile 8 des Algorithmus bruteForceSearch()).
⇒ Lemma 6.4.3. 2
Diese Aussagen bilden die Grundlagen fu¨r folgenden Satz:
SATZ 6.4.2: bruteForceSearch() za¨hlt den Erreichbarkeitsgraphen G auf.
BEWEIS 6.4.5:
Gegeben: Sei ein Erreichbarkeitsgraph G gegeben.
Behauptung: Dann za¨hlt bruteForceSearch() G auf.
Beweis: Aus den Lemmata 6.4.1, 6.4.2 und 6.4.3 folgt: jeder vom Wurzelknoten aus erreichbare
Knoten wird betrachtet.
⇒ Satz 6.4.2. 2
Der vorgestellte Brute-Force-Ansatz fu¨r eine Suche im Erreichbarkeitsgraphen wird nun zum
Algorithmus guidedSearch() ausgebaut, der dem hier vorgestellten Model-Checking-Verfahren
zugrundeliegt.
Der Algorithmus guidedSearch() konstruiert als erstes den Wurzelknoten vroot des Erreich-
barkeitsgraphen RT. Die Statemap von vroot beinhaltet die Anfangszusta¨nde aller Fifomaten. Die
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Wordmap von vroot beinhaltet alle Anfangsbelegungen der Fifos. Solange es zu bearbeitende
Knoten in VP oder Deblocker in DP gibt und kein Zyklus zu vroot gefunden wurde, sucht der
Algorithmus weiter.
ALGORITHMUS 6.4.2:
1 Algorithm guidedSearch() {
2 V 0E := ∅;V 0B := ∅;V 0P := {vroot};D0E := ∅;D0P := ∅; i := 0
3 while ((V iP 6= ∅ ∨DiP 6= ∅) ∧ ¬existsRootCycle(V iE)) {
4 if (V iP 6= ∅) {
5 vbest := select(V iP )
6 V i+1E := V iE ∪ {vbest}
7 Vtmp :=
⋃
v∈expand(vbest) determineBlockedSet(v, expand(vbest), D
i
E∪D
i
P )
8 ∪
⋃
v∈expand(vbest) determineBlockedSet(v, V
i
E ∪ V
i
B ∪ V
i
P , D
i
E ∪D
i
P )
9 ∪
⋃
v∈V i
E
∪V i
B
∪V i
P
determineBlockedSet(v, expand(vbest), DiE ∪DiP )
10 V i+1B := (V iB ∪ Vtmp) \ V i+1E
11 V i+1P := (V iP ∪ expand(vbest)) \ (V i+1E ∪ V i+1B )
12 Di+1P := (DiP ∪determineDeblocker(vbest, V i+1E ∪V i+1B ∪V i+1P , DiE∪DiP )
13 ∪ determineDeblocker(vbest)) \DiE
14 }
15 elseif (DiP 6= ∅) {
16 (v, wv, t) := select(DiP )
17 Vtmp := determineDeblockedSet((v, wv, t), V iB, V iE∪V iB∪V iP , DiE∪DiP )
18 V i+1B := V iB \ Vtmp
19 V i+1P := V iP ∪ Vtmp
20 Di+1E := DiE ∪ {(v, wv, t)}
21 Di+1P := (DiP ∪ determineDeblocker(v,Di+1E ∪Di+1P )) \Di+1E
22 }
23 i := i+ 1
24 }
25 return V iE ∪ V iP ∪ V iB
26 }
Im einzelnen werden dabei folgende Schritte ausgefu¨hrt9:
• Expandieren von zu bearbeitenden Knoten (Zeilen 4–14):
– AUSWAHL EINES KNOTENS (ZEILE 5): Die zuru¨ckgestellten Knoten in VP sind in
einer Priorita¨tswarteschlange angeordnet. Je ku¨rzer die Wordmap desto ho¨her priori-
siert ist der Knoten. Sind die Wordmaps identisch, so wird derjenige Knoten ho¨her
priorisiert, der fru¨her erzeugt wurde (vergleiche Definition 6.4.13 der Funktion p()).
Diese Priorita¨tsvergabe bedingt, daß der Suchalgorithmus Knoten bevorzugt, die
9Bei der Darstellung von Algorithmen werden in dieser Arbeit gelegentlich Funktionen mit denselben Parame-
tern zur Veranschaulichung mehrmals aufgerufen. In der Implementierung werden die Ergebnisse der Funktionsauf-
rufe aber zwischengespeichert und Mehrfachaufrufe vermieden.
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einen geringen Speicherverbrauch der zu untersuchenden Fifomaten repra¨sentieren.
Außerdem wird die Entdeckung eines Zyklus beschleunigt, wenn der Algorithmus
ku¨rzere Wordmaps ho¨her priorisiert. Auf diese Weise werden Pfade in Richtung des
Wurzelknotens bevorrechtet.
– AKTUALISIERUNG DER KNOTENMENGEN (ZEILEN 6–11):
1. MENGE DER EXPANDIERTEN KNOTEN (ZEILE 6): Im na¨chsten Schritt wird der
ausgewa¨hlte Knoten vbest in die Menge der expandierten Knoten VE eingefu¨gt.
2. MENGE DER BLOCKIERTEN KNOTEN (ZEILEN 7–10): Es wird u¨berpru¨ft, ob
∗ die expandierten Knoten sich gegenseitig blockieren,
∗ die expandierten Knoten bereits vorhandene Knoten des Erreichbarkeitsgra-
phen blockieren,
∗ die vorhandenen Knoten die gerade durch die Expansion erzeugten Knoten
blockieren.
Dabei werden jeweils die aktuell vorhandenen Mengen der Deblocker beru¨ck-
sichtigt. Die so ermittelten blockierten Knoten werden in der Menge Vtmp zwi-
schengespeichert und anschließend zur Gesamtmenge der blockierten Knoten
hinzugefu¨gt. Die Menge der expandierten Knoten ist dabei disjunkt von der
Menge der blockierten Knoten.
ZIEL DES BLOCKIERENS ist es, die Gro¨ße des zu untersuchenden Erreichbar-
keitsgraphen weiter einzuschra¨nken. Blockierte Knoten werden bei der weiteren
Abarbeitung nicht expandiert, was die Konstruktion uninteressanter Teile des
Erreichbarkeitsgraphen verhindert. Dabei blockiert ein Knoten v einen anderen
Knoten v′, wenn diese dieselbe Statemap haben und die Wordmap von v ein
Pra¨fix der Wordmap von v′ darstellt. Die Idee dahinter ist, daß es keinen Grund
gibt, die Nachfolger von v′ zu untersuchen, solange es keinen Nachfolger von v
gibt, der aufgrund einer nichtausfu¨hrbaren Lesetransition nicht konstruiert wer-
den kann.
3. MENGE DER ZURU¨CKGESTELLTEN KNOTEN (ZEILE 11): In die Menge der
zuru¨ckgestellten Knoten VP werden alle bei der Expansion von vbest entstande-
nen Knoten, die nicht blockiert oder bereits expandiert sind, aufgenommen. Fu¨r
die Funktion expand() gibt es drei Mo¨glichkeiten:
(a) Falls der aktuelle Knoten einen Fifomaten entha¨lt, der sich in einem tran-
sienten Zustand befindet, dann wird nur dieser Fifomat bei der Expansion
beru¨cksichtigt. Transiente Zusta¨nde markieren atomare Operationen.
(b) Gibt es einen Fifomaten, dessen aktuelle atomare Operation ausfu¨hrbar ist,
dann wird nur dieser Fifomat bei der Expansion beru¨cksichtigt. Dabei muß
gelten, daß keine Transition in dieser atomaren Operation blockiert ist, weil
bei Schreiboperationen eine Fifokapazita¨t u¨berschritten wu¨rde oder weil im
Falle einer Leseoperation nur ein Pra¨fix des zu lesenden Wortes in der be-
treffenden Fifo vorhanden ist, Der Grund fu¨r die alleinige Expansion dieses
Fifomaten liegt darin, daß dieser sich KOMMUTATIV zu der Expansion aller
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anderen Fifomaten verha¨lt (vergleiche Definition 6.4.17). Es handelt sich da-
mit um eine spezielle Form der PARTIAL ORDER REDUCTION (vergleiche
Abschnitt 6.4.4).
(c) In allen anderen Fa¨llen werden alle Fifomaten bei der Expansion beru¨ck-
sichtigt.
– AKTUALISIERUNG DER MENGE DER ZURU¨CKGESTELLTEN DEBLOCKER (ZEILEN
12–13): Die u¨berladene Funktion determineDeblocker() bestimmt alle Deblocker,
die durch
∗ verbotene Transitionen (determineDeblocker(vbest))
∗ Ru¨ckwa¨rtspropagation der Deblocker der Zielknoten aktuell hinzugekommener
redundanter Kanten (determineDeblocker(vbest, V i+1E ∪V i+1B ∪V i+1P , DiE∪DiP ))
entstehen. Diese so ermittelten Deblocker werden in die Gesamtmenge der zuru¨ck-
gestellten Deblocker DP aufgenommen, falls diese Deblocker nicht bereits in der
Menge der expandierten Deblocker enthalten sind.
• Lazy Deblockieren (Zeilen 15–22):
– AUSWAHL EINES DEBLOCKERS (ZEILE 16): Ist die Menge der zuru¨ckgestellten
Knoten VP leer, wird ein Deblocker (v, wv, t) aus DP ausgewa¨hlt. Dabei sind die
zuru¨ckgestellten Deblocker DP in einer Priorita¨tswarteschlange organisiert. Je na¨her
der Knoten eines Deblockers am Wurzelknoten liegt, desto ho¨her wird der zugeho¨rige
Deblocker priorisiert.
– AKTUALISIERUNG DER KNOTENMENGEN (ZEILEN 17–19):
1. MENGE DER BLOCKIERTEN KNOTEN (ZEILEN 17–18): Mit Hilfe der Funkti-
on determineDeblockedSet() werden alle Knoten ermittelt, die durch den aus-
gewa¨hlten Deblocker deblockiert werden. Diese ermittelte Knotenmenge wird in
Vtmp zwischengespeichert und aus der Menge der blockierten Knoten entfernt.
2. MENGE DER ZURU¨CKGESTELLTEN KNOTEN (ZEILE 19): Die in Vtmp gespei-
cherten deblockierten Knoten werden in die Menge der zuru¨ckgestellten Knoten
aufgenommen.
– AKTUALISIERUNG DER DEBLOCKERMENGEN (ZEILEN 20–21):
1. MENGE DER EXPANDIERTEN DEBLOCKER (ZEILE 20): Der ausgewa¨hlte De-
blocker wird in die Menge der expandierten Deblocker aufgenommen.
2. MENGE DER ZURU¨CKGESTELLTEN DEBLOCKER (ZEILE 21): Der ausgewa¨hl-
te Deblocker (v, wv, t) wird zu allen direkten Vorga¨ngern von v propagiert, wo-
bei fu¨r jeden dieser Vorga¨ngerknoten jeweils ein eigener Deblocker erzeugt wird.
Dies geschieht mit Hilfe der Funktion determineDeblocker(). Die so erzeug-
ten Deblocker werden in die Gesamtmenge der zuru¨ckgestellten Deblocker DP
aufgenommen.
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Die genannten Schritte werden solange durchgefu¨hrt, bis entweder die Menge der zuru¨ckge-
stellten Knoten des Erreichbarkeitsgraphen und die Menge der zuru¨ckgestellten Deblocker leer
sind oder bis ein Zyklus im Erreichbarkeitsgraphen, der den Wurzelknoten beinhaltet, gefunden
wurde.
NICHTBEWIESENE BEHAUPTUNG 6.4.1: Der Algorithmus guidedSearch() erha¨lt als Einga-
be eine gegebene Menge von Fifomaten und ist in dem folgenden Sinne korrekt: Falls es einen
den Wurzelknoten beinhaltenden Zyklus des Erreichbarkeitsgraphen gibt, dann findet der Al-
gorithmus diesen und terminiert. Gibt es keinen solchen Zyklus, wird dies gemeldet oder der
Algorithmus terminiert nicht.
6.4.6 Probleme und Lo¨sungen
Problem der Terminierung: Im allgemeinen Fall kann nicht entschieden werden, ob die Si-
mulation eines Fifomaten bei einer beliebigen Eingabe terminiert.
SATZ 6.4.3: Das Fifomatenmodell basierend auf Definition 6.3.2 unter Verwendung von Fifos
c mit unendlichen Kapazita¨ten nc ist turingvollsta¨ndig.
BEWEIS 6.4.6:
Gegeben: Sei f ein Fifomat mit mindestens vier Fifos unendlicher Kapazita¨t.
Behauptung: Dann besitzt f zwei Stacks.
Beweis:
1. Mit Hilfe zweier Fifos kann ein Stack simuliert werden.
(a) Das Schreiben in den Stack, die push-Operation, entspricht dem Schreiben in die
Fifo.
(b) Das Lesen aus dem Stack, die pop-Operation, wird wie in Abbildung 6.13 dargestellt,
simuliert.
2. Ein endlicher Automat mit einem Stack entspricht einer Kellermaschine [JLR97].
3. Eine Kellermaschine mit zwei Stacks ist turingvollsta¨ndig [JLR97].
⇒ Satz 6.4.3. 2
Aus der Turingvollsta¨ndigkeit des Fifomatenmodells folgt:
SATZ 6.4.4: Es ist nicht entscheidbar, ob die Simulation einer Menge miteinander kommuni-
zierender Fifomaten terminiert.
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Schreiben (push)
ab
abc
Lesen (pop)
abc
Hauptfifo Hilfsfifo
1) Einfügen einer Top-Markierung
abcT
2) Auslesen der Zeichen:
    - Entfernen des Zeichens aus der Hauptfifo
    - Falls das gelesene Zeichen der Top-
      Markierung entspricht, Verwerfen des
      Zeichens.  In der Hilfsfifo liegt das oberste 
      Element des Stacks.
    - Anderenfalls Einfügen des aus der Hauptfifo
      gelesenen Zeichens in die Hilfsfifo. Auslesen
      des in der Hilfsfifo liegenden Zeichens und
      Einfügen desselben in die Hauptfifo
abcT
a bcT
ab cT
ab c
Abbildung 6.13: Simulation eines Stacks mittels zweier Fifos
BEWEIS 6.4.7:
Gegeben: Sei F eine Menge zu simulierender Fifomaten.
Behauptung: Dann ist nicht entscheidbar, ob die Simulation von F terminiert
Beweis: Da das Fifomatenmodell turingvollsta¨ndig ist, ist es aufgrund der Unentscheidbarkeit
des Halteproblems nicht mo¨glich, daß eine korrekte Simulation immer terminiert.
⇒ Satz 6.4.4. 2
Eine Lo¨sung dieses Problems besteht darin, die Kapazita¨ten der Fifos zu beschra¨nken. Dann
ist die Turingvollsta¨ndigkeit nicht mehr gegeben und die Terminierung kann garantiert werden.
Dies ergibt sich daraus, daß der Erreichbarkeitsgraph dann endlich ist und somit in endlicher Zeit
abgeza¨hlt werden kann.
Eine andere Lo¨sung besteht darin, den Algorithmus 6.4.2 so zu modifizieren, daß eine Heu-
ristik entsteht, welche zwar immer terminiert aber nicht immer einen Zyklus findet, obwohl ein
solcher existiert.
Dies geschieht, indem beim Lazy Deblockieren nicht mehr alle Vorga¨nger beru¨cksichtigt
werden, sondern nur derjenige mit der kleinsten Knotennummer. Dabei unterscheidet sich
heuristicSearch() von guidedSearch() an genau zwei Stellen:
1. Entstehen redundante Kanten bei der Expansion zuru¨ckgestellter Knoten, so werden De-
blocker nicht u¨ber diese Kanten ru¨ckwa¨rts propagiert. Die dafu¨r verantwortliche Funktion
determineDeblocker() wurde entfernt (Zeile 12).
2. In dem fu¨r das Lazy Deblockieren zusta¨ndigen Teil werden Deblocker nur noch zu dem
Vorga¨ngerknoten mit der kleinsten Entstehungsnummer propagiert. Dies geschieht mit ei-
ner modifizierten Funktion determineDeblocker ′() (Zeile 20).
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ALGORITHMUS 6.4.3:
1 Algorithm heuristicSearch() {
2 V 0E := ∅;V 0B := ∅;V 0P := {vroot};D0E := ∅;D0P := ∅; i := 0
3 while ((V iP 6= ∅ ∨DiP 6= ∅) ∧ ¬existsRootCycle(V iE)) {
4 if (V iP 6= ∅) {
5 vbest := select(V iP )
6 V i+1E := V iE ∪ {vbest}
7 Vtmp :=
⋃
v∈expand(vbest) determineBlockedSet(v, expand(vbest), D
i
E∪D
i
P )
8 ∪
⋃
v∈expand(vbest) determineBlockedSet(v, V
i
E ∪ V
i
B ∪ V
i
P , D
i
E ∪D
i
P )
9 ∪
⋃
v∈V i
E
∪V i
B
∪V i
P
determineBlockedSet(v, expand(vbest), DiE ∪DiP )
10 V i+1B := (V iB ∪ Vtmp) \ V i+1E
11 V i+1P := (V iP ∪ expand(vbest)) \ (V i+1E ∪ V i+1B )
12 Di+1P := (DiP ∪ determineDeblocker(vbest)) \DiE
13 }
14 elseif (DiP 6= ∅) {
15 (v, wv, t) := select(DiP )
16 Vtmp := determineDeblockedSet((v, wv, t), V iB, V iE∪V iB∪V iP , DiE∪DiP )
17 V i+1B := V iB \ Vtmp
18 V i+1P := V iP ∪ Vtmp
19 Di+1E := DiE ∪ {(v, wv, t)}
20 Di+1P := (DiP ∪ determineDeblocker ′(v,Di+1E ∪Di+1P )) \Di+1E
21 }
22 i := i+ 1
23 }
24 return V iE ∪ V iP ∪ V iB
25 }
SATZ 6.4.5: Der Algorithmus heuristicSearch() terminiert immer.
BEWEIS 6.4.8:
Gegeben: Sei F eine endliche Menge von Fifomaten.
Behauptung: Dann terminiert die oben geschilderte Heuristik.
Beweis:
1. Die Anzahl der Statemaps ist endlich.
2. Die Anzahl der Deblocker ist endlich. Es gibt na¨mlich zwei Arten, wie Deblocker entstehen
ko¨nnen:
(a) Zum einen entstehen Deblocker, wenn eine Transition leseblockiert ist. Da die Anzahl
der Wordmaps, bei denen eine Transition leseblockiert ist, endlich ist, ist auch die
Menge der so entstehenden Deblocker endlich.
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(b) Zum anderen entstehen Deblocker bei der Ru¨ckwa¨rtspropagation durch den be-
reits erzeugten Erreichbarkeitsgraphen. Dabei wurden folgende Einschra¨nkungen in
heuristicSearch() getroffen:
• Durch Entfernen der Funktion determineDeblocker() (siehe Zeile 12) werden
Deblocker nicht mehr ru¨ckwa¨rts u¨ber redundante Kanten, die bei der Expansion
von zuru¨ckgestellten Knoten entstehen, propagiert.
• In Zeile 20 werden durch die eingeschra¨nkte Funktion determineDeblocker ′()
Deblocker nur noch zu dem Vorga¨ngerknoten mit der kleinsten Entstehungsnum-
mer propagiert.
Aufgrund dieser Einschra¨nkungen werden Deblocker auf dem ku¨rzesten Weg zur
Wurzel propagiert. Damit ist die Anzahl der unapply()-Schritte endlich und somit
auch die Anzahl der so entstehenden Deblocker.
3. Angenommen, es existiert ein unendlich langer Pfad im vom Algorithmus erzeugten Er-
reichbarkeitsgraphen.
4. Dann wiederholt sich eine Statemap auf dem Pfad unendlich oft.
5. Zu dieser Statemap gibt es unendlich viele Wordmaps. Darunter findet man eine monoton
steigende Folge.
6. Das heißt, jedes Element der Folge blockiert alle darauffolgenden Elemente.
7. Durch einen Deblocker kann man nur endlich viele blockierte Elemente deblockieren.
8. Da die Anzahl der Deblocker endlich ist, geschieht dies nur endlich oft. Irgendein Element
der Folge blockiert somit den Pfad.
9. Dies ist ein Widerspruch zur Annahme. Daraus folgt, es gibt keinen unendlich langen Pfad.
Somit ist der Erreichbarkeitsgraph endlich.
⇒ Satz 6.4.5. 2
Zustandsraumexplosion (State Space Explosion): Das zentrale Problem beim Model
Checking ist die Explosion der Anzahl der Knoten des Erreichbarkeitsgraphen (vergleiche Ab-
schnitt 2.4.2.2). Aufgrund des hohen Parallelita¨tsgrades, der in einem Datenflußgraphen ent-
halten ist, fu¨hrt die hohe Zahl der mo¨glichen Abarbeitungsreihenfolgen zu einer sehr großen
Anzahl von Knoten des Erreichbarkeitsgraphen. Um nun dieses Problem in den Griff zu be-
kommen, wurden sowohl Maßnahmen vorgesehen, welche die Anzahl der Knoten begrenzen,
als auch Maßnahmen, welche den Speicherbedarf pro Knoten eingrenzen. In die erste Grup-
pe von Maßnahmen fallen eine spezielle Methode zur PARTIAL ORDER REDUCTION und der
BLOCKIER/DEBLOCKIER-MECHANISMUS. Die zweite Gruppe von Maßnahmen zur Milderung
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der Auswirkungen der Zustandsraumexplosion ist in Abschnitt 7.3.2.2 beschrieben und beinhal-
tet REDUNDANZFREIE ABSPEICHERUNG DER KNOTEN, indem alle Knotenbestandteile wie bei-
spielsweise Statemaps und Wordmaps in Depositories abgelegt werden, welche die Eindeutigkeit
garantieren.
SATZ 6.4.6: Die Funktion expand(), die mit Hilfe von isCommutativeAndNecessary() nur
eine Teilmenge der mo¨glichen Nachfolgerknoten eines Knotens des Erreichbarkeitsgraphen er-
zeugt, bewirkt eine PARTIAL ORDER REDUCTION im Sinne von Definition 2.4.4.
BEWEIS 6.4.9:
Gegeben: Sei f ein Fifomat und F die Menge der zu simulierenden Fifomaten. Die Funktionen
expand() und isCommutativeAndNecessary() seien wie oben definiert gegeben.
Behauptung: Die mit Hilfe von isCommutativeAndNecessary() erzeugten Teilmengen bei
der Expansion von Knoten mittels expand() stellen eine PARTIAL ORDER REDUCTION dar.
Beweis:
1. Die Funktion expand() unterscheidet drei Fa¨lle bei der Expansion eines Knotens v:
(a) Ein Fifomat befindet sich in einem transienten Zustand. Dann wird nur dieser bei der
Expansion beru¨cksichtigt.
(b) Die Funktion isCommutativeAndNecessary() liefert fu¨r einen Fifomaten f den
Wert true. Dann wird nur dieser Fifomat bei der Expansion beru¨cksichtigt.
(c) Ansonsten werden alle Fifomaten bei der Expansion beru¨cksichtigt.
2. Die Funktion isCommutativeAndNecessary() u¨berpru¨ft mit Hilfe der Funktionen
isCommutative() und isNecessary(), ob ein Fifomat f folgende Eigenschaften besitzt.
• f kann alle seine aktuellen atomaren Operationen ausfu¨hren, ohne daß eine darin ent-
haltene Aktion wartend ist (isWaiting()). Da nur f in die betroffenen Fifos schreiben
beziehungsweise aus diesen lesen kann, ist die Ausfu¨hrung von f kommutativ mit
der Ausfu¨hrung aller anderen Fifomaten, die im Knoten v eine atomare Operation
durchfu¨hren ko¨nnen.
• Liefert die Funktion isNecessary() den Wert true fu¨r f , so besitzt v in Kombination
mit f folgende Eigenschaften:
– Die Statemap von v = (s, w) unterscheidet sich von der Zielstatemap von vroot =
(sroot, wroot) in dem Zustand des Fifomaten f .
– Die Wordmap w unterscheidet sich von wroot und f muß diese Wordmap durch
Lesen vera¨ndern, wenn die aktuelle Wordmap kein Pra¨fix der Wurzelwordmap
ist. Die Statemap muß durch Schreiben vera¨ndert werden, wenn die Wurzelword-
map kein Suffix der aktuellen Wordmap ist.
In diesen Fa¨llen ist eine Ausfu¨hrung von f notwendig, um den Zielknoten vroot zu
erreichen.
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Modus Komposition Simulation
Anwendung Colored-SDF-
(Teil-)Graphen
Colored-SDF-
Graphen
Colored-BDF-,
-DDF-Graphen
Beschreibung Bestimmt kanoni-
schen Fifomaten
Sucht Zyklus im Erreichbarkeitsgraphen
Analytische
Fa¨higkeiten
Zyklische Schedu-
les, Speicherver-
brauch, Deadlock
Zyklische Schedu-
les, Speicherver-
brauch, Deadlock
Analyse eines ein-
zigen Zyklus (Ge-
genbeispiele)
Vorteile Inkrementell (wie-
derverwendbare
Ergebnisse), kom-
positionelle opera-
tionelle Semantik
Schnell
Tabelle 6.1: Komposition vs. Simulation
Somit gilt, daß expand(), wenn dies mo¨glich ist, jeweils nur einen Fifomaten ausfu¨hrt,
der KOMMUTATIV zu allen anderen ausfu¨hrbaren Fifomaten ist und dessen Ausfu¨hrung
notwendig zum Erreichen des Zielknotens ist. Auf diese Weise wird aus einer Menge par-
alleler Pfade im Erreichbarkeitsgraphen, die vom Wurzelknoten vroot ausgehen und in die-
sem enden, nur ein Pfad durchsucht. Damit ist die Definition der Partial Order Reduction
erfu¨llt.
⇒ Satz 6.4.6. 2
Berechnungszeit: Mit der Zustandsraumexplosion einher geht ein erho¨hter Bedarf an Rechen-
zeit fu¨r die Verwaltung dieser Datenmenge. Als Lo¨sung ist hier eine INKREMENTELLE ABSPEI-
CHERUNG DER DATEN in Form von speziellen geordneten Entscheidungsba¨umen vorgesehen.
Details dazu finden sich in Abschnitt 7.3.2.2.
6.4.7 Komposition vs. Simulation
Tabelle 6.1 stellt die Vorteile der zwei Modi des Model-Checking-Verfahrens einander gegen-
u¨ber. Den kanonischen Fifomaten eines Datenflußgraphen durch wiederholte Anwendung der
KOMPOSITION (vergleiche Abschnitt 6.4.3) zu bestimmen, ist allgemeiner, da keine Informa-
tionen verloren gehen. Aus diesem Grund kann der kanonische Fifomat an Stelle der Original-
fifomaten verwendet werden. Dies ist im SIMULATIONSMODUS (siehe Abschnitt 6.4.4) nicht
mo¨glich, da die Bestimmung eines einzigen Zyklus zu spezifisch ist. Dadurch wu¨rde bei Ver-
wendung des durch den Algorithmus ermittelten Fifomaten anstelle der originalen Fifomaten die
Entdeckung weiterer Zyklen verhindert. Aus diesem Grund muß die Simulation immer auf den
urspru¨nglichen oder auf mittels Komposition erzeugten Fifomaten ausgefu¨hrt werden.
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6.5 Innovative Aspekte
Die innovativen Aspekte des NEUEN MODELLS FU¨R KOMMUNIKATIONSPROTOKOLLE
(FIFOMATENMODELL) und des MODEL-CHECKING-VERFAHRENS lassen sich wie folgt zu-
sammenfassen:
• Skalierbare Modellierung des Kommunikationsverhaltens: Fifomaten stellen eine Er-
weiterung von Communicating Finite State Machines (siehe Abschnitt 2.4.2.2) dar. Da-
mit wurde eine Modellierungsmethodik entwickelt, die sich hervorragend fu¨r die Be-
schreibung des Kommunikationsverhaltens von Datenflußkomponenten eignet. In dersel-
ben Modellierungssprache ko¨nnen sowohl einfache Colored-SDF-Komponenten als auch
komplizierte Colored-BDF-Komponenten wie Colored Switch (CSwitch) oder Colored
Select (CSelect), die den Datenfluß steuern, modelliert werden. Auch die Beschrei-
bung NICHTDETERMINISTISCHER DATENFLUSSKOMPONENTEN wie zum Beispiel Co-
lored Merge (CMerge) ist problemlos mo¨glich. Damit ist die Basis geschaffen fu¨r eine
DURCHGA¨NGIGE ANALYSEMETHODIK fu¨r alle betrachteten gefa¨rbten Datenflußparadig-
men. Dies wird hier auch als SKALIERBARKEIT bezeichnet. Die vorgestellte Modellie-
rungsmethodik stellt damit eine wesentliche Verbesserung zu vorhandenen Analyseme-
thodiken dar (vergleiche Abschnitt 2.2.10).
• Dediziertes Model-Checking-Verfahren: Das Model-Checking-Verfahren ist auf dieses
Fifomatenmodell und die zugeho¨rigen Datenflußparadigmen zugeschnitten. Es kann so-
wohl im SIMULATIONSMODUS als auch im KOMPOSITIONSMODUS betrieben werden.
Die Komposition von Fifomaten kann nur fu¨r nichtturinga¨quivalente Datenflußgraphen
garantiert werden. Im Falle von Colored BDF oder Colored DDF kann also keine allge-
meingu¨ltige Erfolgsaussage getroffen werden. Der Hauptvorteil des Kompositionsmodus
ist die Wiederverwendung der Zwischenergebnisse, wohingegen der Simulationsmodus
sich durch seine Schnelligkeit auszeichnet.
• Effiziente Guided-Search-Strategie: Kern des Model-Checking-Verfahrens ist eine neu-
artige Suchstrategie guidedSearch(). Diese verwendet Methoden zum BLOCKIEREN und
LAZY DEBLOCKIEREN von Knoten des Erreichbarkeitsgraphen und ein Verfahren zur
PARTIAL ORDER REDUCTION, um schnellstmo¨glich Zyklen im Erreichbarkeitsgraphen
zu finden. Wie die Ergebnisse in Abschnitt 8.4 zeigen, ko¨nnen auf diese Weise SEHR
SCHNELL auch sehr große Datenflußgraphen untersucht werden.
• Entwurfsbegleitende Analyse: Die Analyse kann ENTWURFSBEGLEITEND durchgefu¨hrt
werden, wobei bei Datenflußgraphen, die dem Datenflußparadigma Colored SDF an-
geho¨ren, ZYKLISCHE SCHEDULES, DEADLOCKS und SPEICHERVERBRAUCH entscheid-
bar beziehungsweise berechenbar sind. Bei Colored BDF und Colored DDF ko¨nnen zu-
mindest einzelne Zyklen untersucht werden. Außerdem ist das Verfahren INKREMENTELL,
wenn es im Kompositionsmodus eingesetzt wird.
Damit handelt es sich bei dem hier vorgestellten Model-Checking-Verfahren um eine SEHR EFFI-
ZIENTE ANALYSEMETHODIK fu¨r Datenflußgraphen. Diese Arbeit stellt deshalb einen WESENT-
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LICHEN BEITRAG hinsichtlich entwurfsbegleitender Qualita¨tssicherung bei der Erstellung von
Datenflußgraphen dar. Damit wurde die in Abschnitt 1.4.1 vorgegebene Zielsetzung voll und
ganz erreicht.
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Kapitel 7
Bild- und Signalverarbeitungswerkzeug
Skylla
Incidit in Scyllam, qui vult vitare Charybdim.
Dieses Kapitel beschreibt das Bild- und Signalverarbeitungswerkzeug SKYLLA . Nach einer Auf-
stellung der Anforderungen an die Implementierung findet sich ein ¨Uberblick u¨ber die einzel-
nen Bestandteile von Skylla. Dabei werden einige interessante Punkte besonders beleuchtet.
Abschließend sind die innovativen Aspekte zusammenfassend dargestellt. Eine detaillierte Be-
schreibung findet sich in [Le01, Lau02, Sto03, Abs04].
7.1 Anforderungen
Die Anforderungen an ein Werkzeug zur Erstellung und Ausfu¨hrung von Datenflußgraphen fu¨r
die Bild- und Signalverarbeitung lassen sich anhand der im folgenden vorgestellten Benutzer-
gruppen ([MRSS01]; siehe Abbildung 7.1) unterteilen:
• ANWENDER: Der Anwender interagiert mit dem Werkzeug Skylla mit Hilfe von Ein- und
Ausgabefenstern. Falls keine graphische Oberfla¨che zur Verfu¨gung steht beziehungswei-
se keine Interaktion notwendig ist, kann das Werkzeug ohne Oberfla¨che gestartet werden.
Das eigentliche Programm in Form eines Datenflußgraphen wird vor dem Anwender ver-
borgen. Fu¨r den Anwender stehen unter anderem folgende Gesichtspunkte im Vordergrund
[Bal96]:
– Ausfu¨hrungsgeschwindigkeit
– Zuverla¨ssigkeit
– Visualisierung der Ergebnisse
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Abbildung 7.1: Benutzergruppen des Bild- und Signalverarbeitungswerkzeuges Skylla
• ANWENDUNGSPROGRAMMIERER: Der Anwendungsprogrammierer erstellt Datenfluß-
graphen mit Hilfe eines graphischen Editors. Dieses Vorgehen bezeichnet man als VISU-
ELLE PROGRAMMIERUNG [Sch98a]. Dabei besteht ein Graph aus Datenflußkomponenten
und Kanten. Fu¨r den Anwendungsprogrammierer sind folgende Punkte besonders wichtig:
– Einblick in die Berechnungskomplexita¨t der Tokenmaschinen von Datenflußkompo-
nenten (vergleiche Abschnitt 4.2.3).
– Unterstu¨tzung bei der Fehlererkennung und -vermeidung.
• KOMPONENTENPROGRAMMIERER: Der Komponentenprogrammierer erstellt mit Hilfe
einer textuellen Programmiersprache wie zum Beispiel C++ Datenflußkomponenten und
mittels einer Schnittstellenbeschreibungssprache dazu passende Schnittstellenbeschrei-
bungen fu¨r die automatische Typpru¨fung beziehungsweise zur Bestimmung der Kompo-
nentenkompatibilita¨t. Die Anforderungen des Komponentenprogrammierers lauten:
– Einfache Implementierung neuer Datenflußkomponenten und einfache Erstellung da-
zu passender Schnittstellenbeschreibungen.
– Unkomplizierte Integration neuer Datenflußkomponenten in das Bild- und Signalver-
arbeitungswerkzeug Skylla.
• SYSTEMPROGRAMMIERER: Die Aufgaben des Systemprogrammierers sind die Konzep-
tion und Realisierung beziehungsweise Wartung des Werkzeuges Skylla. Die Hauptanfor-
derung dieser Benutzergruppe lautet:
– Einfache Wartbarkeit
Wie diese Anforderungen durch das Bild- und Signalverarbeitungswerkzeug Skylla erfu¨llt wer-
den, wird im folgenden skizziert.
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1. Interaktiver Entwurf
- Auswahl von Komponenten aus Bibliothek
- Plazieren der Komponenten in Zeichenfläche
- Verbinden der Komponenten mittels Kanten
- Überprüfung der Typconstraints 
  und der Protokollkompatibilität
- Einfügen von Initialisierungstoken
  und Adapterkomponenten
Aktuelle Interfacetypen
Fehlermeldungen
2. Abschließende Tests
3. Erzeugen einer textuellen Beschreibung
    des Datenflußgraphen
4. Ausführung des Datenflußgraphen
- Ohne Kopplung an Ablaufsteuerung,
  falls keine graphische Oberfläche erwünscht ist
- Mit Kopplung an Ablaufsteuerung
  - Animation der gerade rechnenden Komponenten
  - Modifikation einzelner speziell gekennzeichneter
    Parameter (Kalibrierung des Datenflußgraphen)
  - Statusmeldungen
  - Ein- und Ausgabefenster
Abbildung 7.2: Sicht des Anwendungsprogrammierers auf Skylla
7.2 Beispiel eines Entwicklungsablaufs
In Abbildung 7.2 ist der Entwicklungsablauf eines Datenflußgraphen aus Sicht des Anwendungs-
programmierers dargestellt. Dabei unterscheidet man zwischen INTERAKTIVEM ENTWURF, AB-
SCHLIESSENDEN TESTS und AUSFU¨HRUNG DES DATENFLUSSGRAPHEN.
1. INTERAKTIVER ENTWURF: Wa¨hrend des interaktiven Entwurfs des Datenflußgraphen
wa¨hlt der Anwendungsprogrammierer Komponenten-Icons, die beispielsweise Kompo-
nenten zur Fast-Fourier-Transformation, zur Gla¨ttung von Bildern oder Filterkomponenten
repra¨sentieren, aus einer Bibliothek aus und plaziert diese in einer Zeichenfla¨che. Er ver-
bindet die Schnittstellen der Datenflußkomponenten mittels Kanten. Eine Anpassung der
Datenflußkomponenten an den jeweiligen Verwendungszweck erfolgt durch Parameter-
einstellungen. Entwurfsbegleitend werden dabei TYPCONSTRAINTS ZWISCHEN INTER-
FACETYPEN UND PARAMETERN u¨berpru¨ft. Die jeweiligen Interfacetypen der einzelnen
Datenflußkomponenten sind in einer Tabelle dargestellt. Kommt es zu Typfehlern wird
dies entsprechend ausgegeben. Durch einen Mausklick in die Tabelle wird im Editor die
dazugeho¨rige Datenflußkomponente gesucht und mittig plaziert. Klickt man umgekehrt auf
die Datenflußkomponente, so wird der entsprechende Tabelleneintrag zentriert dargestellt.
Im Falle von Ru¨ckkopplungskanten innerhalb von SDF-Teilgraphen fu¨gt das Programm
Initialisierungstoken ein.
2. ABSCHLIESSENDE TESTS: Am Ende des Entwurfs des Datenflußgraphen fu¨gt Skylla
(semi-) automatisch Adapterkomponenten ein (vergleiche Abschnitt 4.3.2) und erzeugt ei-
ne textuelle Beschreibung des Datenflußgraphen, die als Eingabe fu¨r die Ablaufsteuerung
dient.
3. AUSFU¨HRUNG DES DATENFLUSSGRAPHEN: Der Datenflußgraph kann nun durch die Ab-
laufsteuerung ausgefu¨hrt werden. Dies ist je nachdem vom Editor aus steuerbar bezie-
hungsweise erfolgt unabha¨ngig von diesem. Im Falle der Kopplung zwischen Editor und
Ablaufsteuerung erlaubt eine farbige Animation der gerade rechnenden Datenflußkom-
ponenten dem Benutzer, den Programmablauf zu verfolgen. Zudem ko¨nnen Parameter,
die vom Komponentenprogrammierer als zur Laufzeit vera¨nderbar gekennzeichnet wur-
den, modifiziert werden. Dies ist insbesondere in der Kalibrierphase eines Datenflußgra-
phen interessant. Im unteren Teil des Editors erfolgt die Anzeige von Statusmeldungen.
Die Ein- und Ausgaben des Datenflußgraphen erfolgen unabha¨ngig vom Editor in eigenen
Ein-/Ausgabefenstern. Dies ist notwendig, um dem Anwender eine vom Editor getrennte
Schnittstelle zur Verfu¨gung stellen zu ko¨nnen.
Aus der Sicht des Komponentenprogrammierers stellt sich die Entwicklung einer Datenfluß-
komponente wie folgt dar (vergleiche Abbildung 7.3):
1. ERSTELLEN DER DATENFLUSSKOMPONENTE IN TEXTUELLER PROGRAMMIERSPRA-
CHE: Um der Ablaufsteuerung das dynamische Laden der Datenflußkomponente zu
ermo¨glichen, wird die Datenflußkomponente von einer Basisklasse abgeleitet. Dabei stellt
die Datenflußkomponente die Funktion execute() als Aufrufschnittstelle zur Verfu¨gung.
Fu¨r das Anfordern beziehungsweise die Weitergabe von Signaldaten ist eine im Rahmen
der Ablaufsteuerung realisierte Speicherverwaltung verantwortlich.
2. ERZEUGEN EINER SCHNITTSTELLENBESCHREIBUNGSDATEI: Die Schnittstellen einer
Datenflußkomponente zum Benutzer in Form eines Parameterdialoges und die Schnittstel-
len zu anderen Datenflußkomponenten und zum Scheduler sind mittels einer Schnittstel-
lenbeschreibungsdatei spezifiziert. In dieser ko¨nnen außerdem Regeln angegeben werden,
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1. Erstellen der Komponente in textueller Programmiersprache
2. Erzeugen einer Schnittstellenbeschreibungsdatei
3. Generieren eines Icons
4. Integration in Skylla:
- Ableiten von einer Basisklasse
- Schnittstelle für dynamisches Laden: Funktion execute()
- Anfordern und Weitergabe von Signaldaten mittels Speicherverwaltung
- Schnittstelle zu Schedulingalgorithmen
- Schnittstelle zum Benutzer: Parameterdialog
- Schnittstelle zu anderen Datenflußkomponenten
- Typconstraints bezüglich der Signalmerkmale
- Regeln für Änderbarkeit von Komponentenparametern in
  Abhängigkeit von der jeweiligen Entwurfs-/Ausführungsphase
Plazieren 
- der Shared Library
- der Schnittstellenbeschreibungsdatei
- des Icons
in entsprechenden Verzeichnissen
Abbildung 7.3: Sicht des Komponentenprogrammierers auf Skylla
in welcher Entwurfs- beziehungsweise Abarbeitungsphase es mo¨glich ist, einen Parameter
zu modifizieren. Weitere Regeln umfassen Typconstraints und Kommunikationsprotokolle.
3. GENERIEREN EINES ICONS: Damit die Datenflußkomponente im Editor ansprechend und
leicht erkennbar dargestellt werden kann, ist ein geeignetes Icon als Repra¨sentant der Da-
tenflußkomponente erforderlich.
4. INTEGRATION IN SKYLLA : Die Integration der Datenflußkomponente in Skylla erfolgt
durch einfaches Plazieren der Icons und der Schnittstellenbeschreibungsdatei beziehungs-
weise der aus dem textuellen Programm erzeugten Shared Library in dafu¨r vorgesehene
Verzeichnisse.
Betrachtet man die Entwicklungsabla¨ufe bei der Komponenten- und Datenflußgraphpro-
grammierung, so ist in Skylla die MEET-IN-THE-MIDDLE-Strategie realisiert (vergleiche Ab-
bildung 7.4). BOTTOM-UP werden die einzelnen Datenflußkomponenten zur Verfu¨gung gestellt.
TOP-DOWN wird der Datenflußgraph aus diesen Datenflußkomponenten konstruiert.
7.3 Das Werkzeug Skylla
Skylla ist ein Werkzeug zur Bild- und Signalverarbeitung, welches im wesentlichen aus den
folgenden Bestandteilen besteht (vergleiche Abbildung 7.5):
• dem EDITOR als visuellem Benutzerinterface.
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Top-Down:
Erstellen von Datenflußgraphen
Bottom-Up:
Programmieren der Datenflußkomponenten
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Abbildung 7.4: Meet-in-the-Middle-Strategie
Shared
Libraries
Signalgraph-
datei
Environment-
datei
Analyzer
Graph-
dateien Editor
Ablaufsteuerung
Komponenten-
headerdateien
Entwurfsbegleitende
und abschließende
Tests
Komponenten-
bibliothek
Scheduler-
bibliothek
Statistik-
dateien
Log-
dateien
Shared
Libraries
Kontroll-
interface
Scheduler-
headerdateien
Abbildung 7.5: ¨Uberblick u¨ber das Gesamtsystem Skylla
• dem ANALYZER, welcher neben weiteren Plausibilita¨tspru¨fungen die in Kapitel 5 vorge-
stellte Typpru¨fung und das in Kapitel 6 pra¨sentierte Model-Checking-Verfahren beinhaltet.
• der KOMPONENTENBIBLIOTHEK, in der alle Datenflußkomponenten abgelegt sind.
• der SCHEDULERBIBLIOTHEK.
• der ABLAUFSTEUERUNG zur verteilten Ausfu¨hrung der erstellten Datenflußgraphen.
Diese Bestandteile von Skylla werden im folgenden kurz beschrieben.
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7.3.1 Editor
Der Editor (vergleiche Abbildungen 7.5 und 7.6) faßt die gesamte Funktionalita¨t zur Erzeugung,
Verwaltung und Ausfu¨hrung von Datenflußgraphen in einer intuitiv und komfortabel bedienbaren
graphischen Benutzeroberfla¨che zusammen. Die erstellten Datenflußgraphen sind in Form von
GRAPHDATEIEN gespeichert, welche neben der Struktur eines Datenflußgraphen Informationen
zu dessen visueller Darstellung enthalten. Ausfu¨hrbare Datenflußgraphen werden als SIGNAL-
GRAPHDATEIEN mit den fu¨r die Ausfu¨hrung notwendigen Informationen an die Ablaufsteue-
rung u¨bergeben. ¨Uber das KONTROLLINTERFACE erfolgt die Steuerung der Ablaufsteuerung
sowie der Datenaustausch. Der Editor sendet beispielsweise PARAMETERA¨NDERUNGEN von
Datenflußkomponenten, die der Benutzer ZUR LAUFZEIT vornimmt, an die Ablaufsteuerung.
In umgekehrter Richtung werden STATUSMELDUNGEN der einzelnen Datenflußkomponenten
u¨bermittelt.
Zwischen Status- und Menu¨leiste befindet sich der Arbeitsbereich, der sich in vier Teile glie-
dert (vergleiche Abbildung 7.6):
1. ZEICHENFLA¨CHE: Die Zeichenfla¨che zeigt vom Benutzer eingefu¨gte Datenflußkompo-
nenten und Kanten an. Die Datenflußkomponenten werden durch Rechtecke, welche je-
weils ein Icon beinhalten, dargestellt. Gegebenenfalls befinden sich am oberen und un-
teren Rand der Rechtecke Einkerbungen, welche die zugeho¨rigen Datenflußkomponenten
als Colored-BDF- (Dreieck) oder Colored-DDF-Komponente (Halbkreis) identifizieren.
2. KOMPONENTENBIBLIOTHEK: Diese wird beim Start des Editors eingelesen und dann mit-
tels einer Baumstruktur, welche die Verzeichnisstruktur der Komponentenbibliothek wie-
dergibt, dargestellt.
3. ATTRIBUTFENSTER: Das Attributfenster listet fu¨r alle Komponenteninterfaces die Wer-
te der jeweiligen Typtraits (vergleiche Kapitel 5) auf. Durch Anklicken eines Eintrages
wird eine Datenflußkomponente im Datenflußgraphen selektiert und gegebenenfalls in den
sichtbaren Bereich verschoben. Umgekehrt kann man eine Datenflußkomponente in der
Zeichenfla¨che auswa¨hlen, wobei das Attributfenster die zugeho¨rigen Schnittstellen und
deren Typbelegungen anzeigt.
4. AUSGABEFENSTER: In diesem Fenster werden alle Meldungen des Editors, des Analyzers
und der Ablaufsteuerung angezeigt.
7.3.2 Analyzer
Der Analyzer (vergleiche Abbildung 7.5) entha¨lt die Analysemethodiken wie beispielsweise das
Typsystem. Seine Aufgabe ist es, dem Benutzer entwurfsbegleitend bei der Erstellung der Da-
tenflußgraphen zu helfen. Dazu stellt der Analyzer verschiedene Funktionen fu¨r die Typ- und
Fehlerpru¨fung bereit. Außerdem entha¨lt der Analyzer Routinen fu¨r die Erzeugung von Signal-
graphdateien aus Datenflußgraphen.
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Abbildung 7.6: Editor von Skylla (Screenshot)
7.3.2.1 Interface-Typsystem
Die Implementierung des Interface-Typsystems ist detailiert in [Sto03] beschrieben. Die verwen-
deten Datenstrukturen sind der Standard Template Library (STL) von C++ entnommen [Str00].
7.3.2.2 Model Checker
Fu¨r die Effizienz des Model Checkers sind aufgrund des Problems der ZUSTANDSRAUMEX-
PLOSION (vergleiche Abschnitt 6.4.6) sowohl eine kompakte Ablegung der Daten als auch ein
effizienter Zugriff erforderlich. Zur Erreichung dieses Zieles wurden verschiedene Maßnahmen
ergriffen [May04b].
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Abbildung 7.7: Incrementalmap
Redundanzfreie Datenhaltung: Jede Datenstruktur, die beispielsweise ein Token, ein Wort
beziehungsweise eine Wordmap repra¨sentiert, wird NUR EINMAL IN EINEM DEPOSITORY AB-
GESPEICHERT. Wird eine derartige Datenstruktur erzeugt, wird u¨berpru¨ft, ob eine andere mit
identischem Inhalt bereits existiert. Ist dies der Fall, wird die bereits existierende Datenstruktur
verwendet. Dies ist mo¨glich, da alle diese DATENSTRUKTUREN KONSTANT sind.
Abspeicherung von ¨Anderungen: ¨Anderungen, die beispielsweise entstehen, wenn eine
Wordmap aus einer anderen durch Ausfu¨hren von Schreib- beziehungsweise Leseaktionen einer
Transition erzeugt wird, mu¨ssen kompakt abgespeichert werden. Das zweite Ziel ist der schnel-
le Zugriff auf die abgespeicherten Daten. Um diese Ziele zu erreichen, wurden zwei alternative
Implementierungen untersucht:
• INCREMENTALMAPS: Eine Incrementalmap ist eine Map [Str00], die nur ¨Anderungen in
Bezug zu ihrer Vorga¨ngermap abspeichert (vergleiche Abbildung 7.7). Die vollsta¨ndige
Information erha¨lt man, indem man von einer Incrementalmap ru¨ckwa¨rts bis zur Wurzel
sucht und dabei alle Dateneintra¨ge aufsammelt. Demzufolge sind zwei Incrementalmaps
identisch, wenn sie denselben Inhalt gema¨ß diesem Datenextraktionsmechanismus abge-
speichert haben. Sind zwei Incrementalmaps identisch, so wird nur eine davon gespeichert
(vergleiche oben vorgestellte Depositories). Um lange Suchpfade zu vermeiden, wird Ca-
ching verwendet. Caches werden Incrementalmaps in einem durch cacheDistance fest-
gelegten Abstand zugewiesen. Der Parameter cacheThreshold legt fest, ab welcher Such-
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Abbildung 7.8: Ordered Map
tiefe ein Wert in den Cache eingetragen wird.
• ORDERED MAPS: Auf eine Ordered Map wird mit Hilfe eines bina¨ren Schlu¨ssels zuge-
griffen. Dabei wird jeweils das niedrigste Bit betrachtet. Entsprechend seinem Wert wird
entlang eines Zeigers die na¨chste Ordered Map erreicht. Bei jedem ¨Ubergang zu einer an-
deren Ordered Map wird der Schlu¨ssel um ein Bit nach rechts verschoben. Ist der Schlu¨ssel
gleich 0, dann befindet sich in der entsprechenden Ordered Map der gesuchte Wert. Abbil-
dung 7.8 veranschaulicht dieses Vorgehen. Dabei bedeutet
OM2 = OM1 • f1 := sm (7.1)
daß die Ordered Map OM2 aus der Ordered Map OM1 erzeugt wird, indem der Fifo f1 der
Wert sm zugewiesen wird. Man kann natu¨rlich auch mehr als zwei Zeiger in einer Ordered
Map abspeichern. Die erlaubten Werte stellen Zweierpotenzen dar, da dann n Bits eines
Schlu¨ssels durch eine Ordered Map abgedeckt werden und somit 2n Zeiger zu speichern
sind.
7.3.3 Ablaufsteuerung
Die Ablaufsteuerung (vergleiche Abbildungen 7.5 und 7.9) ist fu¨r die gegebenenfalls VERTEILTE
AUSFU¨HRUNG der erstellten Datenflußgraphen zusta¨ndig. Um eine effiziente Abarbeitung von
Datenflußgraphen gewa¨hrleisten zu ko¨nnen, besteht die Ablaufsteuerung aus einem Server und
einen oder mehreren Clients.
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Abbildung 7.9: ¨Uberblick u¨ber die Ablaufsteuerung von Skylla
7.3.3.1 Server
Der Server ist die ZENTRALE VERWALTUNGSINSTANZ der Ablaufsteuerung, die durch den Edi-
tor oder manuell gestartet wird. Fu¨r die Ausfu¨hrung eines Datenflußgraphen beno¨tigt der Server
folgende Daten:
• eine Signalgraphdatei, welche vom Analyzer durch ¨Ubersetzen eines Datenflußgraphen
erzeugt wird.
• eine Environmentdatei, in der die zu verwendenden Rechner mit ihren charakteristischen
Merkmalen wie beispielsweise die Anzahl der Prozessoren eingetragen sind.
Die Aufgaben des Servers sind:
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• Gegebenenfalls Erstellen einer TCP/IP-Verbindung zum Editor.
• Einlesen der Signalgraphdatei.
• Einlesen der Environmentdatei und Starten eines Clients pro angegebenen Rechner.
• Herstellen einer TCP/IP-Verbindung zu den Clients.
• Laden des Schedulers aus der Schedulerbibliothek.
• Erteilen von Auftra¨gen zur Ausfu¨hrung von Datenflußkomponenten an die Clients.
• Ermitteln der Rechenbereitschaft der Datenflußkomponenten. Dies wird, soweit mo¨glich,
vom Scheduler entschieden. Kann der Scheduler diese Entscheidung – zum Beispiel
bei Colored-BDF-Komponenten – nicht treffen, wird die jeweilige Datenflußkomponen-
te selbst nach ihrer Rechenbereitschaft befragt.
• Sammeln und Speichern von Statistikdaten.
Der Server hat also nur eine KONTROLL- UND VERWALTUNGSAUFGABE und fu¨hrt selber kei-
ne Datenflußkomponenten aus. Der Server ha¨lt die Information, welche Datenflußkomponente
auf welchem Client ausgefu¨hrt wird, welche Clients noch Auftra¨ge annehmen ko¨nnen und wo
Signaldaten liegen. Abbildung 7.9 zeigt eine schematische Darstellung der Ablaufsteuerung mit
Server, zwei Clients und dem Editor. Pfeile stellen den Daten- und Informationsfluß zwischen
den einzelnen Teilen dar.
7.3.3.2 Clients
Ein Client nimmt Auftra¨ge vom Server entgegen. Zu diesem Zweck startet der Client in der Regel
soviele Threads wie Prozessoren auf dem Rechner vorhanden sind. Ein Thread kann jeweils eine
Datenflußkomponente abarbeiten. Die Anzahl der Threads pro Client ist in der Environmentdatei
festgelegt und wird u¨ber den Server an die Clients u¨bermittelt. Bevor die Abarbeitung einer
Datenflußkomponente beginnt, werden – falls diese nicht vorliegen – alle fu¨r deren Abarbeitung
no¨tigen Daten von auf anderen Rechnern ablaufenden Clients angefordert. Da der Client keine
Informationen u¨ber den Datenflußgraphen besitzt, la¨uft diese Anforderung u¨ber den Server.
Die Aufgaben des Clients sind somit:
• Starten der vom Server u¨bermittelten Anzahl von Abarbeitungsthreads.
• Entgegennehmen von Auftra¨gen zur Ausfu¨hrung von Datenflußkomponenten vom Server.
• Gegebenenfalls Empfangen der Eingabedaten fu¨r die jeweilige Datenflußkomponente von
einem anderen Client.
• Erteilen des Bearbeitungsauftrages an den Abarbeitungsthread, sobald alle beno¨tigten Da-
ten vorliegen. Dieser Abarbeitungsthread fu¨hrt dann die Datenflußkomponente aus.
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Abbildung 7.10: Kommunikationsverbindung zwischen zwei Clients
• Senden von Statusinformationen an den Server. Bei Ende der Abarbeitung der Datenfluß-
komponente wird dies dem Server zusammen mit der Anzahl der konsumierten bezie-
hungsweise produzierten Anzahl von Signaltoken mitgeteilt.
7.3.3.3 Untersuchungen zur Kommunikation
Die ¨Ubertragung von Daten und Befehlen auf demselben Rechner geschieht mittels Shared Me-
mory, wobei die Verwaltung dieser Speicherbereiche durch eine Speicherverwaltung erfolgt (sie-
he Abbildung 7.9).
Fu¨r die Kommunikation zwischen verschiedenen Rechnern stehen mehrere Alternativen zur
Auswahl, deren Eignung in [Lau02, Abs04] untersucht wurde:
• Transmission Control Protocol (TCP) mit unterschiedlichen Parametereinstellungen,
• TCP fu¨r Transaktionen (T/TCP),
• User Datagram Protocol (UDP) ohne beziehungsweise mit einer eigenen Sicherungs-
schicht und
• Reliable User Datagram Protocol.
Den besten Datendurchsatz lieferte die Anordnung aus Abbildung 7.10. Es werden zwei
TCP-Verbindungen zwischen zwei Clients aufgebaut. Dabei dient die eine Verbindung dazu,
Daten anzufordern, wa¨hrend die zweite Verbindung fu¨r den Transport angeforderter Daten ver-
wendet wird. Dies tra¨gt dazu bei, Verzo¨gerungszeiten zu vermeiden. Mit diesem Aufbau kann
beispielsweise ein Client im gleichen Zeitraum nicht nur selber Daten von einem anderen Client
anfordern, sondern auch Daten an diesen Client senden.
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Abbildung 7.11: Adaptive Communication Environment (ACE)
7.3.3.4 Alternative Implementierung in ACE
Anstelle einer eigenen Implementierung ko¨nnen auch bereits vorhandene Realisierungen einer
Middleware [Bal96] verwendet werden. Ein Beispiel dafu¨r ist die Adaptive Communication En-
vironment (ACE; siehe Abbildung 7.11) [Sch98b]. In [Le01] wurde eine auf ACE basierende
Ablaufsteuerung entworfen und implementiert. Dabei wurden die von ACE zur Verfu¨gung ge-
stellte Funktionalita¨t zur Erzeugung von Threads und zur Synchronisation des Zugriffs auf ge-
meinsame Speicherbereiche verwendet.
7.3.3.5 Alternative Implementierung in CORBA
Eine weitere Mo¨glichkeit zur Verwendung bereits existierender Middleware-Implementierungen
besteht in der Verwendung der Common Object Request Broker Architecture (CORBA) [Bal96].
In [Abs04] ist eine prototypische Implementierung der Ablaufsteuerung in CORBA beschrieben.
Dabei wird der Datentransport zwischen den einzelnen Datenflußkomponenten mittels des von
CORBA zur Verfu¨gung gestellten Name- und Eventservice realisiert.
Schlußfolgerungen: Die Schlußfolgerungen aus den beiden alternativen Implementierungen
lauten:
• Die Entwicklung einer geeigneten Ablaufsteuerung ist mit ACE und CORBA aufwendiger
als eine direkte Umsetzung in C++. Der Mehraufwand ist an der zum Teil unzureichenden
beziehungsweise unu¨bersichtlichen Dokumentation festzumachen.
• Die entworfenen Ablaufsteuerungen auf der Basis von Middleware waren langsamer als
die direkte Umsetzung. Dies liegt in der Optimierung der Datenu¨bertragung fu¨r den spezi-
ellen Anwendungsfall begru¨ndet [Lau02].
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• Ein weiterer Punkt, der fu¨r eine eigene Entwicklung der Ablaufsteuerung spricht, ist die
Unabha¨ngigkeit von komplexen Programmpaketen Dritter, was insbesondere bei dem Um-
stieg auf eine neue Betriebssystem- oder Compilerversion zu Problemen fu¨hren kann.
7.3.4 Komponentenbibliothek
Die Komponentenbibliothek beinhaltet alle Datenflußkomponenten. Bevor diese realisiert wurde,
wurden Modelle der zugeho¨rigen TOKENMASCHINEN (vergleiche Abschnitt 4.3.2) in Haskell
(vergleiche Abschnitt 2.2.7) beziehungsweise mittels gefa¨rbter Petrinetze (siehe auch Ab-
schnitt 2.2.6) simuliert, um deren Praxistauglichkeit zu untersuchen.
7.3.4.1 Implementierung des Komponentenmodells in Haskell
Die Umsetzung der Tokenmaschinen in Haskell erlaubte die Erprobung der funktionalen Mo-
delle der Datenflußkomponenten. Die dabei gewonnenen Erkenntnisse bildeten die Grundlagen
der formalen Beschreibung in Kapitel 4, auf der wiederum die Implementierung der Datenfluß-
komponenten in C ++ (siehe Abschnitt 7.3.4.3) beruht.
7.3.4.2 Implementierung des Komponentenmodells in Design/CPN
Die Implementierung der Tokenmaschinen in Design/CPN Version 3.1.2 fu¨r Sun Solaris 2.6 bot
im Vergleich zu Haskell den Vorteil, daß neben den deterministischen Datenflußkomponenten
auch das nichtdeterministische Colored Merge (CMerge) implementiert werden konnte. Aller-
dings wird die Darstellung in dem graphischen Editor sehr schnell SEHR UNU¨BERSICHTLICH
(vergleiche Abbildung 7.12). Auch die Analyse mittels Erreichbarkeitsgraphen scheiterte an feh-
lenden Optimierungsstrategien. Einzig mit Hilfe der schrittweisen Simulation konnten weitere
Einsichten in das Verhalten der Tokenmaschinen gewonnen werden.
7.3.4.3 C++-Bibliothek
Die Komponentenbibliothek entha¨lt alle Datenflußkomponenten, welche Bestandteile von Da-
tenflußgraphen sind. Zum einen sind in der Bibliothek alle zur Ausfu¨hrung von Datenflußkom-
ponenten notwendigen Bina¨rdaten, die ausschließlich von der Ablaufsteuerung beno¨tigt werden,
enthalten. Dabei liegt die Bibliothek in Form von Shared Libraries fu¨r verschiedene Betriebs-
systeme wie Linux und Solaris in getrennten Verzeichnissen vor. Die vom Server kontrollierten
Clients der Ablaufsteuerung laden die Datenflußkomponenten aus diesen Shared Libraries und
erzeugen daraus Komponenteninstanzen, welche aus den jeweiligen Eingabedaten Ausgabedaten
produzieren. Zum anderen beinhaltet die Komponentenbibliothek die Schnittstellenbeschreibun-
gen der Datenflußkomponenten in Form von HEADERDATEIEN. Diese werden ausschließlich
vom Editor beno¨tigt. Die abgelegte Information beinhaltet beispielsweise die Anzahl der Interfa-
ces, die Interfacetypen und Interface-Typconstraints. Außerdem sind beschreibende Informatio-
nen aufgenommen, die etwa das Datenflußparadigma der Datenflußkomponente (Colored SDF,
Colored BDF oder Colored DDF), die Darstellung der Datenflußkomponente im Editor mittels
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Abbildung 7.12: Komponentenmodelle in Design/CPN
eines Icons beziehungsweise den Aufbau des Parameterdialogs der Datenflußkomponente betref-
fen.
Die Schnittstellenbeschreibung fu¨r Datenflußkomponenten gliedert sich in drei Teile:
• KOMPONENTENBESCHREIBUNG: Dieser einfache Teil beinhaltet beschreibende Elemente
wie Modulname und Zugeho¨rigkeit zu dem jeweiligen Datenflußparadigma.
• PARAMETERLISTE: Diese Liste umfaßt die Komponentenparameter, die ein Benutzer u¨ber
einen Dialog vera¨ndern kann. Die Parameter sind dabei typisiert und gegebenenfalls durch
Regeln miteinander verknu¨pft.
– Es ist mo¨glich, eine Anpassung des Dialogfensters in Abha¨ngigkeit von einem aus-
gewa¨hlten Parameter vorzunehmen (vergleiche Abbildung 7.13).
– Zudem kann spezifiziert werden, ob ein Parameter nur zur Entwurfszeit oder auch
zur Abarbeitungszeit modifizierbar ist.
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Abbildung 7.13: Kontextgesteuerte Dialogfenster einer Datenflußkomponente in Skylla
– Zwischen Parametertypen und Interfacetypen sind Typconstraints spezifizierbar, die
durch das Interface-Typsystem u¨berpru¨ft werden.
• INTERFACELISTE: In dieser Liste sind die in Kapitel 5 beschriebenen Typen und die da-
zugeho¨rigen Typconstraints enthalten. Außerdem sind Interfaceparameter definierbar, mit
deren Hilfe beispielsweise der Benutzer die Anzahl bestimmter Schnittstellen im Dialog-
fenster einstellt.
Auf diese Weise lassen sich die Querbezu¨ge zwischen Parametern und Interfacetypen einfach
und flexibel beschreiben.
7.3.5 Schedulerbibliothek
Analog zur Komponentenbibliothek besteht die Schedulerbibliothek aus zwei Teilen. Zum einen
liegen die Schedulingalgorithmen in Form von Shared Libaries vor, welche die Ablaufsteue-
rung exklusiv nutzt. Zum anderen ist die Schnittstellenbeschreibung der Schedulingalgorithmen
in Schedulerheaderdateien abgelegt, welche ausschließlich der Editor verwendet. Es wurde eine
a¨hnliche Beschreibungssprache wie bei den Datenflußkomponenten entwickelt, mit der beispiels-
weise die Parameterdialoge definiert werden, die der Benutzer im Editor verwendet.
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7.4 Innovative Aspekte
Die innovativen Aspekte des fu¨r die Bild- und Signalverarbeitung konzipierten Werkzeuges
Skylla lassen sich anhand der in Abbildung 7.1 vorgestellten Benutzergruppen veranschaulichen.
• Anwender: Fu¨r den Anwender steht der Einsatz von Skylla in einem eingebetteten System
im Vordergrund. Daher sind fu¨r den Anwender folgende Punkte entscheidend:
– Der Einsatz von Skylla mit beziehungsweise ohne graphischer Oberfla¨che erlaubt
einen SEHR FLEXIBLEN EINSATZ in eingebetteten Systemen.
– Fu¨r eine HOHE AUSFU¨HRUNGSGESCHWINDIGKEIT sorgen die mo¨gliche verteilte
Ausfu¨hrung von Skylla und die Verwendung einer fu¨r die Kommunikation optimier-
ten Ablaufsteuerung.
– Die ZUVERLA¨SSIGKEIT DER ANWENDUNG wird durch die entwurfsbegleitenden
¨Uberpru¨fungen bezu¨glich Interfacetypen und Protokollkompatibilita¨t entscheidend
erho¨ht.
– Die VISUALISIERUNG DER ERGEBNISSE geschieht mit Hilfe vom Editor unabha¨n-
gigen Ausgabefenstern und ermo¨glicht somit auch einen vom Editor unabha¨ngigen
Einsatz.
• Anwendungsprogrammierer: Der Anwendungsprogrammierer erstellt Datenflußgraphen
und legt auf folgende Merkmale erho¨hten Wert:
– Aufgrund der Klassifizierung der Datenflußkomponenten anhand ihrer Tokenmaschi-
nen hat der Anwendungsprogrammierer bei deren Auswahl die ENTSCHEIDUNGS-
FREIHEIT ZWISCHEN ANALYSIERBARKEIT UND MODELLIERUNGSMA¨CHTIGKEIT
(vergleiche Abschnitt 4.2.3). Insbesondere die nicht turinga¨quivalenten Tokenma-
schinen von Datenflußkomponenten, die Bild- und Signalverarbeitungsalgorithmen
kapseln, ermo¨glichen die Programmierung großer analysierbarer Datenflußgraphen.
– Die entwurfsbegleitende ¨Uberpru¨fung von Typconstraints und Protokollkompatibi-
lita¨t erlaubt die SCHNELLE UND FEHLERFREIE ERSTELLUNG VON DATENFLUSS-
GRAPHEN.
– Die Mo¨glichkeit, Initialisierungstoken in Ru¨ckkopplungen einzufu¨gen, erlaubt bei-
spielsweise die VERMEIDUNG VON NICHTDETERMINISTISCHEN ADAPTERKOM-
PONENTEN und bewahrt die Analysierbarkeit.
– Die AUTOMATISCHE EINFU¨GUNG VON ADAPTERKOMPONENTEN beschleunigt die
Erstellung von großen Datenflußgraphen.
• Komponentenprogrammierer: Der Komponentenprogrammierer erstellt neue Daten-
flußkomponenten und legt Wert auf folgendes:
– Die ERSTELLUNG VON DATENFLUSSKOMPONENTEN IST SEHR EINFACH. Die Im-
plementierung geschieht durch Ableiten von einer Basisklasse. Fu¨r den dynami-
schen Lader muß als Schnittstelle die Funktion execute() implementiert werden.
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Datenu¨bertragung und Synchronisation des Datenzugriffs wird durch die Ablauf-
steuerung u¨bernommen. Außerdem muß der Komponentenprogrammierer noch ei-
ne Schnittstellenbeschreibung der Datenflußkomponente erstellen. Dabei sind die
Schnittstellen zum Benutzer, zu anderen Datenflußkomponenten und zum Schedu-
ler zu spezifizieren.
– Die EINFACHE INTEGRATION NEUER DATENFLUSSKOMPONENTEN erfolgt durch
Kopieren der Shared Libraries und der Schnittstellenbeschreibungen in die entspre-
chenden Verzeichnisse. Der Editor kann dabei diese Beschreibungen dynamisch
nachladen.
• Systemprogrammierer: Der Systemprogrammierer ist fu¨r die Konzeption, Realisierung
und Wartung des Bild- und Signalverarbeitungswerkzeuges Skylla zusta¨ndig. Die bei den
anderen Benutzergruppen aufgefu¨hrten innovativen Aspekte resultieren aus geeigneten
Maßnahmen des Systemprogrammierers. Die leichte Wartbarkeit wird dabei unterstu¨tzt
durch:
– KLARE AUFTEILUNG DER AUFGABEN in einzelne Teilwerkzeuge wie Editor, Ana-
lyzer und Ablaufsteuerung.
– EINDEUTIGE UND EINFACHE SCHNITTSTELLEN zwischen den einzelnen Teilwerk-
zeugen.
Damit stellt Skylla ein Werkzeug zur Bild- und Signalverarbeitung dar, welches neben den in Ab-
schnitt 1.4.1 genannten Hauptzielen der entwurfsbegleitenden ¨Uberpru¨fung von Programmeigen-
schaften und der effizienten Kommunikation zwischen Datenflußkomponenten auf zusa¨tzliche
Anforderungen der in Abbildung 7.1 vorgestellten Benutzergruppen eingeht. Skylla eignet sich
somit hervorragend fu¨r die komponentenbasierte Softwareentwicklung fu¨r datenflußorientierte
eingebettete Systeme.
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Kapitel 8
Ergebnisse
Gott wu¨rfelt nicht. [Albert Einstein]
In diesem Kapitel werden zuerst die Anforderungen an die Testla¨ufe formuliert und die
Testbedingungen vorgestellt. Daran schließt sich eine intensive Untersuchung des Interface-
Typsystems, des Model Checkers und der Ablaufsteuerung des Bild- und Signalverarbeitungs-
werkzeuges Skylla an. Am Ende des Kapitels findet sich eine Zusammenfassung der wesent-
lichen Ergebnisse. An dieser Stelle sei Herrn Klaus Schießl und Herrn Detlef Menzel fu¨r die
Bereitstellung der fu¨r die Versuche notwendigen Rechenkapazita¨t gedankt!
8.1 Anforderungen
Die Untersuchungen des Interface-Typsystems, des Model Checkers und der Ablaufsteuerung
verfolgen drei Ziele:
• ¨UBERPRU¨FEN DER EFFIZIENZ: Da das Interface-Typsystem und der Model Checker ent-
wurfsbegleitend eingesetzt werden sollen, ist die Schnelligkeit, mit der einzelne ¨Uber-
pru¨fungen abgeschlossen werden, von entscheidender Bedeutung.
• HERSTELLEN DER RELATION ZUM STAND DER TECHNIK: Wo ein Vergleich mit existie-
renden Methoden mo¨glich ist, wird ein solcher durchgefu¨hrt, um den Grad der Innovation
der in dieser Arbeit vorgestellten Verfahren besser beurteilen zu ko¨nnen.
• VERANSCHAULICHEN DES VERHALTENS AN FALLSTUDIEN: Interessante Problemfa¨lle
werden exemplarisch herausgegriffen, um das Verhalten der einzelnen Verfahren zu ver-
deutlichen.
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Rechnerkategorien
A B C D
Prozessor(en) AMD K7 Intel Pentium 4 Intel Pentium 4 2 Intel Pentium III
Prozessortakt 665 MHz 2, 8 GHz 1.2 GHz 733 MHz
Cache 512 KByte 512 KByte 256 KByte 256 KByte
Hauptspeicher 256 MByte 1 GByte 256 MByte 512 MByte
Netzanbindung 100 MBit/sec 100 MBit/sec 100 MBit/sec 100 MBit/sec
Betriebssystem(e) Linux Linux Linux/Windows 2000 Linux
Linux-Kernel 2.4 2.4 2.4 2.4
Tabelle 8.1: Testplattformen
ident. identisch
inkomp. inkompatibel
Komp. Komponente
komp. kompatibel
Prot. Kommunikationsprotokoll
Teilschl. Teilschlu¨ssel
Tabelle 8.2: Abku¨rzungen in Tabellen- und Abbildungsbeschriftungen
8.2 Testbedingungen
Es wurden im wesentlichen vier Arten von Rechnern fu¨r die Untersuchungen verwendet, die in
Tabelle 8.1 beschrieben sind.
Die einzelnen Programmteile von Skylla sind in der Programmiersprache C + + und mit
Hilfe der Graphikbibliothek QT 3.0.4 entwickelt und mit dem Compiler gcc 2.96 u¨bersetzt.
Standen bei den Vergleichssystemen die Quellcodes zur Verfu¨gung, so wurden diese ebenfalls
mit gcc 2.96 compiliert. Es wurde jeweils u¨ber 10 Testla¨ufe gemittelt.
Bei den in dieser Arbeit enthaltenen Histogrammen und Funktionsgraphen werden zur kurzen
und pra¨gnanten Beschreibung Ausdru¨cke der Form
y = F(x1, . . . , xn)(xn+1, . . . , xn+m) (8.1)
verwendet. Dabei stellen x1, . . . , xn die auf der x-Achse aufgetragenen Parameter dar, wohinge-
gen xn+1, . . . , xn+m weitere Parameter repra¨sentieren, die in dem betrachteten Versuch konstant
waren beziehungsweise zur Erhaltung einer Kurvenschar variiert wurden. Parameter, die variiert
werden, sind in der Regel im Funktionsgraphen oben links dargestellt.
Um die Abbildungsbeschriftungen kurz zu halten, werden in diesen eine Reihe von
Abku¨rzungen verwendet, die in Tabelle 8.2 aufgelistet sind.
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8.3 Interface-Typsystem
Das Interface-Typsystem wurde mittels einer Reihe systematischer Tests und einer Fallstu-
die zur Qualita¨tskontrolle von Getra¨nkedosen untersucht. Dabei kamen ausschließlich Rech-
ner vom Typ B zum Einsatz (siehe Tabelle 8.1; [Sto03]). In diesem Zusammenhang mo¨chte
ich mich bei Herrn Dipl.-Inform. Reiner Kickingereder, Prof. Dr. Donner und der Firma
Micro-Epsilon Meßtechnik GmbH & Co. KG fu¨r die Zurverfu¨gungstellung des zugeho¨rigen
Iconnect-Datenflußgraphen und fu¨r die Beantwortung zahlreicher Fragen bedanken.
8.3.1 Systematische Tests
Im Rahmen der systematischen Tests des Interface-Typsystems wurden drei Arten von Daten-
flußkomponenten mit unterschiedlicher Komplexita¨t der Typconstraints verwendet:
• keine Typconstraints zwischen den Interfaces einer Datenflußkomponente (simple)
• Gleichheitsconstraints zwischen den Interfaces einer Datenflußkomponente (medium)
• Typconstraints in Form mehrwertiger Polynome (difficult)
Zusa¨tzlich zu den Typconstraints der Datenflußkomponenten sind jeweils die durch die Kanten
implizierten Gleichheitsconstraints vorhanden. Die Gro¨ße des Datenflußgraphen wird hier mit
Hilfe der Anzahl der Kanten gemessen, da diese direkt die Anzahl der Aktualisierungsschritte des
Typbestimmungsalgorithmus wiedergeben (siehe Abschnitt 5.4). Die Anzahl der Kanten wurde
zwischen 25 und 200 variiert. Die Datenflußgraphen sind schichtenweise aufgebaut (vergleiche
Abbildung 8.1).
Ein weiteres interessantes Kriterium zur Beurteilung der Effizienz des Typbestimmungsalgo-
rithmus ist die Reihenfolge, in welcher die Kanten eingefu¨gt wurden. Dabei wird unterschieden
zwischen
• schichtenweisem Einfu¨gen der Kanten beginnend bei den Quellen (forward),
• schichtenweisem Einfu¨gen der Kanten beginnend bei den Senken (backward) und
• Konstruktion von vier Teilgraphen, die abschließend miteinander verbunden werden
(parts).
Die letzte Variante simuliert die Wiederverwendung von Teilgraphen durch den Entwickler. Ta-
belle 8.3 faßt die untersuchten Merkmale zusammen.
8.3.1.1 Einfu¨gereihenfolge
Abbildung 8.2 zeigt die Einfu¨gezeiten fu¨r jede einzelne Kante eines Datenflußgraphen, wo-
bei die Einfu¨gereihenfolge variiert wurde. Fu¨gt man alle Kanten beginnend bei den Quellen
in den Datenflußgraphen ein (forward), so sind die Zeiten in der Gro¨ßenordnung von unter ei-
ner Millisekunde. Beim Einfu¨gen in umgedrehter Reihenfolge (backward) beobachtet man, daß
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Abbildung 8.1: Beispiel eines Datenflußgraphen (systematische Tests)
Constraintkomplexita¨t simple, medium, difficult
Graphgro¨ße (Anzahl Kanten) 25, 50, 100, 200
Einfu¨gereihenfolge forward, backward, parts
Tabelle 8.3: Systematische Tests (Interface-Typsystem)
beim Einfu¨gen der Quellen die Rechenzeit erheblich ansteigt. Ursache hierfu¨r ist, daß bei der
Einfu¨gereihenfolge forward die Typa¨nderungen ausgehend von den Quellen immer mitpropa-
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Abbildung 8.2: Einfu¨gezeit = F(Kanten) (Datenflußgraph mit 200 Kanten; Constraintkomple-
xita¨t: difficult)
giert wurden. Bei der Einfu¨gereihenfolge backward werden die Interfacetypen aber erst gegen
Ende durch die Quellen eingeschra¨nkt. Dies hat zur Folge, daß Typa¨nderungen durch den gesam-
ten Datenflußgraphen propagiert werden mu¨ssen. Betrachtet man die dritte Einfu¨gereihenfolge
parts, so erkennt man, daß auch dort das Verbinden mit Teilgraphen, die Quellkomponenten
enthalten, zu etwas kleineren Ausschla¨gen fu¨hrt. Insgesamt kann aber festgehalten werden, daß
selbst die gro¨ßte Spitze in dem ermittelten Kurvenverlauf immer noch einen so kleinen Zeitwert
(70 msec) darstellt, daß dieser vom Benutzer im interaktiven Entwurf nicht wahrgenommen wird.
8.3.1.2 Constraintkomplexita¨t
Abbildung 8.3 zeigt die mittlere Einfu¨gezeit fu¨r eine Kante in Abha¨ngigkeit von der Komple-
xita¨t der Typconstraints der Datenflußkomponenten. Dabei sieht man, daß selbst im Falle der
Typconstraints der Art difficult die Einfu¨gezeiten so klein sind, daß diese den Benutzer wa¨hrend
des Programmentwurfs nicht sto¨ren.
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Abbildung 8.3: Mittlere Einfu¨gezeit=F(Constraintkomplexita¨t)
8.3.1.3 Graphgro¨ße
Der dritte wichtige Parameter ist die Gro¨ße eines Datenflußgraphen. Abbildung 8.4 zeigt die mitt-
lere Einfu¨gezeit in Abha¨ngigkeit von diesem Parameter. Auch hier ist zu erkennen, daß die Zei-
ten fu¨r das Einfu¨gen von Kanten dem entwurfsbegleitenden Einsatz des Typpru¨fungsalgorithmus
nicht im Wege stehen.
8.3.1.4 Lo¨schen
Ein wichtiger Gesichtspunkt bei der Bewertung des Typpru¨fungsalgorithmus ist die Zeit, die
zur Bestimmung der Interfacetypen beno¨tigt wird, wenn eine Kante gelo¨scht wird. Im Gegensatz
zum Einfu¨gen einer Kante geschieht das Lo¨schen NICHT INKREMENTELL. Das heißt, alle Typbe-
legungen des Datenflußgraphen mu¨ssen neu berechnet werden (vergleiche dazu Abschnitt 5.4).
In Abbildung 8.5 sind die mittleren Zeiten, die zum Lo¨schen einer Kante beno¨tigt werden, in
Abha¨ngigkeit von der Graphgro¨ße und aufgesplittet nach den drei betrachteten Constraintkom-
plexita¨ten simple, medium und difficult aufgezeigt. Selbst im Falle des Datenflußgraphen mit
200 Kanten und Typconstraints der Komplexita¨t difficult sind die Zeiten ausreichend klein, so daß
diese einem entwurfsbegleitenden Einsatz nicht im Wege stehen. Denn man kann davon ausge-
hen, daß in einer Anwendung Datenflußkomponenten unterschiedlicher Constraintkomplexita¨ten
eingesetzt werden, so daß im Regelfall kleinere Zeiten zu erwarten sind.
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Abbildung 8.4: Mittlere Einfu¨gezeit=F(Graphgro¨ße)
8.3.2 Fallstudie: Qualita¨tskontrolle von Getra¨nkedosen
Als Fallstudie wurde ein Datenflußgraph fu¨r die Qualita¨tskontrolle von Getra¨nkedosen, der be-
reits in der industriellen Fertigung eingesetzt wurde, implementiert [BFH+03, Sto03]. Der da-
zugeho¨rige Iconnect-Datenflußgraph wurde dankenswerterweise von Herrn Dipl.-Inform. Rei-
ner Kickingereder und Prof. Dr. Donner zur Verfu¨gung gestellt. Eine detaillierte Beschreibung
findet sich in [BFH+03], welche im folgenden zusammenfassend wiedergegeben ist. Ziel des
Datenflußgraphen ist es, Getra¨nkedosen aus dem Produktionsprozeß zu entfernen, die keine zu-
verla¨ssige Dichtigkeit aufweisen. Dazu werden meßbare Eigenschaften einer halbfertigen Ge-
tra¨nkedose mit Sollwerten verglichen. Bei diesem Zwischenprodukt handelt es sich um einen
Dosenrumpf, der schematisch in Abbildung 8.6 dargestellt ist. Der Dosenrand wird dabei in einen
inneren und einen a¨ußeren Dosenrand sowie die dazwischenliegende Randfla¨che unterteilt. Diese
Randfla¨che verla¨uft zuna¨chst flach, dann steil abfallend zum inneren Rand hin. Die Meßaufgabe
besteht darin, die Gro¨ße der Ra¨nder sowie deren Kreisform zu ermitteln und auszuwerten.
Der Datenflußgraph gliedert sich in folgende Abschnitte:
1. BILDAUFNAHME: Der zu vermessende Dosenrumpf mit seinen Ra¨ndern wird zuna¨chst
von einer Grauwertkamera erfaßt (vergleiche Abbildung 8.6). Die Dosen laufen dabei auf
einem Fließband unter der Kamera vorbei. Die Bildaufnahme erfolgt jedesmal, wenn eine
Dose eine Lichtschranke passiert. Durch eine entsprechende Ausleuchtung der Dose wird
dabei ein optimales Kontrastverha¨ltnis im aufgenommenen Bild erreicht.
2. POSITIONSBESTIMMUNG DER DOSE: Fu¨r die weitere Verarbeitung ist zuna¨chst eine La-
gebestimmung der Dose im aufgenommenen Bild notwendig. Dazu wird der Grauwert-
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Abbildung 8.5: Mittlere Neuberechnungszeit=F(Graphgro¨ße, Constraintkomplexita¨t)
schwerpunkt im Bild ermittelt. Um die Daten und die Komplexita¨t zu reduzieren, reicht
die Betrachtung eines vergro¨berten Bildes aus, in dem nur jedes vierte Pixel in x- und
y-Richtung verwendet wird.
3. EXTRAKTION DER RANDPUNKTE: Entlang von Strahlen, die von diesem ermittelten
Grauwertschwerpunkt ausgehen und sternfo¨rmig in alle Richtungen verlaufen, werden die
a¨ußeren Randpunkte der Dose extrahiert. Um diese Randpunkte wird ein Ring mit festge-
legter Breite gelegt. Auf den einzelnen Strahlen ko¨nnen nun die Punkte des inneren und
a¨ußeren Randes mit einem Schwellwertverfahren bestimmt werden. Die Anzahl der zu
untersuchenden Randpunkte ist dabei vom Anwender vorgegeben.
4. TRANSFORMATION IN METRISCHES SYSTEM: Vor der Weiterverarbeitung der extrahier-
ten Randpunkte ist eine Umrechnung in das metrische System notwendig. Denn die ge-
messenen Absta¨nde und Positionen sind in Bildkoordinaten, das heißt Pixeln, angegeben.
Dazu wird eine mittels einer Kamerakalibrierung ermittelte Transformation zur Umrech-
nung von Pixelkoordinaten in metrische Koordinaten verwendet.
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Abbildung 8.6: Grauwertbild und Seitenriß einer Getra¨nkedose
5. KREISPASSUNG: Fu¨r einen Vergleich mit der Spezifikation paßt man durch die gefundenen
Randpunkte zwei Kreise, die den inneren und a¨ußeren Dosenrand repra¨sentieren.
6. AUSWERTUNG: Die ermittelten Randpunkte, gepaßten Kreise, Kreismittelpunkte und Ra-
dien ko¨nnen nun in zweierlei Weise zur Klassifikation von Getra¨nkedosen verwendet wer-
den. Zum einen wird die Abweichung von idealen konzentrischen Kreisen ermittelt. Zum
anderen wird der Abstand der Radien von den Vorgaben bestimmt. Anhand eines Ver-
gleichs dieser gemessenen Istwerte mit vorgegebenen Sollwerten wird dann eine Dose
gegebenenfalls aus dem Produktionsprozeß entfernt.
Der zu dieser Beschreibung geho¨rende Datenflußgraph besteht aus 204 Datenflußkompo-
nenten und 336 Kanten. In Abbildung 8.7 sind die Zeiten aufgefu¨hrt, welche der Typbe-
stimmungsalgorithmus beim Einfu¨gen einer jeden Kante beno¨tigt hat. Dabei war die Kanten-
einfu¨gereihenfolge zufa¨llig, wie dies in einem normalen Anwendungsszenario u¨blich ist. Man
erkennt wie bei den vorherigen Kurvenverla¨ufen, daß das Einfu¨gen von Quellmodulen zu Spit-
zen im Zeitverbrauch fu¨hrt. Diese Spitzenwerte sind aber vernachla¨ssigbar klein. Die Zeit fu¨r
eine vollsta¨ndige Neuberechnung, wie sie bei einer Lo¨schoperation auftritt, betra¨gt 0.3 Sekun-
den. Damit gilt auch hier das Fazit, daß der Typbestimmungsalgorithmus sich uneingeschra¨nkt
fu¨r einen entwurfsbegleitenden Einsatz eignet.
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Abbildung 8.7: Einfu¨gezeit=F(Kanten) (Qualita¨tskontrolle von Getra¨nkedosen)
8.4 Model Checking
Das in Kapitel 6 eingefu¨hrte Model-Checking-Verfahren wurde in u¨ber 160000 systematischen
Einzeltests, die mehrere Wochen lang nachts und am Wochenende auf 13 Rechnern vom Typ
B (siehe Tabelle 8.1) liefen, untersucht. Neben diesen systematischen Tests, die mit Hilfe von
Datenflußgraphen des Datenflußparadigmas Colored SDF durchgefu¨hrt wurden und welche vor
allem die zeitliche Effizienz des Verfahrens testen sollten, wurden auch Untersuchungen anhand
von Datenflußgraphen der Datenflußparadigmen Colored BDF und Colored DDF durchgefu¨hrt.
Letztere Tests sollen die Eignung des Model Checkers fu¨r turingvollsta¨ndige Datenflußpara-
digmen – mit all den damit verbundenen Einschra¨nkungen (vergleiche Abschnitt 6.4.6) – bele-
gen. Außerdem wurde das in dieser Arbeit entwickelte Model-Checking-Verfahren dem Model
Checker Spin (vergleiche Abschnitt 2.4.5) gegenu¨bergestellt. Die Beschreibung der diesem Ab-
schnitt zugrundeliegenden Versuche und Ergebnisse ist im Vergleich zu den anderen Abschnitten
dieses Kapitels sehr ausfu¨hrlich gehalten, da die entsprechenden Ergebnisse an keiner anderen
Stelle nachlesbar sind. Die in [May04a, May04b] pra¨sentierten Resultate sind mittlerweile ver-
altet und durch bessere ersetzt worden.
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8.4.1 Systematische Tests
Im Zuge der in dieser Arbeit durchgefu¨hrten Tests wurden eine Reihe von Parametern untersucht
und deren Auswirkungen auf das Verhalten des Model-Checking-Verfahrens mit Hilfe diverser
Ausgaben beobachtet.
Testparameter: Die bei der Untersuchung variierten Parameter kann man in GRAPHPARA-
METER, KANTENPARAMETER, KOMPONENTENPARAMETER und ALGORITHMUSPARAMETER
unterteilen.
• Graphparameter: Graphparameter beschreiben die Struktur und die Gro¨ße des betrach-
teten Datenflußgraphen.
1. STRUKTUR DES DATENFLUSSGRAPHEN: Die betrachteten Graphstrukturen waren
Rows, Net und Random. Die Graphstruktur Rows bezeichnet Datenflußgraphen
mit jeweils einer Quelle und einer Senke und einer einstellbaren Anzahl von Kompo-
nentenreihen zwischen beiden (vergleiche Abbildung 8.8 (a)). Die zweite verwen-
dete Graphstruktur Net ist in Abbildung 8.8 (b) dargestellt. Es handelt sich um
eine schichtenweise aufgebaute Graphstruktur, wobei die Art der Verbindung der
Schichten untereinander ebenfalls parametrisiert werden kann. Bei der Graphstruk-
tur Random (vergleiche Abbildung 8.8 (e)) sind die Datenflußkomponenten auch in
Reihen und Spalten angeordnet. Die Verbindungen zwischen den einzelnen Daten-
flußkomponenten sind jedoch zufa¨llig erzeugt.
2. GRO¨SSE DES DATENFLUSSGRAPHEN: Neben der Struktur des Datenflußgraphen
kann auch dessen Gro¨ße, das heißt die Anzahl seiner Datenflußkomponenten, ein-
gestellt werden. Dabei wird diese Gro¨ße indirekt durch die Angabe der Breite und
Tiefe der Graphstruktur bestimmt.
3. RU¨CKKOPPLUNGEN: Ein weiteres einzustellendes Merkmal ist die Verwendung von
Ru¨ckkopplungen. Die Abbildungen 8.8 (c) und (d) veranschaulichen, wie die Graph-
strukturen Rows und Net mit Ru¨ckkopplungen (RowsF und NetF) aussehen. Bei
der Struktur Random sind Ru¨ckkopplungen generell erlaubt. Ru¨ckkopplungen treten
in realen Datenflußgraphen vergleichsweise ha¨ufig auf, da diese beispielsweise eine
Mo¨glichkeit der Speicherung darstellen (vergleiche Abschnitt 2.2.3).
• Kantenparameter: Der einzige hier betrachtete Kantenparameter ist die KAPAZITA¨T der
durch die Kante repra¨sentierten Fifo. In der Regel ist dieser Wert auf 1 Million eingestellt,
was eine UNENDLICH GROSSE KANTENKAPAZITA¨T nachbilden soll.
• Komponentenparameter: Bei den Parametern, die eine Datenflußkomponente charakte-
risieren, unterscheidet man zwischen dem durch eine Datenflußkomponente realisierten
KOMMUNIKATIONSPROTOKOLL, der ANZAHL DER SCHNITTSTELLEN einer Datenfluß-
komponente und den GEWICHTEN, die den jeweiligen Schnittstellen zugeordnet sind.
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(a) Rows (b) Net
(c) Rows mit Rückkopplungen (RowsF) (d) Net mit Rückkopplungen (NetF)
(e) Random
Datenflußkomponente
Kante
Initialisierungstoken
Abbildung 8.8: Graphstrukturen Rows, Net und Random
1. KOMMUNIKATIONSPROTOKOLL: Im Rahmen der systematischen Tests wurden
mehrere Arten von Datenflußkomponenten untersucht. Die funktionale Beschreibung
einer solchen Testkomponente sieht beispielsweise folgendermaßen aus (vergleiche
Abschnitt 6.4):
tests

Sns → S
n
s (n ∈ N)
x • r 7→ testprefixs(x) • tests(r)
x • r 7→ εS sonst
(8.2)
testprefixs

PSns → PSns
(o, o, . . . , o)︸ ︷︷ ︸
n mal
7→ (o, o, . . . , o)︸ ︷︷ ︸
n mal
(8.3)
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Ein zentrales Merkmal einer Datenflußkomponente ist das realisierte Kommunikati-
onsprotokoll. Da bei den vorliegenden Tests im wesentlichen Datenflußkomponenten
verwendet wurden, deren konsumierte und produzierte Strommengen Ss durch den-
selben regula¨ren Ausdruck beschrieben werden ko¨nnen (vergleiche Abschnitt 3.3.3),
werden im folgenden diese regula¨ren Ausdru¨cke zur abku¨rzenden Beschreibung der
jeweiligen Datenflußkomponenten verwendet. Obige funktionale Beschreibung stellt
eine klassische SDF-Komponente dar, welche durch den regula¨ren Ausdruck o∗
gekennzeichnet wird. Zwei relativ einfache Kommunikationsprotokolle sind durch
(se)∗ und (sme)∗ gegeben. Gefa¨rbte Datenflußkomponenten, die beliebig lange Si-
gnalsegmente verarbeiten ko¨nnen, sind mittels der Ausdru¨cke (sm∗e)∗, (sm+e)∗ und
(sm∗e|o)∗ beschrieben. Das Kommunikationsprotokoll (s|m|e|o)∗ beschreibt eine
Datenflußkomponente, welche mit jeder der bisher vorgestellten Komponentenarten
kombiniert werden kann. Demgegenu¨ber beschreibt e∗ eine Datenflußkomponente,
deren Kombination mit den bisher vorgestellten Komponentenarten jeweils zu einem
Fehler fu¨hrt.
2. ANZAHL DER SCHNITTSTELLEN: Die Zahl der Ein- und Ausgangsschnittstellen der
Datenflußkomponenten kann variiert werden.
3. GEWICHTE: Die Gewichte sind entweder alle auf den gleichen Wert, welcher in der
Regel 1 ist, eingestellt oder zufa¨llig gewa¨hlt.
• Algorithmusparameter: Unter Algorithmusparametern versteht man Parameter, welche
das Verhalten des Model-Checking-Verfahrens direkt beeinflussen.
1. TIMEOUT: Zum einen wird ein zeitliches Limit vorgegeben, nach dessen Ablauf der
Algorithmus unabha¨ngig von seinem Ergebnis terminiert wird. Dieser Wert ist auf
1 Stunde eingestellt.
2. SPEICHERLIMIT: Das Speicherlimit gibt den Schwellwert der Speicherbelegung an,
bei dessen ¨Uberschreitung der Algorithmus terminiert wird. Dieses Limit ist auf
1 GByte eingestellt, da dies dem maximal nutzbaren Hauptspeicher der verwende-
ten Rechner vom Typ B (vergleiche Tabelle 8.1) entspricht. Ein gro¨ßerer Wert macht
keinen Sinn, da dann die meiste Zeit mit Swappen verschwendet wu¨rde.
3. SUCHZIEL: Als Suchziel kann man angeben, daß der Algorithmus genau einen Zy-
klus, der den Wurzelknoten des Erreichbarkeitsgraphen beinhaltet, beziehungsweise
alle solchen Zyklen suchen soll.
4. BLOCKIEREN/DEBLOCKIEREN: Man kann einstellen, ob der Blockier/Deblockier-
Mechanismus des Model-Checking-Verfahrens genutzt werden soll.
5. PARTIAL ORDER REDUCTION: Außerdem kann man die Partial Order Reduction
ein- beziehungsweise ausschalten.
6. ANZAHL DER BITS FU¨R ORDERED MAPS: Bei der verwendeten Datenstruktur Or-
dered Maps kann man einstellen, wieviele Bits fu¨r einen Teilschlu¨ssel genutzt werden
sollen.
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Graphparameter
Graphstrukturen Rows, Net, Random
Graphgro¨ße Breite, Tiefe
Ru¨ckkopplungen ohne/mit
Kantenparameter
Kapazita¨t 1000000/zufallsverteilt
Komponentenparameter
Kommunikationsprotokolle o∗, (se)∗, (sme)∗, (sm∗e)∗, (sm+e)∗,
(sm∗e|o)∗, (s|m|e|o)∗, e∗ .
Anzahl der Schnittstellen 2/4
Gewichte 1/zufallsverteilt
Algorithmusparameter
Timeout 1 Stunde
Speicherlimit 1 GByte
Suchziel ein/alle Zyklen
BLOCKIEREN aktiviert/deaktiviert
PARTIAL ORDER REDUCTION aktiviert/deaktiviert
Anzahl der Bits fu¨r Ordered Maps 4/frei wa¨hlbar
Seed fu¨r Zufallszahlen frei wa¨hlbar
Tabelle 8.4: Systematische Tests (Model Checker)
7. SEED FU¨R ZUFALLSZAHLEN: Fu¨r die Generierung von Zufallszahlen zum Beispiel
fu¨r Gewichte wird die Seed vorgegeben. Dies garantiert, daß die entsprechenden
Tests reproduzierbar werden. So kann man beispielsweise Versuche durchfu¨hren, bei
der dieselbe Graphstruktur mit unterschiedlichen Kommunikationsprotokollen unter-
sucht wird.
In Tabelle 8.4 sind die Parameter des Model-Checking-Verfahrens u¨berblicksartig zusam-
mengestellt.
Ausgaben des Model Checkers: Wa¨hrend der Ausfu¨hrung des Suchalgorithmus beziehungs-
weise nach der Terminierung der Suche werden diverse Statistikdaten ausgegeben.
• Zeitverbrauch: Es wird der Zeitverbrauch gemessen, wobei diverse von Linux zur
Verfu¨gung gestellte Funktionen zur Zeitmessung genutzt werden. Außerdem werden im
Falle von Intel-Prozessoren die Prozessorzyklen mittels einer Assemblerroutine hochgenau
ausgelesen.
• Speicherverbrauch: Der Speicherverbrauch wird ausgegeben.
• Zyklen: Die Anzahl der gefundenen Zyklen im Erreichbarkeitsgraphen, die den Wurzel-
knoten beinhalten, wird abgespeichert.
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• Datenflußgraph: Die Anzahl der Datenflußkomponenten, die in einem Datenflußgraphen
mit vorgegebener Graphstruktur enthalten sind, wird ausgegeben.
• Knoten: Die Anzahl der ermittelten Knoten des Erreichbarkeitsgraphen wird abgespei-
chert.
• Anzahl der Deblocker: Die Anzahl der von dem Model-Checking-Verfahren erzeugten
Deblocker wird gemessen.
• Statemaps: Die Zahl der erzeugten Statemaps wird abgespeichert.
• Wordmaps: Die Anzahl der erzeugten Wordmaps wird ausgegeben.
8.4.1.1 Graphstruktur Rows
Dieser Abschnitt behandelt die Untersuchungen zur Graphstruktur Rows (vergleiche Abbil-
dung 8.8 (a)). Diese Tests sollen insbesondere den herausragenden Nutzen des in dieser Ar-
beit entwickelten PARTIAL-ORDER-REDUCTION-Verfahrens bewerten helfen, da bei der Graph-
struktur Rows eine besonders hohe Anzahl von gleichwertigen Pfaden im Erreichbarkeitsgra-
phen existiert, von denen nur einer von Interesse ist (vergleiche das Beispiel in Abbildung 6.9).
Bei den nachfolgenden Untersuchungen werden Datenflußgraphen mit identischen Datenfluß-
komponenten, mit von den u¨brigen Datenflußkomponenten unterschiedlichen Quellkomponen-
ten, internen Datenflußkomponenten und Senkenkomponenten betrachtet. Außerdem werden so-
wohl Datenflußkomponenten mit kompatiblen als auch inkompatiblen Kommunikationsproto-
kollen untersucht.
Identische Kommunikationsprotokolle: Ein wichtiger Aspekt bei der Simulation eines Da-
tenflußgraphen und der Suche eines Zyklus in dem dabei konstruierten Erreichbarkeitsgraphen
ist die beno¨tigte Zeit. Der Zeitverbrauch ist um so wichtiger, da das Verfahren entwurfsbegleitend
eingesetzt werden soll (vergleiche Abschnitt 1.4.2).
Betrachtet man die Graphstruktur Rows, so sind in Abbildung 8.9 die beno¨tigte Zeit, bis
der erste den Wurzelknoten beinhaltende Zyklus im Erreichbarkeitsgraphen gefunden wurde, in
Abha¨ngigkeit von der Anzahl der Datenflußkomponenten aufgezeigt. Die Breite des untersuch-
ten Datenflußgraphen betra¨gt 2. Die Tiefe wird beginnend bei 1000 jeweils um den Wert 1000
erho¨ht, bis der fu¨r die Simulation notwendige Speicherplatz die vorgegebene Schranke von 1
GByte u¨berschritten hat. Die beno¨tigten Zeiten steigen im wesentlichen linear in Abha¨ngigkeit
von der Anzahl der Datenflußkomponenten. Interessant ist auch, daß die Anzahl der Datenfluß-
komponenten sehr hoch ist. In Abha¨ngigkeit vom verwendeten Kommunikationsprotokoll sind
Datenflußgraphen mit bis zu 200000 Datenflußkomponenten untersucht worden. Damit ist das
vorgestellte Verfahren im Falle des Kommunikationsprotokolls o∗, das dem Kommunikations-
verhalten der klassischen Datenflußparadigmen entspricht, durchaus konkurrenzfa¨hig mit dem
im Stand der Technik eingesetzten Lo¨sen von linearen Gleichungssystemen (vergleiche Ab-
schnitt 2.2.10). Im Gegensatz zu diesem Stand der Technik ko¨nnen mit dem in dieser Arbeit
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entwickelten Model-Checking-Verfahren auch Datenflußgraphen aus gefa¨rbten Datenflußpara-
digmen (vergleiche Abschnitt 4.3.3) untersucht werden.
Abbildung 8.10 zeigt die beno¨tigte Zeit in Abha¨ngigkeit von der Anzahl der Datenflußkom-
ponenten fu¨r das Kommunikationsprotokoll (sm∗e|o)∗. Dabei wurde die Breite der untersuchten
Rows-Graphstrukturen zwischen 2 und 5 variiert. Die Zeiten wachsen wiederum linear, wobei
nur die Anzahl der Datenflußkomponenten und nicht die Breite ausschlaggebend ist. Dies unter-
streicht die besondere Qualita¨t der verwendeten PARTIAL ORDER REDUCTION in Kombination
mit der ausgenutzten KOMMUTATIVITA¨T beim Expandieren von Knoten des Erreichbarkeitsgra-
phen (vergleiche Abschnitt 6.4.5).
Der Speicherverbrauch des Model Checkers stellt eine weitere zentrale Gro¨ße bei dessen
Bewertung dar. Abbildung 8.11 zeigt den Speicherverbrauch in Abha¨ngigkeit von der Anzahl
der Datenflußkomponenten eines Datenflußgraphen. Der Datenflußgraph besitzt eine Rows-
Graphstruktur mit der Breite 2. Der Speicherverbrauch wa¨chst linear mit der Anzahl der Da-
tenflußkomponenten. Die einzelnen Kurvenverla¨ufe enden bei jeweils dem Datenflußgraphen,
der noch vollsta¨ndig innerhalb der Grenze von 1 GByte simuliert werden konnte. Es ist zu erken-
nen, daß fu¨r unterschiedliche Kommunikationsprotokolle der Speicherverbrauch unterschiedlich
stark anwa¨chst.
Abbildung 8.12 zeigt den Speicherverbrauch in Abha¨ngigkeit von der Anzahl der Daten-
flußkomponenten fu¨r das Kommunikationsprotokoll (sm∗e|o)∗ bei unterschiedlicher Breite der
Graphstruktur Rows. Der Speicherverbrauch ist im wesentlichen nur von der Anzahl der Daten-
flußkomponenten und nicht von der Breite abha¨ngig.
Die Anzahl der Knoten des Erreichbarkeitsgraphen wa¨chst linear mit der Anzahl der Daten-
flußkomponenten. Die Abbildungen 8.13 und 8.14 veranschaulichen dieses Ergebnis. Die Anzahl
der Datenflußkomponenten und die Art der verwendeten Kommunikationsprotokolle beeinflus-
sen den Kurvenverlauf. Betrachtet man dagegen die Anzahl der Knoten in Abha¨ngigkeit von der
Anzahl der Datenflußkomponenten unter Beru¨cksichtigung verschiedener Breiten, so beobachtet
man im Falle der Graphstruktur Rows, daß die Breite aufgrund der in dieser Arbeit entwickelten
PARTIAL ORDER REDUCTION keinerlei Rolle spielt (vergleiche Abbildung 8.14).
Die Abbildung 8.15 zeigt die Anzahl der erzeugten Statemaps in Abha¨ngigkeit von der
Anzahl der Datenflußkomponenten fu¨r die Graphstruktur Rows unter Beru¨cksichtigung unter-
schiedlicher Kommunikationsprotokolle. Man beobachtet eine linearen Abha¨ngigkeit zwischen
der Anzahl der Datenflußkomponenten und der Anzahl der beno¨tigten Statemaps.
In Abbildung 8.16 ist die Anzahl der Statemaps fu¨r das Kommunikationsprotokoll (sm∗e|o)∗
in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten aufgetragen. Dabei wurde die Breite
der Datenflußgraphen variiert. Man erkennt im wesentlichen ein lineares Wachstum der Anzahl
der Statemaps in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten.
Die Kurvenverla¨ufe fu¨r die Wordmaps sind a¨hnlich wie die Kurven zu den Statemaps. Die
Abbildung 8.17 zeigt die beno¨tigten Wordmaps in Abha¨ngigkeit von der Anzahl der Datenfluß-
komponenten fu¨r die Graphstruktur Rows unter Beru¨cksichtigung unterschiedlicher Kommuni-
kationsprotokolle. Man beobachtet eine lineare Abha¨ngigkeit zwischen der Anzahl der Daten-
flußkomponenten und der Anzahl der beno¨tigten Wordmaps.
In Abbildung 8.18 ist die Anzahl der Wordmaps in Abha¨ngigkeit von der Anzahl der Daten-
flußkomponenten und der Breite der Graphstruktur aufgetragen. Auch hier ist die Abha¨ngigkeit
linear.
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Abbildung 8.9: Zeitverbrauch=F(Komp.) (Rows, Breite = 2, ident. Prot.)
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Abbildung 8.10: Zeitverbrauch=F(Komp.) (Rows, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.11: Speicherverbrauch=F(Komp.) (Rows, Breite = 2, ident. Prot.)
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Abbildung 8.12: Speicherverbrauch=F(Komp.) (Rows, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.13: Knoten=F(Komp.) (Rows, Breite = 2, ident. Prot.)
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Abbildung 8.14: Knoten=F(Komp.) (Rows, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.15: Statemaps=F(Komp.) (Rows, Breite = 2, ident. Prot.)
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Abbildung 8.16: Statemaps=F(Komp.) (Rows, Protokoll=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.17: Wordmaps=F(Komp.) (Rows, Breite = 2, ident. Prot.)
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Abbildung 8.18: Wordmaps=F(Komp.) (Rows, Prot.=(sm∗e|o)∗, ident. Prot.)
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Unterschiedliche Kommunikationsprotokolle: Es wurden eine Vielzahl von Tests mit Da-
tenflußkomponenten durchgefu¨hrt, die voneinander unterschiedliche Kommunikationsprotokolle
realisieren. Dabei kann man unterscheiden, ob KOMPATIBLE beziehungsweise INKOMPATIBLE
Kommunikationsprotokolle verwendet wurden. Außerdem wurden jeweils die EINGABEPROTO-
KOLLE, die INTERNEN KOMMUNIKATIONSPROTOKOLLE beziehungsweise die AUSGABEPRO-
TOKOLLE mit zum restlichen Datenflußgraphen unterschiedlichen Kommunikationsprotokollen
versehen. Da sich die Ergebnisse bis auf leichte zeitliche Variationen und jeweils unterschiedli-
cher maximaler Anzahl von Datenflußkomponenten nicht unterscheiden, werden im folgenden
nur die Kurvenverla¨ufe fu¨r unterschiedliche interne Kommunikationsprotokolle aufgefu¨hrt.
Kompatible Kommunikationsprotokolle: Betrachtet man den Zeitverbrauch in Abha¨ngigkeit
von der Anzahl der Datenflußkomponenten mit den angegebenen Kommunikationsprotokollen
fu¨r Quellen und Senken, so ergibt sich wiederum ein im wesentlichen linearer Zusammenhang
(siehe Abbildung 8.19).
Auch die u¨brigen im Falle der identischen Kommunikationsprotokolle hergeleiteten Aussa-
gen lassen sich hier ableiten. Da die Kurvenverla¨ufe fu¨r Speicher, Anzahl Wordmaps, Anzahl
Statemaps und Anzahl Knoten sehr a¨hnlich aussehen, sind diese hier nicht aufgefu¨hrt.
Inkompatible Kommunikationsprotokolle: Werden interne Datenflußkomponenten verwendet,
deren Kommunikationsprotokolle inkompatibel mit den Kommunikationsprotokollen der Quel-
len und Senken sind, dann ergeben sich die in Abbildung 8.20 dargestellten Kurvenverla¨ufe. Man
erkennt, daß der Zeitverbrauch geringer ist als bei kompatiblen Kommunikationsprotokollen.
Dies unterstreicht die Eignung des Model-Checking-Verfahrens fu¨r den interaktiven Entwurf,
bei dem man vor allem erkennen mo¨chte, ob die zuletzt eingefu¨gte Datenflußkomponente mit
den bereits vorhandenen Datenflußkomponenten kompatibel ist.
8.4.1.2 Graphstruktur Net
Dieser Abschnitt behandelt die Untersuchungen zur Graphstruktur Net (vergleiche Abbil-
dung 8.8 (b)). Dabei werden Datenflußgraphen mit identischen Datenflußkomponenten, mit von
den u¨brigen Datenflußkomponenten unterschiedlichen Quellkomponenten, internen Datenfluß-
komponenten und Senkenkomponenten betrachtet. Außerdem werden sowohl Datenflußkompo-
nenten mit kompatiblen als auch inkompatiblen Kommunikationsprotokollen untersucht.
Identische Kommunikationsprotokolle: In Abbildung 8.21 ist der Zeitverbrauch des Model
Checkers fu¨r verschiedene Kommunikationsprotokolle in Abha¨ngigkeit von der Anzahl der Da-
tenflußkomponenten visualisiert. Man beobachtet auch hier, daß die Zeit im wesentlichen linear
mit der Anzahl der Datenflußkomponenten wa¨chst. Der Zeitverbrauch in Abha¨ngigkeit von der
Anzahl der Datenflußkomponenten unter Beru¨cksichtigung verschiedener Breiten der Graph-
struktur Net ist fu¨r das Kommunikationsprotokoll (sm∗e|o)∗ in Abbildung 8.22 dargestellt.
In Abbildung 8.23 ist der Speicherverbrauch des Model Checkers fu¨r die Graphstruktur Net
fu¨r verschiedene Kommunikationsprotokolle in Abha¨ngigkeit von der Anzahl der Datenflußkom-
ponenten aufgezeigt. Der Speicherverbrauch wa¨chst linear mit der Anzahl der Datenflußkompo-
nenten. Bis zu etwa 140000 Datenflußkomponenten ko¨nnen erfolgreich simuliert werden.
222
 0
 5
 10
 15
 20
 25
 30
 35
 40
 0  20000  40000  60000  80000  100000 120000 140000 160000 180000 200000
Ze
it/
se
c 
Komponenten 
 Protokolle 
(o)*
(sm*e)*
(sm*e|o)*
(se)*
(sm+e)*
(sme)*
Abbildung 8.19: Zeitverbrauch=F(Komp.) (Rows, Breite = 2, komp. Prot.)
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Abbildung 8.20: Zeitverbrauch=F(Komp.) (Rows, Breite = 2, inkomp. Prot.)
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Abbildung 8.21: Zeitverbrauch=F(Komp.) (Net, Breite = 2, ident. Prot.)
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Abbildung 8.22: Zeitverbrauch=F(Komp.) (Net, Prot.=(sm∗e|o)∗, ident. Prot.)
224
Betrachtet man den Speicherverbrauch in Abha¨ngigkeit von der Anzahl der Datenflußkom-
ponenten bei variierter Breite und gleichbleibendem Kommunikationsprotokoll (sm∗e|o)∗, so
erkennt man auch hier, daß der Speicherverbrauch im wesentlichen von der Anzahl der Da-
tenflußkomponenten und nicht von der Breite abha¨ngt (vergleiche Abbildung 8.24). Letzteres
resultiert aus der Effizienz der in Abschnitt 6.4 beschriebenen PARTIAL ORDER REDUCTION.
Die Anzahl der Knoten wa¨chst linear mit der Anzahl der Datenflußkomponenten (vergleiche
Abbildung 8.25). Die Breite spielt dabei eine untergeordnete Rolle (siehe Abbildung 8.26).
In den Abbildungen 8.27 und 8.28 ist jeweils die Anzahl der Statemaps in Abha¨ngigkeit von
der Anzahl der Datenflußkomponenten aufgetragen. Dabei beobachtet man, daß die Anzahl der
Statemaps linear mit der Anzahl der Datenflußkomponenten wa¨chst.
Die Kurvenverla¨ufe fu¨r die Wordmaps sind a¨hnlich wie die Kurven zu den Statemaps.
Die Abbildung 8.29 zeigt die beno¨tigten Wordmaps in Abha¨ngigkeit von der Anzahl der
Datenflußkomponenten fu¨r verschiedene Kommunikationsprotokolle. Man erkennt die lineare
Abha¨ngigkeit zwischen der Anzahl der Datenflußkomponenten und der Anzahl der beno¨tigten
Wordmaps.
In Abbildung 8.30 ist die Anzahl der Wordmaps in Abha¨ngigkeit von der Anzahl der
Datenflußkomponenten fu¨r verschieden breite Graphstrukturen aufgetragen. Auch hier ist die
Abha¨ngigkeit der Wordmaps von der Anzahl der Datenflußkomponenten linear. Der Einfluß des
Parameters Breite ist dabei vergleichsweise gering.
Unterschiedliche Kommunikationsprotokolle: Im folgenden wird die Verwendung von in-
ternen Datenflußkomponenten untersucht, deren Kommunikationsprotokolle sich von den Kom-
munikationsprotokollen der Quellen und Senken unterscheiden. Es wurden auch hier Untersu-
chungen mit vom Rest des Datenflußgraphen verschiedenen Quellen- und Senkenkomponenten
durchgefu¨hrt. Da diese Ergebnisse sich aber nicht schwerwiegend voneinander abweichen, wur-
den nur die oben genannten Resultate in diese Arbeit aufgenommen.
Kompatible Kommunikationsprotokolle: Betrachtet man fu¨r diesen Fall Datenflußgraphen mit
kompatiblen Kommunikationsprotokollen, so erkennt man ein lineares Wachstum (vergleiche
Abbildung 8.31).
Inkompatible Kommunikationsprotokolle: Auch bei der Verwendung inkompatibler Kommuni-
kationsprotokolle wird das Nichtvorhandensein eines Zyklus im Erreichbarkeitsgraphen in ver-
gleichsweise kurzer Zeit erkannt (siehe Abbildung 8.32).
8.4.1.3 Graphstruktur Rows mit Ru¨ckkopplungen
Dieser Abschnitt behandelt die Untersuchungen zur Graphstruktur Rows mit Ru¨ckkopplungen
(RowsF; vergleiche Abbildung 8.8 (c)). Dabei werden Datenflußgraphen mit identischen Daten-
flußkomponenten, mit von den u¨brigen Datenflußkomponenten unterschiedlichen Quellkompo-
nenten, internen Datenflußkomponenten und Senkenkomponenten betrachtet. Außerdem werden
sowohl Datenflußkomponenten mit kompatiblen als auch inkompatiblen Kommunikationsproto-
kollen untersucht.
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Abbildung 8.23: Speicherverbrauch=F(Komp.) (Net, Breite = 2, ident. Prot.)
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Abbildung 8.24: Speicherverbrauch=F(Komp.) (Net, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.25: Knoten=F(Komp.) (Net, Breite = 2, ident. Prot.)
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Abbildung 8.26: Knoten=F(Komp.) (Net, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.27: Statemaps=F(Komp.) (Net, Breite = 2, ident. Prot.)
 0
 200000
 400000
 600000
 800000
 1e+06
 1.2e+06
 1.4e+06
 0  20000  40000  60000  80000  100000  120000
St
at
em
ap
s 
Komponenten 
 Breite 
 2 
 3 
 4 
 5 
Abbildung 8.28: Statemaps=F(Komp.) (Net, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.29: Wordmaps=F(Komp.) (Net, Breite = 2, ident. Prot.)
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Abbildung 8.30: Wordmaps=F(Komp.) (Net, Prot.=(sm∗e|o)∗, ident. Prot.)
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Abbildung 8.31: Zeitverbrauch=F(Komp.) (Net, Breite = 2, komp. Prot.)
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Abbildung 8.32: Zeitverbrauch=F(Komp.) (Net, Breite = 2, inkomp. Prot.)
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Identische Kommunikationsprotokolle: Betrachtet man den Verlauf des Zeitverbrauchs in
Abbildung 8.33 im Vergleich zu dem Fall Rows ohne Ru¨ckkopplungen, so beobachtet man,
daß der Zeitverbrauch um beinahe die Ha¨lfte gesunken ist. Da die Kurvenverla¨ufe bezu¨glich
Speicherverbrauch, Anzahl der Knoten des Erreichbarkeitsgraphen und so fort a¨hnlich verlaufen
wie bei der Graphstruktur Rows, sind diese im folgenden nicht aufgefu¨hrt.
Unterschiedliche Kommunikationsprotokolle: Bei den zahlreichen Versuchen zu der Graph-
struktur RowsF mit Ru¨ckkopplungen wurden Untersuchungen sowohl mit vom Rest des Daten-
flußgraphen verschiedenen Quellenkomponenten, internen Datenflußkomponenten als auch Sen-
kenkomponenten durchgefu¨hrt. Da sich die Ergebnisse nicht schwerwiegend unterscheiden, wer-
den im folgenden nur die Resultate fu¨r Datenflußgraphen mit unterschiedlichen internen Kom-
munikationsprotokollen wiedergegeben.
Kompatible Kommunikationsprotokolle: Es ist ein beinahe linearer Zusammenhang zwischen
der Anzahl der Datenflußkomponenten und der fu¨r die Zyklensuche beno¨tigten Zeit zu erkennen
(siehe Abbildung 8.34).
Inkompatible Kommunikationsprotokolle: Die zum Erkennen des Nichtvorhandenseins eines
Zyklus notwendige Zeit steigt linear mit der Anzahl der Datenflußkomponenten unabha¨ngig von
den in den Quellen und Senken verwendeten Kommunikationsprotokollen (vergleiche Abbil-
dung 8.35).
8.4.1.4 Graphstruktur Net mit Ru¨ckkopplungen
Dieser Abschnitt behandelt die Untersuchungen zur Graphstruktur Net mit Ru¨ckkopplungen
(NetF; vergleiche Abbildung 8.8 (d)). Dabei werden Datenflußgraphen mit identischen Daten-
flußkomponenten, mit von den u¨brigen Datenflußkomponenten unterschiedlichen Quellkompo-
nenten, internen Datenflußkomponenten und Senkenkomponenten betrachtet. Außerdem werden
sowohl Datenflußkomponenten mit kompatiblen als auch inkompatiblen Kommunikationsproto-
kollen untersucht.
Identische Kommunikationsprotokolle: Bei den Untersuchungen identischer Kommunikati-
onsprotokolle traten bei der Graphstruktur NetF a¨hnliche Kurvenverla¨ufe wie bei der Graph-
struktur Net zu Tage. Daher wird hier nur die beinahe lineare Abha¨ngigkeit des Zeitverbrauchs
von der Anzahl der Datenflußkomponenten (siehe Abbildung 8.36) veranschaulicht.
Unterschiedliche Kommunikationsprotokolle: Wie bei den vorausgegangenen Untersuchun-
gen, wurde auch hier auf die Wiedergabe der Ergebnisse fu¨r vom Rest des Datenflußgraphen
abweichende Eingabe- beziehungsweise Ausgabeprotokolle verzichtet. Es werden nur die Er-
gebnisse fu¨r sich unterscheidende interne Kommunikationsprotokolle dargestellt.
Kompatible Kommunikationsprotokolle: Abbildung 8.37 zeigt die lineare Abha¨ngigkeit der be-
no¨tigten Zeit von der Anzahl der Datenflußkomponenten.
Inkompatible Kommunikationsprotokolle: In Abbildung 8.38 erkennt man die lineare Abha¨n-
gigkeit der Zeit von der Anzahl der Datenflußkomponenten.
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Abbildung 8.33: Zeitverbrauch=F(Komp.) (RowsF, Breite = 2, ident. Prot.)
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Abbildung 8.34: Zeitverbrauch=F(Komp.) (RowsF, Breite = 2, komp. Prot.)
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Abbildung 8.35: Zeitverbrauch=F(Komp.) (RowsF, Breite = 2, inkomp. Prot.)
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Abbildung 8.36: Zeitverbrauch=F(Komp.) (NetF, Breite = 2, ident. Prot.)
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Abbildung 8.37: Zeitverbrauch=F(Komp.) (NetF, Breite = 2, komp. Prot.)
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Abbildung 8.38: Zeitverbrauch=F(Komp.) (NetF, Breite = 2, inkomp. Prot.)
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8.4.1.5 Graphstruktur Random
Dieser Abschnitt behandelt die Untersuchungen zur Graphstruktur Random (vergleiche Abbil-
dung 8.8 (e)). Diese Graphstruktur soll die Struktur realer Datenflußgraphen mo¨glichst gut nach-
bilden und es so ermo¨glichen, die Eignung des in dieser Arbeit entwickelten Model-Checking-
Verfahrens fu¨r den allta¨glichen Einsatz zu testen.
Abbildung 8.39 zeigt fu¨r unterschiedlich breite Datenflußgraphen mit zufa¨llig erzeugter
Struktur die fu¨r die Bestimmung eines Zyklus beno¨tigten Zeiten. Man erkennt, daß in diesem
Fall ein nichtlineares Wachstum vorliegt, da je nach Struktur unterschiedlich lange beno¨tigt wird,
einen Zyklus im Erreichbarkeitsgraphen zu finden. Dennoch ist ersichtlich, daß selbst fu¨r große
Datenflußgraphen die Analyse in vergleichsweise kurzer Zeit abgeschlossen ist.
8.4.1.6 Weitere Untersuchungen
Der Einfluß einer Reihe weiterer Parameter, die beispielsweise die Verwendung unterschied-
licher Gewichte steuern oder diverse Einstellungen im Suchalgorithmus beeinflussen, sind im
folgenden dargestellt. So kann man zum Beispiel den BLOCKIER/DEBLOCKIER-Mechanismus
ein- beziehungsweise ausschalten. Außerdem ist es mo¨glich, die PARTIAL ORDER REDUCTION
zu aktivieren oder zu deaktivieren. Der Model Checker ist in der Lage, nach nur einem Zyklus
im Erreichbarkeitsgraphen, welcher den Wurzelknoten beinhaltet, beziehungsweise nach allen
solchen Zyklen zu suchen. Zudem ist eine Gegenu¨berstellung der beiden alternativ verwendeten
Datenstrukturen Incrementalmaps beziehungsweise Ordered Maps interessant.
Kantengewichte: In den bisherigen Tests waren alle Kantengewichte auf 1 gesetzt. In die-
sem Abschnitt wird untersucht, wie sich eine zufa¨llige Bestimmung dieser Gewichte auf das
Laufzeitverhalten des Model Checkers auswirkt. Abbildung 8.40 zeigt den Zeitverbrauch fu¨r
einen Datenflußgraphen mit Graphstruktur Rows, Breite 2 und Tiefe = 10000. Dabei wurde die
Wahrscheinlichkeit, daß ein Kantengewicht gro¨ßer 1 ist, von 0 jeweils um den Wert 1 auf 100
erho¨ht. Dabei zeigt sich, daß abha¨ngig von der Art der verwendeten Kommunikationsprotokolle
Schwankungen im Zeitverbrauch auftreten.
Blockieren/Deblockieren: In diesem Abschnitt wird der Einfluß des in dieser Arbeit ent-
wickelten BLOCKIER/DEBLOCKIER-Mechanismus im Falle kompatibler beziehungsweise in-
kompatibler Kommunikationsprotokolle untersucht.
Kompatible Kommunikationsprotokolle: Abbildung 8.41 zeigt den Zeitverbrauch in Abha¨ngig-
keit von der Anzahl der Datenflußkomponenten fu¨r kompatible Kommunikationsprotokolle. Da-
bei wurde der Blockier/Deblockier-Mechanismus aktiviert beziehungsweise deaktiviert. Mit ein-
geschalteter PARTIAL ORDER REDUCTION ist kein Unterschied festzustellen.
Inkompatible Kommunikationsprotokolle: Zur Verdeutlichung des enormen Nutzens dieses
BLOCKIER/DEBLOCKIER-Mechanismus wird das in Abbildung 6.5 dargestellte Beispiel aus
Kapitel 6 noch einmal aufgegriffen, mit welchem die Notwendigkeit des Blockier-/Deblockier-
Mechanismus motiviert wurde. Aufgrund der gewa¨hlten Gewichtung wa¨chst die Anzahl der
Token auf der unteren Kante ins Unendliche. Tabelle 8.5 zeigt den Zeitverbrauch fu¨r diesen
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Abbildung 8.40: Zeitverbrauch=F(Gewichte) (Rows, Breite = 2, Tiefe = 10000, ident. Prot.)
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Aktiviert Deaktiviert
∼ 0 sec > 3600 sec
Tabelle 8.5: Zeitverbrauch = F(Komp.) (Rows, Breite = 1, Prot. = o∗, ohne/mit Blockie-
ren/Deblockieren, inkomp. Prot.)
Datenflußgraphen ohne beziehungsweise mit aktiviertem Blockier/Deblockier-Mechanismus.
Man beobachtet – wie erwartet –, daß der Blockier/Deblockier-Mechanismus fu¨r das erfolgrei-
che Terminieren des Model-Checking-Verfahrens unabdingbar ist. Ohne Blockier/Deblockier-
Mechanismus wird der Model-Checking-Algorithmus nur aufgrund des vorgegebenen Zeitlimits
von einer Stunde abgebrochen.
Partial Order Reduction: In diesem Abschnitt wird der Einfluß der PARTIAL ORDER RE-
DUCTION veranschaulicht. Abbildung 8.42 zeigt den Zeitverbrauch fu¨r die Graphstruktur Rows
in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten des Datenflußgraphen. Mit Partial
Order Reduction beno¨tigt das Model-Checking-Verfahren nur wenige Sekunden zur Untersu-
chung eines Datenflußgraphen. Ohne Partial Order Reduction wird selbst fu¨r kleine Datenfluß-
graphen bereits circa eine Stunde beno¨tigt. Manche Untersuchungen wurden auch nach einer
Stunde aufgrund der vorgegebenen Zeit- oder Speicherlimits ohne Ergebnis abgebrochen. Man
erkennt also, daß die Partial Order Reduction von herausragender Bedeutung fu¨r die Schnellig-
keit und somit auch fu¨r den Erfolg der Zyklensuche bei den gegebenen Zeit- und Speicherbe-
schra¨nkungen ist.
Ordered Maps vs. Incrementalmaps: Abbildung 8.43 zeigt den Zeitverbrauch bei Verwen-
dung der Datenstruktur Ordered Map (vergleiche Abschnitt 7.3.2.2), wobei die Anzahl der Bits,
die indirekt die Anzahl der Zeiger pro Ordered Map repra¨sentieren (2 Bits resultieren in 22 = 4
Zeigern) aufgezeigt ist. Es ergibt sich, daß unter Verwendung von 4 Bits die Zeit minimal wird.
Abbildung 8.44 zeigt den Speicherverbrauch bei Verwendung der Datenstruktur Ordered
Map. Es ergibt sich, daß unter Verwendung von 3 beziehungsweise 4 Bits der Speicherverbrauch
minimal wird. In allen hier vorgestellten Versuchen ist somit die Anzahl der Bits auf 4 gesetzt.
Die hervorragende Eignung von Ordered Maps ist bereits in den vorausgegangenen Abschnit-
ten verdeutlicht worden. Betrachtet man Abbildung 8.45, so beobachtet man, daß sich die Zeit
fu¨r eine erfolgreiche Simulation in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten
unter Verwendung von Incrementalmaps nicht mehr linear entwickelt. Dies liegt daran, daß die
Schritte, die notwendig sind, um einen Wert aus der Incrementalmap auszulesen, mit zunehmen-
der Anzahl von Incrementalmaps wa¨chst, wohingegen die Anzahl der Schritte bei den Ordered
Maps unabha¨ngig von der Anzahl der gespeicherten Werte konstant ist. Außerdem sind die Zei-
ten fu¨r eine erfolgreiche Zyklensuche im Erreichbarkeitsgraphen bei Incrementalmaps erheblich
ho¨her als bei Ordered Maps (vergleiche dazu die Abbildungen 8.45 und 8.9).
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Abbildung 8.42: Zeitverbrauch=F(Komp.) (Rows, Breite = 2, Prot.=(sm∗e|o)∗, ident. Prot.)
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Anzahl Inittoken Zyklus vorhanden Zeitverbrauch
0 nein ∼ 0 sec
1 nein ∼ 0 sec
2 nein ∼ 0 sec
3 nein ∼ 0 sec
4 ja ∼ 0 sec
5 ja ∼ 0 sec
6 ja ∼ 0 sec
Tabelle 8.6: Ergebnisse zu Distribute-Merge-Konstrukt
Colored-BDF- und Colored-DDF-Datenflußgraphen: In diesem Abschnitt werden exempla-
risch verschiedene gefa¨rbte BDF- und DDF-Datenflußgraphen (vergleiche Abschnitte 4.3.3.2
und 4.3.3.3) mit Hilfe des Model-Checking-Algorithmus untersucht. Zu diesem Zweck wer-
den die Kontrollflußstrukturen if-then-else, while und Distribute-Merge (vergleiche Ab-
schnitt 4.3.3.2 na¨her betrachtet.
If-Then-Else: Abbildung 8.46 zeigt den Testgraphen zur Untersuchung einer if-then-else-
Verzweigung. Bei der Ansteuerung von CSwitch und CSelect mit der gleichen Folge von Boo-
leschen Token wurde nach 0.01 sec ein Zyklus gefunden. Demgegenu¨ber dauerte es gleichfalls
0.01 sec, bis der Model Checker bei einer gleichzeitigen Ansteuerung von CSwitch und CSelect
mit unterschiedlichen booleschen Werten erkannte, daß kein Zyklus existiert.
While: Abbildung 8.47 zeigt den Testgraphen zur Untersuchung des while-Konstrukts. Wenn ein
entsprechendes Initialisierungstoken, wie in der Abbildung dargestellt, verwendet wird, braucht
der Model Checker < 0.01 sec Zeit, um den entsprechenden Zyklus zu finden.
Distribute-Merge: Abbildung 8.48 zeigt den Testgraphen zur Untersuchung der nichtdetermini-
stischen Merge- und Distribute-Komponenten. Es wurden dabei Gewichte unterschiedlich von
1 verwendet. Zudem wurden nur Kommunikationsprotokolle basierend auf o eingesetzt. In Ta-
belle 8.6 ist aufgefu¨hrt, wie lange der Model Checker fu¨r verschiedene Anzahlen von Initialisie-
rungstoken auf der Ru¨ckkopplungskante beno¨tigt, um zu erkennen, ob ein Zyklus existiert.
Die Tabelle 8.7 stellt den gefundenen Zyklus im Erreichbarkeitsgraphen dar fu¨r den Fall
von fu¨nf Initialisierungstoken auf der Ru¨ckkopplungskante. Die unter der Bezeichung Id auf-
gefu¨hrten Nummern kennzeichnen die einzelnen Knoten des Zyklus im Erreichbarkeitsgraphen.
Im Feld Fat ist die Nummer des jeweiligen Vorga¨ngerknotens aufgefu¨hrt. Die Spalte F : T gibt
den Fifomaten und dessen zugeho¨rige Transition an, die gerade bearbeitet wurden. Mit St ist die
Tabellenspalte gekennzeichnet, welche den Status des betroffenen Knotens wiedergibt. Die Spal-
te So gibt die Anzahl der So¨hne des jeweiligen Knotens des Erreichbarkeitsgraphen an. Da in
dieser Tabelle nur Knoten, die im Zyklus enthalten sind, aufgefu¨hrt wurden, aber im Erreichbar-
keitsgraphen durchaus mehr Knoten enthalten sein ko¨nnen, ist diese Anzahl bisweilen gro¨ßer als
1. Die verbleibenden Spalten bezeichnen die einzelnen Zusta¨nde der Fifomaten beziehungsweise
die jeweiligen Fifoinhalte.
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Id Fat F : T St So 1To1 1To2 1To6 4To1 D M f0 f1 f2 f3 f4 f5 f6 f7
0 D+E 1 S0 S0 S0 S0 S0 S0 o o o o o
1 0 4To1:S0 s0 D+E 1 S0 S0 S0 s0 S0 S0 o
2 1 4To1:s0 S0 D+E 1 S0 S0 S0 S0 S0 S0 o o
3 2 D:S0 s0 D+E 3 S0 S0 S0 S0 s0 S0 o
4 3 D:s0 S0c D+E 1 S0 S0 S0 S0 S0 S0 o o
5 4 1To6:S0 s0 D+E 1 S0 S0 s0 S0 S0 S0 o
6 5 1To6:s0 S0 B+E 1 S0 S0 S0 S0 S0 S0 o o o o o o o
7 6 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o o o
8 7 M:s0 S0 B+E 1 S0 S0 S0 S0 S0 S0 o o o o o o o
9 8 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o o o
10 9 M:s0 S0 B+E 1 S0 S0 S0 S0 S0 S0 o o o o o o o
11 10 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o o o
12 11 M:s0 S0 B+E 2 S0 S0 S0 S0 S0 S0 o o o o o o o
13 12 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o o o
14 13 M:s0 S0 D+E 2 S0 S0 S0 S0 S0 S0 o o o o o o o
15 14 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o o o
16 15 M:s0 S0 D+E 1 S0 S0 S0 S0 S0 S0 o o o o o o o
17 16 4To1:S0 s0 D+E 1 S0 S0 S0 s0 S0 S0 o o o
18 17 4To1:s0 S0 D+E 1 S0 S0 S0 S0 S0 S0 o o o o
19 18 D:S0 s0 D+E 3 S0 S0 S0 S0 s0 S0 o o o
20 19 D:s0 S0a D+E 1 S0 S0 S0 S0 S0 S0 o o o o
21 20 1To2:S0 s0 D+E 1 S0 s0 S0 S0 S0 S0 o o o
22 21 1To2:s0 S0 E 2 S0 S0 S0 S0 S0 S0 o o o o o
23 22 M:S0 s0c D+E 1 S0 S0 S0 S0 S0 s0 o o o o
24 23 M:s0 S0 E 1 S0 S0 S0 S0 S0 S0 o o o o o
25 24 M:S0 s0a D+E 1 S0 S0 S0 S0 S0 s0 o o o o
26 25 M:s0 S0 E 2 S0 S0 S0 S0 S0 S0 o o o o o
27 26 M:S0 s0a D+E 1 S0 S0 S0 S0 S0 s0 o o o o
28 27 M:s0 S0 C+R 0 S0 S0 S0 S0 S0 S0 o o o o o
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8.4.1.7 Abschließende Bewertung
In diesem Abschnitt werden die wesentlichen Ergebnisse der mit dem Model Checker durch-
gefu¨hrten Tests zusammengefaßt. Tabelle 8.8 gibt dabei die Auswirkungen der untersuchten Pa-
rameter wieder.
Insgesamt kann man festhalten, daß der Zeitverbrauch fu¨r die Analyse von Datenflußgraphen
im Bereich der Bild- und Signalverarbeitung, die gekennzeichnet sind durch
• eine zufa¨llige Graphstruktur mit gelegentlichen Ru¨ckkopplungen,
• eine Graphgro¨ße, die sich im Bereich einiger Dutzend bis hin zu einigen hundert Daten-
flußkomponenten bewegt,
• eine Mischung verschiedener Datenflußkomponenten mit einer vergleichsweise geringen
Anzahl von Schnittstellen und einer Kombination unterschiedlicher Kommunikationspro-
tokolle beziehungsweise
• eine geringe Anzahl von Gewichten gro¨ßer 1,
sich in dem Rahmen von einigen Millisekunden bis hin zu einigen wenigen Minuten bewegen
wird und einen entwurfsbegleitenden Einsatz des vorgestellten Model-Checking-Verfahrens er-
laubt. Die Eignung des Model Checkers fu¨r die Zyklensuche in Erreichbarkeitsgraphen der tu-
ringvollsta¨ndigen Datenflußparadigmen Colored BDF und Colored DDF – im Rahmen der durch
die Berechnungskomplexita¨t eingeschra¨nkten Mo¨glichkeiten – wurde erfolgreich anhand einer
Reihe von Beispielen verdeutlicht.
8.4.2 Vergleich mit dem Model Checker Spin
Mit Hilfe des Model Checkers Spin (siehe Abschnitt 2.4.5) wurden eine Reihe von Versuchen
durchgefu¨hrt (siehe [Ko¨c04]), welche einen Vergleich von Skylla mit dem aktuellen Stand der
Technik ermo¨glichen. Einleitend sind die Aufrufparameter und diverse Einschra¨nkungen von
Spin aufgelistet. Im Anschluß daran sind die Ergebnisse der durchgefu¨hrten Versuche beschrie-
ben. Ein Vergleich von Spin und Skylla schließt diesen Abschnitt ab.
Aufrufparameter: Der Model Checker Spin besitzt eine Reihe von Aufrufparametern, die
im folgenden erla¨utert werden. Dabei gilt, daß Spin in allen Testla¨ufen eines Versuches mit
identischen Aufrufparametern ausgefu¨hrt wurde.
Um mit Spin ein Modell untersuchen zu ko¨nnen, muß das Modell zuerst in der Beschrei-
bungssprache Promela spezifiziert werden. Diese Spezifikation wird dann in ein C-Programm
u¨bersetzt, compiliert und ausgefu¨hrt.
Bei der Compilierung ko¨nnen dabei folgende Parameter modifiziert werden [Hol04]:
• -DCOLLAPSE: Verwenden des verlustlos arbeitenden Kompressionsmodus COLLAPSE.
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Graphparameter
Graph-
struktur
Die untersuchten Graphstrukturen haben einen deutlichen Einfluß auf den
Zeitverbrauch.
Graph-
gro¨ße
In den geta¨tigten Untersuchungen ergab sich bei gleicher Graphstruktur
ha¨ufig ein linearer Anstieg des Zeitverbrauchs in Abha¨ngigkeit von der
Graphgro¨ße. Aufgrund der effizienten PARTIAL ORDER REDUCTION ist zum
Beispiel bei der Graphstruktur Rows die Breite ohne Einfluß.
Ru¨ckkopp-
lungen
Je weniger Quellen in einem Datenflußgraphen enthalten sind, desto schneller
ist das Model-Checking-Verfahren.
Kantenparameter
Kapazita¨t Solange die Kapazita¨t ausreichend groß ist, hat diese keinen Einfluß auf die
Geschwindigkeit der Zyklensuche.
Komponentenparameter
Protokolle Je komplexer die in einem Datenflußgraphen enthaltenen Kommunikations-
protokolle sind, desto ho¨her ist der Zeitverbrauch bei der Zyklensuche.
Anzahl
Schnitt-
stellen
Da die Anzahl der Schnittstellen bei Datenflußkomponenten im Bereich der
Bild- und Signalverarbeitung relativ klein ist, ist auch deren Einfluß auf den
Zeitverbrauch unproblematisch.
Gewichte Werden in einem Datenflußgraphen Gewichte gro¨ßer 1 eingesetzt, so steigt
der Zeitbedarf fu¨r die Zyklensuche. Dabei ha¨ngt der Zeitverbrauch aber nicht
direkt von der Anzahl der Gewichte, welche gro¨ßer als 1 sind, ab.
Algorithmusparameter
Timeout Aufgrund der in dieser Arbeit entwickelten Techniken wie PARTIAL ORDER
REDUCTION und BLOCKIEREN/DEBLOCKIEREN ko¨nnen große Datenfluß-
graphen mit einem Zeitverbrauch weit unter dem vorgegebenen Timeout von
1 Stunde untersucht werden.
Speicher-
limit
Es ko¨nnen große Datenflußgraphen innerhalb des vorgegebenen Limits von 1
GByte untersucht werden.
Suchziel Die Bestimmung eines Zyklus im Erreichbarkeitsgraphen, welcher den Wur-
zelknoten beinhaltet, ist in vergleichsweise kurzer Zeit mo¨glich.
BLOCKIE-
REN
Werden Datenflußkomponenten dergestalt miteinander verknu¨pft, daß ein
Speicheru¨berlauf auftritt, so erlaubt der BLOCKIER/DEBLOCKIER-Mecha-
nismus deren Analyse. Ohne dieses Verfahren wu¨rde der Model-Checking-
Algorithmus nicht terminieren.
PARTIAL
ORDER
REDUC-
TION
Gibt es mehrere alternative Pfade im Erreichbarkeitsgraphen, so beschra¨nkt
das hier entwickelte Partial-Order-Reduction-Verfahren die Suche auf einen
dieser Pfade.
Ordered
Maps
Untersuchungen haben ergeben, daß der Zeit- und Speicherverbrauch der Da-
tenstruktur Ordered Maps bei einer Anzahl von 4 Bits fu¨r einen Teilschlu¨ssel
optimal ist.
Tabelle 8.8: Abschließende Bewertung des Model Checkers
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• -DXUSAVE: Zeigt an, daß im Promela-Modell exklusive Schreib- und Lesezugriffe auf
Ein-/Ausgabekana¨le angegeben wurden und daß diese Information bei der in Spin imple-
mentierten Variante von PARTIAL ORDER REDUCTION genutzt werden kann.
• -DVECTORSZ=32768: Legt die maximale Gro¨ße des Statevectors, der zur Kodierung
eines Zustandes verwendet wird, auf 32768 Bits fest. Dieser Wert wurde durch empirische
Beobachtung ermittelt [Ko¨c04].
• -DMEMLIM: Gibt den maximal zu verwendenden Speicher an und veranlaßt Spin, Infor-
mationen u¨ber den tatsa¨chlichen Speicherbedarf auszugeben.
Das compilierte Modell kann dann anschließend ausgefu¨hrt werden. Dabei sind folgende
Parameter einstellbar:
• -a: Dient zur Angabe eines Never-Claims [Hol04]. Auf diese Weise kann zum Beispiel die
Suchanfrage nach einem Zyklus, welcher den Wurzelknoten des Erreichbarkeitsgraphen
beinhaltet, formuliert werden.
• -m: Mit Hilfe dieses Parameters wird die Tiefensuchgrenze festgelegt. In den vorliegenden
Untersuchungen war dieser Wert auf 2600000 gesetzt.
• -w: Spezifiziert die Gro¨ße der zu verwendenden Hash-Tabelle. In dieser Arbeit wurde der
Wert auf 23 gesetzt. Damit erha¨lt man 223 Bit.
• -n: Dieser Parameter schaltet die Anzeige des bei einer Simulation nicht erreichten Codes
ab.
• -c: Mit diesem Parameter wird die Anzahl der Fehler n ∈ N u¨bergeben, bei deren ¨Uber-
schreiten das Programm abbrechen soll.
• -v: Dient zur Anzeige zusa¨tzlicher Informationen [Hol91, Ko¨c04].
Einschra¨nkungen von Spin: Spin beinhaltet mehrere in der Implementation fest einkodier-
te Einschra¨nkungen, die den Vergleich auf sehr kleine Datenflußgraphen beschra¨nken. So gilt
beispielsweise:
• Die Anzahl der Prozesse und damit die Anzahl der Datenflußkomponenten ist auf 256
beschra¨nkt. Diese Zahl wird aber weiter eingeschra¨nkt:
– Aufgrund eines Bugs in der verwendeten Spin-Version 4.20, wo zur Speicherung der
Zahl der Datenflußkomponenten eine Variable vom Typ signed char anstelle einer
unsigned char-Variable verwendet wurde, ko¨nnen nur Datenflußgraphen mit 128
Datenflußkomponenten untersucht werden.
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– Von diesen 128 Prozessen wird ein INIT-Prozeß beispielsweise zur Initialisierung von
Ru¨ckkopplungskanten mit Initialisierungstoken beno¨tigt1. Somit verbleiben noch 127
Prozesse fu¨r 127 Datenflußkomponenten.
• Die Anzahl der Fifos ist auf 256 beschra¨nkt.
• Die Kapazita¨ten der Fifos mu¨ssen sehr klein gewa¨hlt werden, damit Spin in endlicher Zeit
terminiert. Daher werden in der Regel die Kapazita¨ten auf 1 gesetzt.
• Spin nutzt nur den physikalisch freien Speicherplatz. Steht also unter Linux ein physika-
lischer Speicher von 1 GByte zur Verfu¨gung und wird davon beispielsweise durch andere
Benutzer bereits 600 MByte belegt, so bricht Spin bei einem gro¨ßeren Bedarf als 400
MByte mit einer knappen Fehlermeldung ab. Dabei ist fu¨r den Benutzer unklar, ob dieser
Abbruch aus einem Fehler im Modell oder aus zu geringem freien physikalischem Spei-
cher resultierte.
• Die Bedienung von Spin ist sehr umsta¨ndlich. So existiert keine dynamische Speicherver-
waltung. Der Benutzer muß selber vor Ausfu¨hrung des Modells eine Abscha¨tzung folgen-
der Werte vornehmen:
– Gro¨ße der Hashtabelle
– Gro¨ße des Tiefensuchstacks
– Gro¨ße des freien physikalischen Speichers
Jegliche Fehleinscha¨tzung fu¨hrt zum vorzeitigen Abbruch. Selbst fu¨r einen erfahrenen Be-
nutzer ist die korrekte Vorabangabe dieser Gro¨ßen fu¨r ein zu untersuchendes Modell in der
Regel nicht mo¨glich. Dies hat zur Folge, daß man sich schrittweise an die richtige Einstel-
lung herantasten muß, wobei – wie im vorigen Punkt geschildert – nicht notwendigerweise
ersichtlich ist, daß ein vorzeitiger Abbruch aus einer nicht ausreichenden Speicheranfor-
derung resultiert.
• Mittels des Parameters -c kann man steuern, wie viele
”
Fehler“-meldungen Spin ausge-
ben soll. Dies ist insbesondere in Kombination mit dem Parameter -a, mit dessen Hilfe
Never-Claims zur Erkennung von Zyklen in den Wurzelknoten des Erreichbarkeitsgra-
phen definiert werden, sehr umsta¨ndlich. Denn neben diesen Verletzungen der Bedingung
fu¨r Wurzelzyklen werden auch Akzeptanzzyklen angezeigt. Akzeptanzzyklen resultieren
beispielsweise aus Zustandstransitionen von Automaten, welche den gleichen Start- und
Endzustand besitzen. Man hat also die Wahl, sich zuwenige Meldungen ausgeben zu las-
sen und den Zyklus in den Wurzelknoten nicht zu erkennen, beziehungsweise mit einer
Flut von Ausgaben konfrontiert zu werden. Nachteilig dabei ist zudem, daß auch der Zeit-
verbrauch bei hoher Anzahl von Meldungen erheblich ansteigt. Der Benutzer muß sich
also durch eine schrittweise Anpassung der Anzahl der Meldungen an das richtige Ergeb-
nis herantasten.
1In Spin sind Kommunikationskana¨le globale Variablen, denen nur durch einen Initialisierungsprozeß Initiali-
sierungstoken zugewiesen werden ko¨nnen.
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• Dem Benutzer bleibt aufgrund einer fehlenden entsprechenden Ausgabe gro¨ßtenteils ver-
borgen, welche Suchoptimierungen Spin anwendet.
• Es existiert zwar ein syntaktisches Konstrukt, um in Spin atomare Operationen zu kenn-
zeichnen. Allerdings ignoriert Spin bei der Ausfu¨hrung gegebenenfalls diese vom Be-
nutzer spezifizierte Atomarita¨t. Ist eine der Teiloperationen nicht ausfu¨hrbar, wird die
Ausfu¨hrung der atomaren Operation unterbrochen und ein anderer Automat ausgefu¨hrt.
Dies hat mehrere negative Konsequenzen:
– Es findet eine Verletzung der vom Benutzer erwarteten Ausfu¨hrungssemantik statt.
Das Ergebnis kann sich erheblich von einem prognostizierten Resultat unterscheiden.
– Es findet kein STATEMENT-MERGING (vergleiche Abschnitt 2.4.5) fu¨r atomare Ope-
rationen statt. Das bedeutet, daß die einzelnen Operationen nicht zu einer zusammen-
gefaßt werden. Denn es muß ja eine Unterbrechung mo¨glich sein, und diese kann nur
in einem Zwischenzustand des Automatenmodells erfolgen.
Man kann in Spin auch fu¨r eine atomare Operation keine logischen Bedingungen (Guards)
definieren, die im Voraus die Ausfu¨hrbarkeit aller Teiloperationen sicherstellen wu¨rden.
• Durch einzelne syntaktische Konstrukte wie beispielsweise Progresslabels [Hol04] werden
vom Benutzer unbemerkt weitere Zusta¨nde in das Automatenmodell eingefu¨gt, welche die
Gro¨ße des Erreichbarkeitsgraphen wiederum erho¨hen. Dies ist aus der Dokumentation von
Spin nicht ersichtlich. Daraus folgt, daß der Benutzer mit syntaktischen Konstrukten sehr
vorsichtig umgehen muß, wenn er nicht eine VERSTECKTE VERKOMPLIZIERUNG DES
MODELLS riskieren will.
Diese unterschiedlichen Einschra¨nkungen von Spin verhinderten eine so extensive Untersuchung
wie bei Skylla. Im folgenden werden die durchgefu¨hrten Untersuchungen und die daraus gezo-
genen Ru¨ckschlusse dargestellt.
8.4.2.1 Graphstruktur Rows
In diesem Versuch wird die Graphstruktur Rows (vergleiche Abbildung 8.8 (a)) untersucht, wo-
bei die Ausfu¨hrungszeit des eigentlichen Algorithmus in Abha¨ngigkeit der Datenflußkomponen-
ten betrachtet wird. Die gesamte Ausfu¨hrungszeit, welche auch das Compilieren beinhaltet und
die erheblich gro¨ßer ist, wird hier nicht beru¨cksichtigt.
Identische Kommunikationsprotokolle: Abbildung 8.49 zeigt die Ausfu¨hrungszeit in
Abha¨ngigkeit von der Anzahl der Datenflußkomponenten. Alle Datenflußkomponenten fu¨hren
identische Kommunikationsprotokolle aus. Dabei erkennt man, daß außer fu¨r das Kommunikati-
onsprotokoll (sm∗e|o)∗ die gemessenen Zeiten sehr klein sind. Im Falle von (sm∗e|o)∗ wurde in
einem ersten Durchlauf kein Zyklus entdeckt. Erst als in der Promela-Beschreibung der Kom-
munikationsprotokolle per Hand die Reihenfolge der von demselben Zustand des zugeho¨rigen
Automatenmodells ausgehenden Transitionen modifiziert wurde, konnte ein Zyklus gefunden
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werden. Aufgrund des fehlenden Einblicks in die Vorgehensweise des Algorithmus kann nur
eine Vermutung u¨ber die mo¨glichen Gru¨nde angestellt werden:
• An der eingestellten Tiefensuchgrenze des Algorithmus liegt es nicht, da diese nicht er-
reicht wird. Dies zeigt aber auch, daß keine reine Tiefensuche verwendet wird.
• Eventuell werden bei Kanten im Automatenmodell, die denselben Start- und Endknoten
haben, diese so oft wie mo¨glich ausgefu¨hrt, bevor andere Kanten behandelt werden.
• Diese Kanten mit gleichem Start- und Endzustand wirken sich insbesondere dann scha¨d-
lich fu¨r Spin aus, wenn der betrachtete Zustand kein initialer Zustand des jeweiligen Au-
tomaten ist. Handelt es sich um einen initialen Zustand befindet sich der Automat ja nach
einem Durchlauf wieder in der Ausgangssituation.
Die aufgrund der durchgefu¨hrten Vera¨nderungen ermittelten Zeiten fu¨r das Kommunikationspro-
tokoll (sm∗e|o)∗ sind dennoch deutlich ho¨her als bei den anderen Kommunikationsprotokollen.
Zudem weist die entsprechende Kurve ein nichtlineares Wachstum auf.
Abbildung 8.50 zeigt das Ergebnis einer Untersuchung, die sich von der vorausgehenden
nur in der Anzahl der Ports, die hier auf 2 gesetzt wurde, unterscheidet. Die gemessenen Zeiten
zeigen ein nichtlineares Wachstum in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten.
In diesem Versuch konnte das oben geschilderte von der Erwartung abweichende Verhalten bei
Verwendung des Kommunikationsprotokolls (sm∗e|o)∗ nicht beobachtet werden. Allerdings ist
zu erkennen, daß sich die gemessenen Zeiten trotz der geringen Graphgro¨ße zum Teil bereits im
Sekundenbereich bewegen.
Unterschiedliche Eingabeprotokolle: Variiert man die Eingabeprotokolle, so ergeben sich fu¨r
den Zeitverbrauch zur Bestimmung eines Zyklus in Abha¨ngigkeit von der Anzahl der Datenfluß-
komponenten die in Abbildung 8.51 dargestellten Kurven. Die gemessenen Zeiten sind sehr klein
und daher kommt es aufgrund der Meßungenauigkeiten zu den schwankenden Kurvenverla¨ufen.
Abbildung 8.52 zeigt einen a¨hnlichen Versuch, der sich nur durch die Breite von 2 vom
vorausgegangenen unterscheidet. Hier beobachtet man eine durchschnittliche Zunahme der
beno¨tigten Zeit um den Faktor 10 im Vergleich zu Abbildung 8.51. Die Kurvenverla¨ufe, die
aufgrund der in Spin gegebenen Limitierung der Datenflußkomponenten und Kanten bei etwa
128 Datenflußkomponenten enden, lassen ein nichtlineares Wachstum erkennen. Fu¨r das Kom-
munikationsprotokoll (sm∗e|o)∗ konnten keine Zyklen ermittelt werden. Dies liegt daran, daß
der zugeho¨rige Fifomat zwei Zusta¨nde besitzt, von denen mehrere Transitionen ausgehen. Dies
bereitet Spin Probleme, da das Programm sehr oft dieselbe Transition wa¨hlt. So wird gegebe-
nenfalls nur die Transition, die mit o beschriftet ist, selektiert.
8.4.2.2 Graphstruktur Net
In diesem Versuch wird die Graphstruktur Net (vergleiche Abbildung 8.8 (b)) untersucht, wobei
die Ausfu¨hrungszeit des eigentlichen Algorithmus in Abha¨ngigkeit der Datenflußkomponenten
betrachtet wird. Die gesamte Ausfu¨hrungszeit, welche auch das Compilieren beinhaltet und die
erheblich gro¨ßer ist, wird hier nicht beru¨cksichtigt.
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Identische Kommunikationsprotokolle: Bei der zu untersuchenden Graphstruktur Net ist die
Breite auf 4 eingestellt. Die Kapazita¨ten sind auf 1 gesetzt. Die Tiefe wird variiert.
Betrachtet man Abbildung 8.53, so erkennt man, daß der Zeitverbrauch fu¨r die geringe
Graphgro¨ße vergleichsweise hoch ist. Dabei tritt das nichtlineare Wachstum des Zeitverbrauchs
in Abha¨ngigkeit von der Zahl der Datenflußkomponenten wieder klar hervor.
Tabelle 8.9 zeigt das Ergebnis einer Untersuchung, die sich von der vorausgehenden nur in
der Anzahl der Ports, die hier auf 2 gesetzt wurde, unterscheidet. Die Kommunikationsprotokolle
(sm∗e)∗, (sm+e)∗ und (sm∗e|o)∗ lieferten keine Ergebnisse aufgrund eines zu großen Zeitver-
brauchs selbst bei kleiner Anzahl von Datenflußkomponenten. Fu¨r die Kommunikationsprotokol-
le (se)∗ und (sme)∗ konnten jedoch Zeiten ermittelt werden. Die gemessenen Zeiten zeigen ein
nichtlineares Wachstum in Abha¨ngigkeit von der Anzahl der Datenflußkomponenten. Dabei ist
allerdings zu beachten, daß die angegebenen Werte erst durch sukzessives Herantasten, bei dem
die Anzahl der zu produzierenden Meldungen mittels des Parameters -c (siehe oben) schrittweise
angepaßt wurde, ermittelt wurden. Das bedeutet, daß die Gesamtzeit, die zur Bestimmung dieser
Ergebnisse jeweils aufgewandt wurde, deutlich ho¨her ist2. Dieser deutlich erho¨hte Zeitverbrauch
im Vergleich zur Versuchsreihe mit je 1 Eingangs- und Ausgangsport zeigt die Grenzen der An-
wendbarkeit von Spin fu¨r die vorgestellte Problemstellung deutlich auf.
Unterschiedliche Eingabeprotokolle: Werden in den Quellkomponenten andere Kommuni-
kationsprotokolle verwendet als in den internen Datenflußkomponenten, so ergeben sich die in
Abbildung 8.54 dargestellten Kurvenverla¨ufe. Aufgrund der kleinen Zeiten schlagen Meßun-
genauigkeiten voll zu Buche. Daher sind die aus den Diagrammen ablesbaren Merkmale nur
folgende:
• Die Zeiten, einen Zyklus im Erreichbarkeitsgraphen, der den Wurzelknoten beinhaltet, zu
finden, sind klein.
• Es wurde in jedem Fall ein Zyklus gefunden.
Tabelle 8.10 zeigt einen a¨hnlichen Versuch, der sich nur in der Breite, welche auf den Wert
2 gesetzt ist, vom vorausgegangenen Versuch unterscheidet. Fu¨r die Kommunikationsprotokol-
le (sm∗e)∗, (sm+e)∗, (sm∗e|o)∗ sind die Zeiten ab 12 Datenflußkomponenten bereits so hoch,
daß keine Ergebnisse mehr produziert werden konnten. Die Zahlenwerte, die bereits bei 62 Da-
tenflußkomponenten enden, da fu¨r gro¨ßere Datenflußgraphen der Zeitverbrauch bereits zu hoch
ist, lassen ein stark nichtlineares Wachstum des Zeitverbrauchs in Abha¨ngigkeit von der Anzahl
der Datenflußkomponenten erkennen. Dabei ist wiederum zu beachten, daß diese Ergebnisse erst
durch sukzessive Anpassung der Anzahl der zu produzierenden Fehlermeldungen ermittelt wur-
den. Damit ist der Zeitverbrauch des Benutzers aufgrund dieser iterativen Herantastung erheblich
ho¨her. Auch hier ist die Schlußfolgerung zu ziehen, daß Spin fu¨r die vorgegebene Problemstel-
lung ungeeignet ist. Denn fu¨r den Benutzer kleine ¨Anderungen im Modell beziehungsweise Da-
tenflußgraphen wie zum Beispiel die ¨Anderung der Anzahl der Ports lassen bereits die Analyse
scheitern.
2Da der Wert von -c von Hand angepaßt wurde, war eine exakte Messung nicht mo¨glich.
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(se)∗
Komponenten 12 16 28 42 62 88 124
Zeit/sec 0,01 0,16 0,22 0,37 0,76 1,10 2,76
Parameter -c 18 184 155 155 155 46 155
(sme)∗
Komponenten 12 16 28 42 62 88 124
Zeit/sec 0,02 0,11 0,24 0,36 0,83 1,22 2,93
Parameter -c 13 120 139 139 139 57 139
Tabelle 8.9: Zeitverbrauch=F(Komp.) (Net, Breite = 4, Ports = 2, Kap. = 1, ident. Prot.)
(sme)∗
Komponenten 12 16 28 42 62 88 124
Zeit/sec 0,60 1,39 5,51 13,24 37,95 — —
Parameter -c 63 35 56 73 69 — —
Tabelle 8.10: Zeitverbrauch=F(Komp.) (Net, Breite = 4, Ports = 2, Kap. = 1, komp. Prot.)
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8.4.2.3 Graphstruktur Rows mit Ru¨ckkopplungen
In diesem Abschnitt wird die Graphstruktur Rows mit Ru¨ckkopplungskanten (RowsF; verglei-
che Abbildung 8.8 (c)) untersucht. Aufgrund dieser Ru¨ckkopplungen gibt es nur interne Daten-
flußkomponenten. Deshalb ko¨nnen im folgenden auch die Kommunikationsprotokolle der Quell-
komponenten nicht variiert werden.
Die Abbildungen 8.55 und 8.56 zeigen auf, daß bei Vorhandensein von Ru¨ckkopplungskanten
die Zeiten zur Bestimmung eines Zyklus in den Wurzelknoten des Erreichbarkeitsgraphen klei-
ner sind als ohne Ru¨ckkopplungen. Dies resultiert aus der geringeren Anzahl von Knoten des
Erreichbarkeitsgraphen.
8.4.2.4 Graphstruktur Net mit Ru¨ckkopplungen
Fu¨r die in den Abbildungen 8.57 und 8.58 dargestellten Versuchsreihen mit der Graphstruktur
Net in Kombination mit Ru¨ckkopplungskanten (NetF; vergleiche Abbildung 8.8 (d)) fu¨hren
zu den gleichen Schlußfolgerungen wie bei der Graphstruktur Rows mit Ru¨ckkopplungen
(RowsF).
8.4.2.5 Weitere Untersuchungen
In diesem Abschnitt werden weitere Untersuchungen vorgestellt, die beispielsweise den Einfluß
der Fifokapazita¨ten auf die zur Bestimmung eines Zyklus aufzuwendende Zeit betrachten.
Kapazita¨ten: Dieser Versuch untersucht unterschiedliche Kapazita¨ten der Fifos bei einer
Rows-Graphstruktur (vergleiche Abbildung 8.8). In Abbildung 8.59 erkennt man, wie zuneh-
mende Kapazita¨tswerte den Zeitverbrauch bei der Zyklensuche ansteigen lassen. Setzt man die
Kapazita¨tswerte auf unendlich beziehungsweise einen sehr hohen Zahlenwert, so ist Spin mit
den vorgegebenen Hardware-Ressourcen nicht in der Lage, einen Zyklus zu finden. Zu erwa¨hnen
bleibt noch, daß bei dieser Versuchsreihe das einfachste Kommunikationsprotokoll betrachtet
wurde. Komplexere Kommunikationsprotokolle ziehen auch einen ho¨heren Zeitverbrauch bei
der Zyklensuche bei ansteigenden Kapazita¨tswerten nach sich.
8.4.2.6 Abschließende Gegenu¨berstellung
In Tabelle 8.11 sind die wesentlichen Bewertungskriterien fu¨r die in Spin beziehungsweise
Skylla umgesetzten Model Checker einander gegenu¨bergestellt. Die Bewertungskriterien lassen
sich dabei in MODELSPEZIFISCHE, die HANDHABUNG BETREFFENDE und DEN ALGORITH-
MUS BESCHREIBENDE Kriterien unterteilen.
Skylla unterscheidet sich von Spin bezu¨glich der Modellierungsma¨chtigkeit erheblich. Zum
einen gibt es keine durch die Verwendung von Datenstrukturen wie char fest eingebaute Be-
schra¨nkungen der Modellgro¨ße. Zum anderen bedingen die syntaktischen Konstrukte des in die-
ser Arbeit entwickelten Model Checkers keine heimliche Zunahme der Zustandszahl der beinhal-
teten Automaten. Außerdem verhalten sich atomare Operationen in Skylla wirklich als atomare
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Skylla Spin
Modellspezifische Kriterien
Anzahl Komponenten Unbegrenzt 127
Anzahl Kanten Unbegrenzt 256
Kapazita¨ten Unbegrenzt Vom Benutzer mo¨glichst klein einzustellen
Protokolle Keine Probleme Schwierigkeiten mit Fifomaten mit mehr als
einer ausgehenden Kante pro Zustand
Testmuster Keine Probleme Schwierigkeiten mit Fifomaten mit mehr als
einer ausgehenden Kante pro Zustand
Atomare Operationen Mo¨glich Syntaktisches Konstrukt vorhanden, Ausfu¨h-
rungssemantik widerspricht Erwartung
Anzahl Automatenzu-
sta¨nde
Entsprechend
dem Modell
Unerwartete zusa¨tzliche Zusta¨nde durch eini-
ge syntaktische Konstrukte
Handhabung
Benutzerintervention Keine In erheblichem Umfang:
• Ausfu¨hren des Programms in drei Schritten
– Generieren des Modells
– Compilieren
– Ausfu¨hren
• Speicheraufteilung per Hand
(setzt Kenntnis des Ergebnisses voraus)
• Herantasten an Ausgabe durch Anpassen
der Zahl der auszugebenden Meldungen
Suchalgorithmus
Suchstrategie Guided Search Tiefensuche mit manueller Beschra¨nkung der
Suchtiefe plus weitere nicht dokumentierte
heuristische Ansa¨tze
PARTIAL ORDER RE-
DUCTION
Pfadreduktions-
mechanismus
(vergleiche
Kapitel 6)
STATEMENT MERGING plus ein sich von dem
in dieser Arbeit entwickelten Verfahren unter-
scheidender Algorithmus zur Pfadreduktion
Allgemeingu¨ltigkeit Spezialisiert
auf Suche nach
Zyklen in Wur-
zelknoten eines
Erreichbarkeits-
graphen
Mit Hilfe von Never-Claims beziehungsweise
LTL-Formeln Spezifikation komplexer Such-
anfragen mo¨glich
Tabelle 8.11: Abschließende Gegenu¨berstellung von Skylla und Spin
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Operationen. Betrachtet man die Handhabung, so ist bei dem in dieser Arbeit entwickelten Mo-
del Checker kein umsta¨ndlicher ¨Ubersetzungsschritt notwendig. Die Speicherverwaltung erfolgt
dynamisch durch das Programm und muß nicht – wie in Spin u¨blich – aufwendig durch den
Benutzer unter Vorwegnahme des Model-Checking-Ergebnisses durchgefu¨hrt werden.
Der in dieser Arbeit konzipierte Suchalgorithmus guidedSearch() ist auf die Analyse von
Datenflußgraphen zugeschnitten und damit wesentlich erfolgreicher bei der Bestimmung von den
Wurzelknoten beinhaltenden Zyklen in dem Erreichbarkeitsgraphen als Spin. In Spin kann man
dagegen unterschiedlichste Suchkriterien mittels Never-Claims beziehungsweise LTL-Formeln
definieren. Der in Spin realisierte Suchalgorithmus ist als Tiefensuche mit manuell einstellbarer
Tiefensuchgrenze beschrieben [Hol04]. Allerdings weicht das beobachtete Verhalten gelegent-
lich von dieser Beschreibung ab (vergleiche Abschnitt 8.4.2.1).
8.5 Ablaufsteuerung
Im folgenden wird anhand mehrerer Fallstudien der Einsatz des Bild- und Signalverarbeitungs-
werkzeuges Skylla untersucht. Dabei wurden die einzelnen Datenflußkomponenten durch Kom-
ponentenprogrammierer implementiert und der Gesamtalgorithmus in Form eines Datenfluß-
graphen durch einen Anwendungsprogrammierer mittels visueller Programmierung zusammen-
gefu¨gt. Es kamen an mehreren Stellen von Forwiss Passau entwickelte Bildverarbeitungsfunk-
tionen in Form von Shared Libraries zum Einsatz. Außerdem dienten bei einigen Datenflußgra-
phen entsprechende Iconnect-Datenflußgraphen als Vorbild. Bei den Testla¨ufen wurden bereits
vorhandene Bild- und Signaldaten verwendet. Fu¨r die Zurverfu¨gungstellung all dieser Materia-
lien sei Herrn Dipl.-Inform. Reiner Kickingereder und Herrn Prof. Dr. Donner beziehungsweise
Micro-Epsilon Meßtechnik GmbH & Co. KG gedankt.
8.5.1 Fallstudie: Projektive Rekonstruktion in der Stereobildverarbeitung
In dieser ersten Fallstudie wurde ein im Rahmen der High Tech Offensive Bayern (Projekt Num-
mer 13:
”
Graphisch programmierte Softwarebausteine“) entwickelter Algorithmus zur projek-
tiven Rekonstruktion in der Stereobildverarbeitung [Fau93, GHW04] in Skylla implementiert
[FK04]. Das Ziel dieses Verfahrens ist die projektive Rekonstruktion einer ra¨umlichen Anord-
nung mit Hilfe zweier Kameras. Projektiv bedeutet dabei, daß die Verha¨ltnisse der Punkte im
Raum zueinander bis auf ein skalares Vielfaches der Realita¨t bestmo¨glich entsprechen. Der Al-
gorithmus soll es beispielsweise einem beweglichen Roboter erlauben, sich in seiner Umgebung
zu orientieren und zu navigieren. Abbildung 8.60 zeigt die Anordnung der beiden Kameras zur
Vermessung des Raumes. Beide Kameras erfassen einen gemeinsamen Bildbereich. Zu einem
Zeitpunkt wird dabei jeweils ein Bild digitalisiert und an den Datenflußgraphen u¨bergeben.
Der in Skylla entwickelte Datenflußgraph ist in Abbildung 8.61 dargestellt. Beide Bilder
werden in den Datenflußgraphen u¨bernommen und mittels Datenflußkomponenten vom Typ
FilterImage gefiltert, um sto¨rendes Rauschen zu eliminieren. Anschließend extrahiert die Da-
tenflußkomponente PointExtract markante Punkte. Dazu wird das Bild in 3×3-Felder zer-
legt und jeweils ein Punkt nach dem Harris-Kriterium ermittelt. Die Datenflußkomponente
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zu vermessender
Raum
Abbildung 8.60: Meßanordnung (Projektive Rekonstruktion in der Stereobildverarbeitung)
Abbildung 8.61: Datenflußgraph (Projektive Rekonstruktion in der Stereobildverarbeitung)
Correlation setzt die markanten Punkte der beiden Bilder zueinander in Beziehung und gibt ei-
ne Kreuzkorrelationsmatrix an seine Nachfolgerkomponenten weiter. Die Datenflußkomponente
Correspondence eliminiert alle markanten Punkte, deren Korrelationswert unterhalb eines vom
Benutzer vorgegebenen Schwellwertes liegt. Dabei werden aber auch zusa¨tzliche Bedingungen,
die zum Beispiel die Nachbarschaftsbeziehung der Punkte betreffen, u¨berpru¨ft. Mit Hilfe der
Datenflußkomponente LMS-Match sucht man weitere fehlerhafte Zuordnungen von Punkten zu
eliminieren. Es werden korrespondierende Punktepaare, deren Absta¨nde zu den epipolaren Li-
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Abbildung 8.62: ¨Uberlagerte Bilder zweier Kameras mit Verschiebungsvektoren
nien (siehe unten) signifikant hoch sind, entfernt. Dazu wird iterativ eine Fundamentalmatrix
gescha¨tzt. LMS steht fu¨r Least Median of Squares. Die Datenflußkomponente MotionVec be-
rechnet die Verschiebungsvektoren zwischen den verbleibenden korrespondierenden markanten
Punkten. In der Komponte FNonLin wird eine 3×3-Fundamentalmatrix [Fau93] berechnet. Da-
bei spielen Daten der Kamerakalibrierung wie
• extrinsische Parameter: Position der Kameras im Raum wie zum Beispiel Verschiebung
und Rotation zu einem Bezugskoordinatensystem
• intrinsische Parameter: Aussagen u¨ber die Optik der Kamera wie beispielsweise radiale
Verzeichnung, kissenartige oder trapezfo¨rmige Verzerrungen
eine zentrale Rolle. Die Datenflußkomponente Epipolar berechnet zu jedem markanten Punkt
dessen epipolare Linie. Auf dieser Linie liegt der zugeho¨rige korrespondierende Punkt, falls die
verwendete Kamera sich anna¨hernd wie eine Lochkamera verha¨lt. Fu¨r diese Berechnung wird die
Fundamentalmatrix ermittelt. Alle epipolaren Linien in einem Bild schneiden sich dabei in ei-
nem Punkt, der als EPIPOL bezeichnet wird. Er ist das Bild des einen Kamerazentrums bezu¨glich
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Abbildung 8.63: Vergleich Skylla und Iconnect (Projektive Rekonstruktion in der Stereobild-
verarbeitung)
der anderen Kamera. Die Datenflußkomponente ProjPts rekonstruiert 3D-Punkte aus den korre-
spondierenden Punktepaaren, welche mit Hilfe von Display3D dreidimensional dargestellt wer-
den. Die Datenflußkomponente DisplayQt visualisiert Bilder, Punkte, Vektoren und Linien im
zweidimensionalen Raum. Abbildung 8.62 zeigt die u¨berlagerten Bilder zweier Kameras und die
berechneten Verschiebungsvektoren zwischen den Bildern.
In Abbildung 8.63 sind die Gesamtlaufzeiten des Datenflußgraphen unter Skylla und unter
Iconnect [MRSS01] einander gegenu¨bergestellt. Es wurde dabei ein Rechner vom Typ C (siehe
Tabelle 8.1) verwendet. Es ist zu beachten, daß Iconnect unter Windows 2000 la¨uft, wa¨hrend
Skylla ein Unix-basiertes Werkzeug ist. Unter Skylla beno¨tigt der Datenflußgraph ungefa¨hr die
Ha¨lfte der Zeit wie unter Iconnect.
Da Skylla auch die verteilte Ausfu¨hrung von Datenflußgraphen unterstu¨tzt, wird in Ab-
bildung 8.64 die Ausfu¨hrungszeit auf einem Rechner vom Typ C (siehe Tabelle 8.1) der
Ausfu¨hrungszeit auf zwei Rechnern, wobei einer vom Typ C und einer vom Typ D ist, einan-
der gegenu¨bergestellt. Die Graphik zeigt die weitere Beschleunigung der Ausfu¨hrung, welche
aber aufgrund der geringen Parallelisierbarkeit des Datenflußgraphen nur bei circa 19 Prozent
liegt.
Abbildung 8.65 zeigt die Ausfu¨hrung des Datenflußgraphen auf einer Menge von Rechnern
vom Typ B (vergleiche Tabelle 8.1). Die gesamte Eingabe des Datenflußgraphen umfaßt dabei 50
Bilder, die mit einer Abtastperiode von 0.1, 0.5 beziehungsweise 1 Sekunde erfaßt wurden. Ob-
wohl in diesem Fall eine gro¨ßere Anzahl von Rechnern zur Verfu¨gung stand, ergab sich aufgrund
der eingeschra¨nkten Parallelisierbarkeit durch die Verwendung von mehr als drei Rechnern keine
nennenswerte Verbesserung mehr.
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Abbildung 8.66: Meßanordung (Qualita¨tskontrolle von Beilagscheiben)
Abbildung 8.67: Eingabebild (Qualita¨tskontrolle von Beilagscheiben)
8.5.2 Fallstudie: Qualita¨tskontrolle von Beilagscheiben
In dieser Fallstudie wurde ein Algorithmus zur Qualita¨tskontrolle von Beilagscheiben imple-
mentiert [SH04]. Das Ziel dieses Datenflußgraphen ist das Erkennen und Entfernen von Bei-
lagscheiben minderer Qualita¨t aus dem Produktionsprozess (siehe Abbildung 8.66). In diesem
Zusammenhang gilt mein Dank neben den in der Einfu¨hrung dieses Abschnittes genannten Per-
sonen der Firma Micro-Epsilon Meßtechnik GmbH & Co. KG. fu¨r die Zurverfu¨gungstellung des
entsprechenden Iconnect-Datenflußgraphen.
In dieser Fallstudie werden Bilder der Beilagscheiben (vergleiche Abbildung 8.67) aufge-
nommen und mittels eines Datenflußgraphen analysiert (vergleiche Abbildung 8.68). Die Da-
tenflußkomponente LoadImage la¨dt diese Bilder in den Datenflußgraphen. Außerdem wer-
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den die Kalibrierungsdaten der Kamera aus einer Datei mit Hilfe der Datenflußkomponen-
te LoadCalibration eingelesen. Dabei werden die intrinsischen und extrinsischen Parame-
ter (vergleiche Abschnitt 8.5.1) getrennt weitergegeben. Mit Hilfe der Datenflußkomponente
SubSample wird das fu¨r die Berechnung verwendete Bild verkleinert. Dadurch wird die Ana-
lyse beschleunigt. Diese Verkleinerung geschieht durch Unterabtastung des Bildes, was zu ei-
ner Reduzierung der Auflo¨sung fu¨hrt. Die Datenflußkomponente ImageOp errechnet aus einem
Grauwertbild ein Schwarz/Weiß-Bild. Eine Koordinatenliste aller Pixel, die von 0 verschieden
sind, liefert die Datenflußkomponente ContourList. Der aufgrund der Unterabtastung des Bil-
des verfa¨lschte Schwerpunkt wird in dieser Datenflußkomponente auf die exakten Koordinaten
verschoben. FindCenter errechnet den Schwerpunkt einer Menge von Punkten. Die Datenfluß-
komponente Fan ermittelt in einem Bild entlang von Strahlen Grauwertu¨berga¨nge, die in einem
Punktearray weitergegeben werden. Die Strahlen sind radial um einen Startpunkt angeordnet.
Durch diese strahlenfo¨rmige Abtastung des Bildes werden die inneren und a¨ußeren Umrisse
der Beilagscheibe ermittelt. Die Datenflußkomponente CalibFeat rechnet Punkte zwischen dem
Bild- und dem Weltkoordinatensystem um. Die zweidimensionalen Bildpunkte werden somit
in reale Objektkoordinaten transferiert. Die Datenflußkomponente FitCircle approximiert einen
Kreis durch eine gegebene Punktemenge. Durch die Verwendung realer Objektkoordinaten ist es
mo¨glich, die wirkliche Gro¨ße des Kreises zu ermitteln. Als Fehlermaße ko¨nnen vom Benutzer
der euklidische Abstand zwischen Punkt und Kreis oder eine kombinierte Methode aus alge-
braischem und euklidischem Abstand verwendet werden. Mit Hilfe der Datenflußkomponente
Distances werden die Absta¨nde einer Punktemenge von einem Kreis ermittelt und als Array
ausgegeben. CreateImage erzeugt aus einer oder mehreren Punktelisten ein Bild. Fu¨r diese Vi-
sualisierung werden aber Bildkoordinaten und keine realen Objektkoordinaten verwendet. Die
Komponte CheckRadius u¨berpru¨ft den Radius von Kreisen anhand eines Richtwertes und er-
laubter Toleranz. Dabei wird true ausgegeben, falls die Toleranz nicht u¨berschritten wurde. Im
anderen Fall wird false als Ergebnis weitergegeben. Die Datenflußkomponente DigitalDisplay
stellt Boolesche Werte graphisch dar.
Abbildung 8.69 zeigt die Ausfu¨hrung des Datenflußgraphen zur Qualita¨tskontrolle von Bei-
lagscheiben auf einer Menge von Rechnern vom Typ B (vergleiche Tabelle 8.1).
Die gesamte Eingabe des Datenflußgraphen umfaßt dabei 50 Bilder, die mit einer Abtast-
periode von 0.1, 0.2, 0.5 beziehungsweise 1 Sekunde erfaßt werden. Man kann erkennen, daß
eine Verringerung der Abtastperiode bei gleichzeitiger Verwendung mehrerer Rechner eine Be-
schleunigung der Abarbeitung zur Folge hat. Dies liegt in einer besseren Ausnutzung des PIPE-
LINEEFFEKTES. Bei hohen Abtastperioden warten die Rechner einen großen Teil der Zeit unta¨tig
auf neue Eingaben. Bei kleinen Abtastperioden wird die zur Verfu¨gung stehende Rechenleistung
optimal ausgenutzt.
8.5.3 Fallstudie: Ermittlung des gemeinsamen Sichtbarkeitsbereichs zwei-
er Kameras
In dieser Fallstudie wurde ein Algorithmus zur Bestimmung des gemeinsamen Sichtbarkeitsbe-
reichs zweier Kameras implementiert [Pra05]. Dieser Algorithmus ist bisher nicht in Iconnect
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Abbildung 8.68: Datenflußgraph (Qualita¨tskontrolle von Beilagscheiben)
realisiert. Ziel des Verfahrens ist die Ermittlung einer Ebene mit kleinstmo¨glichem Abstand zu
den Kameras, in der sich die Sichtbarkeitsbereiche zweier Kameras an ihren Ra¨ndern beru¨hren.
Abbildung 8.70 zeigt den Versuchsaufbau, wobei die genauen Positionen der Kameras be-
kannt sind. Dabei werden Sichtstrahlen mit einer Ebene geschnitten, welche iterativ in der Ho¨he
verschoben wird. Fu¨r beide Kameras wird jeweils eine konvexe Hu¨lle u¨ber die Menge der erhal-
tenen Schnittpunkte berechnet. Anschließend werden die beiden konvexen Hu¨llen geschnitten.
Die Ho¨he, in welcher sich die konvexen Hu¨llen an ihren Ra¨ndern beru¨hren, stellt das gesuchte
Ergebnis dar.
Abbildung 8.71 zeigt den Datenflußgraphen zur Ermittlung des Sichtbarkeitsbereichs der
beiden Kameras. Als Eingabebilder wurden ein Kreis, ein Dreieck und eine Wolke von Punkten
verwendet (siehe Abbildung 8.72).
• VORVERARBEITUNG: Die Datenflußkomponenten vom Typ LoadPGM laden die Bildda-
teien. Zu den geladenen Bildern werden jeweils in einer Datenflußkomponente vom Typ
ViewingRays Sichtstrahlen ermittelt. Bei allen Berechnungen in dem Datenflußgraphen
wird von einem idealen Kameramodell ausgegangen. Um eine reale Kamera verwenden
zu ko¨nnen, muß man in der Datenflußkomponente ViewingRays die Daten zur Kamera-
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Abbildung 8.69: Ausfu¨hrungszeit=F(Rechner vom Typ B) (Bilder = 50, Abtastperiode) (Qua-
lita¨tskontrolle von Beilagscheiben)
kalibrierung einstellen, damit alle Abweichungen vom idealen Modell einer Kamera wie
beispielsweise Verdrehungen und Verzerrungen herausgerechnet werden ko¨nnen.
• BINA¨RE SUCHE: In einer bina¨ren Suche, die mit Hilfe von while- und for-next-Schleifen
realisiert ist, wird nun der Abstand z der Ebene ermittelt, in welchem sich die konvexen
Hu¨llen der Schnittpunkte der Sichtstrahlen mit eben dieser Ebene beru¨hren.
– WHILE-SCHLEIFEN ZUR ERMITTLUNG DER ERSTEN SCHNITTMENGE: Diese aus
den beiden Bildern ermittelten Sichtstrahlen bilden die Eingabe fu¨r jeweils ei-
ne while-Schleife im Datenflußgraphen. Im folgenden wird nur eine der beiden
Schleifen beschrieben, da die andere analog arbeitet. Die Datenflußkomponenten
Adapter 1 1 und GenOnDemand 1 bewirken, daß Bilder in die while-Schleife ge-
langen. Solange die while-Schleife ausgefu¨hrt wird, sorgen die Datenflußkomponen-
ten ArithmeticModule 1, Switch 3 und Select 3 dafu¨r, daß an PlaneIntersect 1
die Absta¨nde der Ebenen in z-Richtung u¨bergeben werden. Diese werden in jedem
Durchlauf verdoppelt und betragen beispielsweise 1, 2, 4, 8. Die Datenflußkompo-
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Abbildung 8.70: Meßanordnung (Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Ka-
meras)
nente PlaneIntersect schneidet ein Bu¨ndel von Sichtstrahlen mit dieser sich im Ab-
stand z befindlichen Ebene. Die konvexe Hu¨lle der resultierenden Schnittpunkte wird
mit der Datenflußkomponente ConvexHull ermittelt. In dieser Datenflußkomponen-
te ist der Algorithmus Graham-Scan implementiert. ConvexHullIntersect schneidet
die in den beiden while-Schleifen ermittelten konvexen Hu¨llen (vergleiche Abbil-
dung 8.73). HullArea 1, GenOnDemand 2 und CompareModule 1 u¨berpru¨fen,
ob die Fla¨che der resultierenden konvexen Hu¨lle gro¨ßer 0 ist.
– FOR-NEXT -SCHLEIFEN ZUR ITERATIVEN VERKLEINERUNG DER SCHNITTMEN-
GE: Wenn der Schnitt der beiden konvexen Hu¨llen eine Fla¨che gro¨ßer 0 ergibt, wird
der zweite Teil des Algorithmus gestartet. Der ermittelte Wert fu¨r den Abstand z
und die Sichtstrahlen werden in die for-next-Schleife u¨bernommen. Es wird eine
Kopie z′ von z erzeugt. Durch GenOnDemand 3 und ArithmeticModule 3 wird
die Kopie z′ des Abstandswertes jeweils halbiert. Der Wert z′ wird ru¨ckgekoppelt.
Ist die Schnittmenge der beiden konvexen Hu¨llen leer, wird der halbierte Wert zu z
hinzuaddiert. Ansonsten wird z′ von z subtrahiert. Dazu werden die Datenflußkom-
ponenten ArithmeticModule 3 und ArithmeticModule 4, Switch 3 und Switch 4
und Select 4 eingesetzt.
• NACHBEARBEITUNG: Sind die for-next-Schleifen abgearbeitet, dann wird der ermittel-
te Wert am oberen Ausgang der Datenflußkomponente UnZipModule 2 weitergegeben.
Am unteren Ausgang der Datenflußkomponente wird der maximale relative Fehler zum
gesuchten Wert ausgegeben. Am Ausgang der for-next-Schleifen liegen die Sichtstrah-
len an, welche mittels einer weiteren PlaneIntersect-Komponente mit einer Ebene, deren
z-Abstand am Ausgang der Datenflußkomponente UnZipModule 2 anliegt, geschnitten
werden.
Abbildung 8.74 zeigt die beno¨tigte Laufzeit des Datenflußgraphen in Abha¨ngigkeit von der
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Abbildung 8.71: Datenflußgraph (Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Ka-
meras)
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Abbildung 8.72: Eingabedaten (Kreis, Dreieck, Wolke) (Ermittlung des gemeinsamen Sichtbar-
keitsbereichs zweier Kameras)
Abbildung 8.73: Schnitt der beiden Sichtbarkeitsbereiche
Anzahl der verwendeten Rechner fu¨r die drei Arten von Eingabebildern. Es wurden jeweils 10
Bilder verarbeitet, die mit einer Abtastperiode von 5 Sekunden in den Rechner u¨bernommen
wurden. Dabei zeigt sich zum einen, daß die Bestimmung der konvexen Hu¨lle fu¨r Dreiecke –
wie erwartet – am schnellsten erfolgte und Kreise den gro¨ßten Rechenaufwand verursachten. Bei
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Abbildung 8.74: Ausfu¨hrungszeit=F(Rechner vom Typ B) (Bilder = 10, Abtastperiode = 5 sec,
Eingabedaten) (Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Kameras)
der Verwendung von vier oder mehr Rechnern ergibt sich keine Beschleunigung der beno¨tigten
Rechenzeit mehr.
In Abbildung 8.76 ist der Speicherverbrauch in Abha¨ngigkeit von der Laufzeit aufgetragen.
Dabei wurde eine Abtastperiode von 1 Sekunde verwendet. Insgesamt standen fu¨r die Berech-
nung 10 Rechner vom Typ B (vergleiche Tabelle 8.1) zur Verfu¨gung. Man erkennt, daß nach
einem beinahe linearen Anstieg des Speicherverbrauchs dieser in demselben Maße schrumpft.
Dies liegt daran, daß die Bilder zuerst eingelesen werden, was man an den kleinen Zacken die der
Kurve u¨berlagert sind, erkennen kann, und anschließend eine Informationsverdichtung stattfin-
det. Das heißt, es werden Punkte aus den Bildern extrahiert und anschließend die Bilder freigege-
ben. Außerdem beobachtet man wieder den unterschiedlichen Speicherbedarf der verschiedenen
Testbilder.
In Abbildung 8.75 ist der Speicherbedarf in Abha¨ngigkeit von der Laufzeit aufgetragen. Da-
bei wurde die Anzahl der Rechner variiert und die Abtastperiode auf 1 eingestellt. Die Testbilder
waren Kreise. Man beobachtet, daß die Verwendung von 5 Rechnern die Rechenzeit im Ver-
gleich zu 1 Rechner beinahe halbiert. Die Verwendung von 10 Rechnern brachte im Vergleich
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Abbildung 8.75: Speicherverbrauch=F(Laufzeit) (Bilder = 10, Abtastperiode = 1 sec, Einga-
bedaten) (Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Kameras)
dazu keine Verbesserung mehr. Wieder kann man an den kleinen Zacken erkennen, wann die Bil-
der geladen wurden. Außerdem ist der Gesamtspeicherverbrauch bei 5 oder 10 Rechnern deutlich
ho¨her als bei 1 Rechner. Dies liegt daran, daß bei der verteilten Ausfu¨hrung des Datenflußgra-
phen Daten redundant abgespeichert werden. Eine Ursache dafu¨r ist die Verwendung von Mehr-
fachkanten im Datenflußgraphen. Von dem Ausgabeinterface einer Datenflußkomponente gehen
mehrere Kanten zu verschiedenen anderen Datenflußkomponenten, welche unter Umsta¨nden auf
verschiedenen Rechnern ausgefu¨hrt werden.
8.6 Zusammenfassung der Ergebnisse
Die in diesem Abschnitt vorgestellten Resultate erfu¨llen die in Abschnitt 8.1 gestellten Anforde-
rungen:
• ¨Uberpru¨fen der Effizienz: Eine wichtige Voraussetzung fu¨r den entwurfsbegleitenden
Einsatz der vorgestellten Verfahren ist die Geschwindigkeit, mit welcher große Datenfluß-
graphen untersucht werden ko¨nnen.
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Abbildung 8.76: Speicherverbrauch=F(Laufzeit) (Bilder = 10, Eingabedaten=Kreise, Rechner
vom Typ B) (Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Kameras)
– INTERFACE-TYPSYSTEM: Es wurden verschiedene Kriterien wie Einfu¨gereihenfol-
ge der Kanten, Komplexita¨t der Typconstraints, die Gro¨ße der betrachteten Daten-
flußgraphen und das Verhalten beim Lo¨schen einer Kante untersucht. Das Fazit dieser
Tests ist, daß sich das Interface-Typsystem aufgrund der gemessenen Zeiten hervor-
ragend fu¨r den entwurfsbegleitenden Einsatz eignet.
– MODEL CHECKING: In u¨ber 160000 Tests wurde der Einfluß diverser Faktoren wie
1. Graphparameter: Graphstruktur, Graphgro¨ße, Ru¨ckkopplungen
2. Kantenparameter: Kapazita¨t
3. Komponentenparameter: Kommunikationsprotokolle, Anzahl der Schnittstellen,
Gewichte
4. Algorithmusparameter: Aktivierung des BLOCKIER/DEBLOCKIER-Mechanis-
mus, Aktivierung der PARTIAL ORDER REDUCTION, Anzahl der Bits fu¨r Teil-
schlu¨ssel der Datenstruktur Ordered Maps
untersucht. Es zeigte sich, daß sich mit Hilfe dieses Model-Checking-Verfahrens –
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vor allem auch wegen der Wirksamkeit der in dieser Arbeit entwickelten Verfah-
ren der PARTIAL-ORDER-REDUCTION und des BLOCKIERENS/DEBLOCKIERENS
– große Datenflußgraphen in ausreichend kleinen Zeiten nach Zyklen im Erreichbar-
keitsgraphen analysieren lassen. Damit eignet sich dieses Verfahren in besonderer
Weise fu¨r den entwurfsbegleitenden Einsatz.
• Herstellen der Relation zum Stand der Technik: Um festzustellen, inwieweit durch die
in dieser Arbeit entwickelten Verfahren eine Verbesserung zum aktuellen Stand der Tech-
nik gegeben ist, wurden etliche FALLSTUDIEN und ein TOOLVERGLEICH durchgefu¨hrt.
– INTERFACE-TYPSYSTEM: Es gibt zur Zeit kein wirklich vergleichbares Interface-
Typsystem fu¨r datenflußorientierte komponentenbasierte eingebettete Systeme (ver-
gleiche Abschnitt 2.3). Daher konnte auch keine Gegenu¨berstellung zum Beispiel
hinsichtlich zeitlicher Effizienz durchgefu¨hrt werden.
– MODEL CHECKING: Der in dieser Arbeit entwickelte Model Checker wurde dem
Model Checker Spin gegenu¨bergestellt. Umfassende Untersuchungen haben erge-
ben, daß das hier umgesetzte Verfahren im genannten Anwendungsgebiet der Bild-
und Signalverarbeitung fu¨r datenflußorientierte eingebettete Systeme Spin in weiten
Teilen u¨berlegen ist:
∗ So ko¨nnen gro¨ßere Datenflußgraphen als in Spin untersucht werden.
∗ Im Gegensatz zu Spin mu¨ssen die Kapazita¨ten der Fifos nicht vom Benutzer auf
kleine Werte eingestellt werden.
∗ Es ko¨nnen zudem Datenflußkomponenten mit komplexeren Kommunikations-
protokollen untersucht werden.
Weitere Punkte finden sich in Abschnitt 8.4.2.
– ABLAUFSTEUERUNG: Die Ablaufsteuerung von Skylla wurde mit der von Iconnect
verglichen. Dabei zeigte sich, daß Skylla aufgrund der automatischen verteilten
Ausfu¨hrung und der optimierten Kommunikation via Shared Memory beziehungs-
weise TCP/IP bei der Ausfu¨hrung von Datenflußgraphen effizienter war (vergleiche
Abschnitt 7.3.3.3).
• Veranschaulichen des Verhaltens an Fallstudien:
– INTERFACE-TYPSYSTEM: Es wurde ein Datenflußgraph zur Qualita¨tskontrolle von
Getra¨nkedosen zum Testen des Interface-Typsystems realisiert. Die erzielten Ergeb-
nisse unterstreichen die Resultate der systematischen Tests.
– ABLAUFSTEUERUNG: Es wurden drei Fallstudien, na¨mlich zur projektiven Re-
konstruktion in der Stereobildverarbeitung, zur Qualita¨tskontrolle von Beilagschei-
ben und zur Ermittlung des gemeinsamen Sichtbarkeitsbereichs zweier Kameras,
durchgefu¨hrt. Die erzielten Ergebnisse unterstreichen die Effizienz der verteilten
Ausfu¨hrung.
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Damit kann insgesamt festgestellt werden, daß die in dieser Arbeit vorgestellten Modelle
und Verfahren insbesondere einen wichtigen Beitrag zur ENTWURFSBEGLEITENDEN QUA-
LITA¨TSSICHERUNG im Softwareentwurf fu¨r eingebettete Systeme darstellen.
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Kapitel 9
Zusammenfassung und Ausblick
Man hat sich bemu¨ht. [Willy Brandt]
Ausgehend von der dieser Arbeit zugrundeliegenden Problemstellung stellt dieses Kapitel de-
ren Lo¨sung zusammenfassend dar. Der Schwerpunkt liegt auf den verwendeten Modellen und
Verfahren, wobei deren Grenzen ausgelotet werden und deren ¨Uberpru¨fung kurz beschrieben
wird. Die Bedeutung dieser Arbeit fu¨r das Forschungsgebiet und die Praxis steht nach einer
u¨berblicksartigen Darstellung der innovativen Aspekte im Zentrum. Ein kurzer Abriß u¨ber den
Einsatz der vorgestellten Modelle und Verfahren in anderen Anwendungsgebieten rundet dieses
Kapitel und diese Dissertation ab.
9.1 Wiederaufgreifen der Problemstellung
Das Thema dieser Arbeit lautet
”
Komponentenbasierte Softwareentwicklung fu¨r datenflußorien-
tierte eingebettete Systeme“ (vergleiche Kapitel 1). Dabei sollen Probleme, die durch das Er-
kennen von Fehlern in spa¨ten Softwareentwicklungsphasen entstehen und die unter Umsta¨nden
nicht nur erhebliche Kosten zur Folge haben sondern auch Unfa¨lle verursachen ko¨nnen, zum
fru¨hestmo¨glichen Zeitpunkt wa¨hrend des Entwurfs vermieden werden. Zusa¨tzlich zu dieser ent-
wurfsbegleitenden fru¨hen Qualita¨tssicherung war ein weiterer Schwerpunkt die effiziente Kom-
munikation zwischen den Datenflußkomponenten.
9.2 Problemlo¨sung
Die Problemlo¨sung basiert auf einer Menge aufeinander aufbauender Modelle und dazu passen-
der Verfahren. Dieser Abschnitt soll meinen eigenen Beitrag und dessen Neuartigkeit hervorhe-
ben.
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9.2.1 Modelle
Zur Lo¨sung der genannten Problematik wurden mehrere aufeinander aufbauende Modelle ent-
wickelt:
• MODELL PHYSIKALISCHER SIGNALE: Bei dem in Kapitel 3 vorgestellten Signalmodell
handelt es sich um ein PRAXISNAHES MODELL das explizit zur Unterstu¨tzung entwurfs-
begleitender Fehlererkennung konzipiert ist, indem es die Definition von Typconstraints
und Kommunikationsprotokollen erlaubt. Die Beschreibungsmo¨glichkeiten von physikali-
schen Signalen in diesem Modell sind SEHR FLEXIBEL, weil Zeitsignale mit a¨quidistanter,
nichta¨quidistanter und auf Signalsegmente bezogener a¨quidistanter Abtastung dargestellt
werden ko¨nnen. Zudem ist es mo¨glich, physikalische Signale mit unterschiedlichen De-
finitionsbereichen wie zum Beispiel Zeitbereich und Frequenzbereich zu erfassen. Der
TRANSPORT-OVERHEAD VERMINDERT sich erheblich, indem zwischen relevanten und
irrelevanten Signaldaten unterschieden wird und nur relevante Signaldaten u¨bertragen wer-
den. Eine weitere Maßnahme zur Datenreduktion ist die Rekonstruktion des Zeitbereichs
jedes Signalsegments aus dessen Startzeitpunkt und Abtastperiode. Dieses Signalmodell
beschreibt physikalische Signale als Stro¨me gefa¨rbter Token. Das Signalmodell unterstu¨tzt
UNTERSCHIEDLICHE ABSTRAKTIONSEBENEN. Eine detailliertere Sicht der Token um-
faßt sechs Signalmerkmale, die den Definitionsbereich, den Wertebereich und Aspekte des
Datentransports physikalischer Signale beschreiben. Diese Sicht ist Grundlage des Mo-
dells der Interfacetypen und des dazugeho¨rigen Typbestimmungsverfahrens. Eine abstrak-
tere Sicht kennzeichnet Token allein durch ihre Farben. Diese Sichtweise ist die Basis des
Modells der Kommunikationsprotokolle und des darauf aufbauenden Model-Checking-
Verfahrens.
• MODELL DER DATENFLUSSKOMPONENTEN: Die klassischen Datenflußparadigmen SDF,
BDF und DDF (siehe Abschnitt 2.2) sind in Kapitel 4 zu den GEFA¨RBTEN DATENFLUSS-
PARADIGMEN Colored SDF, Colored BDF und Colored DDF erweitert worden, um das
neue Signalmodell gewinnbringend bei der Definition von Typconstraints und Kommuni-
kationsprotokollen einsetzen zu ko¨nnen. Durch die abgeleiteten Typconstraints und Kom-
munikationsprotokolle, welche die WOHLDEFINIERTHEIT der jeweiligen Datenflußkom-
ponenten garantieren, ist eine EFFEKTIVE ENTWURFSBEGLEITENDE FEHLERERKEN-
NUNG mo¨glich. Die explizite Modellierung der Tokenmaschinen der einzelnen Datenfluß-
komponenten (vergleiche Abschnitt 4.3.2) – wobei alle Signalverarbeitungskomponenten
nicht turinga¨quivalent sind – erlaubt dem Entwickler die ENTSCHEIDUNG ZWISCHEN
MODELLIERUNGSMA¨CHTIGKEIT UND ANALYSIERBARBEIT bei der Komponentenaus-
wahl. Die vorgestellte funktionale Beschreibung entspricht der denotationellen Semantik
der deterministischen Datenflußkomponenten.
• MODELL DER INTERFACETYPEN: Durch Betrachtung von sechs Signalmerkmalen, die
den Definitionsbereich, den Wertebereich und Aspekte des Datentransports von physikali-
schen Signalen beschreiben, wird die Zahl der durch ein Typsystem U¨BERPRU¨FBAREN EI-
GENSCHAFTEN erheblich ERWEITERT (vergleiche Kapitel 5). Die Typdoma¨ne ist dabei als
278
Kreuzprodukt von sechs Typtraits, die als vollsta¨ndige Verba¨nde modelliert werden, gege-
ben. Die Ordnung eines Verbandes beschreibt die Beziehung zwischen weniger und mehr
definierten Typen. Es werden Konzepte wie PARAMETRISCHER POLYMORPHISMUS und
OVERLOADING unterstu¨tzt. Gleichzeitig ist die Komplexita¨t der erlaubten Typconstraints
erheblich gro¨ßer als bei vergleichbaren Arbeiten aus dem Stand der Technik (vergleiche
Abschnitt 2.3.3). Man kann beispielsweise Typconstraints in Form von mehrwertigen Po-
lynomen definieren.
• MODELL DER KOMMUNIKATIONSPROTOKOLLE: Mittels eines neuartigen Modells fu¨r
Kommunikationsprotokolle, den FIFOMATEN (vergleiche Abschnitt 6.3.2), kann das DY-
NAMISCHE KOMMUNIKATIONSVERHALTEN von gefa¨rbten Datenflußkomponenten un-
abha¨ngig von der Berechnungskomplexita¨t ihrer TOKENMASCHINEN – im Gegensatz zur
bisherigen Modellierung mittels linearer Gleichungssysteme (vergleiche Abschnitt 2.2.10)
– IN DEMSELBEN FORMALISMUS modelliert werden. Dabei beschreibt ein endlicher Au-
tomat das Ein-/Ausgabeverhalten einer Datenflußkomponente, wa¨hrend in Fifos mit un-
endlicher Kapazita¨t die gesendeten und empfangenen gefa¨rbten Token zwischengespei-
chert werden. Durch Lese- und Schreiboperationen kann ein Fifomat gefa¨rbte Token aus
den Fifos lesen beziehungsweise in diese schreiben. Das Modell beinhaltet NICHTDE-
TERMINISMUS, da Zustandsu¨berga¨nge ausgehend von einem Zustand zu verschiedenen
Nachfolgerzusta¨nden mit denselben Aktionen zugelassen sind. Auf der Ebene der Token-
maschinen beschreibt das Fifomatenmodell eine operationelle Semantik von Datenfluß-
komponenten, die zu der durch die funktionale Beschreibung gegebenen denotationellen
Semantik von Datenflußkomponenten paßt.
9.2.2 Verfahren
Ziel war es, einen Datenflußgraphen entwurfsbegleitend zu analysieren, indem jeweils ein ge-
eignetes Modell der Interfacetypen und des Kommunikationsverhaltens aufgebaut und u¨berpru¨ft
wird.
• TYPBESTIMMUNGSVERFAHREN: Die Interfacetyppru¨fung arbeitet ENTWURFSBEGLEI-
TEND. Aus gegebenen Typconstraints und aktuellen Typbelegungen der Interfaces wird die
neue Typbelegung durch Auswertung von Constraint-Propagationsregeln bestimmt. Der
Typbestimmungsalgorithmus terminiert und besitzt eine Zeitkomplexita¨t von O(3 ·N · |C|)
(vergleiche Abschnitt 5.4.5). Das Verfahren ist INKREMENTELL. Das bedeutet, daß die
Ergebnisse vorheriger Typpru¨fungen wiederverwendet werden. Außerdem ist das vorge-
stellte Verfahren LEICHT auf zusa¨tzliche Signalmerkmale ERWEITERBAR.
• MODEL-CHECKING-VERFAHREN: Ein dediziertes Model-Checking-Verfahren, das auf
der NEUARTIGEN SUCHSTRATEGIE guidedSearch() basiert, erlaubt sowohl die Kompo-
sition als auch die Simulation von Fifomatenmodellen. Das vorgestellte Model-Checking-
Verfahren beantwortet ENTWURFSBEGLEITEND – in Abha¨ngigkeit von der Berechnungs-
komplexita¨t der zugeho¨rigen Tokenmaschinen – Fragen nach Deadlockfreiheit, Speicher-
verbrauch und zyklischen Schedules von (großen) Datenflußgraphen. Dabei kommen meh-
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rere innovative Methoden fu¨r die effiziente Analyse des Erreichbarkeitsgraphen basie-
rend auf den in dieser Arbeit entwickelten neuartigen PARTIAL-ORDER-REDUCTION- und
BLOCKIER/DEBLOCKIER-Mechanismen zum Einsatz.
9.2.3 Grenzen der Modelle und Verfahren
Die Grenzen der einzelnen Modelle und Verfahren sind in den jeweiligen Kapiteln detailliert
beschrieben. Dort sind auch praktische Lo¨sungen aufgezeigt, die fu¨r einen großen Teil der An-
wendungen greifen.
• MODELL PHYSIKALISCHER SIGNALE: Bei der Erfassung von physikalischen Signalen
muß der Benutzer festlegen, durch welche Triggermechanismen ein von einem Sensor er-
faßtes physikalisches Signal geeignet in Signalsegmente zerlegt werden kann. Außerdem
ist zu spezifizieren, wie mit teilweise gefu¨llten Endblo¨cken eines Signalsegmentes verfah-
ren werden soll.
• MODELL DER DATENFLUSSKOMPONENTEN: Das vorgestellte funktionale Modell ist
nicht geeignet, nichtdeterministische Datenflußkomponenten zu modellieren. Da aber
nichtdeterministisches Verhalten bei dem dieser Arbeit zugrundeliegenden Entwurfspro-
blem nicht erwu¨nscht ist, stellt dies keine erhebliche Einschra¨nkung dar1.
• MODELL DER INTERFACETYPEN und TYPBESTIMMUNGSVERFAHREN: Das Problem der
Terminierung des Typbestimmungsalgorithmus wird durch die Verwendung vollsta¨ndiger
Verba¨nde, die nur endliche Ketten beinhalten, gelo¨st. So wird beispielsweise die Ver-
schachtelungstiefe von Aggregationstypen auf einen natu¨rlichzahligen Wert eingeschra¨nkt.
Aufgrund der Unentscheidbarkeit von Hilberts 10. Problem kann der Typbestimmungs-
algorithmus nicht in jedem Fall eine Lo¨sung der Typconstraints liefern. Dies wird dem
Benutzer gegebenenfalls mitgeteilt, so daß dieser geeignete Maßnahmen ergreifen kann.
• MODELL DER KOMMUNIKATIONSPROTOKOLLE und MODEL-CHECKING-VERFAH-
REN: Das Modell der Kommunikationsprotokolle (Fifomatenmodell) basierend auf un-
endlichen Fifos ist turingvollsta¨ndig. Dies hat zur Folge, daß beispielsweise die Bestim-
mung von zyklischen Schedules nicht mehr entscheidbar ist. Als Lo¨sung wurde zum einen
die Einschra¨nkung der Fifos auf endliche Kapazita¨ten vorgeschlagen, wodurch die Ent-
scheidbarkeit gegeben ist. Zum anderen wurde eine Heuristik fu¨r unendliche Fifos vor-
gestellt, die zwar terminiert aber nicht immer eine Lo¨sung liefert. Selbst im Falle be-
schra¨nkter Fifokapazita¨ten bleibt allerdings der Erreichbarkeitsgraph sehr groß. Diese Pro-
blematik wird aber mittels eines PARTIAL-ORDER-REDUCTION-Verfahrens und einem
BLOCKIER/DEBLOCKIER-Mechanismus erheblich gemildert.
1Nichtdeterminismus wird aber beispielsweise bei Spezifikationsverfahren, die auf SCHRITTWEISER VERFEI-
NERUNG [Bro99] beruhen, eingesetzt.
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9.2.4 ¨Uberpru¨fung der Modelle und Verfahren
Durch BEWEISFU¨HRUNG wurde gezeigt, daß – im Rahmen der vorgegebenen Grenzen der Ent-
scheidbarkeit – die Verfahren terminieren und ein korrektes Ergebnis liefern. Die einzige Aus-
nahme bildet der Suchalgorithmus guidedSearch(), bei dem die Korrektheit in Form einer
NICHTBEWIESENEN BEHAUPTUNG vermutet aber nicht nachgewiesen wurde. Die gegebenen
Modelle und dazugeho¨rigen Verfahren sind implementiert. Mittels einer GROSSEN ANZAHL
VON TESTS in Form von Simulationen und Fallstudien wurde gezeigt, daß die implementier-
ten Verfahren und zugeho¨rigen Modelle sich fu¨r den entwurfsbegleitenden Einsatz hervorragend
eignen. Das dabei entstandene WERKZEUG ZUR BILD- UND SIGNALVERARBEITUNG Skylla
erlaubt fu¨r die Benutzergruppen der Anwender, Anwendungsprogrammierer, Komponentenpro-
grammierer und Systemprogrammierer eine effiziente Gestaltung ihrer jeweiligen Arbeitsabla¨ufe
(vergleiche Abbildung 9.1).
9.3 Innovative Aspekte und Bedeutung der Arbeit
In Abbildung 9.1 sind die innovativen Aspekte dieser Arbeit zusammenfassend dargestellt. Die
Bedeutung dieser Arbeit fu¨r das Gebiet der komponentenbasierten Softwareentwicklung fu¨r da-
tenflußorientierte eingebettete Systeme liegt dabei in der Entwicklung folgender Modelle und
Verfahren:
• NEUARTIGES MODELL PHYSIKALISCHER SIGNALE
• Erweiterung bestehender Komponentenmodelle zu GEFA¨RBTEN DATENFLUSSPARADIG-
MEN
• ERWEITERUNG VON VERBANDSMODELLEN FU¨R INTERFACETYPEN und Entwicklung
eines dazu passenden NEUARTIGEN TYPBESTIMMUNGSVERFAHRENS
• Entwicklung eines NEUEN MODELLS ZUR BESCHREIBUNG DES KOMMUNIKATIONS-
VERHALTENS VON DATENFLUSSKOMPONENTEN und eines darauf abgestimmten MO-
DEL-CHECKING-VERFAHRENS
Die Bedeutung fu¨r die Praxis liegt in der ENTWURFSBEGLEITENDEN QUALITA¨TSSICHERUNG,
wobei der Programmentwickler keine fundierten Kenntnisse in Programmanalysemethodiken
beno¨tigt, sondern sich ganz auf die Probleme seiner Anwendungsdoma¨ne konzentrieren kann.
Damit tra¨gt diese Arbeit zur ERHO¨HUNG DER AKZEPTANZ FORMALER METHODEN in dieser
Anwendergruppe bei.
Insgesamt kann man festhalten, daß die in dieser Arbeit enthaltenen innovativen Aspekte
einen wichtigen Schritt in Richtung fru¨her entwurfsbegleitender Qualita¨tssicherung darstellen
(vergleiche Abschnitt 1.2) und somit einen WESENTLICHEN UND GEWINNBRINGENDEN BEI-
TRAG zur Forschung auf diesem Gebiet bilden.
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Abbildung 9.1: Lo¨sungsgeba¨ude und innovative Aspekte
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9.4 Zusa¨tzliche Einsatzgebiete der zentralen Ideen
Das Gesamtsystem Skylla ist fu¨r den Einsatz im Bereich Bild- und Signalverarbeitung in ein-
gebetteten Systemen vorgesehen. Daru¨berhinaus bieten sich aber fu¨r die einzelnen Modelle und
Verfahren weitergehende Verwendungsmo¨glichkeiten an.
• SIGNALMODELL: Das in Kapitel 3 vorgestellte Modell physikalischer Signale und das
darauf aufbauende Komponentenmodell eignen sich – wie in Abbildung 3.3 dargestellt –
fu¨r den Einsatz in einer großen Zahl von Anwendungen wie beispielsweise
– Flugu¨berwachung mittels Radar
– Unterwasserortung mittels Sonar
– Positionsermittlung mittels GPS
– Medizinische Anwendungen wie die ¨Uberwachung von Patienten
– Regelung von Fließbandanlagen
Dabei sind vor allem die Unterstu¨tzung der Anwendungsprogrammierer (vergleiche Ab-
schnitt 7.1) durch fehlervermeidende Analysemethodiken wie Interface-Typsystem und
Model Checking bedeutsam. Denn in all den genannten Einsatzgebieten ko¨nnen Softwa-
refehler fatale Folgen haben.
• KOMPONENTENMODELL: Eine grundlegende Erkenntnis ist, daß ohne ein WOHLDEFI-
NIERTES MODELL einer Komponente und damit einer FORMALISIERUNG DES BEGRIF-
FES keine vernu¨nftige Analyse mo¨glich ist. Daß es aber kein fu¨r alle Bereiche gu¨ltiges
formales Komponentenmodell geben wird, lassen die zahlreichen Versuche, eine passende
Definition zu finden [Sam97, BW98, BRS+00, DGOS02, Szy02], vermuten. Den Ausweg
bilden formale Modelle, die auf Teilbereiche wie
– Bild- und Signalverarbeitung
– Hardware/Software-Codesign
– Officeanwendungen
– Internetapplikationen
zugeschnitten sind. Eine mo¨gliche Art der Formalisierung bildet dabei die Beschreibung
des Komponentenverhaltens mittels Funktionen. Aus dieser Beschreibung lassen sich dann
– wie in dieser Arbeit – STATISCHE CONSTRAINTS in Form von Typregeln und DYNAMI-
SCHE CONSTRAINTS in Form von Kommunikationsprotokollen herleiten.
• INTERFACE-TYPSYSTEM: Aufgrund der leichten Erweiterbarkeit des Interface-Typsy-
stems ist auch ein Einsatz
– in synchronen Sprachen wie Esterel [Ber98] oder
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– in einer heterogenen Entwicklungsumgebung mit synchronen und asynchronen Be-
standteilen wie Ptolemy II [LX04]
mo¨glich. Insbesondere wird die Idee, entwurfsbegleitend Typconstraints zu u¨berpru¨fen und
zu einem fru¨hestmo¨glichen Zeitpunkt dem Benutzer Fehler anzuzeigen, ein wichtiger Be-
standteil komponentenbasierter Softwareentwicklung werden, da ansonsten keine Aussicht
besteht, gro¨ßere Softwaresysteme nach dem Plug&Play-Verfahren interaktiv zusammenzu-
bauen (vergleiche Abschnitt 1.1).
• MODEL-CHECKER: Fifomaten sind zur Modellierung beliebiger asynchron kommunizie-
render Einheiten einsetzbar. So ko¨nnen Netzwerkkommunikationsprotokolle beziehungs-
weise das Kommunikationsverhalten verteilter Algorithmen beschrieben und – im Rahmen
der bekannten Grenzen der Analysierbarkeit – untersucht werden. Das vorgestellte Model-
Checking-Verfahren beinhaltet dabei eine Reihe innovativer Aspekte wie zum Beispiel
den BLOCKIER/DEBLOCKIER-Mechanismus oder die verwendete Datenstruktur der OR-
DERED MAPS, welche einen lohnenden Einsatz in diesen Anwendungsfeldern erwarten
lassen. Auch hier gilt, daß die Akzeptanz solcher Model-Checking-Verfahren wesentlich
von ihrer Eignung fu¨r einen interaktiven Einsatz abha¨ngen wird.
Somit kann abschließend festgehalten werden, daß u¨ber das geschilderte Anwendungsfeld hinaus
die in dieser Arbeit gewonnenen Erkenntnisse, die hergeleiteten Modellierungsmethodiken und
Analysealgorithmen gewinnbringend eingesetzt werden ko¨nnen.
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