The aim of sensor orchestration is to design and organise multisensor systems both to reduce manual design efforts and to facilitate complex sensor systems. A sensor orchestration is required to adapt to non-stationary environments, even if it is applied in streaming data scenarios where labelled data are scarce or not available. Without labels in dynamic environments, it is challenging to determine not only the accuracy of a classifier but also its reliability. This contribution proposes monitoring algorithms intended to support sensor orchestration in classification tasks in non-stationary environments. Proposed measures regard the relevance of features, the separability of classes, and the classifier's reliability. The proposed monitoring algorithms are evaluated regarding their applicability in the scope of a publicly available and synthetically created collection of datasets. It is shown that the approach (i) is able to distinguish relevant from irrelevant features, (ii) measures class separability as class representations drift through feature space, and (iii) marks a classifier as unreliable if errors in the drift-adaptation occur.
INTRODUCTION
Sensor orchestration refers to the design and processing of multisensor systems. A sensor orchestration is required to select and parametrise sensors, extract and select appropriate features, and model the monitored system, e. g., for a classification task. It, thus, facilitates complex, multi-sensory application scenarios, which Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SEFUMAL'18, May 2018, Ischia, Italy © 2018 Copyright held by the owner/author(s).
would, engineered manually, be too time-consuming, too costineffective or even infeasible. The term orchestration originates from service-oriented architectures and is defined as follows by the International Organization for Standardization.
Definition 1 (Orchestration [12] ). An orchestration is the result of assembling a collection of services for a particular purpose where one particular element is used by the composition to oversee and direct the other services.
This definition does not distinguish between stationary and nonstationary processes. Nonetheless, multi-sensor systems are subject to dynamic changes due to sensor ageing effects, referred to as sensor drift, or environmental changes, referred to as process drift [14] . Process drift occurs due to, e. g., changes in the environment's temperature or lighting. A sensor orchestration is, thus, required to self-monitor and adapt at runtime in order to compensate occurring drift. Important self-monitoring measures are (i) the relevance of each feature to the classification task and (ii) the separability of class representations. These measures enable an orchestration system, firstly, to identify and remove insignificant features and, secondly, to improve the classification by adding new features from a feature pool.
Sensor drift as well as process drift affect the feature space of a classification task. In general, changes in the underlying data distribution of features over time is referred to as concept drift [11, 25] . Concept drift occurs in different ways. In [20, 24] , sudden, gradual, incremental, and reoccurring drifts are identified. In sudden drift, a concept is replaced by another abruptly. Gradual drift describes a transition phase, in which two concepts mix, before the former concept is replaced. Incremental drift is a slow change of concepts, in which a concept drifts at small intermediate steps. Finally, a reoccurring drift refers to a situation where a concept reappears, i. e., a concept changes to a former, already known, concept. In the application area of industrial machines, sensor ageing effects as well as environmental changes occur incrementally and slowly. A sudden drift indicates sensor or machine defect, which needs to be detected separately. Therefore, the focus of this contribution is on incremental drift.
The challenge of classification and self-monitoring is aggravated in non-stationary streaming applications with extreme verification latency. Verification latency refers to the time between a received sensor measurement (data instance) and the availability of its actual label [19] . In a scenario with extreme verification latency, initially labelled data may be available for training purposes, but streamed data is unlabelled, i. e., the latency approaches infinity. Applications of multi-sensor systems in industrial systems, especially condition monitoring, often show extreme verification latency. In such applications labelled data is costly and hard to come by. It is, e. g., not feasible to train every type of error of a machine. Therefore, classifiers are trained in situations in which the system operates in its normal condition. It is assessed by a human operator whether a machine is in a normal condition. Streamed data is then unlabelled due to the cost of class labels.
Regardless of how sophisticated a drift-adapting algorithm is, the performance or accuracy, under extreme verification latency, may and will probably deteriorate at some point in time. In order to facilitate a safe application, especially in industrial environments, it is crucial that an algorithm monitors its current status and reliability. A sensor orchestration system can only react by, e. g., adding new sensors, extracting new features, or requesting human intervention if a reliability measure is available. However, it is challenging both to determine the reliability and accuracy of a classifier if no labelled data is available to compare the classifications to.
This contribution proposes monitoring algorithms applicable to classification problems in multi-sensor systems. They are intended to support sensor orchestration in non-stationary environments with extreme verification latency. The monitoring algorithms comprise measures for the relevance of features, for the separability of classes, and for the classifier's reliability. The measures are based on the implemented drift-adapting classifier. This classifier is built based on a cluster-guided approach proposed in [22] . This paper is structured as follows. Related work regarding sensor orchestration and learning under incremental drift is discussed in Sec. 2. The proposed approach towards monitoring key characteristics of a multi-sensor classification in non-stationary environments is presented in Sec. 3. Subsequently, the proposed algorithms are evaluated w. r. t. a publicly available collection of datasets in Sec. 4. Finally, this paper closes with a conclusion and an outlook for future work in Sec. 5.
RELATED WORK
Research in the field of sensor orchestration has only gained attention in recent years. Iswandy and König have developed a framework and design methodology for multi-sensor systems [13] . The authors focus their orchestration system on sensor parametrisation, signal conditioning, and sensor and feature selection utilising genetic algorithms and particle swarm optimisation. They identify the need for a multi-sensor system to adapt to environmental changes, referred to as self-monitoring and self-repair/healing (also: self-x properties), but leave out adaptation specifics for future work. The design methodology of [13] has been picked up and extended in the dissertation of Thongpull [23] . Regarding adaptation to environmental changes, the author proposes hardware-based adaptation mechanics such as, e. g., the self-calibration of single sensors by measuring reference objects. Additionally, the implementation of adapting techniques specific to particle swarm optimisation is proposed, including resetting the optimisation algorithm periodically. However, the author states that, due to the complexity of the task, the integration of self-x properties are to be addressed in potential future work.
Fritze et al. have proposed an automated orchestration system of information fusion systems based on semantic self-descriptions of sensors [10] . These self-descriptions provide details about the capabilities of a sensor and include context information about its deployment environment. The self-descriptions are processed on a central device, which orchestrates the information fusion system by logical inference utilising a rule-based system. The orchestration system adapts to failing sensors or newly available sensors, but does not check if a multi-sensor system is still able to fulfil its task after a sensor has malfunctioned. Furthermore, it does not adapt to drift in non-stationary environments.
A recent discussion and review of state-of-the-art work regarding learning in non-stationary environments and concept drift has been given in [15] . Khamassi et al. group drift-adapting learners into single learners and ensemble learners. Ensemble learners refer to the combinatorial utilisation of multiple single learners. The strength of ensemble learners is that they complement the individual weaknesses of each single learner. This requires learners which are diverse. The drawback of applying ensemble learners is that they require substantial computational efforts. Therefore, only state-of-the-art single learner approaches are presented in the following.
Souza et al. [22] have developed a framework for classification of non-stationary data streams referred to as Stream Classification Algorithm Guided by Clustering (SCARGC). Unlabelled data is grouped into batches and then partitioned into clusters. The clusters are tracked as they drift through the feature space by mapping the class labels of clusters of the previous batch to the clusters of the current batch. The clusters are then used to retrain the classifier. The approach generally works with any cluster and classifier algorithm. The batch size affects the adaptability of the drift-adapting algorithm. Small batch sizes enable an algorithm to adapt to drift swiftly, but the algorithm is then prone to noisy data and outliers. Using large batch sizes, an algorithm is more robust but it is risked that it adapts not swiftly enough.
The same authors have proposed the use of Micro-Clusters for classification of drift-afflicted data streams [21] . This method manages without batching the streaming data. A Micro-Cluster is a compact representation of a cluster consisting of a few cluster features. These features are updated with each received data point. This approach performs slightly worse than SCARGC but alleviates the need for setting an appropriate batch size.
Another framework addressing incremental drift in extreme verification latency has been presented in [9] , referred to as Modular Adaptive Sensor System. Here, training data is initially grouped by a clustering algorithm. Unlabelled streamed data is then classified by the distance to the cluster centroids and, subsequently, added to the cluster with minimum distance. Afterwards, the cluster centroid is updated. The update rule is dependent upon a learning rate. Selecting an appropriate learning rate is non-trivial and has the same effects as the size of a batch. This framework utilises the clustering algorithm as classifier implicitly. It is designed to work with any clustering algorithm.
The presented related work regarding learning in non-stationary environments focus on improving classification accuracy or proposing new approaches for drift adaptation. Concepts for creating feedback of the adapting classifier are not considered.
Khamassi et al. [15] also distinguish between approaches that determine the performance of a drift-adapting classifier in a supervised and an unsupervised way. Supervised methods rely on prediction feedback such as accuracy, precision, sensitivity or specificity of the classification. The degradation of a classifier's performance is then related to its reliability. These indicators have the benefit that they are independent from the implemented learner, but they require the availability of labelled data. Unsupervised methods, which rely only on unlabelled data, are rarely available. An unsupervised method to predict the accuracy of a classifier is presented in [18] . The authors utilise the classifier's uncertainty distribution over a number of batched streamed samples. They propose that a classifier is less accurate the more the uncertainty distributions of its two most likely classes overlap. It is assumed that a classifier's uncertainty distribution of the two most likely classes corresponds to a bimodal density distribution and that each mode follows a Gaussian distribution.
In summary, state-of-the-art sensor orchestration systems either do not consider adaptation in non-stationary environments [10] , implement adaptation techniques only partly [13, 23] , or rely on hardware-based adaptation mechanics [23] . Works regarding machine learning under extreme verification latency focus on improving the drift-adaptation itself. Approaches which determine the performance, and thus indirectly the reliability, of a classifier without relying on labelled data, such as [18] , are rarely available. Therefore, an approach for supporting sensor orchestration with various feedbacks is proposed in the next section. The algorithms which generate the feedback rely on the implemented drift-adapting classifier.
APPROACH
In this section, algorithms for monitoring key characteristics of a multi-sensor classification are proposed. The algorithms measure the relevance of each feature, the separability of class representations, and the classifier's reliability. These measures are suggested to be utilised as feedback for sensor orchestration systems. They are based on the implemented cluster-guided classifier, which is capable of adapting to incremental drift in scenarios with extreme verification latency proposed by Souza et al. [22] . Thus, before the actual monitoring algorithms are presented, details about the implemented data stream classification algorithm are given in the first part of this section.
In this approach, the classification of a streamed data point is carried out in three steps as implemented in [1, 5] . The first step is to determine the degree of class membership of a data point for each combination of classes and features individually. The memberships of each feature are then aggregated per class. Finally, the aggregated memberships are used for the actual classification.
The classification of individual features is implemented utilising the Modified Fuzzy Pattern Classifier (MFPC). The MFPC is proposed in [16] based on the Fuzzy Pattern Classifier introduced in [3] . It is optimised for hardware-based implementations [16] and has been successfully used in real-world applications such as in [8] . An MFPC determines the fuzzy membership of a measurement value θ of a feature f to a specific class c. The fuzzy membership 
The parameter vectors p l = (θ 0 , C l , D, p c e ) and p r = (θ 0 , C r , D, p c e ) are learned partially based on measurement data. The parameter θ 0 is referred to as mode and is obtained by the arithmetic mean of the training data. The class borders C l and C r are computed by the minimum and maximum of the training data. The parameters slope steepness D and percental elementary fuzziness p c e are to be set manually. In our approach, an MFPC is trained for each feature and each class. Let M be the set of all MFPCs, C the set of classes, and F be the set of features, then |M | = |C | · |F |. Aggregation of all fuzzy memberships belonging to the same class is carried out by the fuzzified balanced two-layer conflict solving µBalTLCS information fusion operator [17] . This results in two outputs; the fused information result itself ( c µ) plus an importance measure ( c imp), both in [0, 1]. A measurement value θ is then classified based on the maximum operator as follows:
If there is no unambiguous maximum value, i. e. multiple classes have the same aggregated class memberships, then
in which C ′ is the set of classes having the same aggregated class memberships. In order to enable the MFPCs to adapt to incremental drift, they are repeatedly retrained on clustered data obtained by the fuzzy c-means algorithm introduced in [6] and improved in [2] . Streamed data is gathered in a batch. As soon as the batch reaches a specified size, the batched data are partitioned into |C | clusters. Thus, the number of classes is to be known beforehand. The batch size and the size of the initial training data is to be set manually. The first clustering takes place on the labelled training data. Class labels for the clusters are obtained by the labels of the training dataset. Consecutive clusters (taken from the incoming streamed and batched data) are labelled by taking the euclidean distances between the centroids of newly found clusters and old clusters (belonging to the last iteration). A newly found cluster gets the class label of the old cluster, to which the euclidean distance is minimal.
The complete sequence of steps, which are carried out after training on the initially labelled data is completed, is summarised in the following.
(1) The algorithm classifies incoming data points with the MFPC and µBalTLCS, (2) it collects streamed data points in a batch, (3) clusters batched data with fuzzy c-means, (4) maps class labels of current clusters to newly found clusters in the next batch, and (5) relearns all MFPCs on new clusters. Potential sources of errors regarding the adaptation towards drift are to be found in steps 3 and 4. If classes overlap in the feature space, it is difficult to separate them in appropriate clusters. Monitoring the class separability, as it is introduced in Sec. 3.2, addresses this potential source of error and allows an orchestration system or human expert to react. Furthermore, a faulty mapping of class labels from current to new clusters may lead to a situation in which labels between classes get switched. Consequently, the classifiers of the affected classes get retrained on wrong data. Considering the potential severe consequences of mixed-up class labels, it is crucial that this error case is detected by monitoring algorithms. This is approached with an algorithm monitoring the classifiers reliability in Sec. 3.3. The feature relevance is then defined as:
Feature Relevance
Definition 2 (Feature Relevance). Let c be a class in the set of all available classes C. Let k be a streamed data instance, bs be the size of the batched data, and let b k = ⌊k/bs⌋ be the number of the batch k belongs to. The feature relevance is then determined by
The feature relevance is a real number in the unit interval (r f If an irrelevant feature is detected, a sensor orchestration has then the option to safely remove this feature without affecting the performance of the classification. Each feature entails computational and, in case of distributed systems, communication costs. They need to be extracted from the sensor signal and add to the complexity of the information fusion. By removing an irrelevant feature, these costs are saved.
Incremental drift may cause a feature to become irrelevant, but, as the drift continues, the same feature may once again become relevant. In this case, an orchestration system risks to remove a feature prematurely. To avoid such a premature removal, the feature relevance is smoothed with an exponential moving average filter so that
where ω ∈ [0, 1] is an adjustable smoothing factor.
Class Separability
In real world applications, classes, which are very well separable in the training data, may become inseparable under the effect of drift. Even the most sophisticated or best algorithms may be unable to appropriately separate classes in the given feature space. Another possible situation, which occurs frequently in real world applications, is the defect of a sensor. Consequently, features extracted from the defect sensor's signal are suddenly not available anymore. In this case, well separable classes may become inseparable due to such a defect.
In the following, a class separability measure is proposed which is based on geometric relation of fuzzy membership functions, similar to determining the feature relevance in the previous section. Two classes are well separable if the membership function f c µ(θ ) of at least one feature f ∈ F is geometrically distinct from the others. Based on this, a class separability measure is proposed as follows:
Definition 3 (Class Separability). The class separability of two classes c 1 and c 2
It is defined as a measure in [0, 1]. A separability close to 1 refers to distinct classes, whereas a value close to 0 indicates that the two classes entangle in the feature space.
Equation 3 measures the separability of two classes. The intention behind this measure is to determine if the utilised classifier requires additional features. In a multi-class classification problem, all classes are examined regarding their separability pairwise. Additional features are required if one pair of classes is not clearly separable. Therefore, an overall class separability is proposed which outputs the worst, i. e. minimal, s[b k , c 1 , c 2 ] for all available pairs of classes.
Definition 4 (Overall Class Separability). Let the set I = {(i, j)|i, j ∈ {1, 2, . . . , n}, i < j} be the index set addressing all available pairs of n classes. The set describes all possible combination of classes so that each class is paired once with all other classes. The overall class separability is then determined as
Similar to Eq. (2), an exponential moving average filter with smoothing factor ω ∈ [0, 1] is applied to
Whereas the feature relevance measure indicates that the amount of features can be reduced, the overall class separability measure informs that additional features are required. In case of s[b k , ω] ≪ 1, a sensor orchestration system has two options to expand the feature space. It can rely on a feature reserve, if previously created and available, and add a new feature from this reserve. It can also search for new features by applying different feature extraction algorithms. If expanding the feature space is not possible, then the intervention of a human expert is necessary.
Reliability Monitoring
Even the best drift adapting classifier risks to become unreliable under extreme verification latency. Because only unlabelled streamed data is available to the orchestration, feedback from the classifier is especially important. A degradation of the classifier's performance may otherwise remain unnoticed by an orchestration system or human operator. In the following, an algorithm is proposed which monitors the reliability of the adaptation process without relying on labelled data. It is based on the adapting process itself.
As identified previously, a primary possibility of failure is the mapping of class labels from one clustered batch to the next. The mapping is based on the euclidean distance between two cluster centroids cc i = (cc 1 , cc 2 , . . . , cc n ), which is determined by
A 
Then the momentary reliability is determined by
The momentary reliability is a measure in Definition 6 (Sustained Reliability). The sustained reliability is the minimum of all momentary reliabilities ρ p computed so far. It is, thus, determined by
The sustained reliability stores the worst momentary reliability occurred so far. It is proposed to rely on this measure as feedback to superordinate systems.
EVALUATION
The proposed monitoring algorithms for supporting sensor orchestration systems are evaluated in the following section separately. First, the drift-adapting algorithm combining fuzzy c-means, MFPC, and µBalTLCS is examined with regard to its general applicability. Subsequently, the algorithms for assessing feature relevance, class separability, and classifier reliability are assessed individually.
The evaluation is carried out on 15 synthetically created datasets provided in [4, 7, 22] . The datasets contain an amount of data points varying from 16,000 to 200,000 and consist of two to five features, most of them exposed to incremental or gradual drift, representing two to five classes. Data points are sampled from Gaussian distributions, thus data is affected by noise. As class distributions drift through the feature space, they pass each other and intermingle. Noise and class mingling present a challenge for adapting classifiers. The collection of datasets is made available online 1 by the authors of [22] including a visual presentation of the drift occurring in the datasets. Naming conventions of the datasets are given there as well.
The applicability of fuzzy c-means clustering algorithm, MFPC, and µBalTLCS fusion operator to the problem of unlabelled streaming data in non-stationary environments is evaluated under three different scenarios.
• First, all MFPCs are only trained on the initially labelled data.
They are not retrained on drifted data, but remain static.
• Second, the MFPCs are constantly retrained after a new streamed data point has arrived using a sliding window. The sliding window size is set to 300 data points. In this case, the true label of the streamed data is used to train the MFPCs. Labels are available instantly after the prediction has been made by the classifier, i. e., labels are available with zero verification latency.
• Third, the MFPCs are retrained on clusters obtained by the fuzzy c-means algorithm, as described in Sec. 3. New data is batched into a batch size of 300 data points. Only initial data points are labelled, streamed data points are unlabelled. This represents a scenario with extreme verification latency. It is referred to as cluster-guided approach in the following.
In each scenario, an MFPC is trained on an initial labelled dataset for each feature and for each class. The size of the labelled training dataset is set to 300 data points. An MFPC is characterized by a parameter vector, of which the parameters slope steepness D and In the sliding window scenario, information about class memberships is instantly available. Therefore, it is to be expected that the classification in this scenario outperforms the classification in the third scenario. It, thus, serves as a reference value.
The quality of the classification is assessed by its accuracy a. The accuracy is updated as soon as a new data point is received. The accuracy is computed as an evaluation metric. In a classification task under extreme verification latency, this metric is not available, e. g., to monitor the reliability of the adapting classifier. The accuracy up to a specific data point is then determined as follows:
The final accuracy (over all available data points) achieved in the three outlined scenarios is depicted in Table 1 . With the exception of datasets 4CRE-V1, 4CRE-V2, FG_2C_2D, and MG_2C_2D, the fuzzy c-means and MFPC approach shows classification accuracies in the range of 0.85 and 0.99. With the exception of dataset FG_2C_2D, the accuracies are significantly improved in comparison to the static approach.
Datasets 4CRE-V1, 4CRE-V2, FG_2C_2D, and MG_2C_2D show a notable drop in accuracy of the cluster-guided algorithm in comparison to the sliding window approach (difference in accuracies greater than 0.1). Although the final accuracy over the total datasets is low, the accuracy over time is stable for datasets 4CRE-V1, 4CRE-V2, and MG_2C_2D (∀k ≤k x : a(k) ≥0.9) up to a specific data instance (k x ≈ 9 · 10 4 for 4CRE-V1, k x ≈ 10 · 10 4 for 4CRE-V2, and k x ≈ 6 · 10 4 for MG_2C_2D). From this point on, the accuracies start to deteriorate. These sudden degradations hint at a false mapping of the old cluster labels to the new clusters. In Sec. 4.2 and Sec. 4.3 it is evaluated whether the proposed monitoring algorithms are able to detect this deterioration. The dataset FG_2C_2D is the only one for which the accuracy of the cluster-guided algorithm is significantly worse than the static approach. In this case, a faulty class label mapping occurs directly as the data begins to stream. This results in a classification accuracy of nearly 0.5, which is not better than guessing.
Feature Relevance
In the following, the approach of monitoring the relevance of features, as proposed in Sec. 3.1, is evaluated with regard to the One Class Horizontal (1CHT) dataset. This dataset comprises two classes represented each by two distinct features f 1 and f 2 . Of these two classes, the first (c 1 ) is stationary throughout the dataset, whereas the second (c 2 ) drifts horizontally through the feature space. Thus, the measurement values θ [k] of f 1 belonging to the second class remain stationary in the same area, though they are affected by noise.
The measurement values of f 2 belonging to the second class are affected by drift. Furthermore, the values θ [k] of f 1 are not clearly separable. Hence, they provide no added value for the classification task and it is to be expected that the membership functions of their MFPCs A sensor orchestration system working with the dataset 1CHT would be expected to remove f 1 from the feature space as it detects its irrelevance, but needs to keep f 2 to be able to distinguish the classes. An orchestration system would need to set a threshold. If the relevance of a feature falls below this threshold, it could be flagged for removal. Determination of this threshold is not a focus of this paper, though in the example of the dataset 1CHT any threshold smaller than r 
Class Separability
In this section, the approach for determining the overall class separability is evaluated on the Four Classes Rotating with Expansion V2 (4CRE-V2) dataset. The 4CRE-V2 dataset comprises four classes represented by two features. The four classes rotate through the feature space and move towards and from each other cyclically. As they drift towards each other, the class representations overlap in the feature space. They are, thus, difficult to separate clearly at specific times. Furthermore, this dataset is one of the worse performing datasets regarding their accuracy. The accuracy experiences a sudden deterioration. It is to be evaluated if monitoring class separability is able to detect this deterioration.
The class separabilities obtained from Eq. (4) and Eq. (5) are shown in Fig. 3 together with the accuracy a[k] . A smoothing factor of ω = 0.05 has been used for this part of the evaluation. At k ≈ 10 · 10 4 it is clearly visible that the accuracy starts to deteriorate. Moreover, Fig. 3 shows that the class separability measure reproduces the oscillatory contracting and expansion of the classes. Nonetheless, the degradation of accuracy at k ≈ 10 · 10 4 is not indicated by the class separability measure. 
Reliability Monitoring
Similarly to Sec. 4.2, the 4CRE-V2 dataset is used to evaluate the algorithms determining the classifier's reliabilities ρ p and ρ. Figure 4 depicts both reliabilities obtained from Eq. (6) and Eq. (7) as well as the classification accuracy. The momentary reliability ρ p of the classifier shows three prominent negative peaks at k ≈ {4 · 10 4 , 10 · 10 4 , 16 · 10 4 }. These negative peaks suggest that a faulty mapping of class labels from the current clusters to newly found clusters did possibly occur. As can be seen from the plot of the accuracy, a mismapping at k ≈ 4 · 10 4 did not happen, else the accuracy would have decreased from this point on. Such a decrease occurs instead at k ≈ 10 · 10 4 , which is successfully indicated and detected by the reliability monitoring algorithm, in contrast to the class separability algorithm. However, as the accuracy is unknown in an application with extreme verification latency, the classifier is to be assessed as unreliable after the first negative peak in ρ p . This is indicated by the sustained reliability ρ plotted in Fig. 4 as a dotted line. 
CONCLUSION
Sensor orchestration in non-stationary environments is dependent upon feedback from the orchestrated multi-sensor system. The orchestration system is only able to adapt to environmental changes or sensor ageing effects if this feedback is available. Multi-sensor systems in industrial applications often represent an extreme verification latency scenario. Since only unlabelled streamed data is available to the orchestration at runtime, feedback is especially important else the performance of, e. g., a classifier may deteriorate without notice. This contribution proposes the application of monitoring algorithms to support sensor orchestration in non-stationary environments under extreme verification latency. Valuable information in multi-sensor classification tasks are the relevance of individual features, the separability between class representations, and the current reliability of the drift-adapting algorithm. The driftadapting classifier, implemented in our approach, is based on the cluster-guided method proposed in [22] . It is implemented utilising the MFPC as base classifier modelling the class representation of each feature. The fuzzy memberships obtained by the MFPCs are aggregated with the µBalTLCS fusion operator resulting in a class membership for each class. Final classification is then carried out by taking the maximum class membership as prediction label. The adaptation of the MFPCs to concept drift is guided by the fuzzy c-means clustering algorithm, i. e., each MFPC is periodically retrained on clustered batches of data. Feature relevance and class separability are determined by computing the overlapping regions of the fuzzy membership functions belonging to the same feature or to the same class, respectively. A potential cause of error in the drift-adapting algorithm is identified, which is the mapping of the class label from current to new clusters. This is utilised for the reliability measure. It detects situations, in which a faulty mapping is likely, and marks the classifier as unreliable from thereon.
The proposed monitoring algorithms are evaluated regarding their applicability in the scope of synthetically created datasets provided by [4, 7, 22] . It is shown that the proposed approach, applied to the 1CHT dataset, distinguishes relevant from irrelevant features. The class separability and reliability measures are evaluated w. r. t. the 4CRE-V2 dataset. The evaluation shows that the class separability measure reflects the movement of classes as they intermix and separate in the feature space. The reliability measure successfully detects a faulty mapping during clustering of the streamed data in the 4CRE-V2 dataset. Consequently, the classifier is marked as unreliable.
The proposed monitoring algorithms are yet to be implemented into a sensor orchestration system. Such a sensor orchestration, then, needs to be evaluated on real-world datasets with a large enough feature pool so that, after an initial feature selection, features can be dynamically added or removed at runtime. It is to be shown whether the proposed monitoring algorithms are beneficial to a sensor orchestration on such a real world dataset. The proposed approach is not evaluated regarding its scalability in this paper. Future work needs to address this and optimise the approach with regard to its runtime.
