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It is known that a real-valued solution y(x) on ]xO, co) of a differential 
equation 
F(x, Y, Y’) = 0, 
where F is a polynomial of all its variables either satisfies the equality 
y(x) = 0(x’) with a certain s or 
y(x) = &exp(axb( 1 + o(l))), 41) so, 
with constant a and b [4,5]. For a third order algebraic equation 
F(x, Y, Y’, Y”, ,“‘I = 0 
(F is a polynomial of x, y, y’, y”, y”‘) there are known examples [ 1] when a 
solution y(x) grows faster than any function exp(exp eAxm) with given A and 
m (more exactly: for each pair m and A there is a solution y(x) and a 
sequence x, 5 co such that 
y-l@,) exp(exp e@} s co). 
Bore13 conjecture on the growth of solutions y(x) of algebraic equations 
was that 
F-(x, y, y’,..., y’“‘) = 0 
Y(X) = O(exp, Af7, exp, a = exp{exp,-, a}; exp, u = exp a. 
The examples mentioned above show that Bore13 conjecture is in general 
wrong for n > 2. Whether this conjecture is true for increasing solution is not 
known. 
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498 SH. STRELITZ 
The question remains open even for the growth of increasing solutions of a 
second order algebraic differential equation 
Bank proved in [ 2] 
satisfy the following 
F(x, y, y’, y”) = 0. (1) 
Borel’s conjecture for increasing solutions u(x) which 
additional condition: 
jy’oda), 
xa y(x) x-oc (2) 
where cz > 0 is a certain constant dependent on (1). 
In this paper we consider solutions y(x) of (1) on the ray [x0, co) for 
which In y(x) is a convex function of In x (that is, a weaker condition than 
(2)). Such problems were investigated in [2+]. We will prove that the 
solutions with the mentioned properties under some conditions imposed on 
(1) satisfy Borel’s conjecture 
y(x) = O(exp eAxm) (3) 
with certain A and m. Our results below give often sharper estimations than 
(3). 
1 
Consider the second order algebraic differential equation 
FlJ(x, Y, Y’, Y”) = 0. 
For convenience we rewrite it in the following form: 
+ i+z, f,Cxl( F)i[ x( $)‘]j 
+,$lPj(x,$,x($)l) y-j=0 (1.1) 
with 
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We denote 
a,=a,(x)= + f.( ) boo ,x (q[x(y’]m-j, 
U*=U2(X)=K~m i~m&j(X)($)i[x($)‘]jT KO=XY’/Y? C3*l) 
and 
o,=a,(x>= $,<qx+x($)‘) y-‘. 
In this paper the following asymptotic relations are supposed to be 
satisfied: 
frijtx> = c(x">9 v = const, i, j = 0, l,..., m,, 1 = 1, 2 ,..., n, 
h(X)= (1 + O(l))AjXa’j, j = 0, 1, 2 ,..., m, (4.1) 
~j(X)= (1 + 0(1))AijX”“, i, j=O, 1, 2 ,..., m- 1, 
with complex constants A,, A i and real Ctj and oij. 
We will often consider the algebraic equation 
,go (1 + O(l))AjxV-j=o(l). 
and use the notation 
K,=K,(x)= 5, 
whence 
I I 
xxY 
( 1 Y 
= XKb = x&(x) 
In this paper we prove the following theorems. 
(5.1) 
(6.1) 
(7.1) 
THEOREM 1. Let y(x) be a twice continuously differentiable real-valued 
solution of (1.1) on [0, co). Suppose that 
(i) In y(x) is a convex funcion of In x, 
(ii) li+Ii +J$= co, 
(iii) a = max aj > a, = max 
O<i<m O<i.i<m-I a i.i 
(8.1) 
(9.1) 
409/78/2-IO 
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If a,(x) in (3.1) is not a monom then either 
(a) y(x) = exp(x” +““““t. dU-&+O~ (10.1) 
where o is a constant and (1 + o( 1))~ is a solution of Eq. (5. l), 01 
(J) y(x) = exp(e” +“(‘))Ax”} (11.1) 
with constants A and u such that (1 + o( 1)) UAX” is a solution of Eq. (5.1). 
If u, (x) is a monom of the form 
u,(x) = (xK;)~ Km-p, p > 0, 
then no solution of (1.1) on [0, a) with the properties (i) and (ii) exists. 
Remark. The case al(x) E Kr is considered in Theorem 3 below under 
more general conditions. 
The following assertion is a consequence of Theorem 1. 
THEOREM 2. Let ak = aij = 0 in (4.1) for all the possible k, i and j and 
let y(x) be a solution of (2.1) for which In y(x) is a convex function of In x 
with 
Then there are two constants A and u such that 
y(x) = exp{(A + o(l))x”}. (12.1) 
THEOREM 3. Suppose that in Eq. (2.1) h(x) = 0 for j = 0, 1,2,..., m - 1 
and f,(x) & 0. Let y(x) be a solution of (2.1) for which In y(x) is a convex 
function of In x with In y(x)/ln x -+X+oo 00. Then 
y(x) = O(exp AxU), (13.1) 
where the constants A and u are independent upon the solution. 
If Eq. (2.1) is of the form 
,zo (1 + o(1)) Cjx”jKm-‘=u~(x) (14.1) 
then 
y(x)=exp{(l +o(l))AxU} (15.1) 
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with constants A and a, where (1 + o( 1)) Ax” is a solution of the equation 
2 (1 + o(1)) CjX”jZ*Pj=O. (16.1) 
j=O 
Remark. Compare the second assertion of this theorem with a similar 
result of Bank [ 3 1. 
2 
Some properties of convex functions will be needed. We state here a 
summary of certain results without proofs (for the proofs see, for example, 
16, PP. 24-291). 
Let In f(x) be a convex function of In x on [0, co) and 
Cf’W K,(x) = K,(x, f) = lim ---. 
f-It0 f(t) (1.2) 
Then the following properties take place. 
(a) K,(x) is an increasing function of x. 
(b) Foreachpairx,,x,:O<x,,x,<co 
K,(x,) In ? < In f(x2) - In f(x,) < K(x,) In ?. 
(c) The equalities 
(2.2) 
lim K,(x) = co x-cc 
and 
are equivalent. 
(d) Suppose (4.2) to be satisfied. Then 
(3.2) 
(4.2) 
K;(x)xq 
5: f(x) = O (5.2) 
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with arbitrary fixed real numbers p and q, where E is a certain sequence of 
intervals on 10, a) of bounded logarithmic measure, that is, 
(6.2) 
(e) The following equalities are always satisfied: 
lim sup ln G(x) . sup In lnf (x) 
mf In= kZ inf lnx . (7.2) x+00 
(f) Let (4.2) be satisfied. For x k? E (for E see property (d)) 
0 < x&(x) -c K,(x) ln’+nKo(x), a > 0, (8.2) 
with an arbitrary fixed a > 0 and E = E(a) (it follows from the convergence 
of J,“, K@, In’ +azC, dx). 
3. PROOF OF THEOREM 1 
(a) Suppose (see (7.21, K,(x) = K,(x, Y)) 
- In K,(x) - In In y(x) 
?If”, In= & In x 
> lim In &(x1 . In In Ax> 
‘jjj Inx=xg In x 
=p<o3 (1.3) 
and In K,(x)/ln x is not monotone in [x0, co) for each x0 > 0, where v(x) is a 
solution of Eq. (1.1) with the properties described in the formulation of 
Theorem 1. If (1.3) is satisfied then the function 
(2.3) 
reaches local minimal values on a sequence of points xj T co such that 
lim q(xj) = p. 
j+cc 
(3.3) 
At each point xj 
Kb(xj) l 
p'(xj)=-. -- 
Ko(Xj) In Xj 
In KO(xj) = o 
xj1n2xj ’ 
ON THE GROWTH OF SOLUTIONS 503 
whence 
xjKh<xj> ln KO(xj) 
K,(x,~) = In xi ’ (4.3) 
Replacing in (1.1) y by y(x) and x by xi and dividing further the equation by 
Kr (here and below K, = Ko(x, y)) we get 
x Kb ,-j i (1 -tO(l))AjXpU’ * 
( 1 
+ + z AjCxp) Kb(xpKbY 
j=O 0 0 rtJ<m 
+ + $ pj(xp 3 KO 3 xpKb) Y-j(xp) = ‘7 K, = K,(x,), p = 1,2, 3 ,..., 
0 I-0 
whence according to (4.3) 
2 (1 + O(l))AjXT 
j=O 
(!!$)m-i+$T, c fri(xp)K;+‘( ;$y 
P 0 r+Ji”l P 
+ & 2 f’j(Xp,Ko, 
K, In K, 
In xP 
y - j(x,) = 0. 
0 J-O 
(5.3) 
Our assumptions (1.3) and (3.3) show that 
K,(x,) < Ax; +’ (6.3) 
with a given E > 0 and a certain constant A. On the other hand according to 
condition (ii) of the Theorem 
Y(X) > J.-T . x > XOW) 
for a given N > 0. From (3.1), (4.1) and (6.3) it follows 
)I 
< c,x; 2 (p + & + ,(l)),i+jx;+j)(~+E) v+mr(o+c) <cx , 
i+i=O 
According to (7.3) for N large enough 
xp.Ko~Ko~)~ 
P -- 0. 
Y’&J P-w 
(7.3) 
C = const. 
(8.3) 
504 Stf. STRELITZ 
Further (K, = K,(x,), see also (9.1)) 
i+i<m 
with a certain great enough constant C” > 0. Suppose the index i to be such 
that 
a= max ai=ai. 
O<j<m 
Then 
lpo=(l +0(1))&x,“i i+-$, c ~j,(x,)K~j( ;+)” 
0 l+J<m P 
where according to (9.3) 
,w(x >, < (1+0wC”-q~n’xP I 1 
P AixTilniKo 
,o 
K, p-m 
because according to condition (9.1) a, > a,. Thus 
lye= (1 +O(l))AiXTi (10.3) 
In view of (8.3), (9.3) and (10.3) we now obtain from (l.l), (3.1) and 
(4.1) 
5 (1 + O(l))djX,” =0(l). 
I=0 
(11.3) 
Equality (11.3) is the algebraic Eq. (5.1) with z = (ln K,/lnx,) and its 
solutions in the neighborhood of x = co have the form 
z = (1 + o(l)) BjxF, j= 1,2,3 ,..., m. (12.3) 
Suppose that there is a subsequence xP, such that 
s= (1 + o(l))B,x;: 
Pk 
(13.3) 
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with pi > 0. Then (13.3) contradicts our condition (3.3). Suppose therefore 
that there is a positive solution (13.3) among (12.3) with pi Q 0. Then in 
(13.3) pi = 0 because assuming pi < 0 from (13.3) it follows 
In Ko(Xp,) = (1 + O( l))BiX,al In XP, s O9 (14.3) 
which is impossible since In K,(x) jpalm co. Besides Bi > 0 since o(l) = 
0( l/X’) on the right side of (11.3). 
4. PROCEEDING OF THE PROOF OF THEOREM 1 
We will now show that in case of (13.3) with pi = 0 
s= (1 +o(l))B,. 
P 
(1.4) 
Remember that in our case (a) o(x) (see (2.3)) is not a monotone 
function. Then (D(X) will increase in a certain right-hand neighborhood of x,. 
In such points 
and 
ln K,(x) -4(x) > K,(x) In. 
The function 
K,(x) v(x) = 7 
Y (xl 
with an arbitrary fixed 6 > 0 is decreasing if 
v'(x) Q 0 3 xK; < 6K*, K, = K,(x), (3.4) 
and reaches local minimum values at the points where v’(x) = 0. Suppose 
that there is an infinite sequence of local minimal points of w(x). Let x6 > x, 
be the first local minimal point for x > xp. We know that 
(2.4) 
Kdxp) w(xp)=y6(x~o 
P 
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(see (6.3) and (7.3)). Therefore 
v(x) = Ko 6) Ko(x,) -g--<<-+O. 
Y (x) Y (x,) p *= 
x E Ix,, x;j, p = 1,2,3,... 
Besides, if I’ = 0 then 
x;K;(x;) = GK;(x;). (4.4) 
Since (4.3) is satisfied when x = xP, p = 1, 2, 3,..., there is for a given rl: 
1 > q > 0 a point <,: C, E (x,, x6) such that 
Denoting K, = K,(&,), y = y(&), < = & we obtain from (2.1) 
(5.4) 
IJ’,(l, K,, K,)l Y-’ < Cot” c K&%)jy-’ 
itj=O 
Now according to (5.4) 
< C’yV Kim’ CyV Ki C;=, ml -.- 
y 1/z yl- l/2 G y-l/2 yl12 * 
Let 2 C;=, m, = m,. Then (see (7.3)) 
IJ’,(L Ko, UG)l Y-’ < F (+) 
mo 
0 
s-cc”, 
r = r, E [xp, x;], p = 1, 2, 3,..., 
if we place in the definition of v(x) 6 < 1/2m,. Thus 
mp> G 0, rp E lxp $1. (6.4) 
Similar computations to those done in Section 3 (see (9.3) and further) 
will bring us now to the equality 
2 (l +o(l))AjtL (1 +~)~]‘=O(l) 
j=O I P 
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and in respect o (12.3) to 
C!(( 1 fdw- lnKo (1 +o(l))BJ; =0(l). P 1 
Thus in view of (5.4) 
", 
=( j l
y- (1 + o(l))Bj{q = o(1). 
0 
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(7.4) 
Remember now that (1.4) is correct at the points x, and assume that from 
(7.4) it follows that 
P-4) 
with k # i, where Bi is the constant in (1.4). The function xKh(x)/K,(x) is a 
continuous one. We can choose <, so that for all x E [xp, 4,) 
ln K,(x) x$g<(l+rl)-. 
0 In x 
In toher words rp is the first point >xp on [xp, xb] where (5.4) is true. On the 
segment [x, , tp I 
fi (xsm (l + O(l))BjX’) =0(l)* (9.4) 
Suppose now that for some points of [xp, r,] 
xz = (1 + o(I))B,x”* 
0 
with k # i and Bi from (1.4). Then there exists a point Zp E [xp, rp], where 
fPK%J _ (1 + o(l))jji = %jyy 
Ko@p) 
- (1 + o(l))B,.$, 
0 P 
whence & = 0 and 
shows now that 
B, = B,. Consequently k = i in (8.4). The relation (5.4) 
(1+rt) p *= (1 +0(1)B,. 
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Hence 
&=(l +o(l))*>(l +o(l))p=(l +c(l))$Q 
P P 
= (1 + o(l))B, > 0. (10.4) 
The last inequality (10.4) is impossible and we conclude that in case (a) of 
our proof v(x) = K,(x)/yS( x is a monotone decreasing function, because the ) 
assumption w’(x) = 0 on an infinite sequence of points leads to the 
contradictory relation (10.4) (see (4.4) and further). Thus v/‘(x) < 0 for all 
x > x,, and (3.4) makes it possible to obtain the following estimation: 
iti=O itj=O 
<C,,X,K;~ Cox” KEm’ 
\ 
Y’ 
=1/2 
Y Yl’* 
(11.4) 
if we pick out 6 < 1/4m,. Thus 
lim u3(x) = 0. 
x-m 
On the other hand we showed that for all the x’s: x > x0 
x&7(x) ln K,(x) 
-- (1 +w7 
K,(x) 
(12.4) 
with a fixed 17 > 0 (after the minimal point xP the function xKh(x)/K,(x) 
cannot grow faster than (1 + 2q)(ln K,(x)/ln x), because if we suppose it 
wrong we will return to (10.4)). But if (12.4) is right then u2(x) +X+oo 0 as 
we have seen and we return to Eq. (9.4) being satisfied for all x > x0. Thus 
X8= (1 + o(l))B,. 
0 
By integration 
XY’(X) - 3 Ko(x) =x(1 +o(l))Ei 
Y(X) 
(13.4) 
(14.4) 
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and 
Thus in case (a) Theorem 1 is proven. 
5 
Now let q(x) = In K,(x)/ln x be a monotone function. 
(i) Suppose first p(x) 10. Then q’(x) < 0 and 
xK; In K, 
KG-- 0 In x 
As we saw in Sections 3 and 4 in this case o*(x) = o(l) and crj(x) = o(l) and 
we return to (13.4). 
(ii) Now let 
ln K,(x) rp(x> = In T 0. (1.5) 
There is a sequence of points x, f co such that 
lim ‘PKbtxP) - 0. 
p- Ko(xJ 
(2.5 1 
Indeed if we assume xK'(x)/K(x) ( u - co, .so > 0 for x > x0 we will get 
lnKo(x) <u+&,, (c = Const.), 
In x 
which contradicts (1.5). We obtain the same conclusion if we assume 
y(x) > u + co, co > 0, x > x0. Thus (2.5) is true and as in Section 4 we will 
have 
~z(Xp) = o(l), u&J = 41). 
So we return to (9.4) putting there x = xP, p = 1, 2, 3,... . In view of (2.5) we 
receive from (9.4) 
jj CC1 + o(l))u- C1 + o(l))Bjx~'>=o(l) 
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and (T necessarily equals one of the numbers Bi for which pi = 0. Thus 
q$= (1 + o(l))B; 
as in (14.4). Hence the possible appearance of case (a) is proved. 
6. PROOF OF CASE (QOF THEOREM 1 
In Section 3 we supposed (1.3) to be satisfied. This brought us indispen- 
sably to case (a). Thus case (J) can occur only if 
(see (7.2)). 
Remark 1. According to the above mentioned theorem of Bank in (21 
the conjecture (3) of Bore1 is true in case of our Theorem 1 (with (1.6)) since 
(2) is satisfied if (1.6) is correct. We will go on with our proof of Theorem 1 
in order to obtain the asymptotic expressions (11.1) which are not obtained 
in [2]. It may be worthwhile to note that the expressions (11.1) are true in 
case of solutions for which (2) is fulfilled with the a > 0 estimated in [2]: 
(1.6) is a too strong requirement for the correctness of (1 l.l), but under 
condition (iii) of our Theorem 1 the relation (1.6) is satisfied automatically. 
We consider now the points on the positive x-ray where the function 
v(x) = Ko (xl m-’ 
6 > 0, 
reaches its local minimum values. In such points v’(x) = 0 and 
(2.6) 
From (3.1) and (4.7) according to (2.6) we obtain 
a,(x) + Kra,(x) = 2 h(x) a”-jKjo+*(“-j’ + C &j(X) s’Kb+” 
j=O i+j<m 
= ,go (I + o(~))A~xV-~K;“-~ 
f c (1 + o(l))Aijxa”6iK;+*j. 
itj-cm 
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After reducing similar terms we will have 
al(x) + K~a,(x) = 5 (1 + o(l))Djxfl~?iKm-~j. 
i=O 
(3.6) 
Indeed suppose that for some j, k and 1 2m - j = k t 21 (so that there can 
appear similar terms in the two sums of (2.6)) and aj = akl. The number 6 
can always be chosen so small that Aj P-j # A,, 6’ since m - j # I (the 
opposite assumption leads to the equality m -j = 1, which together with 
2m -j = k + 21 gives m + Z= k + 21* m = k + 1, which is impossible 
because of k + 1< m - 1). We will show now that outside the set E defined 
in (d) and (f) of Section 2 
Y - ‘(x) I P,(x, K, , x&J z 0. (4.6) 
From (3.1) it follows 
y-‘(x) IP(x, K,, .%)I < Cox” mr K;(xK;Y’ c 
i+j=O Y'tx) ' 
(5.6) 
In view of (8.2) we further have for x 4 E: 
C’x” ml Y-j I Pj(X, Ko 7 x&J < c 
Kh’j in’1 ta)jKo 
(.Y(x>)“2 i+j=O Y’-“* zo (6.6) 
as it follows from (5.2). Suppose there is a sequence xj T co of local 
minimum points such that 
Obviously on this sequence (see (5.2)) 
lim w(Xj) = 0. 
x-m 
According to (11.4) 
u3(xj> s O 
and in view of (l.l), (3.6) and (9.6) 
,go (1 +o(l))Djx”K~-P~(xi)=o(l). 
(7.6) 
@4 
(9.6) 
(10.6) 
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Equation (10.6) is an algebraic equation with respect o K, and evidently 
there are numbers D > 0 and p > 0 such that 
K,,(x,) < Dx,~. (1 1.6) 
The last inequality is impossible since q(x) +X.+,X co (see (2.3) and (1.6)). 
Thus we have proven the following 
LEMMA 1. Zf 
Jn K,(x) lim q(x) = $1; ~nx = 00 
x-m 
(11’6) 
then 
for eaxh fixed positive 6 and x > x,(6). 
Remark 2. It is easy to see that Lemma 1 is true if h,, p(x) > 1 with 
a great enough A (see also [2] and Remark 1). 
7 
From (12.6) we infer that 
v’(x)= 9 ‘<O ( ) 
for x > x0 so that 
xzq < SK;. (1.7) 
The functions v-‘(x) P,(x, K,, xKb) can now be estimated in the same way as 
in (11.4). Consequently the following Lemma 2 is true. 
LEMMA 2. Let y(x) be a solution of (1.1) satisfying the conditions of 
Theorem 2. Then 
u,(x)+K~u*(x)~,~~~(x,(~)i(x(~)~-i 
+ i~~~j(X)(~)i(x(~)~'=o(l)' (2.7) 
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We rewrite (2.7) subsituting xy’/yfor K,. Thus according to (4.1) and (6.1) 
-c (1 + o(l))Ajx”‘K;(xK;)“- L 
j=O 
+ s (1 + 0(1))‘4,x”‘K;(xK~Y’= o(1). (3.7) 
i+/<m 
Divide (3.2) by Kf. Then 
i=O 
+ C (1 +O(l))AijXaii (4.7) 
i+j<m 
With respect o (11.6) 
(5.7) 
Remark 3. In view of Remark 2 it is enough to require l&r,,, p(x) > 1. 
(a) Suppose first that there is a sequence xi T co of local maximal points 
of the function 
cpl(X) = 
In In K(x) 
In x (6.7) 
such that 
L-l 
x-m 
Then o;(xj) = 0. After an easy 
rP 1(X) = fiz (P lCxj>* 
computation we obtain 
(7.7) 
L = In K, In In K, x.Kb 
Ko lnxj ’ 
K, = Ko(xj), j = 1, 2, 3 ,... . (8.7) 
Substituting XjKb/Ko for the expression on the right-hand side of (8.7) we get 
from (4.7): 
Jgo (1 t O(l))diX” ( lyftnxy m-1 
J 
t -Jy (1 + O(l))AijX”f’ 
i+j<m ( 
lnK;tfnxlnKo J & 
J 1 
= o(1) 
0 
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2 (1 +o(l))A,x”’ ‘nK;;;lnKo “‘-=o(l). 
j:O c I 1 
(9.7) 
The solutions of (9.7) are of the form 
In K;;;;n K” = (1 + o( l))B,,xOj, j = 1, 2 ,..., m, (10.7) 
.I 
so that 
lim In In KoW 
x+cz In x =Pj, ( 
also where pj is one of the exponents in (10.7). In the same way we will 
come to 
11.7) 
h 
In ‘yy) = pi, 
Pi Z O, 
x-m 
(12.7) 
since In K,(x)/ln x jXjm co and it is necessary in (12.7) pi > 0. We will 
prove now that jIi = pi. Suppose pi ( pj. The following assertion is true: for 
each 1: pi < A < pj there is a sequence xj T co such that 
In XjKbCXj) 
lim Ko(xj) = l 
j+az 1nxJ ’ (13.7) 
Indeed suppose that we are wrong. Then we have two possibilities: 
(i) for a certain so > 0 
In xKb(x) 
K,(x) 
In x <1-&o, x > x, ; 
(14.7) 
In xKb(x) 
(ii) K,(x) 
In x >k+Eo; 
x >x,. (15.7) 
Since xKb(x)/K,( x is a continuous function and (13.7) is wrong then for all ) 
x > x0 with x0 great enough, one of the inequalities (14.7) or (15.7) must be 
satisfied. In case (i) by integration from x0 to x 
In K 
0 
(x) _ (l + ‘(l)) XA-ro 
A-E0 ’ 
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which contradicts (11.7). In the same way we show that (15.7) is impossible 
too. Thus (13.7) is correct, whence 
On the sequence {xJ} we obtain from (4.7) 
Jfo (1 + o(l))AjXfai (%)“-’ 
0 
+ c (1 + o(l))AijX’aii+j*+O(‘) l 
i+j<m 
2:-‘-j= o(l). 
Evidently a*(5) +g+oo 0 and on {xj 1 
z. (1 + O(l))AiXjai (QJ m-i = o(l), 
(16.7) 
(17.7) 
whence 
F = (1 + o( l))B,x$ j = 1, 2, 3 ,..., m. (18.7) 
0 
Thus according to (16.7) there exists a pj such that 
X!*+o(‘) = (1 + o(l))B,xJflP, 
J 
(19.7) 
so that A = PP. But then fiP =& (see (11.7) and (12.7)) since (13.7) is 
impossible if Iz # Pk; k = 1,2,3,..., m from (18.7). Consequently 
lim ln ln K,(x) 
In x 
=pi. 
X’cc 
(20.7) 
(b) If am is an increasing function then for x 6Z E (see (a) and (f) of 
Section 2) 
and (6.7) gives us 
Jg (1 + O(l))AiXbi (x#) m-r = O(l) 
0 
409/78/2-l 1 
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and we come back to (18.7). But if v,(x) T (see (6.7)) then 
XKA 
-+ 
In K, In In K, 
0 In x 
so that there is a /Ij such that according to (18.7) 
In K, In In K, 
In x 
< (1 + o( l))I$x? 
Consequently 
p= lim 
In In K,(x) 
In x <Pj* X’cc 
(21.7) 
As above there is a sequence xi T co for which (13.7) is satisfied with J = p. 
The same considerations as in case (a) show that (20.7) is true in this case 
also. 
(~1 vi(x) 1 . Then 
lim 
x+03 
In In K,(x) 
In x (00 
and we come back to (21.7) and further to (20.7). 
8. CONCLUSION OF THE PROOF OF THEOREM 1 
We consider now the function 
ln K,(x) 
(Pdx) = XpY 
(1.18) 
where p =pi from (19.7). Similar considerations as in Section 7 will show 
that 
lim ln Ko(x) Bi 
x--x x4’=--* Pi 
We investigate first the case 
(2.19) 
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Instead of (8.7) we obtain on some a sequence X,i 1 00 
xj Kb(xj) 
KO(xj) 
= p In K,(xj) 
and instead of (9.7) 
fJ (1 +O(l))AiXa’@ltlKo(Xj))“-‘=0(l), 
j=O 
(2.8) 
(3.8) 
p In Ko(xj) = (1 + o( 1)) Bjx4j 
and p = Bj; p = Bi. We show in this case too that Bj = Bi proving that for 
each vu: Bi < ,U < Bj there is a sequence xj 7 00 such that 
xjKbCxj> 
(4.8) 
Indeed if (4.8) is wrong then either 
-%(x) 
--<PCu-Eo)XP 
K,(x) 
or 
xKb(4 
-hPPO1+QJXP 
K,(x) 
for all x > x0(&,,) with E, > 0 a constant. As in Section 7 we obtain 
contradictions which show that (4.8) is correct. Equation (19.7) will be now 
replaced by 
p,~(l + o(l))x’! = (1 + o(l)) B J xf’ 1 J 
and since p = pj we obtain ,u = BjJp. 
The same considerations as in Section 7 will prove Theorem 1 also in the 
cases WAX) T and v+(x) 1.
Consider now a differential equation of the form: 
x=~(xK’)PK~-~ + K,“o,(x) = q(x), P > 0, (5.8) 
which satisfies condition (iii). Suppose that u(x) is a solution of (5.8) which 
satisfies the conditions (i) and (ii) of Theorem 1. Suppose later first that 
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(1.3) is correct for our solution. The same considerations as in Section 3 will 
bring us to Eq. (13.3): 
ln Ko(xp) 
Inx, 
= o(l) 
and subsequently to (14.3) and 
In Ko(xp) s 0, (6.8) 
which contradicts condition (ii) of the theorem. We will also come to the 
same contradiction (6.8) if we suppose either In K,(x)/ln x T co, x -+ co or 
In K,(x)/ln x 1 co, x -P co. Relation (6.8) appears to be satisfied also in the 
case of 
ln KoW Fil In= 03. 
The contradictory equality (6.8) shows that there is no solution y(x) of 
(5.8) on [0, co) which satisfies (i) and (ii). 
Thereby we complete the proof of Theorem 1. 
9. PROOF OF THEOREM 2 
Suppose there is a sequence xj t co of local minimal points of the function 
In K,(x) 
cp(x) = r 
such that 
lim p(xj) = !& q(X) = p < co. (1.9) 
j+m x+m 
In the same way as we did it proving Theorem 1 we get Eq. (5.3), where 
.&j(Xp) Zi (1 + o(l))Aij, A, = const(K, = K,(x,)): 
(2.9) 
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We note now that in the case we are considering the relation (8.3) is 
correct. Thus 
lim u3(xP) = 0. (3.9) 
P-c 
Besides, in view of (1.9) 
U,(X,)= C (1 +o(l))AijKF’-” 
itjcm 
(4.9) 
so that we come to (11.3): 
= o(l), 
i=O 
whence evidently 
lim ln Ko(xp) = lim In Ko(x) < 00 - . 
P-rr) In xp xziz lnx 
Repeating now the proof of Theorem 1 we show the correctness of 
Theorem 2 (note that if (3.3) is correct with > then B, > 0 in (13.3) under 
the conditions of Theorem 2 too: it can be proven considering the function 
Kolx’, P > 0). 
Consequence. If (1.1) is an equation with constant coefficients then (12.1) 
takes place. 
10. PROOF OF THEOREM 3 
Equation (1.1) has in this case according to (3.1) and (4.1) the form 
K,” + c (1 + o( l))AijxaUK;(xK# = a3(x). (1.10) 
itjcm 
We use now the inequality (8.2) in order to estimate oz and u3. We have 
outside E (see Section 2): 
K; lu2(x)l Q C’x” i tg m Kb(xK&y & C’xao c Kf,+j ln” +O)j K, 
i+j<m 
< Cx”” Kf-’ ln'lta"m-l)K 0 (2.10) 
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(see (2.1)). Further 
lP,(x, K,, xKb)l Y’(x) < C”XI’ y LgxK;))’ y ‘(x) 
iii 0 
< Cx“K;' In' 1 + ll)WK 
0 
\ -0 y’(x) x-x 
(3.10) 
x B I; 
in accordance with (5.2), so that 
u3(x) s 0. 
XCIE 
(4.10) 
The relations (1.10) and (2.10) show now that 
K,m < CxaOK,m-l ln”+“““-I’& x @ E. 
Thus 
7 lnKo(x) < a 
!% In x ’ O 
because if (5.10) is true outside E it will be true also on the whole positive x- 
ray since E is of finite logarithmic measure (see [6], p. 33-34). Now suppose 
(14.1) to be satisfied. 
Then on the set [0, a)\E 
f (1 + o(1)) C,x”W+j= o(1) 
j=O 
so that 
K= (1 + o(l))Djxw’, x 4 E, j = 1, 2 ,..., rrr. (4.10) 
For a given solution y(x) only one of Equalities (4.10) is satisfied and this 
equality will hold on the whole positive x-ray (see [6, pp. 33-341): 
K(l + o(l))Dx”. 
By integration we obtain (15.1) (with A = D/w, u = w). 
Theorem 3 is proven. 
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