The present paper provides an equivalence of Dirichlet and Neumann problems for the Laplace operator in doubly-connected as well as elliptical regions, in the sense that solving one of these problems leads by an explicit formula to a solution of the other problem.
Introduction
The Dirichlet and the Neumann problems are fundamental in the theory of differential equations. Recently the connection between these problems was investigated and it was shown that in the case of the Laplace operator (and other differential operators satisfying certain homogeneity conditions) there is a connection between these problems, in the sense that solving one of these problems leads by an explicit formula to a solution of the other problem. The planar domains taken into consideration in these articles were simply connected. In the present paper the author shows that a similar connection between the Dirichlet and Neumann problems holds in the case of planar doubly-connected regions. Although the elliptical regions are obviously planar simply-connected regions for which, as specified above, the connection between the two problems has been explicitly provided, the conformal mapping on which this connection relies on is cumbersome thus making the representation of the Neumann problem in terms of the solution of the Dirichlet problem somehow redundant for a direct application. This issue is fixed in the paper at hand by considering another approach for obtaining the desired connection. This approach is based on the Joukowsky transform.
The structure of the paper is as follows. In Section 2 the notation is established and some preparations are made. In Section 3 the author presents the first main result (Theorem 1), with an equivalent formulation in terms of cartesian coordinates (Theorem 4). In addition, an extension of it to the case of general planar doubly-connected regions is given using conformal maps (Theorem 5). Its second part presents the connection between the Neumann and the Dirichlet problems in the case of elliptical regions (Theorem 6). Section 4 draws some final conclusions. arXiv:1911.05194v1 [math.AP] 10 Nov 2019 2 Preliminaries
Notations
Denote by U = {z ∈ C : |z| < 1} the unit disk in C, byU the punctured unit disk, by C r the circle centered in origin of radius r, and the annulus with radii 0 ≤ r 1 < r 2 by A r 1 ,r 2 = {z ∈ C : r 1 < |z| < r 2 }, respectively. Furthermore if ρ > 1 let E ρ be the interior of the ellipse given by 4x 2 (ρ+ρ −1 ) 2 + 4y 2 (ρ−ρ −1 ) 2 = 1, and if θ ∈ (−π, π] let H θ be the hyperbola described by x 2 cos 2 θ − y 2 sin 2 θ = 1 in which case H := {H θ : θ ∈ (−π, π]}. In addition for any region Ω, C 1 (Ω) will stand for the set of all functions h ∈ C 1 (Ω) for which the gradient ∇h can be continuously extended to Ω, and N(Ω) will stand for the set of all functions h ∈ C 1 (Ω) for which the (outward) normal derivative exists and is finite at all points of ∂Ω. Throughout the paper the author will switch between the complex and the R 2 notations, depending on the context to discriminate between them.
Preliminary aspects
If D ⊂ C is a bounded smooth region, consider the Dirichlet and the Neumann problems for the Laplace operator in D ∆u = 0 in D u = g on ∂D
and
where ν is the outward unit normal to the boundary of D. In the particular case when D = A r 1 ;r 2 , r 1 > 0, we have
The existence of solutions of the Dirichlet and the Neumann problems in the case of the punctured disk A 0,r 2 requires special attention. As shown by Zaremba's example, for continuous boundary data g and r 1 = 0, the Dirichlet problem (1) has a solution iff g (0) = 1 2πr 2 2π 0 g r 2 e iθ dθ. Also, for continuous boundary data f and r 1 = 0, the boundary condition at the origin of the Neumann problem (2) should be ignored (the exterior normal to ∂A 0,r 2 at the origin cannot be properly defined), and a solution of (2) satisfying the boundary condition just on ∂A 0,r 2 \ {0} exists iff 2π 0 f r 2 e iθ dθ = 0 (this is a direct consequence of Theorem 1 and Proposition 1 below; also see Definition 2 and Remark 4).
When D = A r 1 ,r 2 , due to the radial symmetry of the region, it is natural to consider polar coordinates (r, θ), defined by r = |z| and θ = arg(z) ∈ [−π, π) for z ∈ A r 1 ,r 2 .
The link between the cartesian and polar coordinates formulation of the Dirichlet and Neumann problems (1) -(2) when D = A r 1 ,r 2 is given by the following proposition. Proposition 1. If w ∈ C 2 (A r 1 ,r 2 ) satisfies ∆w = 0 in A r 1 ,r 2 , then the function w : (r 1 , r 2 ) × R → R defined byŵ (r, θ) = w re iθ is 2π-periodic in the second variable, has continuous second order partial derivatives and satisfieŝ
Conversely, if the functionŵ : (r 1 , r 2 ) × R → R is 2π-periodic in the second variable, has continuous second order partial derivatives and satisfies (4), then the function w : A r 1 ,r 2 → R defined by w (z) =ŵ (|z| , arg(z)) belongs to C 2 (A r 1 ,r 2 ) and satisfies ∆w = 0 in A r 1 ,r 2 .
Moreover, w has a continuous extension to A r 1 ,r 2 iffŵ has a continuous extension to [r 1 , r 2 ] × R, and in this case
Also w has (outer) normal derivative at a point re iθ ∈ ∂A r 1 ,r 2 iffŵ has partial derivative with respect to the first variable at the point (r, θ) ∈ {r 1 , r 2 } × R, and in this case
Finally
Proof. The direct implication is immediate. For the converse, by using the 2πperiodicity ofŵ in the second variable and the fact that it has continuous second order partial derivatives, lengthy computations show that w ∈ C 2 (A r 1 ,r 2 ). Also, it is not difficult to check that
where the last equality follows by using hypothesis (4) .
The fact that w has a continuous extension to the boundary of the domain if w does is immediate.
Next notice that for any θ ∈ R the corresponding directional derivatives are given by:
For the last claim lengthy computations show that
Combining equations (6) with the fact that arg(·) is harmonic in C \ {z : (z) < 0, (z) = 0} (and hence arg(·) ∈ C 2 (C \ {z : (z) < 0, (z) = 0})) the conclusion follows. This ends the proof.
What is more is that the above proposition shows that in the case of annuli one can reformulate the Dirichlet and the Neumann problems (1) -(2) in polar coordinates as follows: find u = u (r, θ) ∈ C 2 ((r 1 , r 2 ) × R)∩C 0 ([r 1 , r 2 ] × R) which is 2π-periodic in the second variable and satisfies
which is 2πperiodic in the second variable and satisfies
and the boundary data ϕ, φ : {r 1 , r 2 } × R is related to the boundary data f, g : ∂A r 1 ,r 2 → R in (1) -(2) by ϕ (r, θ) = g re iθ and φ (r, θ) = f re iθ if r = r 2 , −f re iθ if r = r 1 , (r, θ) ∈ {r 1 , r 2 }×R, and we note that in particular the functions ϕ, φ are 2π-periodic in the second variable.
Remark 2. The compatibility condition ∂A r 1 1,r 2 f dσ = 0 for the existence of a solution of the Neumann problem (2) in cartesian coordinates becomes, in polar coordinates, the following:
3 Main results
The annlus and doubly-connected regions
With the above preparations, the main result of this section is presented below.
Theorem 1. Let 0 < r 1 < r 2 and assume φ : {r 1 , r 2 } × R → R is continuous, 2π-periodic in the second variable, and satisfies the compatibility condition 2π 0
If u is the solution of the Dirichlet problem (7) with ϕ(r, θ) = rφ(r, θ) on
where
is the solution of the Neumann problem (8) satisfying U √ r 1 r 2 , 0 = 0. In addition U r can be continuously extended to [r 1 , Proof. Let me first consider r 2 = 1 r 1 = a > 1, in which case the problem reduces to showing that the function
is the desired solution of the Neumann problem (8) on A 1 a ;a with boundary data
where u is the solution of the Dirichlet problem (7) with boundary data ϕ(r, θ) = rφ(r, θ) on 1 a , a × R.
Step 1. Show that 
Consequently, the partial derivative of U with respect to the first variable can be continuously extended to 1 a , a × R and satisfies
In addition
Define W : A 1 a ;a → R, W (z) := u(|z|, arg(z)). Since u is the solution of the Dirichlet problem (7) it follows by Proposition 1 that W is harmonic in A 1 a ;a and using a continuity argument W (re iθ ) = ϕ(r, θ), ∀(r, θ) ∈ { 1 a , a}.
Chapter 4]). But then −α log a + β = Step 2. Show that U (r, θ + 2π) = U (r, θ), (r, θ) ∈ 1 a , a × R.
Step 1.
= 0. Consequently it follows that the
which concludes this part of the proof.
Step
and thus U rr (r, θ)
where the quantity in the right-hand side is identically 0 since u verifies relation (4).
Step 4. Show that the derivative of U with respect to the first argument exists, is finite, and equals φ(r, θ), at all points (r, θ) ∈ {r 1 , r 2 } × R.
Indeed lim
r a U (r,θ)−U (a,θ) r−a = φ(a, θ), and likewise lim
This completes the proof of the first part in the case r 2 = a > 1 > 1 a = r 1 .
For the general case 0 < r 1 < r 2 define λ = 1 √ r 1 r 2 , a = r 2 r 1 and let u be the solution of the Dirichlet problem (7) on A 1 a ;a with boundary datã
In addition notice that equation (4) is fulfilled for U on (r 1 , r 2 ) × R, and since U ( √ r 1 r 2 , 0) = U (1, 0) = 0, the proof of the first part is completed.
Using the first part of the Theorem, the proof of the second part is trivial.
If an additional assumption on the smoothness of φ is added, one can strengthen the result in Theorem 1. To see that this is the case, define a G-strong solution of the Neumann problem (8) to be a function
In the same way, U will be called a Gstrong solution of the Neumann problem (2) 
Theorem 2. Let 0 < r 1 < r 2 and assume φ :
is the G-strong solution of the Neumann problem (8) satisfying U √ r 1 r 2 , 0 = 0.
is the solution of the Dirichlet problem (7).
Proof. In the light of Theorem 1 it will only have to be shown that U θ can be continuously extended to [r 1 , r 2 ] × R. Also it is sufficient to consider the case r 2 = a = 1 r 1 > 1. The proof will be based on the well-known Fourier series-solution for the Dirichlet problem in A 1 a ;a with boundary data ϕ(r, θ) = rΦ(r, θ), r ∈ { 1 a , a}. To this end let u be the solution of the Dirichlet problem (7) with boundary data ϕ.
Since φ(r, ·) ∈ C 2,α (R) it follows that ϕ(r, ·) ∈ C 2,α (R) as well and we have
k 2+α for any r ∈ 1 a , a , and also if k is large enough max{|C k |r k + |D k |r −k , |E k |r k + |G k |r −k } ≤ 4 r a k + 1 ra k . Using now the last inequality it is easy to prove that
and the first two inequalities above imply in addition that for any (r, θ) ∈ 1 a , a ×R
Using them again it can be inferred that u θ can be continuously extended to 1 a , a × R. But then it follows that u θ is uniformly bounded on (say) 1 a , a × [−π, π], and by periodicity also on 1 a , a × R. So it can be argued that
can be continuously extended to 1 a , a × R. This completes the proof.
Some corollaries and remarks will be provided in what follows.
First notice that for r 1 0 and r 2 = 1, the region A r 1 ;r 2 becomes the punctured unit disk A 0;1 = {z ∈ C : 0 < |z| < 1} =U. If w :U → R is a harmonic function having a finite limit at the origin (an isolated boundary point of the domain), then it is known that w can be extended by continuity at the origin, and the resulting function is harmonic in U.
If w has a continuous extension to U, with boundary values w (0) ≡ ϕ (0, ·) (constant function of θ ∈ R) and w e iθ = ϕ (1, θ), θ ∈ R, then the condition 
Substracting a constant if necessary (i.e. considering w − w (0) instead of w), without loss of generality it can be assumed that w (0) = 0, or equivalently
The above discussion shows that in the case of the punctured diskU = A 0;1 , the Dirichlet problem (7) To sum up it can be concluded that
With this preamble I shall introduce the following two definitions, with the convention that in both of them D = A 0;1 . 
(17) Remark 3. As we have already remarked, Definition 1 is equivalent to the Dirichlet problem (1) for D = U and boundary data g(z) = ϕ(arg(z)) on ∂U.
Remark 4. Definition 2, instead, comes with a novelty which allows us to formulate this problem, in a consistent way, for the punctured disk as well. This fact is in contrast with the (classical) Neumann problem where the (outward) normal derivative at {0} can not be defined.
In addition it reveals that ifÛ is the solution of the Neumann problem (17) on A 0;1 , thenÛ is just the representation in polar coordinates of the (classical) solution U to the Neumann problem (2) on U, with boundary data f (z) = φ(1, arg(z)) on ∂U and U (0) = 0.
The next corollary shows that Theorem 1 is a generalization of the main result in [5] (actually its first part is exactly Theorem 1 in [5] when the unit ball has dimension 2). This will show, in particular, that the theory presented so far is a more powerful tool in R 2 which embeds the main result in [5] as a particular case. Proof. Define r n = r 1 (n) = 1 n 2 , A n = A rn;1 , n ∈ N \ {0, 1}. On A n let u n (·) be the solution of the Dirichlet problem (1) with boundary data g n = u on ∂A n . By the uniqueness of the solution of the Dirichlet problem it follows that u n = u on A n . Consequently define U n re iθ = Let now K ⊂ A 0;1 be any compact set. Hence ∃N K ∈ N \ {0; 1} such that ∀n ≥ N K ⇒ K ⊂ A n . So choose any n ≥ N K and any p ∈ N * and observe that |U n+p re iθ − U n re iθ | ≤ To evaluate the first term, notice first that since u ∈ C 0 (U) ∩ C 1 (U) we have
On the other hand, since 0 ∈ K it follows that there exists δ K > 0 such that d(0, K) = δ K .The last two observations in turn imply that
it can be concluded that ∇u is bounded on, say, |z| ≤ 2/3 which in turn shows that one can choose M 2 > 0 for which
Since we can consider without loss of generality that θ ∈ [−π, π], it follows that the sequence of harmonic functions {U n } ∞ n=2 is uniformly Cauchy on K, and hence on any compact subset of A 0;1 . Furthermore it is easy to see that This shows that U can be (uniquely) extended to a harmonic function on the whole unit disk, which I shall also denote for brevity U . It is not difficult to check that U can actually be extended by continuity to the whole U. or equivalentlyû(r, θ) = rÛ r (r, θ), for any r ∈ (0; 1). SinceÛ r (r, θ) ≡ ∂U ∂e iθ re iθ the conclusion follows.
In the particular case when the boundary data is symmetric, the result in Theorem 1 has the following simplified form.
Theorem 3. Let 0 < r 1 < r 2 and assume φ : {r 1 , r 2 } × R → R is continuous, 2π-periodic in the second argument, verifies the Dirichlet conditions as a function of θ, and satisfies r 1 φ (r 1 , θ) = r 2 φ (r 2 , θ) for θ ∈ R.
If u is the solution of the Dirichlet problem (7) with boundary data ϕ(r, θ) = rφ(r, θ) on {r 1 , r 2 } × R, then
is the solution of the Neumann problem (8) satisfying U √ r 1 r 2 , θ ≡ 0.
Conversely, if ϕ : {r 1 , r 2 } × R → R is continuous, 2π-periodic in the second variable, and satisfies ϕ (r 1 , θ) = ϕ (r 2 , θ) for θ ∈ R, and if U is the solution of the Neumann problem (8) with boundary data φ(r, θ) = ϕ(r,θ) r on {r 1 , r 2 } × R, then
Proof. It will be shown that under the additional hypothesis r 1 φ(r 1 , θ) = r 2 φ(r 2 , θ), θ ∈ R one has u(r, θ) = u r 1 r 2 r , θ ∀ (r, θ) ∈ [r 1 , r 2 ] × R from where it follows by derivation with respect to the first argument that u r (r, θ) ≡ − r 1 r 2 r 2 u r r 1 r 2 r , θ and taking r = √ r 1 r 2 it follows that u r ( √ r 1 r 2 , θ) ≡ −u r ( √ r 1 r 2 , θ) which implies that u r ( √ r 1 r 2 , θ) = 0 ∀ θ ∈ R, and so U will have the desired expression.
Notice that it is enough to prove the result for the special case r 2 = a, r 1 = a −1 , for the general case follows from this one by scalarization, in the same way it was done in the proof of Theorem 1. Hence it can be assumed without loss of generality that r 2 = a, r 1 = a −1 , a > 1. Writing again the Fourier expansions for ϕ(r 2 , ·) ≡ ϕ(r 1 , ·) it is obtained ϕ(r 2 , θ) = a 0 + ∞ k=1 (a k cos kθ + b k sin kθ) = ϕ(r 1 , θ) ∀ θ ∈ R. But then the solution of the Dirichlet problem (7) on 1 a , a × R with boundary data ϕ is given by If u is the solution of the Dirichlet problem (1) with boundary data
then the solution U of the Neumann problem (2) with boundary data f satisfying U ( √ r 1 r 2 ) = 0 is given by
If in addition f ∈ C 2,α (∂A r 1 ;r 2 ), then U given in (21) is a G-strong solution of the Neumann problem (2) . Conversely if g : ∂D → R is a continuous function satisfying if |z| = r 1 , then u re iθ = r U x re iθ cos θ + U y re iθ sin θ =: r ∂U ∂e iθ re iθ , re iθ ∈ A r 1 ;r 2 (23) is the solution of the Dirichlet problem (1) with boundary data g.
Remark 5. The constant C appearing in (22) has a nice interpretation. Indeed it can be shown that C = 1 2π
where v 0 is the conjugate harmonic of u satisfying v 0 ( √ r 1 r 2 ) = 0.
Using the conformal invariance of harmonic functions and Theorem 4, an important general result is obtained. Before stating it, some preparations are needed. First let D ⊂ C be some smooth doubly connected region, whose boundary consists of two Jordan bounded curves Γ i , i ∈ {1, 2}. I will assume Γ 1 si the inner contour. Following the approach in [3, Chapter 6] let ω 1 be the harmonic measure of Γ 1 with respect to the region D, and define α 1 = Lemma 1. Assume ∂D ∈ C 2;β , 0 < β < 1, is regular. Then G defined above has the following properties:
i. G is well defined on D;
ii. G(D) = A 1;e λ 1 and the mapping is one-to-one. In addition G(Γ 2 ) = C 1 and G(Γ 1 ) = C e λ 1 , respectively;
iii. G is a conformal representation of D on A 1;e λ 1 ;
iv. If F = G −1 then F can be continuously extended to A 1;e λ 1 .
Proof. For the proof of i.−iii. see Theorem 10 in [3, Chapter 6] . For the last point notice first that the assumption ∂D ∈ C 2;β implies that ∇ω can be continuously extended to D. Consequently G extends continuously to D. Using this aspect and the conformity of F in A 1;e λ 1 it is easy to show that F can be extended continuously to A 1;e λ 1 . The next step is to evaluate the limit lim 1 G (F (ξ)) = p −1 (F (ξ))G −1 (F (ξ)). In order to conclude, it only remains to prove that G |∂D does not vanish at any point. But this is clearly the case for if there would exist a point η 0 ∈ ∂D for which G (η 0 ) = 0, η 0 ∈ Γ i 0 for some i 0 ∈ {1, 2}, then { d dt [G(Γ i 0 (t))]} |t=t 0 = 0, where Γ i 0 (t 0 ) = η 0 . But this is clearly impossible as ∂A 1;e λ 1 is regular.
Theorem 5. Set r 1 = 1, r 2 = e λ 1 and assume ∂D ∈ C 2,β , 0 < β < 1, is regular. In addition suppose that Φ : ∂D → R satisfies the compatibility condition ∂D Φ dσ = 0. If F : A r 1 ,r 2 → D is the conformal map given in Lemma 1, and if U is the G-strong solution of the Neumann problem (2) with boundary data Φ, satisfying U (F −1 ( √ r 1 r 2 )) = 0, then U is given by
and where u is the solution of the Dirichlet problem (1) with boundary data
Proof. For brevity the following notations will be adopted V = U • F , z = x + iy, z ∈ A r 1 ,r 2 , w = ξ + iη, w ∈ D, ν : ∂D → R is the outward normal derivative at D, and finally n : ∂A r 1 ,r 2 → R is the outward normal derivative at A r 1 ,r 2 .
We have Φ(w) = ∇U (w), ν(w) on ∂D and notice that
Hence Φ(w) = ∇U (w)ν(w) , ∀w ∈ ∂D.
Also ∇V (z) = ∂ ∂x (U (F (z))) + i ∂ ∂y (U (F (z))) and letting w = F (z) compute successively
In conclusion ∇V (z) = ∇U (w)F (z) − i ∇U (w)F (z) , z ∈ A r 1 ;r 2 , from where it follows by a continuity argument that
But then ∂V ∂n (z) 
But then defining Φ V : ∂A r 1 ,r 2 → R, Φ V = ∂V ∂n , since V is harmonic in A r 1 ;r 2 and ∇V can be extended by continuity to A r 1 ,r 2 , it follows that V is a G-strong solution of the Neumann problem (2) on A r 1 ;r 2 with boundary data Φ V (it can be checked by direct computations, using relation (26), that indeed 
Consequently, if u = v•G then u is harmonic in D, extends continuously to D, and has continuous boundary data ϕ V • G, which coincides with ϕ given in the statement of the Theorem. In addition denoting {Γ} = {F (C √ r 1 r 2 )} one obtains the following relations ∂v ∂x (G(w)) = ∇u(w), F (G(w)) = ∇u(w)F (G(w)) , ∂v ∂y (G(w)) = ∇u(w), − ∂η ∂x (z) + i ∂ξ ∂x (z) = − ∇u(w)F (G(w)) , ∀w ∈ {Γ}.
To this end it follows that v x ( √ r 1 r 2 e iτ ) cos τ + v y ( √ r 1 r 2 e iτ ) sin τ z= √ r 1 r 2 e iτ = ∇v(z), z √ r 1 r 2 = 1 √ r 1 r 2 ∇v(z)z = ∇u(w)F (G(w))e iτ τ ∈ R, where w = F √ r 1 r 2 e iτ . Combining this with the expression of V given in (27) it follows that U = V • G has the desired expression. This concludes the proof.
Elliptical regions
Let J : C * → C, J(w) := 1 2 w + 1 w be the Joukowsky transform, and define J + = J | U c \{e iθ :θ∈(−π,0)} , T + = J −1 + , J − = J |U ∪{e iθ :θ∈[−π,0]} , T − = J −1 − . Throughout this section, the argument of a complex number will be defined as taking values in (−π, π] and if z is any complex number then its square root will be defined as The paper provides a connection between the solutions of Neumann and Dirichlet problems in the case of elliptical and doubly-connected regions. When talking about annuli, this connection implies that solving any of these two problems leads by an analytic formula to an explicit solution of the other problem. In the case of the general doubly-connected regions or elliptical regions, a solution of the Neumann problem is provided in terms of the solution of a certain Dirichlet problem.
