Abstract. The complexity of pairwise RNA structure alignment depends on the structural restrictions assumed for both the input structures and the computed consensus structure. For arbitrarily crossing input and consensus structures, the problem is NP-hard. For non-crossing consensus structures, Jiang et al's algorithm [1] computes the alignment in O(n 2 m 2 ) time where n and m denote the lengths of the two input sequences. If also the input structures are non-crossing, the problem corresponds to tree editing which can be solved in O(m 2 n(1 + log n m )) time [2] . We present a new algorithm that solves the problem for dcrossing structures in O(dm 2 n log n) time, where d is a parameter that is one for non-crossing structures, bounded by n for crossing structures, and much smaller than n on most practical examples. Crossing input structures allow for applications where the input is not a fixed structure but is given as base-pair probability matrices.
Introduction
With the recent focus on non-protein-coding RNA (ncRNA) genes, interest in detecting novel ncRNAs has rapidly emerged. A recent screen on ncRNAs has detected more than 30000 putative ncRNAs in human genome [3] , most of them with unknown function. Since the structure of RNA is evolutionarily more conserved than its sequence, predicting the RNA's secondary structure is the most important step towards its functional analysis [4] .
The secondary structure of an RNA molecule can be calculated from its nucleotide sequence by determining a folding with minimal free energy [5] [6] [7] [8] [9] . Albeit this so-named thermodynamic approach is a success story in the analysis of RNA, it is known that predicting the secondary structure from a single sequence is error-prone, where the best available approaches can correctly predict only up to 73% of the base-pairs [10] . This situation can be improved by taking phylogenetic information into account, i.e., by predicting a common consensus structure from a whole set of evolutionary related RNA sequences.
There are several approaches for this problem (see [11] for an overview) which increase both in computational complexity as well as in the average quality. The simplest and fastest approach is to align the RNA sequences using a multiple sequence alignment, and then to fold the complete alignment using approaches like RNAalifold [12] and Petfold [13] . This has time complexity of O(k 2 n 2 ) for the pairwise alignment, and O(n 3 ) for the final folding, which has to be applied only once on the complete alignment, where k is the number of sequences.
The second approach is to predict for all k sequences the minimum free-energy structure (with complexity O(n 3 )), and then to perform progressive sequence-structure alignment whose complexity is dominated by the pairwise alignment steps. For a long time, the best complexity known for the pairwise alignment step was O(n 3 log(n)) as given by the seminal work of Klein [14] . Just recently this has been improved to O(n 3 ) [2] . However, this approach crucially depends on the quality of the initial structure prediction, which is error-prone.
Hence, the gold standard are Sankoff-like approaches [15] [16] [17] [18] [19] which simultaneously align and fold the sequences. However, as stated in [11] , the Sankoff-approach requires "extreme amounts of memory and space" with a space complexity of O(n 4 ) and a time complexity of O(n 6 ). In [19] , we improved this complexity to O(n 4 ) time by aligning base-pair probability matrices. Basically, one is given two sets of weighted base-pairs that are possibly crossing, and the goal is to find the best common nested consensus structure for both sets, taking both base-pair weights and the associated RNA sequences into account.
In this work, we want to shorten the gap between sequence-structure alignment methods (with a complexity of O(n 3 )), and the Sankoff-like approaches (with a complexity of O(n 4 ) for alignment of base-pair probability matrices) for a practical application scenario. Basically, sequencestructure alignment approaches use exactly one structure per sequence as an input, whereas Sankoff-like approaches use all possible structures as an input. However, in many practical cases, one has a mixture of both, namely a main structure that allows for a small deviation. As shown in the example in Fig. 1 , the alternative structures together form a crossing input structure, where the offset between crossing arcs is small. In this paper, we introduce a measurement for this deviation (d-crossing), and introduce an efficient algorithm with complexity O(n 3 log(n)) given that the deviation is small (i.e., that the input base-pair probability matrix is d-crossing for a small constant d). Note that the crossing structure in Fig. 1 forms a two-page embedding (or is 2-colorable, as it is called in [20] ), but our approach is not restricted to this class of structures.
The fast available sequence structure alignment methods for non crossing input structures as in Klein [14] (a formal definition of non-crossing is given in Section 2) rely on a heavy path decomposition which was so far only available for tree-like structures. Our approach generalizes this to d-crossing structures. 
Preliminaries
An arc-annotated sequence is a pair (S, P ), where S is a string over the set of bases {A, U, C, G} and P is a set of arcs (l, r) with 1 ≤ l < r ≤ |S| representing bonds between bases. We allow more than one arc to be adjacent to one base, but require that |P | ∈ O(|S|), that is, on average each base is adjacent to only a constant number of arcs. We denote the i-th symbol of S by S[i] and the substring from symbol i to symbol j with
For an arc p = (l, r), we denote its left end l and right end r by p L and p R , respectively. The span of p is defined as span(p) = p R − p L + 1. Two arcs p 1 and p 2 in an arc-annotated sequence (S,
For every two arcs, either the two arcs are crossing, one of the arc is nested in the other, or one of the arc precedes the other. An arc-annotated sequence (S, P ) containing crossing arcs is called crossing, otherwise non-crossing or nested. A d-crossing sequence is a crossing sequence in which every two crossing arcs are d-crossing.
Problem Definition
An alignment A of two arc-annotated sequences (S 1 , P 1 ) and (
We require a consensus structure to be non-crossing (formally {(p 1 , p 2 ), (p 1 , p 2 )} ⊆ P ⇒ p 1 and p 1 do not cross) and such that each base is adjacent to at most one arc (i.e.
). Each alignment together with some consensus structure has an associated cost based on functions
denotes the cost to align position i of sequence k to a gap, β(i, j) the cost for a base match, i.e. cost to align position i of the first sequence to position j of the second sequence, provided arcs adjacent to i and j are not contained in the consensus structure, and α(p a , p b ) denotes the cost to match arcs p a , p b in the consensus structure. The cost of an alignment A with consensus structure P , denoted C P (A), is
where A is the set of all edges (i, j) ∈ A such that there is no edge (i , j ) ∈ A for which ((i, j), (i , j )) ∈ P or ((i , j ), (i, j)) ∈ P . Note that this scoring scheme can easily be instantiated with the edit distance scoring scheme of Jiang et al [1] if each base is adjacent to at most one arc. For this case we set γ 1 (i) = w d + ψ 1 (i)(
where ψ 1 , ψ 2 , χ, w d , w r , w m , w b , and w am are defined as in [1] . However, we formulate the algorithm with the more general scoring scheme, since α((i, j), (i , j )) can be used to encode base pair weights which is more suitable in the presence of several adjacent arcs per base that represent alternative structures.
The RNA structure alignment problem is given two arc-annotated sequences (S 1 , P 1 ) and (S 2 , P 2 ), to find an alignment A and a consensus structure P such that C P (A) is minimal. For the remainder of this paper we fix two arc-annotated sequences (S 1 , P 1 ) and (S 2 , P 2 ) with |S 1 | = n, |S 2 | = m, |P 1 | ∈ O(n) and |P 2 | ∈ O(m) and assume that (S 1 , P 1 ) is d−crossing. We assume w.l.o.g. that P 1 contains an arc (1, n).
Arc annotated sequences are often classified as plain, nest, cross or unlim, as originally proposed in [21] . We solve for our scoring scheme the edit problem for a class that fully contains edit(nest,nest) and partially contains edit(unlim,unlim) (namely those instances where one structure is d−crossing and where on average each base is adjacent to only a constant number of arcs).
The Algorithm Recursion
The algorithm consists of two stages. The first stage computes the optimal costs to align certain fragments that are required for the second stage.
Stage 1
In the first stage, we compute a table M analogously to the recursion of Jiang et al. [1] 
The base cases where i = i − 1 and j = j − 1 are initialized with M [i, i − 1, j, j − 1] = 0, the other entries are computed recursively as defined in Fig. 2 . In the recursive computation, cases that rely on invalid items (i.e. where any of i, i , j, j are not within their allowed range) are implicitly skipped. While Jiang et al's algorithm computes the entire alignment based on this recursion, we only compute entries of M for short fragments of the first sequence that have a length of at most 2d+2, i.e. for 1 
Stage 2
For non-crossing input structures, the correspondence of these structures to trees allows for alignment methods that are asymptotically faster than the recursion used in the first stage [2, 14] . In our approach we apply a similar technique, but since our input structures do not correspond to trees, we select a subset P T ⊆ P 1 of the arcs.
The arcs in P T do not cross and at most one of them is adjacent to each base. Hence, the arcs in P T form a tree structure that guides the recursive decomposition during the computation of the alignment.
Construction of P T Define the inner d-range of p as
. For a set of arcs P ⊆ P 1 , the set tree (P ) is defined recursively as follows. If P = ∅ or all arcs in P have span at most 2d then tree (P ) = ∅. Otherwise, let p be some arc in P with maximum span (ties are broken arbitrarily), and
Lemma 1. Every arc in P crosses at most one arc in tree (P ).
Proof. Let p 1 and p 2 be two arcs in tree (P ), and assume w.
Therefore, p 2 is nested in p, and in particular, p does not cross p 2 .
If
We conclude that p cannot cross both p 1 and p 2 . Lemma 2. An arc p ∈ P satisfies p ∈ I d (p ) for at most one arc p ∈ tree (P ). If p does not cross an arc in tree (P ) then p ∈ I d (p ) for a unique arc p ∈ tree (P ).
Proof. To prove the first part of the lemma, let p 1 and p 2 be two arcs in
We prove the second part of the lemma using induction on |P |. Let P ⊆ P 1 be a nonempty set of arcs, and let p be some arc in P that does not cross an arc in tree (P ). Let p be the maximum span arc in P that is chosen when computing tree (P ). Recall that tree (P ) = {p } ∪ tree P 1 ∪ tree P 2 ∪ tree P 3 where
Otherwise, since p does not cross p and p / ∈ I d (p ), we have that p is in some set P i . Since |P i | < |P |, by the induction hypothesis there is an arc p ∈ tree P i such that p ∈ I d (p ).
We define P T = tree (P 1 ), and we call the arcs in P T tree arcs. For every p ∈ P 1 we define T (p) to be the unique tree arc p such that p crosses p , if such arc exists. Otherwise, T (p) is the unique tree arc p such that p ∈ I d (p ).
Lemma 3. For every
Proof. If p crosses T (p) then the inequalities of the lemma are satisfied since (S 1 , P 1 ) is d-crossing. Otherwise, from Lemma 2, p ∈ I d (T (p)), and the inequalities of the lemma are satisfied by the definition of I d (·).
Lemma 4. Let p ∈ P 1 and let p ∈ P T such that p = p and p is nested in T (p). Then, p is nested in p.
Proof. Let p and p be two arcs satisfying the conditions of the lemma. From the definition of T (·), p cannot cross p . Moreover, from Lemma 3 and the fact that span(p) > 2d, p cannot precede p, or vice versa.
For every tree arc p ∈ P T we select a tree arc denoted hchild(p) such that hchild(p) is nested in p and span(hchild(p)) is maximum (if there is such an arc). For p ∈ P T and p = (1, n), define parent(p) to be the minimum span tree arc that p is nested in. We define parent((1, n)) = (1, n).
Recursion For each p ∈ P T we build two tables L p and R p . Intuitively, one obtains the optimal alignments of the area below p or any arc crossing p by first extending the optimal alignments of hchild(p) or any arc crossing hchild(p) to the left (with L p ) and then to the right (with R p ). We compute the tables in an order such that for each p, L p is computed before R p and such that the tables of all p ∈ P T that are nested in p are computed before the tables of p.
The
and for R p [i, i , j, j ] the domains of j and j are the same, but i and i must satisfy
If hchild(p) is not defined for p, no L p table is computed and the R p tables contain entries for
and j, j restricted as in the table R p in the case where hchild(p) is defined. The domains of i and i for the different cases are visualized in Fig. 3 .
All other entries are computed according to the recursion shown in Fig. 5 . Again cases relying on invalid items are implicitly skipped. The last three cases of the recursion are visualized in Fig. 4 .
Computation of R p The computation of the R p tables is similar to the computation of the L p tables, only that the fragments are extended to
if hchild(p) is not defined: Fig. 3 . Visualization of the domains for the different tables. Fig. 4 . Visualization of the recursion cases. The arc bounding the gray area denotes hchild(p). 
All other items are computed according to the recursion shown in Fig. 6 . If hchild(p) is not defined, we initialize all items with
The recursion for R p in this case includes lines I, II, III, and V from Fig. 6 . Once the tables are computed, the actual alignment can be constructed using the usual backtrace technique.
Correctness
Let (A, P ) be an optimal alignment and consensus structure for the fragments corresponding to some table entry
(note the swapped indices in the entry of L p ). In all recursions, lines I and II cover the cases where A aligns i or j to a gap. Line III covers the cases where (i , j ) ∈ A and no arcs of P are adjacent to i or j . Furthermore i and j can never be adjacent to arcs of the consensus structure whose other end is outside of the current fragment (due to the semantics of the table entries). Hence, the case that remains is where i and j are one end of some arc of the consensus structure whose other end is also contained in the current fragment. In the recursion for M , this case is covered in line IV, and in the recursions for L and R this case is further decomposed into subcases corresponding to lines IV to VI. In all those cases, the fragment is decomposed in the arc match (p 1 , p 2 ), the fragment below the arc match and the fragment before it (or behind it, in the case of the table L). This decomposition is correct since the consensus structure is nested and hence cannot contain other arc pairs whose arcs cross p 1 and p 2 to connect the fragments before and below (p 1 , p 2 ). It remains to show that in each case the table entries we recursively descend to exist. Fix an arc p ∈ P T for which hchild(p) is defined (the case where hchild(p) is not defined is similar). Let p 1 = (i 0 , i ) be an arc considered in lines IV to VI of the recursion for R p .
Lemma 5. p 1 does not cross hchild(p).
