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This rep or t also co n ta ins a di scussion of so m e appl ications. Phys ical oceanography, phys ical 1i mnology a nd m e t eorology a re all a r eas of appli cation in t he ea rth sciences. The va riety of a pp licn.tion is stressed at the expense of d ep t h and co mplete ness, The m ore t echn ological ap plica ti on of plumes in bodi es of water or in t he a tm os pher e is a lso dis cussed.
Fin all y, so m e impor tant p r oble m a r eas a r c bri efl y s ur veyed . These areas a r c turb ul en cc, no n I in ear p r ocesses, num eri cal co m p uta ti on of f1 01I'" a nd furth er n.p p li ea ti ons. K ey word s : Buoya nt fl ows; geoph ys ical fluid f1 oll's; iner t ia l II'aves; in tern a l II-aves; r ot n.tin g fluids; s trat ified fluid s; wa ves in fiuids . An increased interest in geophysical phenomena and greater public concern about the quality of the environment have led to an increase in activity in geophysical fluid dynamics. Although fluid-dynamical phenomena are only one aspect of such broader geophysical and environmental considerations, they constitute a very fundamental aspect. The atmosphere, after all, is the layer of fluid surrounding the earth in which we live and in which the flow and transport influence every aspect of our lives [1] .1 Also, the oceans and lakes are fluids covering the major portion of the surface of the earth, and these also influence our living [2] . Even the dynamics of the solid surface of the earth is now thought to be dominated by convective motions within the earth, and these motions are being described by the plate-tectonic model of the earth [3] .
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Contained rotating fluids -----------------------------------__
Fluid phenomena within the atmosphere, oceans and lakes are often profoundly affected by the variations in density within the fluid [4, 5, 6] . Such fluids, where density varies as a function of depth, are called stratified fluids. As a result of the increased interest in geophysical flows, the study of stratified fluids has been re-awakened in recent years [7, 8] . In a stratified fluid, buoyancy plays an important role, the stable configuration for the fluid being one in which the lighter, less-dense fluid overlays the heavier fluid. The ocean-atmosphere interface is an example of a stratified flow; here the very large density difference between the air and the underlying water is such that the inertial effects of the air are usually neglected in comparison with the inertia of the water. However, very generally, temperature variations and chemicalcomposition and solid-particle variations provide density stratifications which lead to subtle and often profound differences in the flow and transport phenomena.
A second effect within geophysical flows which can profoundly influence the flow and which has also undergone a resurgance of interest is the effect of rotation of the earth [9, 10] . The influence of rotation generally applies to larger scale phenomena than those associated with stratification, but often flows are affected by both rotational and stratification effects simultaneously [6, 11, 12, 13] . The effects of stratification and rotation are not only important in geophysical applications, but also in astrophysical applications [14, 15] .
There is an analogy between the effects of rotation and those due to stratification [16] . Rotation of a homogeneous fluid about the vertical axis inhibits the flow in horizontal planes. Similarly, in a stable, density-stratified fluid, motion of the fluid in the vertical direction (parallel to the direction of gravity) is inhibited because of the buoyancy variation of the fluid. Under certain conditions the analogy reduces mathematically to the same problem. For wave phenomena the analogy has been known for some time, and a mathematical formalism has been developed to analyze these waves (as well as those arising in other flows such as magnetohydrodynamic flows [17] ).
In this paper an exposition is given of stratified and rotating phenomena. There are several excellent texts which have come out recently (refs. [4, 5, 6, 7] and [9] ) which examine stratified or rotating fluid s, and this paper will rely heavily on these texts. However, additional features will also be considered.
In t he second sec tion general considerations, such as definitions of terms, basic concepts, basic parameters and the fundamental equations, in the study of stratified and rotating fluids will be presented. In the third section an examination of small disturbances (waves) to equilibrium configurations will be discussed. Because of the interest of the author in this area, this section will be rather extensive. In section four the analogy between stratified and rotating fluids is discussed in some detail. Nonlinear features of stratified or rotating flows are presented in section five, and transport and diffu sion processes in these flows are surveyed in section six. Section seven deals with applications of stratified and rotating flo\\-s to oceanography, limnology, meteorology, and thermal discharges. Because the field s of application are extremely broad, this section will not be very detailed. Finally, section eight will present some important problems in the study of phenomena in stratified and rotating flows, and section nine will give a summary and conclusions.
General Considerations
In this section a discussion is prese nted of the basic fluid-dynamical considerations for stratified and/or rotating fluid s. This disc ussion will attempt to be simpl e and clear and yet to introduce all of the important aspects of these sys tems. R eference to the several excell en t texts on these subjects will be made frequentl y [4] [5] [6] [7] 9 ].
Definitions and Basic Conside·rations
For all sys tems of fluids the basic relations which determine the dynamics arc the conservation of mass, momentum and energy. These relations are then supplemented by others whi ch relate various fluid properties such as the equation of state, a relation between stress and strain rate, etc. The equations which express these relations will be presented in another subsection. The purpose of this subsection will b e to define fundamental quantities and to introdu ce basic concepts related to stratified and rotating fluid systems.
a. Equilibrium
A stratified fluid is one in which the fluid is not homogeneous throughou t, bu t in eq uilibl'ium resides in layers or strata, each of \\'hich has different ph ysical properties. Th e physical property ,,-hich most affe cts the dynamical behavior of the fiuid is the density. Yih [7] points out that the density stratification bet,,'een layers has t\\'O important effects, the inertia effect and the gravity effect . Since the inertia of a fluid element is proportional to its density, a density vtlriation produces an inertia variation.
When a body force (gravity) is present within the fluid , then the variation of density also affects the bod y force on different fluid elements. In equilibrium because of the downward gravitational body force, a fiuid will establish itself in a stable configuration so that th e fluid of greatest density is at bottom while the least den se fluid will be at the top, The gravity effect of the stratification will be the fea ture of stratified fluids whi ch is emphasized in this pap er , but inertia effects will also be discussed.
In a stably stratified fluid, displacement upward of a small fluid element from its equilibrium position leads to a downward gravitational r estoring force because the density of the parcel is greater than that of the fluid at its displaced height. Therefore, the fluid parcel will be heavier than its surroundings and will tend to sink back toward its equilibrium h eight. Similarly, displacement downward of the parcel leads to it being less dense than its s urrounding fluid, and an upward buoyancy force tends to restore it. Because of this r estorin g bouyancy force, the fluid is stable.
The argument given above applies to a fluid in which the density does not change when displaced, an incompressible fluid. An essential concept when consid ering a com pressible fluid is that of potential density (or potential temperature). When a fluid element is displaced, it experiences a change in press ure, and, corresponding to this change in pressure, a change in density (or temperature) . If no dissipative mechanisms act, the change in pressure results in an adiabatic change in density (temperature). The potential density (temperature) is defined as the density (temperature) resulting when the fluid is compressed adiabatically to a stlmdard press ure. For the atmosphere, a perfect gas is a good approximation to the equation of state and the potential density (and temperature) is important because of the compressibility of the gas. (See reference [4] for a more detailed discussion of potential density and temperature.)
In a rotating fluid the equilibrium configuration is likewise simple, a state of rigid-body rotation. In this case the fluid may be described in a reference coordinate system which rotates with the fluid, and in this reference frame the fluid is at rest. The fluid in rotation is also stable; here the angular momentum of the fluid provides a meehanism for stabilization. When a fluid element is displaced outward from its equilibrium radius, its angular momentum will remain constant. Since it will have a smaller angular momentum than the surrounding fluid at its displaced radius, the Coriolis (or centrifugal )force will tend to restore it to its equilibrium radius.
Similarly, if the fluid element is displaced inward, its excess angular momentum will again tend to restore it to its equilibrium radius.
b. Nonequilibrium
When a stratified or rotating fluid is altered from its equilibrium state, a variety of nonequilibrium processes can occur. Although these processes can perhaps be classified in other ways, in this survey they will be classified as nondissipative and dissipative. N ondissipative flows are ones in which the effects of viscosity and thermal conductivity, for example, can be neglected. Turbulent mixing, which behaves as a diffusion process, will also be excluded in consideration of such flows. Dissipative flows, therefore, are ones where some dissipative mechanism determines the structure of the flow. Boundary layers are a prime example of such flows.
Nondissipative flows will further be broken down into linear flows (or waves) and nonlinear flows. In a very interesting and penetrating review article [18] , Lighthill has surveyed the different types and the nature of waves in fluids. The study of waves is very important for two reasons. First the study of waves in an otherwise steady state is a study of linear phenomena and linear analysis is highly developed compared with nonlinear analysis. Therefore, most of the information we acquire mathematically about a system is from the analysis of small disturbances. Second, and not entirely unrelated to the first, is that essential physical mechanism s of a system come to light in the study of waves. Some nonlinear phenomena ,,-ill also be considered in this survey.
In an inviscid, incompressible fluid with no body forces, waves can be sustained only in the presence of a preexisting flow or in a t,,"o-component system [18) . When a gravitational body force is present in a quiescent homogeneous fluid, waves can exist at a surface only; classical gravitational surface ,,-aves are the examples of these waves. In a stratified fluid, however, waves can be sustained for which the amplitude is largest within the fluid and not at its surface. Such waves are called internal waves. Likewise, because of the effective body force (Coriolis force) in a rotating fluid, waves can be sustained internally to the fluid. Such \\-aves are known as inertial ,,-aves. In this survey in ternal and inertial \\'aves \yill be discussed in some detail In a stratified fluid the basic parameter which describes the stability of the fluid is the Brunt-Vaisiila frequency. As discussed in the previous subsection, a fluid element displaced either upward or downward from equilibrium experiences a restoring force. This force is directly proportional to the acceleration of gravity g and to the equilibrium density gradient dpo h dz' were Po is the equilibrium density distribution (only a function of z), z is measured positive upward and gravity acts dO\\"llward. The Brunt-VaisaJa frequency N is proportional to the square root of this restoring force and is the frequency \yith which the fluid parcel would oscillate about its equilibrium position if initially displaced. The expression for N is
When there is no density variation with depth (a homogeneous fluid), the Brunt-Vaisalii frequency vanishes and the fluid is neutrally stable.
In general the Brunt-VRisala (B-V) frequency is a function of depth within the fluid. In the ocean, for example, the B-V frequency has a very characteristic behavior as a function of depth, being rath er small in a well mixed upper layer and at great depths, but rising to a sharp peak generally at a depth of some hundreds of meters [5, 6) . The depth at which the B-V frequency is maximum is called the thermocline and basically divides two layers of fluid in each of which the fluid is nearly homogeneous. In large lakes the B-V frequency is usually similar in form to that in the ocean, with the thermocline occurring at much smaller depths [6, 19) .
The basic stability considerations are changed somewhat when the fluid is compressible, as discussed in the preceding subsection. In a compressible fluid, acoustic as well as internal waves can be sustained within the fluid, each type of wave depending upon different mechanisms. A basic parameter which arises in the dynamics of a compressible fluid is the speed of sound c, the speed with which an acoustic signal propagates [20] . When the compressibility of the fluid is also taken in to account in a stratified fluid, the Bnmt-Viiisiilii frequency must be modified to be (2) In the atmosphere, where the compressibility must generally be accounted for, the B-V freq uency generally passes through two minima and two maxima with increasing altitud e [6] .
In a rotating fluid the corresponding parameter is the angular velocity rl of rotation of the fluid. In this case a fluid parcel displaced from its equilibrium radius will oscillate at twice the angular velocity about its equilibrium position. Therefore, the parameter 211 serves the same purpose within a rotating fluid as the stability parameter N does in a stratified fluid.
b. Dimensionless Numbers Several nonclimensional parameters arise in the study of stratified and rotating flow s. Th ese pflrameters can be divid ed into those which describe lo cal properties within the flow (and therefore vary from point to point within the fluid ) and overall dimensionless numbers which characterize the whole flow. (Batchelor [21] disc usses this difference in some d et ail.) In this paper mainly the latter type of dimensionless paramete r will be discussed. (See references [4] and [9] for more compl ete discussions of dimensionless numbers in stratified and rotating fluid s.)
To define overall dimensionl ess numbers it is n ecessary to sele ct characteristic scales of velocity U, length L, density Po and density A second dimensionless num ber, which will be used in this paper is the Ri chardso n n umber, defined as
The Richard son number compares the buoyancy to the inertia terms in the momentum conservation relations. When the motions are s teady, the effect of variations in density in the inertia terms can be ignored (the Boussinesq approximation) and the flow is llondissipative, then the Richardson number is the only dimensionless number characterizing the flow [4] . as Often the Froude number i::; usert to characterize surface flows; the Froud e number is defined
It compares a characteristic flow velocity to the velocity of long waves on a free surface [4] . For stratified flows the internal, or densimetric Froude number, defined as is often used instead of the Richardson number. The densimetric Froude number is the inverse square root of the Richardson number. In this paper the Richardson number will be used consistently.
When the flow is dissipative, additional dimensionless parameters can be defined because additional physical effects also become important. In a flow where viscosity is important, the R eynolds number is also a relevant parameter. (6) where v is the kinematic viscosity. As is well-known, the Reynolds number compares the inertia to viscous effects. In geophysical flows, it is generally very large, indicating that boundary layers may be important and that turbulence is probably a dominant feature in these flows [5] .
Re=UL v
Another fundamental number is the Prandtl number, defined as Pr=V/K (7) where K is the thermometric diffusivity. The Prandtl number compares the viscous diffusion of momentum to the diffusion of heat. In a rotating fluid the key parameter in the absence of dissipative effects is the Rossby number, defined by (8) It is the ratio of the convective acceleration to the Coriolis acceleration and also provides an estimate of the importance of nonlinear effects [9] . When E < <1, linear theories are appropriate, whereas nonlinear analysis must be used when E approaches unit magnitude.
Dissipative effects of viscosity arc measured by means of the Ekman number, defined as (9) which compares the viscous force to the Coriolis force. It is generally quite small, indicating the potential importance in rotating fluids of boundary layers. When both rotation and stratification are important, both se ts of dimensionless parameters must be considered. Other nondimensional numbers can be formed from these basic ones and will be introduced as needed.
When time-dependent phenomena, are considered, a frequency of oscillation w is also a relevant parameter. Then two additional nondimensional numbers wiNo and w/2rl will also be important. The first is the ratio of the frequency of oscillation within the flow to the characteristic B-V frequency while the second is the ratio of the frequency of oscillation to twice the rotational frequency of the fluid . Th ese ratios will be important when wave propagation is considered in section three.
When the compressibility of the fluid is important, the velocity of sound C also becomes a relevant parameter. Generally, the sound speed varies from point to point within the fluid. A nondimensional number describing th e flow with compressibility effects is the Mach number (10) where Co is a characteristic sound speed (say the maximum value). Generally, in stratified and rotating fluids the compressibility is neglected .
Typical Magnitudes of Characteristic Parameters
In this subsection a tabulation is presented of the magnitudes of the parameters discussed in the precedin g subsection. These estimates provide a guide to analyses of stratified or rotating flows since t hey indicate which physical effects can be expected to be important in various flows. Table 1 presents for reference the values of the acceleration of gravity and the angular velocity of the earth. Then a list of r epresentative values of the basic physical properties for air and water are tabulated. Since these properties are functions of temperature and pressure, in general, it is necessary to determine the temperature range and pressure range of interest before appropriate values can be determined. These values have simply been listed for reference.
Also listed in table 1 is a range of values of the Brunt-Vaisala frequen cy and period for the ocean, for lakes and for the atmosphere. From this tabulation it is apparent that there is a wide variation in the values of this parameter and, consequently, a wide variation in the effect of stratification. Finally, the magnitude of the density variation across the thermocline in the ocean or in lakes is given in this table.
U sing values in this table and values of appropriate length and velocity scales, estimates of the magnitudes of the nondimensional numbers can be made. First, the ratio of density variation across the thermoc1ine to absolute density is approximately n"-'1O-3 . Values of the Rich ardson number (or th e internal Froude number) depend upon the values of the velocity scale U and the length scale L. In meteorological applications, velocities are typically measured in meters pel' second or greater and lengths arc measured in meters or grea ter (kilometers to thou sands of kil ometers). In oceanographic applications velocities arc typicall y much ~mall er, being measured in centimeters p er second with lengths comp arable to those in atmospheric considerations. Therefore, the Richardson number is typically rather small , r angin g from values at most of ord er unity down to values of order 10 -4 or smaller.
Param eter
Here, it should be noted th at the vertical length and velocity scales are characteristically sm aller than the corresponding horizontal scales. Because the oceans, lakes and the atmosphere arc relatively shall ow, but laterally extensive bodies of fluid and because the stratification inhibits only the vertical motion, the characteristic vertical length and velo city are often much small er than the corresponding horizontal qu anti ties. In the Richard son number, many times th e relevant length scale is the vertical one whil e the velocity scale is the horizontal one .
In the laboratory, typical length and velocity scales are much smaller while the density variation is generally comparable to that in geophysical fiu id s [22, 23] . Becau se th e velo city scale appears quadratically in th e denominator while the length appears only linearly in the numerator, the Richardson number is characteristically much larger. If the velocity is measured in centim eters/second and the length in centimeters, then the Richardson number is of order unity.
The R eynolds number varies even more dramatically between geophysical and laboratory flow s. Since the kinematic viscosity varies by over an order of magnitude between water and air, characteristic Reynolds numbers will also vary between oceans and lakes on the one hand and the atmosphere on the other. In oceans or lakes, taking a length scale of one meter and a velocity of one meter per second, the Reynolds number is of order 10 6 . In the atmosphere, with the same length and velocity scale, "'" '10 5 Re. In the laboratory, taking a length of one centimeter and a velocity of one centimeter per second, in water, Re"'"'10 2 whereas in air Re "'"'1 O.
The Prandtl number is a characteristic of the fluid and therefore has been lis ted in table l.
In a rotating fluid the Rossby number can be calculated for geophysical fluids and laboratory fluids. In geophysical applications, a velocity of a meter per second and a length of a meter yield a Rossby number, which is very large; hence these scales are not consistent since the Rossby number must be of order unity or smaller [9] . The velocity must be smaller or the hmgth longer to make the Rossby number of order unity; values of U=10 cm/s and L = 105 cm would be much more appropriate. In the laboratory representative values given by Greenspan [9] , are \"2= 1 rad/s , L=20 cm and ~=0.01 (or U=0.2 cm/s).
The Ekman number is of order 10-8 for oceans or lakes when a length of 10 5 cm and the viscosity of water is used. Using the same length scale and the viscosity of air, in the atmosphere the Ekman number is of order 10-7 • (It should be noted that many analyses are conducted using a much larger kinematic viscosity to represent the fact that tho motion is turbulent. This would change the value of the Ekman number considerably, although it would probably still remain small.) For the laboratory, using \"2 = 1 rad/s and L=20 cm and water, the Ekman number is of order 2 X 10-5 . Therefore, in all cases the Ekman number is very small, implying that viscous effects in the main body of the flow are small and that boundary layers will arise. 
Fundamental Equations
The fundamental equations are expressions of conservation laws for mass, momentum and energy. These equations are derived in various forms in each of the primary references [4, 5, 6, 7] and [9] . Therefore, in this subsection, the equations will simply be stated in suitable form and some observations will be made concerning them.
a. The Equations of Conservation of Mass and Momentum
The conservation of mass for a compressible fluid is written in standard form as ap -+v'(pu) = O at (11) where p is the density of the fluid, u the velocity, t time and the coordinates are Xl, X2, and Xa (or sometimes X, y, and z will be used). This equation can be written in several alternate forms, and these forms will be used as needed.
The equation for the conservation of momentum is somewhat different than the standard form written in most introductory texts on fluid mechanics. Because the fluid is stratified and gravity g acts as a body force per unit mass, the equations must include an expression for this body force. In addition, when a rotating fluid is considered, this equation is written with respect to a reference frame th at rotates with the fluid at a constant angular velo city n. This equation is (12) Here, p is pressure, r = (Xl, Xz, X3) is the radius vector to a fluid element and f is the resultant of all other forces acting on a uni t vo l ume of fluid. Both the angular velocity Q and the gravitational body force g h ave been made in to vector quantities since each has a direction. The time derivative is the substantial derivative
The two terms involving Q in the equation represent the effective body force per unit vol ume due to the rotation. The first term is the Coriolis force while the second is usually called the centrifugal force. Often the centrifu gal-force term is absorbed in the press ure term by defining a reduced press ure. (See ref. [9] for details.)
The terms on th e right-hand side will generally be taken to be a result of viscous force s alone. Wh en visco us stresses are co nsidered, it will also be ass umed that the fluid is incompressible and f = PovV 2 u will be ll sed. Oth erwise it will be ass umed that the right-hand size is zero. In equilibrium t he simplest case to consider is when the fluid is in a steady state so that ~= o, and there is no veloci ty of the fluid in the rotating reference frame. Then
Two basic equilibrium states will be considered, the state of no rotation in a stratified fluid and the state of no stratification in a rotating fluid.
When there is no rotation, the equilibrium is determined by this equation with the first term se t to zero, the so-called hydrostatic equilibrium state: (12b) In thi s case the pressure gradient is parallel to the gravitational body force and then the density and pressure depend upon one coordinate parallel to g.
The other basic equilibrium state is one in which the fluid is unstratified but rotating. In this state the last term in eq (13) is zero, and the pressure gradiell t is balanced by the centrifugal for ce. A great deal can be learned about the character of flows which deviate somewhat from this state of equilibrium by a fundamental theorem for rotating flows called the TaylorProudman Theorem [9, 72] . The Taylor-Proudman theorem states that when the flow in a rotating reference frame is steady, inviscid and slow (so that the Rossby number is small, ~< <1), then the motion does not vary in the direction of the rotation vector. Howard [72] has given a very clear and concise discussion of this theorem together with a discussion of other important ideas such as Taylor columns, geostrophic flow and deviations from geostrophic flow. The following presentation follows his rather closely.
For an incompressible fluid, the equ ation of continuity (ll) reduces to the state ments that \7·u =O and P is constant following a fluid element. For slow, steady and inviscicl flow, eq (12) reduces to the equation [9, 72] 2Q X u = -\7(p/ p-1 /2(Qx r ) · (QX r) +gz).
The Taylor-Proudman th eorem follows directly by taking the curl of this relation and noting that Q is constant and \7. u = 0:
Therefore there is no variation in the velocity in the direction of the rotation. Equation (13) , representing a balance between the (reduced) pressure force and the Coriolis force, is known as the "geostrophic approximation" [1, 6, 9, 72] . When the rotation and buoyancy force are taken as v ertical, then the vertical component of eq (13) (14) where u and v are the x and y or horizontal components of the velocity, and p is the reduced pressure [9] . Equations (14) show that [72] ap ap v a-+u a-=O.
x y (15) Hence the velocity vector is perpendicular to the pressure gradient in the horizontal plane, or the stream lines coincide with constant-pressure contours (isobars). Many large-scale geophysical :flows are approximately geostrophic [6] .
If the :fluid is bounded by a horizontal surface (perpendicular to the axis of rotation) as would be the case in the laboratory for example, then the vertical velocity must be zero at this surface. By the Taylor-Proudman theorem, then, the vertical velocity is zero throughout so that the :flow is purely two-dimensional and horizontal.
Taylor [73] demonstrated the validity of these considerations with an experiment which is well known now. In this experiment he slowly dragged across the bottom of a rotating tank a small circular bump. In the absence of motion of the bump, the :fluid in the tank rotates as a solid body. But when the bump is dragged slowly across the bottom, all motions relative to the tank are two dimensional so that the column of :fluid directly above the bump is dragged along above the bump. This column (and similar columnar :flow) h as become known subsequently as a Taylor column, and a great deal of effort h as been cxpended to understand how such columns form and their structure [9] . 
where s is the entropy per unit mass, q is the en ergy added per unit mass per unit time, Tis the temperature and D/Dt is the substantial derivative.
The dominant form of energy addition to a :fluid element will be taken to be heat conduction. Viscous degradiation of mechanical energy also adds heat to an element, but this energy addition is small [6, 9] and will not be considered. Radiative energy addition in the atmosphere and at the surface of water bodies is important, but will not be examined here . When heat conduction is important, the energy addition term is Otherwise q will be taken to be zero. 
q=-V·(kVT ).
p (17) From thermodynamics relations eq (16) can be written in other form s ; one particular form which will be useful later is DT Dp pCp Dt -aT Dt = pq (18) where Cp is the constant-pressure specific h eat and 1 (OP) a=--;; oT p=constant is the coefficient of thermal expansion. As noted by Greens pan [9] , the second term on the left is generally small in liquids. If this term is neglected and k is assumed constant, then eq (18) reduces to ( 19) where In this equation convection and thermal diffusion are important for determination of the temperature distribution.
Different equations of state and thermodynamic r elations will be consid er ed depending upon the fluid being consid ered. Th e atmosph ere is a mixture of gases, predominantly nitrogen and oxygen; but in the atmosphere an equ ation of state appropriate for a single perfect gas of average molec ular weight 29 can be used. Hence wher e p=pRT R = 2.87 X 10 2 J /kg-K (20) can be used with the ratio of s pecific heats /' = 1.4 (ref. [6] ). The other thermodynamic relations are also those appropriate to a perfect gas.
Some limitations to th e use of these equations should be noted. First, the atmosph ere contains water vapor, and this water vapor, through th e mechanisms of evaporation and con d ensation , has major effects upon the dynamical processes. Water vapor and other constituents of the atmosphere, most no tably car bon dioxide, also playa fundamen tal role in the th ermal balance of the atmosphere through absorption and r e-radiation. (Th e temperature vari ation in the atmospher e is determined in large part by th e incident solar radiation and by the Jow-temperature radiation from the surface of th e earth. ) Th e atmosph ere contains particulate matter, and this m aterial is also impor tan t. Finally, at higher altitudes the assumptions of a di atom ic, n eutral gas may break down since the gas dissociates or ioni zes. (At even high er altitud es the ass ump tions that the gas is a continuum breaks down. ) H owever, none of th ese considerations will be taken into account in this report.
In lakes the equ ation of state and thermodyn amic relations a ppropri ate to fresh water can be used [6] . The only point to be noted with respect to these r elations is that the basic coefficients in various relations ar e not constant. R ather, water at atmosph eric pressure has its maximum density at about 4°C, and th e temperature at which t he maximum density occurs is a func tion of press ure Therefore, th e coeffi cient of th ermal expansion for water vanishes at a certain temperature, which itself is a fun ction of pressure. This variation has impor tant implications for the stratification cycle of lakes [6, 22] . The equation for the variation in the coefficient of thermal expansion in pure water can be taken as [6] ( 21) where (22) with p given in atmospheres and T in degrees Celsius. The density variation from a reference density is then taken to be proportional to the variation in temperature from the reference temperature wi th th e coeffi cient for th ermal expansion being the proportionality factor.
In the ocean, salini ty plays a very important role in the thermodynamic relations. The salinity is the mass of dissolved solid s per unit mass of sea watcr . Once again, the coefficients in these relations cannot be taken as constants: for exaniple, the coefficient of thermal expan sion can b e expressed as (23) where with p given in atmospheres and T in degrees Celsius.
In general, the salinity of the water is not constant from position to position, and an equation of state for sea water should consider salinity, as well as two other basic thermodynamic variables (such as pressure and temperature), to be a basic thermodynamic variable. If this procedure is followed, an equation of continuity for the salinity and other equations relating the flux density of salt to the temperature and salinity gradients must be added to the basic equations.
When salinity gradients are considered, it can often be assumed that the density can be expressed as a linear function of the variation in salinity from some reference value. Therefore, with Pro the reference value of density and T ro and Sro the reference values of temperature and saliuity, the complete variation of density can be expressed as (24) where a andfJ=--
are "the coefficients of expansion." The energy equation will be taken to be eq. (19) , and the equation for salinity conservation will likewise have this form (25) where D is the diffusion coefficient for salinity [4, 5] . A brief observation should be made regarding the Boussinesq approximation. If the compressibility of the fluid can be neglected (as is generally the case in water and often the case in the atmosphere), the Boussinesq approximation can be made [5] . In this approximation, variations in density from a constant reference density are considered to be significant only in buoyancy terms (that is, terms multiplied by the acceleration of gravity). In inertia terms the actual density is replaced by the reference value. This approximation is generally excellent and will be used except in a few parts of this report.
. Small-Amplitude Waves
Lighthill [18] has presented a survey of the different types and the nature of waves in fluids. In that survey he di scussed the physical mechanisms for wave phenomena and some mathematical aspects of the formulation and solution for such wayes. Furthermore, in a series of papers [17 , 18, 24, 25] he has presented a mathematical formalism for the solution of the equations of a general class of these wave motions. A recent book by Whitham [26] presents a detailed and rather complete discussion of waves, the formulation of equations describing these wayes and methodology for solution of the equations.
In this section a discussion of wayes will be presented which relies heavily on the papers and monograph referenced above. The emphasis of this discussion will be on wayes in stratified and rotating fluids. In the first subsection general considerations of waves will be presented including the classification of these waves into hyperbolic and dispersive classes. In the second subsec tion the general methods will be discussed for analysis of equations describing smallamplitude wayes. In the final two subsections waves in stratified and rotating fluid s respectively will be surveyed.
Whitham then proceeds to define two main classes of waves, which he refers to as hyperbolic and dispersive waves. The former he defines with reference to the form of equation from which the waves ari se, and the latter he defines with reference to the type of solution, in the lineal' case, \\'hich the system admits. lIe points out that these systems are not exclusive, but there is some overlap between the t\\'o.
Within each class he first discusses the lineal' equation from which the class gets its name. For the ~rs.t class, t~e rathe~' fami}iar }dea~ of a hyper!:lOlic ~quation. and the corresponding charactenstIcs for thIS equatIOn anse, rhe ldeas of a dIspersIOn relatIOn, phase velocIty and group velocity arise from a discussion of lineal' dispersive waves. Then nonlinear processes \\'ithin each class are examined . For hyperbolic sys tems this leads to the ideas of overlapping characteristics, discontinuous solutions and, in the case of gasdynamics, shock waves, For dispersive system s the generalization to nonlinear cases leads to dispersion relation s where the ampli tude enters the relations. The analysis of nonlinear, dispersive waves is an area of very active research, and Whitham has been an important contributor to this area. In this subsection some of the basic ideas mentioned above will be discussed for lineal' sys tem s ; the present report cannot examine nonlinear waves.
a . Hype rbolic Wav es
Waves for which the mathematical description satisfies hyperbolic partial difl'erentiaJ equations are called hyp erbolic waves [26] . To discu ss hyperbolic equations, a few definition s must be given, and general considerations related to hyperbolic equations will be discussed. Then the specialization of these general considerations to the prototype hyperbolic equ ation, the wave equation, will b e presented, The presentation of this section will follow that of reference [26] , chapter 5, A quasilinear system of first ord er equations is a system lineal' in the first derivatives of the derlCnd ent variables. The coefficients in the quasilinear system may depend both upon the ind ependent val'iables and upon the depend ent variables (making the sys tem nonlinear). These systems can be examined [or n dependent variables and al so an arbitrary number of ind ependent variables. However, the most useful system to analyze is one consisting of n dependent and two independent variables, taken to be time t and position x. For this system the general equations are i = l, 2, ... , n (1) where the 1/,j, ) = 1, 2, . . . , n are the dependent variabJes and A,;, a ij and bi will generally dep end upon 1/'1> x, and i.
Characteristics for this system of equations are curves in the x, i-pJane along which the directional derivatives of the dependent variables are r elated: that is, aJon g a characteristic curve the partial differential equations (P.D.E .'s) reduce to ordinary differential equations. Linear combinations of the P.D.E.'s can be found (2) such that all deriva tives are in the same (characteristic) direction. Then the equation s can be written
The condition for such li to exist is that for some ratio {3/ a. The curves for which 215-6530-77-3
( 5) are the characteristics. Here, YJ is a parameter which varies along the curve. The equation (6) is then said to be written in characteristic form. It is an ordinary differential equation relating variations of the dependent variables along the characteristic direction. A definition of a hyperbolic P.D.E. can now be made. A system of equations (1), satisfying the condition that the matrices in the equations not be singular (7) for some A and J.I., is hyperbolic if n linearly independent real vectors 1(k) ,k=1,2, ... ,n can be found such that (8) for each k, and the corresponding directions (a(k) , (3(k») are real with For a definition of hyperbolic systems of quasi-linear P.D.E. extended to m independent variables, see reference [26] .
As an illustrative example of a system of quasi-linear hyperbolic equations, consider the equations of gasdynamics for one-dimensional, unsteady, isentropic flow:
ap ap au at +n ax +p ax =0 au +u au +! ap=o at ax pax (9) ap +u ap _c2(a p +u ap)=o.
at ax at ax
Here p is the gas density, u its velocity and p its pressure. c 2 is the speed of sound m the gas, defined by the relation the derivative taken at constant entropy. The first equation is that of conservation of mass, the second is conservation of momentum and the third is conservation of entropy. (10) and
Hence, this set of equations is hyperbolic. (11) The equations of gasdyn amics h ave formed the basis for much of the development of the theory of nonlinear hyperbolic equation s. As can be seen, the characteristics are dependent upon the solution itself, and therefore th e equation s are nonlinear. The nonlinearity can lead the characteristics to overlap, and this "breakin g" of compr ession waves produces shock waves .
As pointed out already, the nonlinear aspects of the waves will not be considered here.
These equations, when linearized, lead to the wave equation, the classical hyperbolic equation describing waves. To linearize these equations, take as the undi sturbed state a quiescent fluid 'lLo = O with constant properties at ax operate on eq (12) , on eq (13), and add these relations. The result is the one-dimensional wave equation for the pressure fluctuation (14) The general solution for this equation is (15) and this solution describes small amplitude waves. The first functionj represents a wave which propagates unchanged in form to th e right while the second function g represents a wave propagating without distortion to the loft. When the disturbance pressure and its time-derivative are known everywhere initially, these Lwo functions are determined uniquely .
Equation (14) can also be written in factored form as (16) Either one of the factors represents the simplest linear hyperbolic equation, each factor giving rise to a wave solution. For example, (17) has as its general solution
p=}(x-cot).
A more general, quasi-linear form of this simple and important hyperbolic equ ation IS [26] ( 18 ) where th e tilde h as been dropped and c(p) is a fun ction of the dependent variable.
b. Dispersive Waves P erh aps the more in teresting and certainly the more ch all engin g class of waves at thi s time is th at of dis persive waves. For the linear case, a dispersive wave is recognized by its form of solution C/> , having the form c/>=A exp (iO) (19) for elementary solutions. H ere A is the ampli tude and 0 is the phase. In the simplest CR se A is a constant and 0 has the form O=k.x-wt. (20) Here k is the wave number and w is the frequency and each is constant. Since the equ ations are linear, the amplitude factors out and is arbitrary, while the frequency and wave numbers are related by the governing equ ations through the so-called dispersion relation
The dispersion relation can be solved for the frequency as a function of wave number. In general there will be more than one function w= W(k) which satisfies the dispersion relation ; each such solution is call ed a mode of the system. Since the governing eq uations n,r e linear , various modes of the system can be superposed.
When 8 is taken to be constant, surfaces of constant phase are determined. In the simplest case, surfaces of constant phase are planes. The phase determines the position in the cycle between a crest, where the real part of c/ > is maximum, and a trough, where real c/ > is minimum. The normal distance between two surfaces of constant phase representing successive crests (or troughs) is the wave length ).. and is equal to (22) The planes of constant phase are seen to ch ange position, but not orientation as time increases ; therefore, the surfaces of constant phase propagate as time evolves. At a fixed position the solu tion is seen to undulate as successive crests and troughs pass the point. The period T between successive crests is equal to (23) The propagation velocity for the surfaces of constant phase is the phase velocity c for the wave and is equal to where ).." w" c=-; k = Tkl k (24) " k k=JkT is a unit vector in the k direction.
The meaning of the term dispersion can now be seen. A wave of particular wave number k propagates at a specified phase velocity c determined by the frequency w= W(k) and the wave number. For another wave of different wave number, the freuqnency and the phase velocity will, in general, be different. Hence the waves will disperse as time evolves. Witham [26] defines a dispersive wave to be one havin g the form (19) with phase (2 0) satisfying the dispersion relation (21) such that, if w= W(k) is a mode, W(k) is real and the determinant (25) The last two conditions guaran tee t hat the solution will in fact be wave-like and that the phase velocity will not be constant for all wave numbers (so that the waves do disperse).
A very important concept in the discllssion of dispersive waves is the concept of gro up velocity. The group velocity is the velocity with which a "group" of waves, or a general wave composed of a distribution of elementary waves of different wave number, would propagate. This concept can be introduced in a variety of ways [24, 26] . H ere it will simply be noted t hat, in the one-dimensional case, when two waves of equal amplitude and wave numbers lei a nd le2 and frequencies Wt and W2 respectively are superposed, their sum can be written
In this latter form the superposition is seen to be the product of a wave with average wave A plot of thi s function for a fixed tim e shows that the ampli tude of the high freq uency or short wavel ength wave (the first cosine term) is modulated by the low frequency wave over a wavelength 47f"/ (le2 -le l ) . The low frequency or modulating wave propagates with a velocity (27 ) which in t he limit of lez-->kt and W2-->WI, becomes the g roup velocity in the one-dimensional case (28) In th e general three-dimensional case, the group velocity is defined by the equation (29) where \7k means the gradient with respect to the components of the wave number vector k.
It can be shown that energy and several other features propagate with this velocity [26] . When the medium within which a w ave propagates is anisotropic, waves which are launehnd in one direction propagate with a velocity different from those launched in a different direction. Then both the phase velo city and gro up velocity depend upon the direction in which the waves propagate. However, in a dispersive, anisotropic medium a very surprising phenomenon arises : genera]]y the group velocity is in a different direction than the phase velocity. Therefore, in general, energy propagates in a direction different from that in which individual component waves propagate, lead in g to surprisin g and interesting results. A general mathematical fo rmul ation of these waves by Fourier analysis will be discussed in the next subsection.
Stratified fluid s, rotating fluid s and electrically conductin g fluids in the presence of magne tic field s arc all examples of an isotropic mcdia with respect to wave prop agation. In each case there is a direction specified by the constraint on the fluid, gravity, rotation and the magnetic field, and waves propagating alon g the direction of the constraint experience different forces than do those propagating transverse to the constraints. The features of waves in stratified or ro tatin g fluids will be discussed in some detail in remaining subsections.
Methodology for Analysis of Waves in Dispersive, Anisotropic Media
As mentioned above, both Lighthill and Whitman have been very instrumental in the development of general methodology for the analysis of waves in dispersive and anisotropic media. Some of the extensions of these methods make them also applicable to inhomogeneous media, and considered in the broadest context, the methodology can be applied to the examination of nonlinear waves [26] . Since this entire topic is very broad and still very active, a complete survey is not within the scope of this report. Rather an outline of some of the features of the various methods will be undertaken, and a more detailed presentation of the methods most familiar to the author will be presented. Only linear waves will be considered here.
Two basic approaches to the study of waves in anisotropic and dispersive media have been developed. The first approach has been called the study of the kinematics of waves [24, 26] and also the description of waves in terms of rays [4] . The approach is very powerful in its most general form when local properties of the waves are sought. When boundaries must be considered, it is not clear that the method can be applied as conveniently. It is this theory, when pushed to greater generality, which provides methodology for examination of nonlinear waves. An outline of the simpler aspects of this approach will be presented in this subsection.
The second approach is a Fourier analysis approach and has been called the method of modes by Turner [4] . It has been developed to a highly useful form by Lighthill [25] and by others. In this subsection the method of Fourier analysis, including extraction of relevent information by asymptotic evaluation, will be emphasized because this general methodology has been found so useful in applications. Following this subsection, some applications will be presented.
a. Kinematics of Waves
As pointed out by Lighthill [18] and discussed in great detail by Whitham [26] , the method of the kinematics of waves "makes use of the duality between waves and particles, that is fundamental to quantum mechanics, and follows a wave packet through the system as if it were a particle." The equations for the waves are developed in Hamiltonian form, a HamiltonJacobi equation is found for the phase of the wave, a Lagrangian is found for the wave motion and a variational approach to the determination of the equation is developed. One advantage to this approach is that the P.D .E. for the waves can be cast in the form of ordinary differential equations (O.D.E.) which are much easier to solve computationally. A second advantage is that this approach provides a systematic methodology for attacking nonlinear problems.
In the one-dimensional case, a statement of the conservation of waves in differential form can be written as ak+aw=o at ax . (30) This equation states that the time rate of change of the number of waves per unit length (the wave number) plus the gradient of the fiux of waves (the frequency) out of an element equals zero. If, in addition, a dispersion relation is known for the wave system, which in general depends upon position and time as well as wave number, then w=W(k, x, t) and the continuity equation can be written as These two ordinary differential equations, obtained by writing the kinematic conservation equation and the disperson relation in characteristic form, are simply the equations of motion for a particle written in Hamiltonian form. The following identifications can be made: x is the position of the wave in one case and of the particle in the other; just as in quantum mechanics, the wave number k is identified with momentum p and the dispersion function W is identified with the Hamiltonian H. Furthermore, the frequency w of the wave packet serves the same role as the energy E in Hamil toni an mechanics, so that dw dW (k, x, t) (35) From these equations it can be seen that the wave packet travels with the group velocity When the medium is homogeneous, the dispersion relation is independent of position and
Hence the wave number (momentum) is constant along a characteristic (trajectory). When the dispersion relation is time independent, then dw = O dt and the frequency (energy) is constant along a characteristic. One more identification between waves and Hamiltonian mechanics will be made. The frequency and the wave number can be defined as partial derivatives of the phase [unction e as follows ae w= --' at k= ae. ax (36) Here e can then be identified with the action in mechanics. With these definitions, the dispersion relation becomes the Hamilton-Jacobi equation when wand k are eliminated:
w=W(k, x, t) be comes ae (ae ) at+"W ax' x, t = 0. (37) All of these equations can be generalized in a straightforward fashion to the three-dimensional case, and these equations will simply be listed. 
In this form (O.D.E.), these equations are ideally suited for ray-tracing techniques using computational methods. Finally, as noted before, this formulation of waves can be extended by considering the Lagrangian for the sys tem and using variational methods with the Lagrangian. This methodology is very well suited for examination of nonlinear waves. Since it is an area of active research and application and since the scope of this paper is limited, the interested reader is referred to reference [26] for the extensions.
b . Fourier Analys is and Asymptotics
In this subsection, the outline of a Fourier analysis of a class of linear P.D.E.'s describing waves in anisotropic, dispersive media will be given. The analysis was presented in this form by Lighthill [25] , although similar analyses, of somewhat less generality, have been presented elsewhere. The analysis, as presented, is appropriate only to infinite homogeneous media, but extensions to inhomogeneous media or media with boundaries will be mentioned at the end. Ap;:>lications of this analysis will be discussed in the following subsec tions.
For a general infinite, homogeneous medium in an undisturbed state, a small disturbance is governed by a linear P.D.E. with constant coefficients, which may be written p( .a .a . a .a) 0 ~at'-~ax'-tay'-~az ¢= (42) where P is a polynomial and ¢ is a dependent variable specifying the wave. A plane-wave solution ¢=¢oexp {i( -wt+k ·x) } (43) can exist if the dispersion relation (44) is satisfied.
When the disturbance is produced by a localized forcing region, then the right side of eq (42) must be replaced by a "forcing term." For this inhomogeneous form of the equation, it is necessary to superpose the various plane-wave modes for the homogeneous equation to obtain the solution. A very general form for such a forcing function is exp (-iwot)j(x-Ut) (45) where Wo is the frequency with which the forcing term oscillates and U is the velocity with which it travels. This forcing term represents one which translates and oscillates simultaneously exciting waves in the otherwise undisturbed medium. A slight modification to the functional form above allows one to consider transient phenomena as well as steadily time varying disturbances [25] . Here only forcing functions of the form above will be considered.
By a localize d forcing func tion it is m eant thatj(x) = j(x, y, z) vanishes outside some r egion around the origin. Then it can b e decomposed into a Fourier integral (46) wh ere F(k ) =F(k1, k2' k3) is a regular function of k . The equation
at ax ay az (47) has the formal solution, using the Fourier-integral procedure,
This solution to the inhomogen eo us eq uation is not unique : any solu tion to the homogeneou s equ ation can also be sup erposed to produce an oth er solution. However , when the r equirem ent is imposed that onl y outgoing waves appear at infinity, the so-call ed r adiation condi tion , then the solution becomes uniqu e. Lighthi ll [17, 25] h as given a prescription for applying the radiation con dition and making th e solution uniqu e. The denominator of the integrand in eq (48) is th e dispersion relation for waves excited by t he forcing fun ction. Points at which this function vanishes ar e poles of the transform k ernel. U sing r esidue theory, one of th e Fourier transform s can be inverted exactly, and th e radiation cond ition can b e a pplied d urin g this inversion [1 7, 25] .
The solution, a fter one inversion h as b een performed , is still very formida ble. Under special circumstances the other two in tegrals can a lso b e inver ted in terms of known functions ; however, s uch inversions are the exception rather than t he rule. As a r es ult, asy mp totic evaluation of th e solu tion in the far field is very important for examination of th e wave sys tem. Again , Lighthill [17, 25] h as given a prescription for such asymptotic evalu ation using a multidimen sional (two -dimension al in this case) sta tionary -phase analysis.
Since F( k ) is a r eg ul ar function of each ki' F (k ) has no sing ul ari ties and c an be taken as a smooth, well-behaved function; therefore it r emains p assive in the asymptotic an aly sis . The k ey to th e asymptotic an aly sis is t he dispersion relation
For fixed Wo and U , the dispersion relation describes a s urface in wave number s pace. At r egular points on this s urface, points at which the curvature of the s urface does n ot vanish , a twodimensional steepest-descen ts procedure can b e applied. This procedure determines b oth the directions in r eal space into which waves spread and the rate of decay of s uch waves wi t h distance from the forcin g fun ction.
When the curvature of the di spersion-relation s urface vanishes, a more involved steepestdescent procedure must be used . In th e directions in r eal s pace for which this occurs, th e amplitude of the waves fall off more slowl y with distance from the forcing function than in other directions . For detail s of the asymp totic procedure, r eferences [17 ] and [25] shou ld b e co ns ulted.
When inhomogen eous media (media whose properties depend upon posi tion) or finite media (m ed ia with bound aries) ar e considered, the problems become more difficult and often r ecourse mu st be made to numerical methods . Under these conditions, the i nhomogen eity or the boundaries can ch ange the spectrum of the eigenvalues from con tinuous to discrete. In the n ext subsection on stratified-fluid s, where boundaries and inhomogeneities aTe important, this will b e discu ssed in more detail.
Waves in Stratified Fluids
In this subsection a surv ey of in ternal waves in stratifi ed m edia will b e presented. The emph asis will b e upon waves in a quiescent, stratified fluid using a mod al analy sis, as discussed in the pr evious subsection. Firs t, the equations will be derived. Then a dis cussion of results will be presented . (50) Here Q is a source term; this term has been included to discuss the modeling of internal waves (IW) excited by body motions or by "wake-collapse." Equation (2.12) will be written in a nonrotating reference frame
where g = -giz and iz is a unit vector in the z direction, which is taken to be positive upward. The equation of energy conservation, eq (2.16), will be rewritten with the energy addition term set to zero. This isentropic relation then becomes
at at (52) For an incompressible fluid the speed of sound c becomes infinite, or the density following a fluid element does not change. Hence and from the continuity equation V· u =Q.
I n equilibrium the fluid is quiescent and stratified in the vertical direction, so that
The disturbance quantities are denoted by primes,
These quantities are substituted into eqs (51), (53), and (54); and the equations are linearized with respect to disturbance quantities. The prime notation on disturbance quantities is dropped, and differentiation is denoted by subscripts. Then eqs (54), (53) , and (51) become
These equations can be reduced to a single equation for the vertical displacement t of a fluid element from its equilibrium position: (58) In this equation and is the square of the Brunt-Vaisala frequency, which, in general, is a function of the depth z.
The last term on the right is taken to be zero by the Boussinesq approximation; therefore the final equation for the vertical displacement is (59) Equation (59) agrees with the linear portion of eq (5.24) in reference [5] . Some authors have used other dependent variables or pairs of equations to formulate problems in stratified fluid s.
To complete the formulation of problems in stratified fluid s, boundary conditions mllst be applied. If the fluid is consid ered to be infinite and the source of waves localized, then a radiation condition (only outward propagating waves) must be applied at infinity. If the fluid is bounded by a solid surface, then the velo city normal to the surface must vanish. If there is a free surface, then the pressure remains continuous across the free surface.
Finally, initial conditions must al so be specified. Since eq (5 9) is second order in time, both the initial displacemcnt field and the initial vertical velocity field can be specified . The initial conditions can be applied formally if Laplace transform techniques are utili7.ed. If steady state waves only arc of interest, the initial conditions and transient effects may be ignored. where POD is the density at z=O and z is measured positive upward.) This case also illustrates many of the interesting phenomena which occur in stratified fluid s. In this subsection a survey will be given of some of the books and papers which describe internal waves; this s urvey will includ e a summary of methods and results, but will not in clude mathematical detail.
As shown above, eq (59) governs the internal-wave motion in a Boussinesq fluid. For an infinite fiuid the plane-wave solution will satisfy this equation:
t=A exp {i ( -wt+ax+{JY+I'z) }. (60) (The notation has been changed from that used in subsec tion 3b; a, {J, and l' are used as wave number components rather than k1, k2, and k3') This plane wave solution satisfies eq (59) for nonzero A if the dispersion relation is satisfied: (6 1) From this relation it can be seen that plane waves, with a, {J, and l' all real, only exist provided that w~N. If w>N, one of the wave numbers must be imaginary for the dispersion relation to be satisfied, and internal waves cannot propagate. Therefore, N is a high-frequency cutoff for internal waves.
If the wave numbers are written in spherical polar coordinates a=k sin (j cos clJ, {J=k sin (j sin clJ, I'=k cos (j (62) where k is the magnitude of the wave number and 0 and <P are the angles defining its direction, then the dispersion relation becomes or (63) Therefore the frequency of the wave does not depend upon the magnitude of the wave number, but only upon its direction. The anisotropic nature of the medium can be clearly seen from this form of the dispersion relation: for a plane wave of fixed frequency the direction of the wave number with respect to the vertical axis in wave number space is fixed. The phase velocity, defined in eq (24) , is (64) and the group velocity, defined in eq (29) , is (65) The dot product of C and Cg shows the rather unusual property that the phase velocity and the group velocity of these internal waves are orthogonal. Therefore, energy is propagated at right angles to the velocity of an individual wave. This property is a result of the fact that the medium is both anisotropic and dispersive. Gortlm' [27] examined the steady-state wave configuration in a homogeneous medium of constant Brunt-Vaisala frequency. He discussed the properties of the wave system in terms of characteristics of the linearized equations of motion noting that N is the high-frequency cutoff for internal waves. Using a Schlieren sys tem, he determined the wave-configuration experimentally.
In an independent study, Mowbray and Rarity [28] examined the two-dimensional internal waves excited by a cylinder oscillating in a constant-N stratified medium. In their experiments they duplicated the results of Gortler using a schlieren system and explained these results in terms of the energy propagated by the group velo city in the anisotropic, dispersive medium. They found that, when internal waves are excited, significant amplitudes occur only in regions emanating along preferred directions from the oscillating cylinder. These directions are determined by the angle 0, measured from horizontal, where sin O=±w/N. (66) For a specified frequency w, (j is the angle of the group velocity. The variation of the angle (j with variation of frequency w was measured, and N was verified as the high-frequency cutoff.
From the form of the plane-wave solution (60) and the dispersion relation (61) , it is apparent that the eigenvalues of this sys tem form a continuous spectrum. From the principle of superposition, an integral over the eigenfunctions (60) form the general solution to problems in an infinite, constant-N medium, as discussed previously. When boundaries are present or the Brunt-Vaisala frequency varies with depth, the eigenvalues can change from a continuous to a discrete spectrum.
To illustrate this behavior, a layer of fluid of finite depth D will be considered. In this case, the general solution can be written as a function of z times a horizontal plane wave:
r=Z( z) exp {i( -wt+ax+i3Y)} (67) and the homogeneous version of eq (59) becomes (68) where (68) are that the vertical velocity diS ct vanish at z= -D and that the pressure remain constant (at atmospheric pres m e) at t he free surface z= O. Phillips [5] presents the proper boundary condi tion to first order at th e free urface; but for internal waves this surface can be treated approximately as a rigid boundary [29] .
Therefore, at z= O, the vertical velocity vanish es, and, in terms of the vertical displacement, s = Z = O at z= o and at Z= -D .
For general vari ations of !v (z), solu tions can be found only for discrete values of the fr equency "' n. Correspondin g to each eigenvalue "' n is an eigenfunction 1/; n(z) , and any solution to the inhomogeneous form of eq (68) can be expanded in terms of these discrete eigenfunctions.
If N is constant in th e layer for exampl e, and . n 7r Z 1/;n=Slll D An inhomogeneous form of eq (68) arises when disturb ances are produced by nonzero ini tial condi tions on th e displacemen t or its time derivative, or by some in tern al forcing function.
Several authors h ave examined waves in inhomogen eo us, stra,tified med ia. E ckart [6] has discussed th e gen er al methods for analysis presented in earlier subsec tions : he h as d isc ussed both r ay-tracin g techni ques and modal techniqu es for analyzin g waves . Al so, he has disc Ll ssed th e eff ects upon the wave sys tems of compressibility and of s pherical geometry. Furthermore, h e has consid er ed inertial waves in rotating fluid and som e of th e as pects of the infini tesimal waves in ro tatin g and stratified fluid s. R efer ence 6 is the most complete examination of waves in stratified and /or rotatin g fluid s wi th application to geoph ysical fluid dynamics . No effects of turbulence or viscosity ar e considered.
In a ch apter on waves of sm all ampli tude, Yih [7] has examined strfttified, compressible fluids, concentrating on fluids of finite depth. H e h as examined several mathematical questions related to problems t hat arise in stud ies of t hese fluid s.
Phillips [5] h as disc ussed the internal waves in a finite layer of incom pres ible fluid when the vmjation of the Brunt-Vaisala frequ ency mod els a thermocline. H e derives eq (68) and notes some of the proper ties o( th is equ ation for a peaked distrib ution of N( z). Equation (68) is in a form su ch t hat Sturm-Liouville theory can be applied directly ; the modes of t his eq uation which can be excited depend upon t he v alue of '" with respect to N maX) th e maximum valu e of the BruntViiisalii Jreq uency. ' Vhen ", > N m ax , no intern al waves are exc ited, and t hi s is a statement that N ma x is the high-frequen cy cutoff. ' Vhen ",<NmaX) discrete values of '" exist as eige nvalues for the problem . In the lowest of these modes for internal waves, Z(z) has its maximum near the maximum of N(z) , that is, near the thermo cline. In this mode the whole t hermocline heaves up and down in phase. The second eigenfunction or mode undergoes one change of sign in the thermo cline region. This mode represe nts an internal wave which thickens and thins the thermocline region. Each higher mode has one more change of sign with oscillatory beh avior in bet ween in the thermocline region.
Several other aspects of in tern al-wave phenomena will be discussed briefly. Excitation of internal waves, waves by a body traveling throu gh a stratified fluid , has been an area of rather active applied resear ch dming the past few years. It h as been found that there are three ways in whi ch a movin g body can excite in ternal waves in an incompressible fluid. First, because of the body motion, a fluid element directly in the path of the body will be displaced as the body p asses, and t his displacement will produce internal waves. This effect has been studied both theoretically and experimentally by many people.
A k ey study was performed by Miles [29] who calculated t he m agnitude of the in ternal waves generated by this effect in both a eonstant-N model and a thin-thermocline mod el of the fluid. Important feat ures of this an alysis are that the internal waves are related to motion and the size of the body using a small, slend er-body approx imation and th at a stationary-phase analysis is used to calculate t he far-field properties. Carrier and C hen [30] analyzed this effe ct in the far field (or a three-layer model [or the thermocline struct ure and for a fini te size body. Experimentally, the in tern al-wave phase config uration was observed first by Steven son [31] . Additional work in this area has been concerned with refining t heoretical models of the thermo-cline structure, exammmg the interaction of internal waves with a fluid surface and with making measurements of internal-wave amplitudes.
A second mechanism b y which a moving body may produce internal waves is by "wakecollapse" [32] . Any body moving through a fluid produ ces a turbulent wake due to frictional drag and, if it propels itself, due to the propellor action. The turbulent wake grows with distance behind the body, mixing the ambient fluid into the wake and tending to homogenize the fluid. At a certain distance downstream from the body, growth of the wake ceases, and, due to the buoyancy effects, the wake begins to collapse. During coIl apse, the fluid in the wake moves to the level at which its density is equal to the ambient density. The collapse is a reasonably eflicien t generator of internal waves.
Studies of wake collapse and internal-wave generation have proceeded along two lines. One line of study is the examination of the turbulent-wake properties and scaling of these properties with body size, speed etc. [33, 34, 4] .
The other line of study has emphasized the internal waves produced by such collapse [35, 29, 30] . Most of the work along both lines has appeared in report form only; the references given h ere are indicative of the type of studies being carried out.
A third mechanism by which internal waves may be excited by a body in a stratified fluid is through oscillations of the body at a frequency below the Brunt-Viiisalii frequency [28] . When the body remains at a fixed location and bobs up and down or " breathes fluid" in and out, these waves have been analyzed [36, 37] and measured experimentally [38] . When the body is both translating and oscillating at a prescribed frequency, either greater or less than the Brunt-ViiisiiJa frequency, the internal-wave system has been analyzed [39] and the phase configuration of the waves have been observed experimentally [40] .
Limitations of space do not allow any discussion of other currently interesting areas of research concerning small-amplitude internal waves. The books of Turner [4] and Phillips [5] discuss some of these, for example, internal waves in moving stratified media and weak nonlinear interactions between waves.
Waves in Rotating Flu ids
In this subsection, a survey of inertial waves will be presented. It will be rather brief because many of the methods for analysis of the waves were discussed before and because many of the results are the same as those in stratified fluid s. First, the equations governing smallamplitude waves in rotating fluid will b e derived, and features of intertial waves in an unconfined, uniformly rotating fluid will be presented. Then a short discussion of Rossby waves, which arise in more general rotating flows, will be given.
a . Derivatio n of Eq uation s From the equations for mass and momentum conservation, eqs (2.11) and (2.12), the basic equation for the vorticity of a fluid element can be derived [9, 10] . Formally, the vorticity is defined as the curl of the velocity vector, and physically it is twice the angular velocity of rotation of a fluid element. Equation (2.12) can be rewritten as au 1 2 1
When the curl of this equation is taken, an equation for the vorticity w =V'X u results
Using eq (2.11), assuming
aD=o at and manipulating somewhat, eq (70) can be rewritten as
Equation (71) is an equation for the absolute vorticity [9, 10] ' w+2!2, which is the vorticity in an in ertial (nonrotating) reference frame. It states that the time rate of change of the absolute vorticity divided by the density following a fluid element is influenced by two processes. The first is simply the change in vorticity due to deformation of the vortex lines (stretching and tilting) as the vortex lines are convected about with the fluid (see ref. [9] and references therein concerning vorticity). The second term is a production term for vorticity resulting when the gradient of the density and temperature are not parallel. When these gradients are parallel, this term is zero, and pressure is a function of density. (When viscous effects are also important, another term is present on the righ t-hand side of eq (71) , and this term is diffusive in nature. Several standard references on fluid dynamics have discussions of the viscous diffusion of vorticity) . The vorticity is a very useful concept, and eq (71) is an important equation from which many useful relations can be derived. For example, the Taylor-Proudman theorem, (Eq 2.13a), follows directly from this equation when the flow is incompressible (or barotropic so that pressure is a function only of density), inviscid, steady and slow (so that products of vorticity w and velocity u can be neglected).
Equation (71) can also be used to derive other governing relations, such as the fundamental equation for small-amplitude, inviscid inertial waves in an unbounded, incompressible, rotating fluid. In an incompressible fiuid v·u = O, and, therefore, by the continuity equation (2. 11),
Dp=O' Dt
Then, formally the density can be removed from within the substantial derivative in eq (71) . Since Q is constant, its substantial derivative is zero, and because nonlinear terms are being neglected, the substantial derivative of the vorticity reduces to the partial of this quantity with respect to time. On the right-hand side, the last term is zero because the fiuid is assumed to be barotropic, and in the first term the nonlinear portion w·vu is neglected. Therefore, eq (71) becomes (72) Taking the curl of eq (72) and eliminating the vorticity between the new equation and eq (72) yields a single for the velocity (73) This equation is the fundamental one for inertial waves in an inviscid, incompressible, uniformly rotating fiuid [10] . As in the preceding subsection, an excitation so urce could have been included in this derivation, resulting in an inhomogeneous form for the equation. However, discu ssion will be restricted to the homogeneous form. The formulation is complete when initial and boundary conditions are specified. For an infinite fluid and steady-state considerations, only a radiation condition needs to be applied at infinity.
Another important and interesting equation can be derived from eq (71), an equation which governs the vertical component of vorticity in a rotating layer of incompressible fluid. In this approximation two key ideas are utilized. First since the fluid is rotating, th e absolute vorticity obeys eq (71) (wIth the second term on the right-hand side zero) and the motion is essentially two dimensional, as the Taylor-Proudman theorem states when the motion is slow 
is now the two-dimensional substantial derivative 
The quantity (r+2Q) /H is called the potential vorticity [9, 10, 73, 74] , and the relation (76) is known as the conservation of potential vorticity. It states that the z component of the absolute vorticity divided by the fluid layer thickness is constant following a fluid element (column). I ts applicability to the fluid layers on a spherical surface for representing the oceans or atmosphere, is a topic of considerable interest [9, 10] .
In the next subsection a brief discussion of inertial waves, starting from eq (73), will be presented. Then in the following subsection, eq (76) will be examined to show how another type of wave, Rossby waves, arise. (79) and (63) shows that the dispersion relations are the same with 2Q replaced by N and cos e replaced by sin e. Therefore, the observations made about internal waves apply also to inertial waves. For example, the phase velocity is (80) and the group velocity is (81) Therefore, as in the case of internal waves, the group velocity is orthogonal to the phase velocity for inertial waves.
The first discussions of the steady wave system in a rotating fluid were carried out by Gi:irtler [41] , who noted that the characteristic directions for the waves are given by the relation cos e= ± w/ 2Q where 0 is the angle in physical space measured from horizontal. Subsequent analysis of the steady-state inertial waves excited by an oscillating disk in a rotating fluid were made by Oser [42] , who then verified the analysis experimentally [43] . In his analysis Oser was able to express the solution for the small-amplitude waves in terms of known functions and to calculate the flow field near the disk as well as in the far field.
For a fixed rotational frequency n, the oscillation frequency w determines the direction of energy propagation for the inertial waves, eq (82). When the oscillation frequ ency is small, this direction becomes nearly vertical, whereas when w----*2n, the direction is nearly horizontal. This behavior is to be contrasted with that in a stratified fluid. There the characteristic directions become nearly horizontal for small wand nearly vertical as W-'7N.
No additional studies on waves in rotating fluids will be discussed here due to space limitations. Some additional considerations of inertial waves in unbounded media are given by Greenspan [9] , who, discusses, among other questions, the reflection of plane inertial waves by an interior surface, the slow transient motion of a disk along the axis of rotation (and how the phenomenon known as a Taylor column develops) and waves produced by a travelling forcing function (along the lines presented earlier for a stratified medium). Eckart [6] also presents analyses and results on waves in rotating fluids. Furthermore, he discusses smallamplitude waves in fluids when rotation and stratification are both present. Some more recent studies of waves in rotating and stratified fluids have been performed by Hendershott [36] , who examined waves excited by an oscillating body, and by Rao [44] , who examined waves excited by travelling forcing effects.
c. Ross by Waves
There exists in large scale geophysical flows another type of wave, the Rossby wave, which owes its existence to a mechanism other than that described in the last subsection. Here an attempt will be made to explain this mechanism, and some of the features of these waves will be discussed. More detailed discussions of Rossby waves, with consideration of laboratory experiments and of oceanographic and atmospheric waves, are given in references [9, 10] .
The conservation of potential vorticity, eq (76), is a statement that the component of the absolute vorticity in the direction of the rotation vector divided by the depth of a fluid column is constant to an observer following the column. On the earth, the direction of the rotation vector is from the south to north poles so that the conservation of potential vorticity is strictly valid only in this direction. Often the conservation relation is applied for the component of absolute vorticity in the radial direction at that latitude. When this is done, 2n in eq (76) is replaced by } = 2n sin 0, where 0 is latitude, and} may be either considered to b e locally constant or to vary with latitude. The conditions under which the conservation of vorticity applies in the radial direc tion have been discussed in reference [9] for example.
Rossby waves can arise when either} or H varies with lateral position. For example, for relatively large scales on the earth,} varies approximately linearly with lati tude; in the northern hemisphere, } will increase in the northerly direction (as 0 increases) : (83 ) where y is taken to increase to the north and x to increase to the east. Substitution into eq (76) with H constant, and linearizing gives a~ at +l1v=O.
(84)
A similar situation occurs when the imposed angular velocity 2n is constant and the depth of the layer varies linearly with external position [9] . Again, eq (84) is approximately the governing equation, where 11 is now a measure of this linear variation.
Equation (84) is simply a linearized statement of the conservation of potential vorticity. The variation with lateral position of the imposed angular velocity, eq (83), provides a restoring mechanism, and it is this restoring mechanism that gives rise to Rossby waves. For any disturbance, the rate of change of position in the northerly direction, v, produces a corresponding reduction of the time rate of change of its vorticity because of the variation in the imposed angular velocity j.
Equation (84) Then and eq (84) becomes (86) a form examined in some detail by Lighthill, using Fourier analysis and asymptotic techniques.
The Analogy Between Stratified and Rotating Fluids
As discussed in the introduction, there is an analogy between stratified and rotating flows. Stratification and rotation provide constraints on the fluid flow, the stratification inhibiting the flow in the vertical direction and the rotation inhibiting flow in horizontal planes. In section 3 on Waves, this analogy was given mathematical form. There it was shown that internal waves in a stratified fluid of constant BV frequency behave like inertial waves in a rotating fluid .
In this section the mathematical analogy demonstrated in the previous sec tion is extended. The review article of Veronis [16] on this analogy is used as the basis for this section. Since that article is both complete and clear, this section will be relatively brief and will concentrate only on the derivation of the equations from which the mathematical analogy is identified.
The motivation for examination of this analogy is provided by the desire to have a deeper understanding of both physical phenomena. Understanding phenomena in one system can clarify the analogous phenomena in the other system. In addition, laboratory studies in one system may be much more easily carried out than in the other system, allowing problems to be studied in the simpler system.
The systems considered will be assumed to have the axes of rotation and stratification coincident in the vertical direction. Dissipative effects such as viscosity and thermal conductivity will be included in the analyses. Also, boundaries are considered, but only those which are parallel or perpendicular to the rotational and gravitational direction. The analogy will also be seen to hold for systems which are both rotating and stratified.
In sec tion 3, it was noted that waves in stratified and rotating fluids are related when the identification between the Brunt-Vaisala frequency N and twice the rotational frequency 2Q is made. Closer examination of the perturbation equations shows the further identifications which must be made in analogous flows. Equations (3.57) are the perturbation equations for waves in a stratified fluid. If it is assumed that there is no dependence of the waves upon spatial variables and that no sources are present, Q=O, then these equations become (1) Here, the continuity equation is identically satisfied, PoCz) is the equilibrium density distribution, P is the perturbation density and u, v, and ware the perturbation velocity components. From these equations, the velocities u and v in the horizontal direction are seen to be constant and taken to be zero . Only the remaining two equations for the density perturbation and the vertical velocity perturbation are relevant:
aw Po (ji=-gp (2) Th(; analogous perturbation equations can be obtained for a rotating fluid. If it is again assumed that there is no dependence upon spatial coordinates, then in component form these equations are 
The last equation implies that the vertical velocity is constant, and it is taken to be zero. Only the first two equations are relevant.
Equations (2) and the first two of eqs (3) have exactly the same form; in fact, they can be made exactly the same if, in eqs (2), ~~ is substituted for w, v is substituted for (-g p/ PoN) and 2Q is substituted for N. From eqs (2) The more general equations expressing the analogy for fluids which are both stratified and rotating will be derived following reference 16. It is assumed that the stratified fluid can be described in the Boussinesq approximation, and other restrictions stated above also apply. The equation fo!' the conservation of mass (2.11) becomes \7. u = O. (4) The equation for the conservation of momentum (2.12) becomes (5) Here P is the reduced pressure (including the centrifugal-force term and the static part of the gravitational-force term [9, 16] ). Th e buoyancy term is taken in a form appropriate for a Boussinesq fluid: the density is taken to be a linear function of the temperature variation T from a reference value (see eq (2.24) and the discussion of that eq uation). The force f in eq (2. 12) is taken to be the viscous force v\7 2 u.
The equation for the conservation of energy is eq (2.19) . If the temperature is written as T + T, where T(z) is the temperature distribution in the absence of motions, then eq (2.19) becomes (6) Here it has been assumed that T(z) is a linear function of depth and that T is the perturbation temperature caused by the motion. Equation (5) already implies this separation of the temperature. The constant temperature gradient will be defined to be equal to
tlT is the magnitude of the temperature difference over the vertical length scale L, the factor 4 being included for convenience. Then eq (6) becomes (7) Equations (4), (5), and (7) will be nondimensionalized in two ways, depending upon the physical system to be modeled. For the first system, denoted 8 n, stratification is dominant with rotational effects modifying the motion. For the second system, denoted rls, rotation dominates and stratification modifies the basic motion.
A general nondimensionalization for both systems can be made using the following scales and nondimensional variables:
Here, the primed variables are dimensionless, and V, T, L, j5 and 0 are the dimensional scaling factors. Equations (4), (5), and (7) become
Tat'
4.1. The Stratification-Dominated System, Sf! When stratification dominates, the various dimensional scaling factors are related by equating the magnitude of the time acceleration term, the pressure term and the buoyancy term in eq (9) Therefore, (11) Also, the magnitude of the time derivative of the temperature and the convective temperature changes due to the equilibrium temperature distribution are equated in eq (10). Then (12) Equations (11) and (12) imply the following relations between scaling factors:
( L ga)I /2 V= ilT 0 (13) Equations (8)- (10) become, after dropping the prime notation, \I·u=O (14) where (15) <7=v/k=the Prandtl number
D gailTD
In the two-dimensional case, when all variation with respect to y vanishes, these equations can be written in component form as (rearranging somewhat)
The Rotation-Dominated System, ns
When rotation dominates, the various dimensional scaling factors are related by eq ua ting the magnitude of the time acceleration term, the Coriolis acceleration and the press ure Lerm in eq (9) . Then (17) and these equations imply the following relations between the scaling factors : (18) Then eq (9) can be written, dropping the prime notation. (19) where V f= Lll = the R ossby number (20) lJ E = llD= the Ekman number. Equation (10) can b e written (21) The magnitudes of the buoyancy term in eq (19) and of the term expressing cOlwectiYe temperature changes due to the equilibrium temperature distribution in eq (20) arc also equated.
2gae 2L\TV
-Vll ellL (22) This equation yields the relation between scaling factors }::'=(gaL)1 /2 e L\T (23) Then eqs (19) and (21) can be written ~~ +w· \1u +2izX u = -\1 P+2FTiz+rrl !2E\1 2 u (24) where (25) 
e run -alsa a requency.
In the two-dimensional case, when y variations vanish, eqs (24) 
Comparison of eqs (16) and (26) shows them to be identical when the following identifications are made:
In general the restriction must also be made that u= 1. However, for steady, linear flow, the analogy is valid for all Prandtl numbers since it can be incorporated into dependent variables by redefinition of these variables. T he boundary conditions also must be appropriate for the analogy to be complete, and these boundary conditions can be made appropriate. In reference 16 several examples of this analogy are presented. One example, waves in stratified or rotating fluids, which were discussed in the fully three-dimensional case in section 3 of the present paper, is shown to be mathematically identical in the two-dimensional case, when the identifications above are made. The analogy is much more profound than simply one between waves, however, since it applies in dissipative flo ws wi th boundaries. Furthermore, as noted by eqs (16) and (26) , the analogy also applies in rotating flows when stratification modifies the flow and in stratified flows with modifying rotational effects. However, as discussed by Veronis [16] , the analogy breaks down in fully three-dimensional cases.
Nonlinear Considerations
In this section a very brief account will be given of certain approaches to nonlinear problems in stratified and rotating fluids. This is an area of active interest because the equations of fluid dynamics are basically nonlinear and because relatively little is known about nonlinear phenomena compared with linear phenomena. However, it is also a very difficult area because the mathematical tools are limited.
Only one approach will be examined in any detail. The equations will be derived for finiteamplitude, two-dimensional steady flow of a stratified flow over an obstacle. These equations are derived and the method of solution briefly discussed because this approach is a unique one. Some of the other approaches to nonlinear problems use techniques common to other branches of fluid mechanics, and these will only be mentioned.
The nonlinear equations for steady, two-dimensional flow have been cast into a single equation for a stream function by Long [46] and into another equation by Yih [7] . These equations can be related simply under certain conditions, but each has been treated in a different fashion by its author. The equations will be derived and the method of solution of each briefly discussed. It should be noted that both authors have used inverse methods for solving problems. Boundary conditions are selected and a solution is obtained. Then the nonlinear problem which was solved is determined as the final step. Such a procedure is not without difficulty and controversy. There have been several papers in the literature discussing these difficulties [4, 45] .
The Equation of Long for Stratified Flow over an Obstacle
For a two-dimensional, incompressible flow, the equations are independent of y. Equation (2. 11) becomes two equations, incompressibility and continuity u ap +w ap= o ax az
while the equation of motion (2.12) becomes p ( 'n an +w au)= _ ap ax az ax (3) p (u aw +w ~w)= _ ap _gpo ax az az (4) Here, the motion has been assumed steady as stated above, the equations are written in a nonrotating reference frame and the fluid is ass umed inviscid so the f = O.
Equations (3) and (4) can be rewritten as
H er e s is the y component of the vorticity, From these two equations, the pressure is eliminated by cross differentiation; thus
Equation (2) implies that a stream function can be defined as follows
aif;
aif;
Then Eq. (2) is identically satisfied. Furthermore, when eqs (8) are used, eq (1) shows that the gradient of p is parallel to the gradient of if; , and therefore
p=p(if;).
It can be seen that for any functions of these qualitiesJ(p), g(if;) dJ ( u ~+w ~) jJ(P)I= dp (u ~+W~) jPl=o ax az g(f) dg ax az fJ .
dif; (10) In terms of the stream function, the vorticity becomes (11) With these observations, eq (7) can be written (12) noting only that ( a a) dp
Equation (12) can be integrated, since the derivative is along a streamline, to give (13) where H*(I/;) is a function of I/; to be determined from conditions upstream. Substitution for q2 and s in terms of l/; gives the single, nonlinear equation (14) This equation can be written in another form by noting that H* (I/;) has a specific form upstream, namely
Thus 2 1 dp (VI/;)2 1 dp [U2 ] VI/;+---=-so(I/;)+-' -
A change of variables from I/; to the upstream variable zo, noting that
ell/; dl/; elz o U elzo (16) reduces eq (15) to the form
.1L elp (zo-z).
2 elzo ax az pU 2 elzo (17) The transformation (16) can be used only when the upstream velocity U does not change sign. In this form, Long [46] observes that the equation becomes linear if pU2=constant and Then, with 5=(zo-z), eq (17) becomes where el el p = constant. Zo (18) Long [46] solved for the flow over obstacles of infinitesimal height first. The resulting solution was found to satisfy eq (18) also for obstacles of finite height. However, the streamline along the plane Z=O upstream, which is found to describe an obstacle of finite height, specifies the shape of the obstacle. Subsequent work has extended the analysis to obtain solutions for flows over thin obstacles of specified shape and arbitrary height [45] .
This general method of approach has been extended by Long [45] to other two-dimensional, steady, finite-amplitude systems. For example, he has derived a single nonlinear equation for the stream function for axisymmetric motion with a body fort;e and for the stream function in two-dimensional, steady motion in a rotating fluid. In the latter case, a linear form of the nonlinear equation can be obtained as described above, and this equation is exactly eq (18) with a different expression for a 2 , but with {j also being the deflection of the stream line from its upstream height.
The Equation of Yih for Stratified Flow over an Obstacle
Another single nonlinear equation has been derived by Yih [7] from eqs (1)- (4), and he has systematically examined the implications of this equation. In this subsection the eq nation of Yih will be derived.
Again, eqs (1)- (4) arc the starting point for the derivation. Yih [7] observes that the inertia effect of a variable density (mentioned in section 2 of this report) can be accounted for, defining new velocity variables 'It ', w', as follows:
where Po is a constant reference density. Then Eqs (1)-(4) become n' ap +w' ap =0 ax az an' aw'
ax az az (19) (20)
(N ote that these equations follow immediately from the obscrvation made in eq (10) with
Equations (22) and (23) can be rewritten as (24) ( ,a + ' a )W '2 , ap , Po U ax w az 2=-w az -gpw (25) when eq (22) is multiplied by u' and (23) by w'. Addition of eqs (24) and (25), with the observa-
yields the relation (26) This relation implies that the quantity known alternately as the Bernoulli quantity [7] and the "total head" [4] , is a constant along a stream line. It will, however, vary from stream line to stream line. Yih [7] defines a stream function v/ based upon the velocities u' and w' as follows:
az ax (27) Then eq (21) is identically satisfied, and since H is a function depending upon the stream line,
H = H(1/;').
With the definitions and observations made above, the single nonlinear equation of Yih can be derived. Equations (22) and (23) can be written as:
where is the vorticity based upon the velocities u', w'. Multiplying eq (28) by dx and eq (29) Yih sys tematically examined solutions to this equation when dp dH d1/;' and dl/;' (30) (31) are linear functions of if/; then eq (3 1) is linear and classes of solutions to the original nonlinear equation are found. For details of these sol utions, see references [7] .
5, .3. Other Nonlinear Problems
The purpose of this subsection will be to mention some other nonlinear problems in stratified or rotating fluids. In some cases the mathematical development is exactly the same as in
The free surface flow of a shallow layer of homogeneous fluid over an obstacle is an example of a stratified (layered) flow in which the governing equations are exactly the same as the onedimensional, compressible-flow equations for a polytropic gas in which the gas pressure is proportional to the density squared . This analogy has been known for some time [47] , and the governing equations are hyperbolic [26] as defined in section 3 of this report. Perhaps the most interesting aspect of this analogy is that an identification can be made between the internal Froude number in the stratified flow and the Mach number in the compressible flow [7, 45, 47] .
The internal Froude number is defined in eq (2.5) ; here it is rewritten slightly as
where U is the uniform upstream velocity in the shallow Jayer of fluid, PI is the density and L the thickness of the layer of fluid and pz is the density of the fluid overlaying this layer. The velocity
is that of infinitesimal long waves on the layer of fluid. The 1Iach number is defined In eq (2.10) as
where U is the characteristic flow velocity and Co is the speed of sound waves.
When the Froude number is less than one, the flow is said to be subcritical; when F> 1, supercri tical and when P= 1, cri tical. In each of these cases, the surface elevation of the flow over the obstacle changes in character. In subcritical flows, the surface elevation decreases from its upstream value as the fluid flows over the obstacle. In the sLipercritical case, t he sUl'face elevation increases as the flow passes over the obstacle. When the now becomes critical, phenomena known as hydraulic jumps or bores occur. For a description of the now regimes as a function of internal Froude number, sec references [45] and [4] . The point to note here is the analogy between stratified flow llnd comp ressible flow. The Froude number is the parameter which delineates varioLis regimes exactly as the Mach number delineates regimes of flow in gasdynamics . The phenomenon of the hydraulic .i ump is exactly analogous to the shock wave in gasdynamics. Furthermore, for a variety of flow conditions, the mathematical formulation and sol u tions are iclen tical.
An area of rather intense study presently is that of nonlinear waves [26, 48, 49] ; nonlinear wave phenomena appear in many fields, and much of the mathematical apparatus is applicable to all of these fields. Formation of shock waves in compressible flows or hydraulic jumps in water-wave theory is an example of a nonlinear wave a rising from a hyperbolic eq nation. More recent attention has been focussed on nonlinear, dispersive wavcs, where the nonlinear tendency to steepen is balanced by the dispersive tendency to spread them. Examination has been made of both periodic (cnoidal) waves and nonperioclic (solitary) waves in sLich systems.
Another particularly active problem area in the theory of nonlinear, dispersive waycs is that of wave-wave interactions. Conditions are examined for which the nonlinear terms in t}lC equations of motion can permit resonant coupling between wa\'e modes of the lineal' system. One example where such coupling can occur is in the interaction between internal and surface waves [49] . Another example, which has been intensively in vestigated recently, is that of coupling between laser radiation and oscillation modes in a plasma; these so-called parametric instabilities have been examined for possible application in laser-driyen fusion [50] .
As final examples of nonlinear problems, boundary layers in rotating fluid s [9] and nonlinear convection in stratified fluids [4] are mentioned. In the next section of this report some of the linear features of these problems will be discussed.
Transport and Diffusion Processes
In this section some interesting problems will be discussed related to transport and diffusion processes in a stratified or rotating fluid. Since the work in this area is immcnse, only three problems have been selected for discussion, and eyen these are discussed only briefly. However, it is felt that this presentation will convey the type of studies being carried out. Reference should be made to the monographs and papers cited in this section.
The three problems to be discussed are contained, rotating fluids, convection in stratified fluids, and turbulence in stratified or rotating fluids. The problems of contained, rotating fluids has been reviewed extensively by Greenspan [9] , who has also been a major contributor to the research in this area. A more recent review of the problem of "spin-up," which is a result of viscous effects and boundaries, has been given by Benton and Clark [14] . The analogy between rotating and stratified fluids [16] , discussed in section 4, allows some of the results from rotating fluids to be carried over to stratified fluids. Convection in stratified fluids covers a large number of phenomena. Turner [4] , who has been a major contributor in this area, has recently reviewed these phenomena. Finally, turbulence, which in many respects acts as a diffusive effect, in stratified fluids will be discussed. Turner [4] has recently described some important features of turbulence in stratified fluids. Turbulence in the atmosphere has been discussed by Lumley and Panofsky [55] , and Phillips [5] has reviewed turbulence in the ocean. Work in this very important area has been growing rapidly.
Contained Rotating Fluids
The most comprehensive review of flow phenomena in rotating fluids is the monograph of Greenspan [9] . In that book h e presents a systematic development of the formulation and solution of problems concerned with contained rotating fluids. Boundaries and viscous boundary layers produce such a dominant effect in these fluids, they are discussed briefly here. First the basic linear equations are derived. Then the Ekman larer, a fundamental boundary layer in rotating fluids, is discussed. Finally, the phenomenon known as spin-up is mentioned.
The basic equations for the analysis of contained rotating flows are eqs (2.11) and (2.12). The fluid is assumed to be homogeneous, incompressible and viscous; therefore, cq (2.11) becomes p= Po and v·u=o.
(1) Equation (2.12) becomes (2) Here P is the reduced pressure defined earlier, the body force due to gravity has been dropped because the fluid is homogeneous and the force f in eq (2.12) has been taken to be due to viscosity.
The characteristic length, time and velocity scales, L, Wi and U are chosen to nondimensionalize the variables. Therefore r , t, u, Q= niz and P are all scaled by these quantities to become, Lr, n-It, Uu, niz and Po n ULP, and eqs (1) and (2) at az (6) When the divergence of eq (5) is taken, again using eq (3),
The operator is applied to eq (6) and eq (5) is used to obtain
Then the z component of this equation, using eq (7), gives the desired equation for the pressure. (9) Some idea of the difficulty of problems of this type is obtained by examination of eq (9) . A very fund amental role in the theory of rotating flows is played by the Ekman layer. In this layer a balance is struck between viscous and Coriolis forces. In the simplest case, this balance can be seen by the following mode1. Consider a half-space of fluid z:2:: 0, rotating with constant angular velocity n. Assume that a uniform velocity n = U, v= o is imposed at the surface z= O, and look for a steady-state solution which is independent of the horizontal coordinates x and y. The scaled eqs (5) become (10) The solution to eqs (10) which satisfies the boundary conditions is
From the continuity equation (3) and the third of eqs (5) it is found that the vertical velocity W=O and that the pressure is constant.
Two important features of the Ekman layer can be seen from the solution (11) . First, the Ekman layer is a boundary layer of thickness ~~; the veloci ty, which is unity (in nondimensional units) at z= O, decays exponentially over this thickness. Second, the velocity vector rotates as z increases. Plotted in polar coordinates, the velocity forms a spiral shape, the socalled Ekman spiral [9, 16] .
Examination of the dynamics of the Ekman layer under more realistic conditions shows that the vertical velocity is not zero as determined by the simple model above [9] . Rather, the vertical velocity increases exponentially through the Ekman layer from zero at z= ° to a value of -EI!2. When Eis small, as is usually the case, this vertical velocity is small. However, this suction velocity dramatically affects the inviscid flow.
Spin-up is one problem in which the Ekman layer plays a fundamental role. Consider a container filled with a homogeneous fluid and rotating with the fluid about a vertical axis at a constant angular velocity. Then the angular velocity of the container is suddenly increased to a new value and maintained at that value. Along the top and bottom surfaces of the container Ekman layers form. In each layer the centrifugal force is too great for the prevail~ng pressure gradient, and the fluid is driven radially outward. By continuity, the suction VelOClty into each layer arises, and this velocity produces secondary circulations within the contained fluid, including additional boundary layers of a different nature along the vertical walls. Ultimately (after a time scale L jv 1l2 n 1l2 , determined by the length scale L and the Ekman suction velocity El [2nL) these secondary flows lead to a state of solid body rotation of the fluid at the new angular velocity. This rather complex process is called spin-up [9, 14] .
Convection in Stratified Fluids
In a recent book, Turner [4] has given a review of many interesting and practical convective phenomena in stratified fluids. In this subsection, following Turner, a very brief discussion of these phenomena will be presented. It will address convection from isolated sources of buoyancy, convection from heated surfaces and so-called double diffusive phenomena.
a. Buoyant Thermals and Plumes
In many situations the buoyancy in a fluid can supply the energy for the mean motion within the system. An example of such a situation is the thermal, well known to meteorologists and pilots, in which a mass of warmer, lighter air rises due to buoyancy in cooler, more dense surroundings. Another example is the thermal plume created when hot water from a power plant is discharged into a waterbody, the discharge water rising in the cooler ambient water. (Effluents from chimneys in the atmosphere also often fall into this category when the effluent is more buoyant than the surrounding air.)
These two examples display the properties of two broad categories into which flows of this nature have been divicled by Turner [4] . The first, called the thermal, is characterized by a sudden release of buoyancy within a fluid. The buoyancy remains confined to a limited amount of fluid, which, as it rises, loses connection with the source that produced it. The second, called a plume or buoyant jet, is characterized by a continuous source of buoyancy. Rising buoyant fluid is always connected by additional buoyant fluid to its source.
The driving force in both of these types of motion is the buoyant force. Lighter fluid will be buoyed upward in its surrounding heavier fluid. (Likewise, heavier fluid will fall in lighter surroundings.) This fluid will rise causing a mean convective motion and smaller scale motions called entrainments near the interface between the buoyant fluid and its surroundings. Genm'ally, the entrainment is a turbulent process in which surrounding fluid is captured into the thermal or plume fluid. Entrainment causes the volume of buoyant fluid to be increased, but the net buoyancy of each fluid element to decrease relative to the surroundings.
The mathematical techniques, in addition to numerical ones, generally used to analyze buoyant thermals and plumes are similarity methods. A major consideration in the analysis of these flows is the entrainment and mixing of the ambient fluid, since entrainment determines both the mean size and the net upward flow velocity of the thermal or plume. Other complicating features in the analysis are nonhomogeneous ambient media and an ambient steady or unsteady mean cross flow. The steady cross flow causes a plume to be "bent over" in the direction of flow, changing the mean properties of the plume and often the character of the entrainment as well.
b. Convection from Heated Surfaces
A fundamental problem with a long history in the theory of convective flows is the Benard problem [52] . Fluid, contained between two horizontal surfaces, is heated from below. The increased buoyancy tends to destabilize the fluid, and when the dissipative effects of thermal conduction and viscosity are overcome, the fluid will overturn. The parameter which governs this stability problem is the Rayleigh number [4, 52] Ra gat1Td 3 Kv (21) Here, all of the symbols have their usual meanings. t1T is the temperature difference across the fluid layer of thickness cl and K is the thermometric conductivity. The results of the experiments and analysis of this problem show two main features. First, a critical Rayleigh number must be exceeded before instability occurs; this implies that a certain temperature difference must be exceeded for a given fluid and layer thickness. Second, when convection sets in, the motion is organized in regular, steady cellular patterns. Chandrasekhar [52] has given an encyclopedic review of the linear aspects of this instability problem, including the effects of rotation and magnetic fields. Subsequent work has concentrated on finite-amplitude aspects of the convection [4] . Turner [4] also reviews other studies of convection caused by heated surfaces. These include intermittent thermal or plume formation at a horizontal surface, so-called penetrative convection (where convection initiated in an unstable region penetrates into an adjacent stable region), and convection layers induced at vertical or sloping boundaires.
c. Double-Diffus ive Con vection An area of study in convective phenomena, which is of relatively recent origin, is doublediffusive phenomena [4] . A fluid is considered for which the density of the fluid is determined by the concentration of two properties, which have differing diffusivities. In the ocean, for example, the temperature and the salinity are the two properties; each affects the density of the water by its concentration, and the salt and temperature have different diffusivities . These phenomena appear to be applicable to more problems than only oceanic ones.
In the ocean, the concentration of salt and the temperature of the water determine i ts density. An increased salinity increases the density whereas an increased temperature decreases it. Therefore, the possibility of interesting double-diffusive instabilities arises. F or example, if colder, less saline water underlies warmer, more saline water, such that the density of the lower layer is greater, then the fluid should be stable. However, if a fluid parcel from the lower layer is displaced upward, due to the difference in diffusivities, the parcel heats up while retaining its lower salinity. Then the parcel is less dense than the surrounding fluid and rises, leading to an unstable situation. This instability is the mechanism for a "salt fountain," which is the flow through a heat-conducting pipe of the colder, less-saline fluid to the top of the overlying layer of warmer, saline water (or the opposite flow).
When cold, fresh water is above hot, saline water, such that the density increases downward, another type of instability can occur. A displaced fluid element of hot saline fluid will be more dense than its surroundings and win tend to sink. In the absence of any diffusion processes, the fluid element would oscillate at the local Bnmt-Viiisiilii frequency. However, because of the relatively large thermal diffusion, the displaced element would cool somewhat before reaching its original equilibrium position, and, therefore, would plunge lower than without diffusion. Heating during the lower portion of the oscillation cycle would then cause the fluid parcel to rise higher during its upward motion. Repeated cooling and heating during the oscillation cycle causes oscillations of growing amplitude, a process known as overstability.
These two instabilities can lead to interesting phenomena known as salt fingers and microstructure. Salt fingers are long vertical columns of warm salt water in cooler, less saline water; they are believed to result from the former instability. Microstructure is a series of horizontal layers of fluid of relatively unifOlm properties separated by rather abrupt changes in these properties. It is believed that some microstructure is a result of double diffusion convection [4] .
Turbulence
Turbulence is one of the most prevalent phenomena within fluids. Its motions are often mainly responsible for the transport and diffusion of mass, momentum and energy within these fluids. Because of this prominent position, it has been examined extensively. Bu t, because of its inherently nonlinear and random nature, progress in understanding and modeling it has been slow. In this subsection no attempt will be made to review the extensive literature in this area; rather, a very brief discussion will be given to indicate its importance in the study of stratified and rotating fluids.
Turbulence in stratified fluids is an especially interesting and challenging problem. Mixing of a stably stratified fluid requires the expenditure of energy, and, therefore, vertical turbulent mixing is inhibited by stratification. The parameter which governs this interaction is the local Richardson number. The local Richardson number compares the suppression of turbulence by the mean buoyancy forces to the production of turbulence by Reynolds stresses [5] .
Turbulence in the atmosphere, which is generally stratified, has been and continues to be an area of active interest [53] [54] [55] . The atmospheric boundary layer is also influenced by rotational effects [56] . In fact, a model of this boundary layer is an Ekman layer in which Coriolis forces are balanced by Reynolds stresses (rather than viscous stresses as described earlier).
Similarly, turbulence in the ocean and in lakes is a dominant influence on their structures [5] . The interaction between turbulence and buoyancy gradients is often manifested by a rather sharp interface between a turbulently mixed region and an adjacent stably stratified region [4, 5] . It is this interaction which has been used to explain the distinctivo temperature structure in temperate lakes, for example [57] .
For many purposes in geophysical applications, including the two specific ones cited above, turbulence acts as a diffusive process. Then the effects of turbulence are modeled by mixing-length theories, where the nonlinear, random mixing is related to the mean-flow gradients through turbulent diffusion coefficients. For discussion of the modeling and the effects of turbulence, the references cited in this section should be consulted.
Some Applications
The basic concepts in studies of stratified and rotating fluids have wide applicability, particularly in the area of geophysics. Some of the applications have already been mentioned in the introduction and at other parts of this report. In this section, a brief summary of the geophysical applications is presented. This summary will not be complete, but will convey the rich variety of interesting problems and results.
Physical Oceanography
In the ocean a very large variety of fluid motions occur, ranging in length scale from millimeters to tens of thousands of kilometers. It is the largest scale circulations which differ most from classical fluid flows because curvature and rotation of the earth, stratification produced by solar heating and even the differential gravitational effects producing tides dominate these motions [58] . However, even the smaller scale motions are profoundly influenced by rotation and stratification.
The ocean is a very thin layer on a nearly spherical globe. In the deepest region, the Marianas Trench, the ocean is about 12 km deep. The radius of the earth is about 6400 km, so that the ocean depth is less than 0.2 percent of the radius of the earth [59] . For consideration of many fluid motions the curvature of the earth can be neglected; but for larger curculations, the curvature must be considered. A common approximation used to simplify analysis of oceanographic circulations is the "iJ-plane approximation." The fact is used that the depth ~ of the ocean is much less than the radius R of the earth. It is assumed that the lateral length scale L for motions is much greater than the depth and that L< <H, the most questionable part of the approximation [58] . Then the equations of motion for the sheet of fluid on the rotating globe are reduced to equations for a thin sheet of fluid in a rotating tangent plane.
The waters at the equator are heated by solar radiation and those at the poles undergo net radiational cooling [59] . In the absence of rotation, therefore, the more buoyant surface fluid neal' the equator would spread toward the poles. However, the Coriolis force curves this spreading, producing large clockwise eddies in the northern hemisphere and counterclockwise eddies in the southern hemisphere. These large circulations are also known as gyres.
Both heating and salinity determine the density and therefore the buoyancy of the fluid. The temperature and salinity combine generally to form a very distinctive density profile in which an approximately uniform-density layer overlays another layer of slowly varying properties. The narrow region which separates these layers, where the temperature varies rapidly and the Brunt-Viiisiila frequency reaches a maximum with depth, is called the thermocline. This stratification has important consequences for oceanic circulations.
Another very important influence on the motions of all scales in the ocean are the winds [60, 9] . The large scale, nearly steady atmospheric circulations are discussed in the subsection on meteorology. They are driven by solar heating and the earth's rotation in much the same way as the oceans. These winds transfer mechanical energy to the ocean surface by generating currents and waves and receive heat, primarily through evaporation from the ocean. The large-scale oceanic circulations are driven in a major way by this interaction [60] .
The land masses also have a major influence on the oceanic gyres. The continents act as boundaries inhibiting the free circulations. The boundary layers at these surfaces influence the overall fluid motions in important ways [61] . On smaller scales, the shape of lanel masses cause many interesting phenomena such as wave diffraction and wave breaking.
The gravitational influence of the sun and moon also affect the largest scale motions in the ocean, forming the well-known oceanic tides. Tidal theory considers long wavelength waves in shallow water on a rotating globe and has been reviewed recently by Hendershott and Munk [62] .
In addition to these large scale motions, many smaller scale motions occur. Both internal and inertial waves occur within the ocean [5, 6] and surface waves are created by the wind [5, 47] . Also, at the surface, evaporation and condensation are important interchanges with the atmosphere, altering the local salinity and providing a major source for energy transfer with the atmosphere [60] .
Finally, the pervasive influence of turbulence is felt. In the upper ocean above the thermocline, it is a major cause of mixing and diffusion [5, 60] . Likewise, near all land masses, turbulent boundary layers are dominant [61] . Most of the upwelling motions, the rise of nutrientrich lower waters, are influenced by turbulence. Even the deep oceanic currents are subject to its nonlinear, random processes.
Physical Limnology
Many of the dynamical considerations associated with oceanography are also associated with limnology. The differences arise primarily in the large scale motions, where lake circulations are determined by the confines of the basin. Lakes are also generally composed of fresh water, but even this is not always the case.
Compared with the differences, the number of dynamical similarities is great [19] . Rotation affects the dynamical behavior of larger lakes [19, 13] . As in the ocean and the atmosphere the horizontal dimensions of motions are much larger than the vertical dimension. Lakes are bounded by the atmosphere and derive mechanical energy for driving circulations from wind frictional effects. Thermal energy is provided by the sun, and thermal interchange takes place with the atmosphere. Finally, as in the ocean and the atmosphere, turbulence is a dominant influence on the motions.
In the remainder of this subsection some of the interesting features of modeling lake motions will be discussed. As with the other subsections on applications, no attempt cau be made to be complete.
The Reynolds number determines when a flow is laminar and when it makes a transition to turbulence: for a Reynold s number greater than a critical value, the flow is turbulent. For a length scale equal to the depth, the velocity must exceed a minimum value for turbulence.
For a very shallow lake of 100 cm, the flow velocity must exceed 0.03 em Is [19] . Clearly then, the turbulent state is the natural one in a lake.
Because turbulence is a random process, statistical averages in time or space are taken to describe the character of the turbulence. This averaging brings up a very fundamental question of separating turbulent motions from longer-time-scale (or length-scale) motions associated with mean flows [55] . Assuming that this separation can be made, the nonlinear nature of the turbulence brings up a second fundamental problem , the so-called closure problem. If statistical averages of the equations of motion are taken, the nonlinear terms always couple lower order statistical correlations to higher order ones.
In applications such as limnology (and oceanography and meteorology), it is generally assumed that second order correlations are related to gradients of the mean flow through coefficients of eddy diffu sivity [19] . When this is done, the effccts of turbulence arise in the equations of motion as additional diffusion terms. A major problem, then, is to determine both the size and the variation of these coefficients with position and properties of the flow [19, 57] .
The primary source of mechanical energy for currents in lakes is the wind, introducing both mean circulations and mixing into the main body of the water. The wind-driven circulations begin with water movement in the downwind direction, but since the lake is enclosed, a return current is also induced. Both influents and effluents can also affect circulation patterns, however. These circulation patterns are also profoundly affected by rotational and stratification effects.
In larger lakes the equations of motion and many of the approximations used in analyzing these equations are the same as those used in oceanography. In particular, geostrophy and Ekman layers are very important in interpreting limnological flows [19, 1:3] .
Also, stratification is a dominant influence in the hydrodynamics of lakes. The stratification in lakes arises primarily from surface heating, and, therefore, lakes undergo an annual cycle in overall stratification [19 , 57] . During the spring and summer when the solar and atmospheric heat input is largest the degree of stratification, or the stabili ty of the lake increases, and during fall and winter the lake cools and destabilizes.
Stratification affects both the current in the lake and the waves which the lake can sustain. In the absence of stratification currents in a lake would vary smoothly from a maximum value n ear the surface to zero at the bottom. In the presence of stratification the flow velocity will generally reverse in direction as a function of depth. Such behavior is very important in analyzing the mechanics of lakes.
As in the ocean a thermocline is often formed within a lake. Because of the seasonal variation in the stratification, the depth and thickness of the thermocline vary considerably. Because of the thermocline, however, a lake is often modelled as two superposed layers of fluid of different densi ty, the so-called two-layer model. Internal waves, as well as surface waves, can be sustained within a lake due to the stratification.
Because a lake is confined by its basin, it has normal modes of oscillation. The term seiche is used to describe stationary oscillations of a lake or a large independent portion of a lake. Seiches have been studied extensively. Both stratification and rotation have important effects on seiches [19, 13] .
Meteorology
The atmosphere also is a very thin layer of fluid on the almost spherical earth, the thickness of the significant portion of it being about 10 km, or a fraction of 1 percent of the radius of the earth. Therefore, horizontal dimensions of motions are generally much larger than the vertical dimension. The stratification of the atmosphere enhances this behavior since it tends to inhibit vertical motions.
In an interesting review of meteorology, Sutton [63] concentrates on three systems of motion which are determined by "their scales of horizontal length and their mean 'lives'." The largest motions are "huge quasi-permanent wind belts of the general circulation." The intermediate ones are the "smaller, short-lived cellular-like systems (highs and lows) that determine the day-by-day occurrence of weather." The smallest and shortest-lived motions are "the transient eddies that are responsible for turbulent transfer processes in the earth's boundary layer."
The general circulation is determined by the same large-scale effects that determine oceanic circulations, namely rotation, curvature of the earth, heating at the equator and cooling at the poles. These large scale circulations are associated with climate, the monthly or seasonal properties of the atmosphere averaged over long periods of time. Stewart [60] describes the atmosphere as a heat engine, receiving solar heat from the surface of the earth and the ocean, converting a portion of it to mechanical energy and discharging the remaining heat at lower temperatures. As mentioned in subsection 7.1 the wind of the atmosphere drives the oceanic circulations. In turn the ocean supplies a major fraction of the heat which the atmosphere uses in producing mechanical energy, some through direct heat transfer to the atmosphere, but most through evaporation at the surface of the ocean. The evaporation-condensation cycle is a major source of energy transfer between the ocean and atmosphere, which are very intimately linked dynamically [60] .
Models for weather prediction have been reviewed by Sutton [63] and by Phillips [64] and include the effects of the earth's rotation, curvature of the earth and stratification of the atmosphere. Often the vertical equation of motion is replaced by the equation for hydrostatics, the so-called hydrostatic system. A further approximation sometimes made is that the horizontal equations can be replaced by a balance between pressure and the Coriolis forces, the geostrophic relation. An energy equation to account for the important energy fluxes in the atmosphere is included, and account must be taken of the water-vapor content of the air. The full equations or the various approximate sets are then integrated numerically, often over a 24-hour period. Extended forecasts have shown that a small predictive capability exists beyond 10 days [64] .
Momentum and energy transfer between the earth and the atmosphere are important in about the lower 1000 meters of the atmosphere, the atmospheric boundary layer [53] [54] [55] [56] . In this region the turbulent diffusion is balanced by the Coriolis force so that this layer is an Ekman layer. Radiative energy absorption takes place primarily at the surface of the earth so that atmospheric heating occurs from the bottom. (This is to be contrasted with the ocean where heating takes place at the top.) Therefore, thermal energy transfer and buoyancy effects are dominant in the atmospheric boundary layer.
The study of the turbulent boundary layer is called micrometeorology. Important features of this study are the small scale, turbulent mass, momentum and energy transfer. Micrometeorology has become a prominent area of study as concern has increased about diffusion of pollutants in the lower atmosphere.
Thermal Discharges
A major problem of practical concern in recent years is that of discharges into the atmosphere or into bodies of water. In subsection 6.2a on Buoyant Thermals and Plumes, some fundamental fluid-mechanical features of buoyant discharges (usually produced by heating the effluent and therefore called thermal discharges) and techniques for calculating these features were reviewed. Here, some general comments on the behavior of thermal discharges and the practical considerations related to these discharges will be made.
The mixing between a thermal discharge or plume and the ambient fluid can be viewed to take place in two parts. Near the outfall, the entrainment and mixing is dominated by the turbulence induced by the discharge, and this region is called the near field. In the far fi.eld, the entrainment and mixing are dominated by the naturally occurring turbulence in the ambIent fluid.
The near field has been discussed in a variety of papers [4, [65] [66] [67] [68] . If the effluent is discharged with a substantial initial momentum, the effects of buoyancy can often be neglected in the immediate vicinity of the outfall; then standard results on the growth rate, entrainment and mixing can be used,from the theory of tu.rbule~t jets. When the a.mbient ~uid.is flowing at right angles to the dlscharge, the plume WIll qUlckly be bent over In the dlrectlOn of the cross flow. However, the initial buoyancy and momentum will continue to be important in the dynamics of the plume.
In the far field, diffusion is accomplished by the ambient turbulence, although the initial momentum and buoyancy may still be important. When the ambient fluid is stably stratified, the diluted effluent will reach a level where its density equals that of the ambient fluid, and will spread almost entirely in the horizontal direction. The spread of a passive material in a flowing or stratified, turbulent medium has been reviewed extensively [69] [70] [71] 5] .
The work on plumes is divided into two groups by application, atmospheric plumes and discharges in water. Each application has particular, interesting problems and an extensive literature associated with it. For example, in the atmosphere the initial buoyancy is determined not only by the temperature, but also by the average molecular weight and the particulate content of the discharged gas. Whereas the gas will generally rise and mix as described above, the particles will se ttle out at a rate dependent upon their mass and size distribution. When water vapor is present, condensation, with an associated heat release and incr ease in buoyancy, can take place. In addition, chemical reactions, and particularly photochemistry (induced by the sun), arc important in consideration of atmospheric pollutants. Therefore, the equations describing the chemical kinetics must be carried along with the equations for the plume dynamics. Finally, in engineering design, stack h eight and placement arc important for consideration of the dispersion of effluent material.
Similar problem s must be considered when thermal discharges in water are analyzed. However, some of the plOblems and the emphasis of the problems are different. In a water body, a surface is plesent and this can alter the dispersion dynamics greatly. In addition, as described earlier, a distincti\'e thermal stru cture including a thermocline, is often present, trapping the discharge at a p articular loyel and causing two-dimensional, horizontal spreading. If the discharge does r each the surface , the spreading will be two-dimensional and heat will be lost to the atmosphere direc tly and through evaporation. From tho engineering-design viewpoint, the position of the water intake and discharge and the design of the diffu ser at the discharge are important.
Some Important Problem Areas
In this section some important problems related to stratified and rotating fluids will be discussed. The problems can be broadly classed into four categories, turbulence, nonlinear processes, numerical computation of flows and applications. E ach category will be discussed briefly; as in preceding sections, no attempt will be made to b e co mplete. The emphasis will be on theory, but it should be noted that proper understanding arises only when theory and experiment supplement each other.
Turbulenco remains one of the most difficul t and challenging phenomena in fluid mechanics. Because it is a nonlinear, random process, the progress in understanding and analyzing it has been slow. Some years back there was a great deal of research actiyity and se\'eral books summarizing the status. Some of this work concerned homogeneous, isotlOpic tUl bulence and some turbulent shear flows.
Recently, there has been an increase in interest again, and the emphasis has now been on turbulent shear flows and on turbulent mixing in the presence of stratification. Both of these aspects of turbulence enjoy wide applicability, as seen in this review. They also have another feature in common: the mean fluid properties are anisotropic. In shear flow, a direction is determined by the vorticity of the mean flow. In stratified fluids, a direction is determined by gravity. The anisotropy might be expected to affect the turbulent eddies in fundamental ways : eddies with their vorticity parallel to the direction determined by the mean properties will be influenced differently than those perpendicular to the mean properties. With the resurgence of interest in turbulence, it is anticipated that many of the probl ems associated with turbulence in an anisotropic medium will be addressed, and progress in understanding it will be made.
Early in this report it was noted that lineal' problems have received much more attention than nonlinear ones because the tools of linear analysis are more highly developed. The analysis of nonlinear problems has always required elements of ingenuity, patience and luck, and individual problems generally require unique approaches. However, an increased number of solutions to nonlinear problems has increased the variety of available approaches to these problems. Some approaches can be used directly or generalized to attack other problems. ~o, many areas of nonlinear analysis are developing. In particular, nonlinear waves, convectlOn and motions in rotating or stratified fluids are all being examined to an increasing extent.
Continued rffort in these areas is needed. In addition, the methods of analysis should be classified and generalized to aid the attack on other nonlinear problems.
With the advent of high-speed computers, numerical solutions to a wide variety of physica.! problems have become a reality. As a result, computational physics and computational fluid mechanics have become established branches of theoretical physics and theoretical mechanics. Finite difference techniques have been developed to integrate ordinary differential equations and initial-value and boundary-value problems associated with partial differential equations . Although enormous effort has been expended in recent years in developing and increasing the efficiency of numerical techniques, more is needed. With the guidance of careful analysis, the compu tation of fluid flows, especially stratified and rotating flows, should be pursued vigorously.
Finally, the application to physical problems should be made of the basic results determined for stratified and rotating fluids. Much work has already been performed along this line, and some of it was discussed in the preceding section. However, many problems still remain in the earth sciences, in astrophysics and in more technologically oriented areas such as those discussed in section 7.4.
Summary
A survey has been presented of phenomena in stratified and rotating fluids. Care was taken to define important quantities, to discuss basic concepts, to derive the fundamental equations and to present the basic nondimensional parameters associated with these flows. After a rather extensive section on waves, the analogy between stratified and rotating flows was discussed. Then nonlinear processes, and transport and diffusion processes were reviewed. Although this report is rather brief in parts, it displays the rich variety of phenomena in stratified and rotating fluids. It also tabulates many of the important references.
This report also contains a discussion of some applications. Physical oceanography, physical limnology and meteorology are all areas of application in the earth sciences. The variety of applications was stressed at the expense of depth and completeness. The more technological application of plumes in bodies of water or in the atmosphere was also discussed.
Finally, some important problem areas were briefly surveyed. These areas are turbulence, nonlinear processes, numerical computation of flows and further applications.
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