Abstract-Recently, more and more research is devoted for ontology in the semantic web domain. Firstly, a method for choosing the set of candidate similar concepts is presented based on ontology graphical structural features and data mining. Secondly, a calculation method of conceptual similarity is proposed based on the characteristics of the concept ontology and information content. Finally, the optimized ontology can be transferred into learning. Experimental results illustrate that this method is effective for computing the concept similarity and ontology can be transferred successfully to learn.
I. INTRODUCTION
Currently, semantic web technology has become a key focus of the Internet applications. Semantic Internet and Semantic Share are the problems of concept matching and semantic matching in the ontology. Therefore, researching on ontology concept semantic matching is important. With the rapid development of ontology learning techniques, ontology research and development has become a hot spot in the semantic web research. Ontology has been widely used in computer science and information management As an effective theory and method, and it is successfully applied in building a new intelligent search based information system. This paper presents a transfer learning method by using optimized ontology transferred learning successfully and has played a positive role in the ontology-based non-structural or semi-structured text information learning.
II. RELATED WORKS

A. The concept of ontology
Ontology is the comprehensive explanation for the objective existent system, which core is the abstract nature of objective reality. Gruber [1] defined a typical ontology as O = (C, E, R, F, A), where, C is the concept set, E is the set of the concept instance, R is the relationship set defined on the concept set, F is the sets of functions, A is the set of axioms.
B. Related research
Before the ontology transfer learning algorithm is presented, we introduce the most relevant concepts: 1) Methods have been proposed based on comprehensive consideration of the data type attributes and object type attributes on language similarity, but its study was confined to the concept similarity calculation method, it should take into account other factors that may affect the final mapping results [2] . 2) Edge weight is introduced and it is represented the semantic distance, the amount of information concept was introduced, the statistical characteristics of ontology database will be used in the calculation of similarity. At the same time, the depth of the concept, semantic coincidence degree and intensity will be considered in the calculation. But its calculation is in the same ontology [3] .
3) The method is based on the concept instance, semantic similarity calculation method is improved. However, this method is suitable for tree structure ontology, in the actual generation of ontology, most of the relationships between ontology are multi-graph structure. In practice ontology, as the depth of concept node, density and relations between different concepts will affect the semantic similarity [4] .
Therefore, other factors should be also considered in semantic distance calculation. By now, optimized ontology and its application for web services are still not enough studied.
C. Description of the concept similarity
The two concepts are defined to be similar with each other when they have some common characteristics. Usually the similarity is numerical, value usually belongs to [0, 1]. It should be special treated when the similarity value is not in this range. There is not any common feature when the similarity value is 0. The two concepts are completely similar when the similarity value is 1. The two concepts have some common characteristics when the similarity value belongs to (0, 1) [5] . According to the semantic distance and impact factors have been identified and the density of concept is defined in the literature [6] , [7] , [8] . The following are definitions, which are foundations of similarity calculation and transfer learning methods: Definition 1 (Set of candidate similar concepts): The set of candidate similar concepts are concept collection of two concept nodes with the semantic relating in different graph. Concept node is defined as C.
Definition 2 (Path of concept): In the same concept lattice, the path of concept is edge connecting any two nodes of concepts. E = [u, v] is defined as the path of concept, where u and v are concept nodes. The two concepts are also related.
Definition 3 (Degree of concept): In the concept lattice, each node has the path of concept, which is defined as degree(C).
Definition 4 (Density of side):
Where sum(E) C is the total numbers of side, sum(E) C1 and sum(E) C2 are the sides of node C 1 and node C 2 , respectively. Definition 5 (Fineness of concept): In the concept lattice, the fineness is larger when concept node distribution is concentrated in some of the local context. Thereby, it expresses specific classification of the concept and the greater similarity of concept.
Where degree(C) express the degree of concept C, E is the average density of edge in concept map and β is regulator.
III. TRANSFER LEARNING
There are two formal contexts (O 1 , A 1 , F 1 ) and (O 2 , A 2 , F 2 ), where O 1 and O 2 are the sets of objects, A 1 and A 2 are the sets of attributes, F 1 and F 2 are the sets of relations, O(O 1 , A 1 , F 1 ) express the optimized ontology by formal concept analysis, and (O 2 , A 2 , F 2 ) express the concept lattice by the concept lattice algorithm [9] .
A. Selecting the set of candidate similar concepts Some practical factors should be taken into consider when selecting the set of candidate similar concepts. For example, the redundant or conflicting sets of candidate similar concept are easily obtained when concept lattice's scale is too large and the relationship is very complex. With the continued expansion of the candidate space, searching number will also be greatly increased, resulting in low searching efficiency, high complexity and other disadvantages. The different between the concepts and the time complexity can be identified. This paper proposes method as following:
There are ontology O(O 1 , A 1 , F 1 ) and concept lattice (O 2 , A 2 , F 2 ), only a part of concepts in the concept lattice are similar to the concept in the ontology, the two concepts will be calculated, the former comes from the concept lattice, and the latter comes from the set of candidate similar concepts. This method can greatly reduce the computational workload and working hours.
The set of candidate similar concepts are chosen as follows: the concept lattice is a graph-like structure and concept lattice can be generated as the composition of the graph by the concept. Each node contains two features, one is the objects feature O and the other is attributes feature A. According to Definition 3, the concept nodes are classified by the same concept degree in the concept lattice. Such as concept sets B 1 , B 2 , · · · , B n , where B 1 is a set of nodes, with concept degree 1. Then do the same operation in the ontology. The sets of the concept are obtained. Such as concept sets A 1 , A 2 , · · · , A m . The concept from A 1 , A 2 , · · · , A m is calculated with the other concept, which comes from B 1 , B 2 , · · · , B n . When the elements in the set are so many, some elements can be extracted according to the actual situation. According to the algorithm analysis [10] , the similarity threshold is setup as T = 0.3, this concept will be reserved in the set of candidate similar concepts when the concept similarity value is larger than this threshold. Then each concept in the A can calculate similarity value with the concept in the B, similarity formula detailed introduced below. This set is the set of candidate similar concepts.
B. Calculating the concept similarity
Considering some factors between the concept and according to the five definitions above, the improved conceptual similarity formula is as follows:
Where M =
The concept attribute similarity is calculated as follows: C i = {a 1 , a 2 , · · · , a m }, where {a 1 , a 2 , · · · , a m } is the attribute set of C i , i is the number of concepts and m is the number of attributes in the ontology. C j = {b 1 , b 2 , · · · , b n }, where {b 1 , b 2 , · · · , b n } is the attribute set of C j , j is the number of concepts and n is the number of attributes in the concept lattice. Then two concepts can be selected from C i and C j respectively, an attribute can be selected from the form concept, the attribute is calculated with all the attributes from the latter concept according to:
Equ.4, the similarity matrix can be obtained as below:
Select the maximum value from each line in matrix P ij and calculate the average. Then by selecting values from the maximum value, which are greater than the average value and comparing these values which are greater than or equal to the threshold (where, threshold is setup as T = 0.5). The attribute is retained and the two concepts are similar. Then re-selecting the concept from C i and the above process is repeated. The pseudo-code for the proposed transfer learning algorithm is illustrated in Algorithm 1.
Step 1. for all the concepts of optimization ontology and the similar concepts set in the concept lattice.
Step 2. for all selecting a concept is from the former node and finding out ones which from the latter nodes with the same degree node set respectively, and calculating the similarity value.
Step 3. When the similarity value∈(0,1), holding the two nodes and identifying the two associated nodes sets respectively. Then finding the same degrees of two nodes from two sets and calculating the similarity value.
Step 4. When the two associated nodes have similarity value∈(0,1), finishing transfer learning.
Step 5. Re-select the nodes to repeat the above process from all the concept nodes of optimization ontology.
Step 6. For all other set of candidates similar concepts, using of concept lattice reduction algorithm to eliminate redundant concept lattice.
Algorithm 1: Transfer learning algorithm.
IV. EXPERIMENT AND DISCUSSIONS The government work report from 2000 to 2009 years as the experimental data in this paper. The report of the previous five years is optimized ontology, shown in Figure  1 . The last five years is the prototype for the concept lattice, shown the figure Figure 2 . Each circle presents a concept of ontology nodes, such as C 1 , C 2 , · · · , C 10 , the object features and attributes are next to the concept node. Object attributes are the above braces and object features are the below braces, where i, ii, iii, · · · express from 2000 to 2009, each concept only give part of the attribute and the rest is omitted.
The experimental algorithm is explored by the Java language, the development platform is Eclipse and the experimental tests are carried out on a computer with CPU 2.99G, Memory 512M. According to Eq.4, using transfer learning algorithm and obtaining government reports ontology from 2005 to 2009 years is shown in Figure 2 .
Many factors affect the time complexity. Such as, size of candidate space mapping, search frequency and the complex similarity measurement and so forth. The number of optimal ontology is m, the number of nodes in concept lattice is n, where m n. Making use of the proposing method of conceptual similarity when do not change any circumstances, the complexity is T 1 = O(n) in the worst case time. In the set of candidate similar concepts, the number of the concepts is s instead n. Therefore, the largest number of the concept comparison is m × s, the maximum complexity of similarity computation is T 2 = O(mlog(2n)), the time complexity is T 3 = O(nlogn) when finishing transfer learning, Glue algorithm's time complexity is T = O(n 2 ). The integration time complexity of this algorithm is
Therefore, the time complexity of this algorithm is better than the previous results [11] . Figure 2 illustrates a transferring ontology and Figure 3 illustrates an optimized ontology which derived from the same data set. Finding out the nodes with the same degree from two figures and classifying the nodes. Firstly, comparing the nodes associated with this two nodes are whether the same or not, the node is retained when they are the same nodes, otherwise is deleted. Secondly, comparing the two nodes which have the same degree whether has the same number of attributes or not, the node is abandoned when the attribute number of the former node is larger than that of the latter. Finally, identifying the same attributes number of the two nodes with the same similarity degree, then doing subtraction and holding the least absolute value. Using this method, all the concepts in Figure 3 nodes can be found out corresponding concept nodes in Figure 2 . From the above two figures, optimized ontology can be transfer learning successfully and effect is obviously.
V. CONCLUSION
This paper introduced an improved method of conceptual similarity based on ontology graphical structure, the characteristics of the concept and information content. The results shown that the time complexity of this algorithm was better than Glue and Ontology can be transferred learning successfully. Our further research direction is to study transfer learning ontology, and apply it to the ontology learning, so we can establish model of ontology transfer learning.
