In this paper, we propose a frequentist testing procedure that maintains a defined coverage and is optimal in the sense that it gives maximal power to distinguish between hypotheses sampled from a pre-specified distribution (the prior distribution). Selecting a prior distribution allows to tune the decision rule. This leads to an increase of the power, if the true data generating distribution happens to be compatible with the prior. Similarly, it results in confidence intervals that are more precise, if the actually observed data happens to be compatible with the prior. It comes at the cost of losing power and having larger confidence intervals, if the data generating distribution or the observed data are incompatible with the prior. For constructing the testing procedure, the Bayesian posterior probability distribution is used. The proposed approach is simple to implement and does not rely on Minimax optimization. We illustrate the proposed approach for a binomial experiment, which is sufficiently simple such that the decision sets can be illustrated in figures, which should facilitate an intuitive understanding.
Introduction
The approach and the notation in the presented work follow closely the work of Stark and Schafer (2009) and aim at inference on an unknown parameter of a probability distribution. We assume a parametric family of probability distributions, ℙ , with parameter ∈ Θ. We observed a dataset generated by a probability distribution with fixed but unknown parameter . This dataset should be used for learning about the parameter , or rather, we would like to identify the parameter values, which are incompatible with the data, and which we do not need to consider further in future experiments. Therefore, we aim to check the compatibility of a family of candidate parameters Θ with the data. This is a fundamental problem that exists in almost any scientific domain. The problem may be formulated, for each candidate parameter , as testing the null hypotheses 0 : = vs. the alternative hypotheses 1 : ∈ Θ\ . We aim to ensure a low probability of rejecting the null hypotheses, if the parameter of the null hypothesis is equal to the true one = (type I error, coverage) and have at the same time a high probability of rejecting a null hypotheses if it is false, ∈ Θ\ (power). The testing procedure can be implemented by defining confidence regions ( ) and rejecting null hypotheses ∉ ( ) that do not lie in the confidence region.
Specifically, our approach as the one by Stark and Schafer (2009) aims at constructing confidence regions that guarantee a chosen coverage, e.g., a coverage of 1 − for the (unknown) data generating, true null hypotheses. This is different from the related recent work of Habiger et al. (2013) , whose proposal aims for regions that guarantee a given coverage only on average over all possible values of the parameters. The three approaches have in common that they are frequentist in nature, and that they enable to use prior information to tune the decision rule to gain more power for hypotheses that are relevant at the cost of losing power for other hypotheses that are less relevant.
There are a few, but important, differences in the proposed approach and the approach of Stark and Schafer (2009) . First, instead of considering the size of the confidence regions for a parameter as the optimality criterion for the decision rule, we use the average power of rejecting null hypotheses if they are false ∈ Θ\ . Using the same measure to determine the size or calculating the average, these are equivalent concepts and the difference is only in nomenclature. Second, instead of aiming at the maximal average power for any possible data generating distribution (i.e. considering all possible values for ), here we aim at maximal average power for data generating distributions with parameter sampled from a chosen distribution (the reference or prior distribution). This means that the approach provides higher power for parameters , which have a higher probability according to the reference distribution. In contrast, for parameters , which have a low probability in the reference distribution, the power is lower. This is a fundamental difference, and for any application, it must be decided which of the two approaches provides the desired operating characteristics under the alternative hypotheses given that both approaches guarantee a chosen coverage, 1 − . Importantly, from an implementation point of view, the proposed approach has the advantage that is simpler and that it does not require any Minimax optimization (e.g., Rüschendorf, 2014 or Schafer and Stark, 2009 ).
In the proposed approach, the dataset is assumed to be generated by a probability distribution with fixed but unknown parameter . As such, the approach is frequentist. However, there are relations to Bayesian approaches. First, to define the optimal test, we specify the importance of possible values of via a prior, which is a Bayesian idea, but it is only used to construct the frequentist test. Second, the criterion to include observations into the decision set is the posterior distribution where the prior is equal to the reference distribution used to construct the test.
Here, we illustrate the method and the effect of using different priors for a very simple problem: a binomial experiment. A binomial experiment is a one-dimensional problem; it has the probability of events as only parameter and the number of observed events as the sufficiency statistic. As such, the decision sets can be illustrated in figures, which should facilitate an intuitive understanding. The testing procedure is relatively easy to implement and works even for complex models with limited data for which asymptotic large sample approximations are not valid, e.g., to determine the confidence region for a negative binomial experiment with a small number of observations (Bartels 2015) .
The rest of the paper is structured as follows: in Section 2, we introduce the notation and the proposed methodologies. Section 3 shows the operating characteristics of the proposed approach for the example of a binary experiment comparing the performance of the test defined with an informative or non-informative prior, respectively. In Section 4, we offer some discussion points before we finish in Section 5 with concluding remarks.
Notation and the proposed approach
As in Schafer and Stark (2009) , ℙ denotes a parametric family of probability distributions with parameter ∈ Θ. The probability distribution is defined with respect to a probability measure which maps from a -algebra that is constructed over the event set to [0, 1] . The density of ℙ with respect to this measure is denoted by . Let be a random variable that follows the probability distribution ℙ where ∈ Θ is unknown. Realizations of are given by x.
As stated above, the proposed confidence regions are constructed aiming at maximizing the average power for rejecting null hypotheses. For that, we assume that a null hypothesis 0 : = vs. an alternative hypotheses 1 : ∈ Θ\ is tested. The decision function for this set of hypotheses is denoted by which is a measurable mapping from Θ × into {0,1}: it has the value 0 if, based on the observations , the null hypothesis is rejected and a value of 1 otherwise. The set of all decision functions is denoted by . The decision function can be used for deriving confidence regions. For that, define the candidate confidence interval set
which contains all values ∈ Θ for which the decision function decides for the null hypothesis given the observed data . Due to the close connection between hypothesis testing and confidence regions, this confidence region may be used as tests of the point hypotheses 0 : against all other parameter values Θ\ with the null hypothesis 0 being rejected, if and only if ∉ ( ).
The chance that ( ) covers the parameter value ∈ Θ when in fact the random variable follows ℙ is
When is not equal to the data generating parameter , i.e., for ≠
is the power for rejecting the null hypothesis 0 : = . In the other case that the data generating parameter is equal to the null hypothesis , ( , ) represents the probability of not rejecting the true data generating null hypothesis. One can also interpret it as the coverage of the corresponding confidence regions.
(1 − ) -confidence sets are sets defined by decision functions with
Note that we require this inequality to hold for any parameter and not, as in Habiger et al. (2013) , on average over all parameters. Up to this point, we considered different possible data generating distributions ℙ with different values Θ separately. To define the desired power characteristics, we follow the Bayesian route and assume that the data generating parameters and the hypotheses are not fixed, but random variables. For that, define a probability measure which is defined on a -algebra that is constructed over the event space Θ. Then, the average power (over all possible parameters ) of rejecting false null hypotheses 0 : is given by
Since we do not know the true parameter , we have to judge the power of all possible true parameters . We do this by averaging over the data generating parameters
The optimal decision rule * ∈ that we are seeking maintains the coverage above the desired level 1 − (Eq. 2) for all Θ and maximizes the average power (Eq. 5). To define the average power (Eq. 5), we followed Schafer and Stark (2009) and first averaged over different false null hypothesis (Eq. 4) and then over the data generating distributions (Eq. 5). Alternatively, as will be used below for the derivation of the optimal decision rule, the integral can be calculated by first integrating over the data generating distribution to obtain the power mixed over different data generating distributions
Integrating this mixed power over different false null hypotheses, , gives again the average power (Eq. 5).
Note that we use the same measure to average over parameters independent of whether we average over different data generating distributions (Eq. 5) or over null hypotheses (Eq. 4). This is different from Stark and Schafer (2009), who look at the minimal power ( , ) over all possible data generating parameters and aim at maximizing this minimal power. This is achieved by determining the least favorable (minimax) prior and then using this prior to average the power over data generating distributions . Thus, they use two different measures to average over parameter values depending on whether the parameters represent null hypotheses or data generating distributions.
The optimal decision rule * can be derived using the the Neyman-Pearson lemma (e.g., Rüschendorf 2014 or Dudley 2003) . The Neyman-Pearson lemma aims at constructing an optimal decision rule * for deciding between two simple alternative hypotheses, e.g. between and . The lemma can also be applied when the alternative hypothesis is replaced by a mixture distribution = ∫ Θ ( ) (Rüschendorf 2014, Section 6.3) to test the null 0 : against the alternative 1 : .
The power for rejecting the null hypothesis , if the data was generated by the mixture distribution is
The coverage for the null hypothesis is
Eq (7) of the mixed power and Eq. (8) of the coverage are the same as the ones defined for our decision problem of interest (Eqs. 6 and 2). Thus, an optimal decision function for our problem of interest can be determined with the Neyman-Pearson lemma for the case of a mixture distribution as the alternative hypothesis.
The Neyman-Pearson lemma determines an optimal decision rule
using the likelihood ratio
The optimal decision rule, ( , ), is equal to 1 or 0 depending on whether the likelihood ratio, ( , ), is smaller or larger than a constant , respectively. The constant is chosen for each null hypothesis separately as the smallest value that guarantees the desired coverage
The likelihood ratio ( , ) is related to the posterior ( , ) ( ):
For any given parameter the relation between likelihood ratio, ( , ), and posterior density, ( , ), is monotonic. Thus instead of testing whether the likelihood ratio is smaller or larger than a constant , the optimal decision function may be constructed by testing whether the posterior ( , ) is larger or smaller than a constant ′ , and choosing the constant ′ for each as the largest value that guarantees the desired coverage.
Example: binomial experiment
To help with an intuitive understanding of the effect of using an informative versus a non-informative measure (prior), the procedure is illustrated below for a binomial experiment with = 100 repetitions (see also Agresti and Min, 2001; Clopper and Pearson, 1934) . The model parameter, , is the probability of the binomial experiment, and the observation, , of the result of the experiment is the number of successes and lies between 0 and 100. In Bartels (2015) , the approach has been applied to the non-trivial problem of determining the two-dimensional confidence region for a negative binomial experiment.
Two beta distributions are used to illustrate the impact of the measure ( Fig. 1) : one with both the shape parameters (as defined in the stats package of R, R Core Team 2015) equal to 0.5, labelled as non-informative in the following and referred to as , and the second with both shape parameters equal to 100, labelled as informative and referred to as 0.5 in the remaining text. The non-informative prior with the shape parameters of 0.5 illustrates the situation that all of the possible hypotheses are of interest (i.e., [0, 1] ) and that we aim for high power to reject any of them. The informative prior with the shape parameters of 100 illustrates the situation where hypotheses with parameters close to 0.5 are of interest; probability parameters below 0.4 or above 0.6 have a low probability density and are essentially considered as being impossible. 
Implementation
The proposed approach is implemented in R (R Core Team 2015) using simple numerical approximations for integrals for which no closed form solution was available. The code is available as an online supplement.
The decision set (Eq. 1) is determined at 499 possible values equally spaced between 0.002 and 0.998. The decision function for each of the null hypothesis can be determined exactly. The integrals over outcomes (e.g. Eq. 10) are for the present example just sums over all possible outcomes and can be calculated as such. The posteriors (Eq. 11) are beta distributions whose densities are available in R. Integrals over parameter values (e.g. Eq. 5) used to illustrate the average power are approximated by a piecewise constant integration over the 499 parameter values used to construct the decision set.
The steps to construct the decision sets are for any null hypothesis :
1. The posterior ( , ) (Eq. 11) is determined for all possible outcomes . 2. Outcomes are included into the decision set ( , ) starting with those that have the largest posterior for any given parameter . 3. Outcomes with smaller posteriors are included until the desired coverage is reached (Eq. 2).
A generic algorithm to solve the relevant statistical integrals based on importance sampling has been proposed in Bartels (2015) , but is not used here. Essentially for some actually observed data 0 , it is sufficient to: a. Sample a set of parameters that might have produced the observed data 0 (same as Bayesian sampling of parameters).
b. Sample data from distributions defined by the sampled set of parameters (same as Bayesian posterior predictive check). c. For all pairs of data and parameters, calculate the posterior density ( , ) (Eq. 11) and the contribution ( ) d ( ) to the likelihood integral (Eq. 2). This can be done relatively efficiently using importance sampling. With this, go to steps 2 and 3 above to construct the decision sets.
The required calculations are similar and comparable in computational complexity to a Bayesian analysis including posterior predictive checks. Figure 2 shows the type I error of the tests for the two scenarios (uninformative vs informative prior). The type I error evaluates the situation that the null hypothesis 0 : = is true. By construction, the proposed test maintains the nominal type I error rate (here: 0.05). The domain of the observations is discrete and bounded, as such inclusion or not of an additional observation into the decision set will change the type I error by a finite amount, which makes that the type I error cannot be adjusted up to arbitrary precision and can just be maintained below the desired level. In principle, randomized decision rules, for which ( , ) can assume values between 0 and 1, may be used to maintain the type I errors at exactly the desired value. However, in practical applications, randomized decisions are usually not accepted and therefore they are not evaluated any further here. Figure 3 illustrates the power to reject null hypotheses for the two prior distributions ( and 0.5 ). Three different data generating (true) distributions were chosen with = 0.5, 0.55, 0.6, respectively. The power is illustrated dependent on the null hypotheses 0 : to be tested (x-axis). In all cases, the Type I errors are maintained. This is illustrated with the dashed lines that mark the true null hypotheses = . When comparing the three scenarios, we note that the power of rejecting other (wrong) null hypotheses depends on the parameter of the true sampling distribution, the parameter of the tested hypothesis and the reference measure used to construct the decision rule.
Application to binomial experiment

Figure 2. Type I errors for different possible null hypotheses
Figure 3. Power of tests to reject different null hypotheses
For the test constructed with the non-informative prior (blue, dashed lines), the curves in Figure 2 are approximately symmetric and their shape does not differ much between the three selected data generating distributions. For the test constructed with informative prior, the power is increased for null hypotheses 0 : for which the data generating true distribution (parameter ) and the prior distribution centered around 0.5 are in agreement. Null hypotheses corresponding to a contradiction between the true distribution and the prior have a small power and are difficult to reject. E.g., for the data generating distribution with = 0.55, null hypotheses that are smaller than = 0.55 but larger than the mode 0.5 of the prior (Figure 1 ) are difficult to reject and have a low power. Null hypotheses that are at the same time larger (or smaller) than the parameter of the data generating distribution = 0.55 and the mode 0.5 of the prior, i.e., that have parameters larger than 0.55 or smaller than 0.5, respectively, are easier to reject and result in a power larger than the power of the noninformative test. E.g., to reject the null 0 : = 0.45 with the data generating distribution with = 0.55, the power is 62% or 46% for the informative or non-informative test, respectively.
The tests were constructed to have maximal average power, when the parameter of the hypothesis and the data generating distribution follow the distribution used to construct the test. For the two tests considered here, this average power is listed in Table 1. For that, we evaluate the power of the two tests constructed with the informative and non-informative distributions, respectively, with parameters ( and , corresponding to the data generating distributions and null hypotheses) sampled from the informative or non-informative distribution, respectively. As designed, the informative test has a higher average power, when the informative distribution is used for the averaging than when the non-informative distribution is used, and vice-versa. Table Caption : The average power ( ) (Eq. 4) is calculated for two different distributions, , of the hypotheses and two different decision sets, . The two decision sets evaluated in the two columns were constructed with the non-informative or informative prior, respectively. Similarly and shown in the rows, the non-informative or informative distributions were used to sample parameters of the data generating distribution and parameters of the null hypotheses. We note that when parameters are sampled from the informative distribution, the data generating distribution and the null hypotheses tend to have parameter values close together. This makes it difficult to reject null hypotheses and results in low average power.
In what follows, the construction of the decision set is illustrated. For the non-informative prior, the posterior is a beta distribution with parameters = 0.5 + and = 0.5 + − , which has its mode at values close to ⁄ . Observations close to the mode are those that have the largest posterior ( , ) and that are included first according to the proposed algorithm. The resulting decision sets are shown in Figure 4 . The black lines illustrate the direction, in which the decision set is constructed, and in which the integral is evaluated to guarantee the desired coverage. The light blue lines illustrate the corresponding 95% confidence interval covering, for a given number of successes in the experiment, all hypotheses that cannot be rejected at a confidence level of 0.05. In Fig. 4 , data generating distributions (parameters ) are not explicitly illustrated; they determine the probability of observing different data. With a data generating distribution with close to zero, results close to zero are most likely to be observed. With a data generating distribution with close to one, results close to 100 are most likely to be observed. With a data generating distribution with equal to 0.5, results around 50 are most likely to be observed. The power discussed above is the probability of the parameter of the null hypothesis being outside the confidence intervals when data is sampled from the data generating distribution with parameter . The decision set for the case of the informative prior is illustrated in Figure 5 . For the informative prior, the posterior is a beta distribution with parameters = 100 + and = 100 + − , which has its mode at values close to (100 + ) (100 + ) ⁄ . The decision set is adjusted to include, for a given observed number of successes, outcomes that are close to the mode, i.e., closer to 0.5 as compare to the set from the non-informative prior. As for the non-informative case, the coverage is ensured by including, for any true null hypothesis with parameter = , a sufficient number of outcomes into the decision set. Plotting the two decision sets together (Figure 6 ) illustrates the differences between the confidence intervals. For observations close to 50, the informative confidence intervals are smaller than the noninformative confidence intervals. For observations closer to the extremes of 0 and 100, the informative confidence intervals are worse in rejecting hypotheses close to 0.5 but better for the hypotheses close 0 or 1. This is compatible with the power characteristics discussed in the context of Figure 3 . If the observed data is consistent with the prior and lies in the middle of the prior predictive distribution, e.g., = 50, the informative test is able to reject more null hypotheses. 
Discussion
We have proposed a frequentist procedure for testing and constructing confidence regions that is optimal in a reasonable sense, that is generic, can be implemented easily, and enables use of prior information in frequentist tests. The proposed procedure may not be fundamentally new, however the approach is neither widely known nor used in practice. This may be so, since the approach is perceived as difficult or impossible to implement, and advantages of using it are not clear. Here we have re-introduced the procedure as a modification of the approach proposed by Schafer and Stark (2009) , and discussed and illustrated the advantages of using prior knowledge in frequentist tests for a very simple example. Bartels (2015) proposed a generic implementation of the approach and applied it to the non-trivial example of determining the two-dimensional confidence region for a negative binomial experiment. The proposed approach and the example shown is related to existing work and has some limitations, e.g., it has not been established how to handle nuisance parameters in the context of the proposed approach. This will be discussed in subsequent sub-sections.
Use of prior information
As to the usage of prior information, in the binary setting, we might aim to test the null hypotheses constructed with informative prior enables rejection of more parameter values than the noninformative prior. Similarly, as illustrated in Figure 3 , when the data generating distribution has parameter equal to 0.5, the test constructed with the informative prior has higher power than the non-informative prior. This is in line with the philosophy of Mielke et al. (2018) even though their focus was primarily the Type I error rate control which is different than in the approach proposed here.
Relation to Shafer and Stark (2009)
As already exposed in earlier sections, the approach proposed in this manuscript is similar to previous work by Schafer and Stark (2009) in the sense that confidence sets are considered that guarantee a pre-selected coverage of 1 − . The proposed approach is different compared to Schafer and Stark (2009) in that it aims at an optimal average power over data generating distributions rather than to maximize the minimal power for each possible data generating distribution. The properties of the approach proposed by Schafer and Stark (2009) are discussed in terms of coverage and size determined with a pre-specified measure. Here, average power rather than size is evaluated. The concepts of size and of average power are closely related with the average power being equal to one minus the expected size (Eq. 4 in Schafer and Stark, 2009 ). Minimizing the size or maximizing the average power results in identical decision rules as long as the same measure is used to assess the size or calculate the average.
Relation to Bayesian inference
In general, and in particular, if informative priors are used, Bayesian credible intervals and frequentist confidence intervals are different. For the particular confidence intervals proposed here, it turns out that they are similar to the credible intervals based on relative belief as proposed by Evans et al. (e.g., Evans 2016) . Evans proposes to use the relative belief as a criterion to prioritize parameter values to be included into the credible intervals. The relative belief is defined as the ratio of posterior divided by the prior. With the notation used here, this is just equal to the density, ( , ), of the posterior with respect to the measure defined by the prior ( ). Thus, the criterion proposed here (posterior distribution or posterior density) -in a frequentist setting to include data into the decision set for any given parameter -is the same as the relative belief proposed in a Bayesian setting to include parameters into the credible intervals for any given observation (see Bartels 2017 for an illustration). It remains that the direction of constructing the intervals and controlling their size differs. In a Bayesian setting, parameters are included for a given observation to achieve the desired Bayesian coverage of the credible interval. In the proposed approach, observations are included for each possible data generating parameter until the desired type I error of the test is exhausted. For this reason, the Bayesian approach will, in general, fail to control type I errors, in particular for small sample sizes and discrete probability distributions.
Relation to other definitions of confidence intervals for a binomial experiment
Confidence intervals for a binomial experiment are well established. The most cited exact confidence interval is the Clopper-Pearson interval (Clopper and Pearson, 1934) . It is based on inverting two onesided tests. Agresti and Min (2001) discuss and illustrate that intervals based on inverting one twosided test are better, and summarize a few of the existing definitions. The present proposal is based on inverting a single test (Eq. 10) and is as such more related to other CI that invert a single test rather than to the established Clopper-Pearson intervals.
The proposed none-informative confidence intervals (Figure 4 ) are similar but slightly smaller than symmetric Clopper-Pearson intervals (results not shown). This is similar as illustrated for the BlythStill confidence intervals in Agresti and Min (2001) . The informative confidence intervals ( Figure 5) are different from any possible Clopper-Pearson interval. In illustrations as used in Figures 4 and 5 , the asymmetric Clopper-Pearson intervals would move all confidence intervals up or down, whereas the proposed informative test pulls the confidence intervals towards a probability of 0.5.
Limitations
The proposed approach is generic in that the proposed calculations require only definitions of the likelihood and the definition of the measure (prior) to calculate the average power. Also, an implementation has been proposed based on sampling similar to what is done for Bayesian analyses, which is general and should work largely independent of the chosen likelihood and prior (Bartels, 2015) . Despite this, there remain limitations. Probably the most important limitation is the handling of nuisance parameters. Different approaches could be used, in principle. E.g., a generic approach could be to integrate nuisance parameters out using an integrated likelihood approach (Berger, 1999) . However, to our knowledge, it has neither been established that this would give a testing procedure that is optimal in a useful sense, nor how to implement such an approach in a generic way efficiently.
Another limitation is that the proposed approach uses the coverage and the average power as the only criterion to determine optimal confidence intervals and regions. As summarized by Agresti (2001) for the case of a binomial experiment, this may not be sufficient, e.g. one might want to have one sided-tests, enforce some symmetry, or in particular, one would often want to exclude confidence intervals or regions with gaps or holes in them. Such additional criteria were not considered here, and it is not clear how they could be incorporated in a generic and efficient way other than defining the corresponding loss function and reverting to a Minimax optimization (e.g., Rüschendorf, 2014 or Schafer and Stark, 2009) . Also, for the examples considered so far (binomial and negative binomial experiments), there were no gaps and holes, and maybe some mild conditions on the likelihoods and priors are sufficient to prevent them.
Conclusion
An approach was proposed to construct confidence regions with optimal average power and its implementation has been illustrated for a binomial experiment. The resulting regions maintain type I errors below a specified level α (equivalently: guarantee coverage above 1-α) and provide optimal power to distinguish between hypotheses 0 : = where is sampled from a chosen distribution and is the parameter of the true, underlying distribution. The Bayesian posterior distribution is used to construct the test procedure and thus also the confidence region. Prior information may be used to tune the decision rule, by the choice of a distribution from which the parameters and are sampled from for the construction of the decision rule. This increases the power, if the true data generating distribution happens to be compatible with the prior. Similarly, it results in confidence intervals that are more precise if the actually observed data happens to be compatible with the prior.
