I. INTRODUCTION
Optimization is a field with wide applications in many areas of science and engineering, where mathematical modeling is used. Global optimization could be a very challenging task because many objective functions and real world problems are multimodal, highly non-linear, with steep and flat regions and irregularities [1] . Unconstrained global optimization problems can be formulated as following model: 
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, and n is the number of the parameters to be optimized.
The foraging behavior, learning, memorizing and information sharing characteristics of bees have recently been one of the most interesting research areas in swarm intelligence. Studies on honey bees are in an increasing trend in the literature during the last few years [2] . Artificial bee colony (ABC) algorithm was proposed by Karaboga in 2005 [3] . It is an optimization algorithm based on particular intelligent behavior of honey bee swarms. ABC has been compared with genetic algorithm, particle swarm optimization (PSO), differential evolution (DE), and evolutionary algorithms [4] , [5] on a limited number of test functions. It also has been used for designing IIR filters [6] , for the leaf-constrained minimum spanning tree problem [7] and for structural parameter inverse analysis problems [8] .
According to the recent studies [9] , ABC is better than or similar to other population-based algorithms with the advantage of employing fewer control parameters. However, it still has some deficiency in deal with functions having narrow curving valley, functions with high eccentric ellipse and some extremely complex multimodal functions. In order to offset the default of ABC mentioned above and improve its convergence speed, a Hooke Jeeves artificial bee colony algorithm (HJABC) with intensification search is proposed for numerical optimization. The algorithm maintains the main steps of ABC and incorporates a local search technique which is based on Hooke Jeeves method (HJ) [10] . The efficiency of the new algorithm is proved by comparison with the basic ABC and several other well known population based algorithms on extensive numerical test problems.
The rest of the paper is organized as follows. Section II reviews the fundamentals of the original ABC. Section III describes the proposed algorithm. Section IV presents comparative studies on benchmark functions and a slope stability analysis problem. Conclusions are given in Section V. Appendix A lists all test functions.
II. ARTIFICIAL BEE COLOBY ALGORITHM
ABC is a swarm intelligent optimization algorithm inspired by honey bee foraging [3] [4] [5] . In ABC, the colony of the artificial bees contains three groups of bees: employed bees, onlookers and scouts. The first half of the colony consists of the employed bees and the second half includes the onlookers. For every food source, there is only one employed bee. The employed bee of an abandoned food source becomes a scout.
The position of a food source represents a possible solution of the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. At the first step, the algorithm generates a randomly distributed initial population contains NS solutions. Where NS is the number of food sources and it is equal to the number of employed bees. Each solution x i (i=1,2,…,NS) is a ndimensional vector.
In ABC, the fitness function is defined as follows:
where f i is the objective function value of solution i, fit i is the fitness value of solution i after transformation.
An onlooker bee chooses a food source depending on the probability value i p associated with that food source,
A candidate solution v i from the old solution x i can be generated as After each candidate source position is produced and evaluated by the artificial bee, its performance is compared with that of its old one. If the new food source has equal or better quality than the old source, the old one is replaced by the new one. Otherwise, the old one is retained.
If a position cannot be improved further through a predetermined number limit (limited cycles), then that food source is assumed to be abandoned. The corresponding employed bee becomes a scout. The abandoned position will be replaced with a new food source found by the scout. Assume that the abandoned source is x i , and then the scout discovers a new food source as
where l j and u j are lower and upper bounds of variable x ij .
III. THE PROPOSED ALGORITHM

A. Hooke-Jeeves Method
Hooke and Jeeves pattern search method is a simple yet very effective optimization technique proposed in 1961 [10] . Today, it is still a popular tool for various optimization problems, especially for deterministic local search.
The HJ method adopted here is modified according to the source code of Johnson [11] . The main characteristics of the modified HJ method are: (І) to accelerate the procedure, direct search takes advantage of its knowledge of the sign of its previous move in each of the directions; (II) a different step size for each variable is used to adaptive to the scaling problems of different variables.
In the HJ method a combination of exploratory move (EM) and pattern move (PM) is made iteratively to search out the optimum solution for the problem. It starts with an exploratory move to determine an appropriate direction of search by considering one variable at a time along the individual coordinate directions in the neighborhood of a base point solution. Following the exploratory search, a pattern move is made to accelerate the search in the direction determined in the exploratory search. Exploratory searches and pattern moves are repeated until a termination criterion is met. Assume x 0 is the current solution (the base point), f min is the current minimum value of the objective function, δ=(δ 1 , δ 2 ,…, δ n ) is the step sizes of n directions. x 1 is a temporary vector to store the obtained point after EM. The main steps of EM are described in Fig. 1 . Given two solutions x 0 and x 1 (f(x 1 ) < f(x 0 )), the PM takes the step x 1 -x 0 from x 0 as
where x 2 is the point obtained by PM. The HJ pattern move is an aggressive attempt of the algorithm to exploit promising search directions because it exploits information gained from the search during previous successful iterations. The idea of PM is to investigate whether further progress is possible in the general direction x 1 −x 0 (since, if f(x 1 ) < f(x 0 ), then x 1 −x 0 is clearly a promising direction) [12] . The main steps of modified HJ method are shown in Fig. 2 . ρ=0.5 is the step size reduction factor. An auxiliary step size s a is adopted to judge when to stop the algorithm because a different step size for each variable is used. Figure 2 . Main steps of modified HJ algorithm.
1: Choose the starting point x 0 , the current step size δ i (i=1, 2, …, n), the step size reduction factor ρ<1, the termination parameter ε>0. Initializing the iteration counter k=1, the auxiliary step size s a =1.0. 2: Perform an exploratory move with x 0 as the base point and the obtained point is x 1 . If the exploratory move is successful, go to step 3; else go to step 6.
4: Perform a pattern move x 2 =x 1 +(x 1 -x 0 ) and set x 0 = x 1 . 5: Perform exploratory move with x 2 as the base point and the obtained point is x 1 . 6: If f(x 1 ) < f(x 0 ), go to step 3, else go to step 6. 7: If s a <ε, terminate; else set k=k+1, s a = s a ×ρ, δ i =δ i ×ρ, for i=1, 2, …, n, and go to step 2.
1: Initialize i=1 and x 1 =x 0 .
2:
, go to step 4;else go to step 3. 3:
, go to step 4; else x 1i = x 0i . 4: If i<n, set i=i+1 and go to step 2; else x 1 is the result of EM and go to step 5. 
B. ABC with Local Search
The HJABC is proposed considering the local search property and pattern move operator of HJ is complementary for ABC.
In the original ABC, the fitness value is calculated by (2) to select a source for an onlooker bee. To improve the robustness of the selection strategy, rank-based fitness transformation is adopted as
where p i is the position of the solution in the whole population after ranking, SP∈ [1.0,2.0] is the selection pressure and a medium value of SP=1.5 can be a good choice.
The main steps of the hybrid algorithm are summarized as below. Every interval cycles of ABC, HJ is activated to perform a local search using the current best solution as the base point. The step size δ should suitable to the current states of solutions, so an adaptive step size is adopted. It is set as a fraction of the average of distance between the selected solutions and the best solution achieved so far. The first 10% solutions after ranking are selected to calculate the step size as follows:
where δ j is the step size of the jth dimension, m is the number of solutions selected to calculate the step size , i ′ x is the ith solution after ranking, x best is the current best solution. At early stages, the population will be diverse and this will result in larger δ j . As the population converges, the distance between different solutions decreases and so does the step size of HJ search. Sometime the step can become large again because of the scout operator to avoid premature convergence. The iteration times of HJ is controlled by the parameter ε, when s a <ε the algorithm will return to the main framework of HJABC.
For the sake of clarity, the main steps of HJABC are described in Fig. 3 . The new algorithm first conducts the optimization process in two phases alternately: during the exploration phase it employs the ABC algorithm to locate regions of attraction; and subsequently, during the exploitation phase, employs the adaptive HJ technique to make a local exploitation search near the best solution. If the alternative process cannot improve the best solution any more, HJ is activated again to refine the obtained solution. This process is repeated until the termination condition is met, e.g., the maximum number of function evaluations is reached. If calling the HJ algorithm for counter times can not improve the best solution, the algorithm will exit from the main loop and perform an intensification search by HJ algorithm until the termination condition is met.
The solution in the middle position after ranking is replaced by the obtained better point after HJ search. The worst solution in the population can not be replaced because that will affect the function of the scout operator. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A. Comparison with ABC, DE and ODE
A comprehensive set of benchmark functions including 32 different global optimization problems in [13] (Listed in appendix A) is adopted for comparison. The four algorithms are compared by measuring the number of function evaluations (NFE) to reach a given accuracy. Each of the experiments in this section is repeated 50 trials with different random seeds. The NFE max is set as 300 000 in the comparison. The termination criterion is the NFE has reached the maximum value or the following condition is satisfied,
where * f is the exact global minimum, f is the best function value obtained by the algorithm and the accuracy ε 1 is set equal to 10 -8 [13] . In order to compare the convergence speeds of ABC and HJABC, we use the acceleration rate (AR) which is defined as follows,
A trial is successful, if (9) can be satisfied before NFE reaches the maximum value.
The proposed new algorithm is compared with the basic ABC, DE and ODE [13] in terms of number of function evaluations, success rate (SR). The common parameters of ABC and HJABC are set as NS=25 (population size is 50), Limit = NS×n and NFE max =200 000. The other parameters of HJABC are set as interval = 3×n, ε=10 -3 and counter=50n. Each of the experiments in this section is repeated 50 trials. The results of solving 32 benchmark functions are given in Table І and Table II 
B. The Effect of Parameter counter
Seven typical functions hard for ABC is selected to study the effect of parameter counter. The termination control parameters ε 1 is set equal to 10 -6 and NFE max =200 000. The other parameters are set the same as the previous section. The results are listed in Table III and  Table IV. The average best values (mean) and the standard deviation (SD) of 50 trials are listed in Table Ⅳ . It can be seen that the accuracy of HJABC is much higher than ABC on functions having narrow curving valley (Rosenbrock, Colville) and functions with high eccentric ellipse (Zakharov, Schwefel's problem 1.2).
For the functions Perm and Colville, a small counter=2n can get higher accuracy and save NFE, while for complex multimodal functions Kowalik and FletchPowell, larger value of counter is needed. Generally a moderate value counter=50n is suitable to various functions. In most cases, counter can be set as a very large value and the intensification search even can be omitted.
C. Comparison with Particle Swarm Optimization
In this section, the proposed algorithm is compared with particle swarm optimization (PSO) and comprehensive learning PSO (CLPSO) [14] . Two unimodal functions and six multimodal benchmark functions in [14] (Listed in appendix A) are adopted, considering CLPSO is mainly proposed for multimodal functions. The mean values and standard deviation (SD) of the results are presented to compare the four algorithms. All functions are tested on 10 and 30 dimensions. The maximum fitness evaluations is set at 30 000 when solving the 10-dimensional problems and 200 000 when solving the 30-dimensional problems [14] . All experiments were run 30 times.
The results for n=10 is shown in Table Ⅴ . The best results among the four algorithms are shown in bold. From the results, it can be seen that ABC performs much better than PSO on seven functions except to the Sphere function. CLPSO performs better than other algorithms on 5 functions and HJABC performs better than other algorithms on 4 functions. But the result of Rosenbrock function obtained by HJABC is much better than the other three algorithms. The results for n=30 is shown in Table Ⅵ . The results show that ABC and HJABC perform better than PSO and CLPSO on the 30-D problems. They perform better than other algorithms on 4 and 5 functions respectively. The result of Rosenbrock function obtained by HJABC is still much better than the other three algorithms. By analyzing the results on 10-D and 30-D problems, we can conclude that PSO only perform well on the sphere function, CLPSO and ABC perform well on all the functions except to the Rosenbrock function. HJABC performs the best, because it can solve all the eight problems well and it performs better than other algorithms on 9 scenarios whereas ABC and CLPSO only perform better than other algorithms on 6~7 scenarios.
D. Application on Slope Stability Analysis
Determination of the critical slip surface and the corresponding factor of safety is the central issue to slope stability analysis. Several methods such as Monte Carlo technique [15] and genetic algorithm [16] has been proposed for searching the critical circular slip surface. The objective function for this problem can be stated as min ( ), ( , , )
where F is the factor of safety, , x y are the coordinates of the center of the circular slip surface, d y r = − is bottom of the slip surface and r is the radius. A complex slope shown in Fig. 4 is taken as an example. The parameters of soil layers are shown in Table Ⅶ . The factor of safety in (11) in [9] .
