Abstract -This paper is devoted to the studies of the properties of the solutions of non-linear partial differential equation div [µ(|∇u|)∇u] = 0, being basic ones in differential formulation of the magnetostatic problem of finding the magnetic field distribution. The question of the existence of solutions, possessing an unlimited gradient, for this equation is of particular interest. Previous works [3, 4] dealt with the linear equation type (for µ = const), and in the paper [6] a boundary value problem was considered for certain requirements for the µ function, as well as a more general non-linear case was studied. It was shown that such solutions exist, and their properties will be investigated. The difference scheme for the boundary value problem was built in the domain with corner and numerical calculations were given.
Search for particular solutions
In this paragraph a method will be described, by means of which the particular solutions of a differential equation div [µ(|∇u|)∇u] = 0 can be found, and the existence of solutions with unrestrictedly growing |∇u| will be shown. We shall investigate the solution behavior of (1.1). In particular we are interested in the solutions meeting the following requirement:
Problem formulation
where the limit is taken by a contour γ, passing through a point Q, that is not lying on infinity. Ladyzhinskaya O. [5] considered equations of (1.1) type. The author estimated the growth of |∇u(p)| in the case when the equation domain has a smooth boundary and the boundary conditions are also smooth "enough". Unlike the above case we considered the boundary of the equation domain to be piece-wise smooth and boundary conditions not to be necessarily smooth. For such conditions we shall demonstrate existence of solutions (1.1) meeting requirements (1.3). Also we shall describe a method which enables partial solutions of equation (1.1) to be found.
The Legendre transformation
Let us find out if the solutions of (1.1) exist, that meet (1.3). To do it let us try to find particular solutions of this equation. The initial equation is non-linear, therefore the Legendre transformation should be applied to reduce the equation to the linear form. The essence of the transformation is described in [1] . Suppose we have got a surface in space (x, y, u). There are two possible ways of defining this surface. It is possible either to define it as a multitude of points describing by a function u(x, y), or to consider this surface as an envelope of the multitude of its tangent planes, i.e., to generate an equation describing a plane to be a tangent one to the surface. Ifx,ȳ,ū are some current coordinates on the surface defined by the equation:
then ξ, η, ω are called the coordinates of this plane. Since a plane equation, tangent to the surface u(x, y) in (x, y, u), takes the following form 5) then its coordinates are
The surface can be also defined if ω is defined as a function ξ and η, by which a twoparameter multitude of tangent planes is described. We can find the dependence of ω(ξ, η) on u(x, y) , defining x and y from:
and applying them into
Backward, in order to find a point coordinates by the tangent plane coordinates we should find partial differentials of ω(ξ, η). Since ξ = u x and η = u y , we have
and, similarly, ω η = y.
(1.10)
Thus we get
Such a surface transformation from a point coordinates to a plane coordinates is named as the Legendre transformation for a function of two variables. It essentially differs by its nature from the conventional coordinate transformation, since it transforms not point to point, but surface element (x, y, u, u x , u y ) to surface element (ξ, η, ω, ω ξ , ω η ). The Legendre transformation is possible when equations u x = ξ and u y = η can be solved in respect to x and y ; they can if jacobian
is not equal to zero in the points of the surface under consideration. At last, in order to apply the Legendre transformation to a second-order differential equation (1.1) we should find out how to transform the second order differentials u(x, y) and ω(ξ, η). Let us consider the variables x and y in u x , u y are expressed through ξ and η with the help of x = ω ξ , y = ω η . Differentiating equations ξ = u x , η = u y by ξ and η, we get: 
Finding of particular solutions
Here we shall describe the method of finding the particular solutions of (1.1), based on the Legendre transformation. Equation (1.1) in the cartesian coordinate system is: 
We also shall use the polar coordinate system in the plane XOY :
Thus, the partial differentials are
(1.22)
The substitution of these correlations in (1.19) yields
where a(r ) = 1 + r 2 f (r ). We shall solve equation (1.23) by the method of factorization. Since we have v(r , ϕ ) = R(r )Φ(ϕ ), we get
Now we shall investigate the behavior of the solutions of equation (1.24) for the radial component R(r ). The behavior of the solutions of (1.24) is defined by the poles of the equation coefficients. The function a(r ) is analytical, since f (r ) is analytical because of (1.2). From the analytical theory of differential equations [2] the solution of (1.24) can be transformed into a series at the point, being the pole of the equation coefficients (1.24)
where r 0 is the pole (in our case r 0 = 0 ), ϑ 1 is the root with the largest real part of characteristic equation ϑ
by not an integer number and they do not coincide, then the second linearly independent solution can be constructed as:
otherwise it is possible to present the solution as:
Then the superposition
is a solution of (1.24). Then it is necessary to do the non-linear transformation in order to obtain the solution of (1.1). Thus, this is a method of finding the particular solutions of the non-linear differential equation (1.1). particular solutions is derived from (1.30) by defining the coefficients C (i)
The solution behavior
Now we can start finding solutions, meeting the requirement (1.3). On the ground of the Legendre transformation the function v(r , ϕ ) must meet:
where C 0 -a constant. From now on we shall consider only the case when point Q coincides with the coordinate origin, i.e., r Q = 0. This requirement is not principle. A way of extending the results, obtained for r Q = 0, to the case of r Q = 0 will be given below. Now the study will be made this way:
1. firstly, we'll find some particular solutions of (1.23);
2. then find out the features they possess;
3. and on the ground of these features we shall determine the features of the solutions of (1.1), corresponding to them.
Let's show that among the solutions of (1.1), meeting (1.3), there are solutions which do not have a limit in point Q and there are those which do. Let's consider them by order. In the simplest case when λ = 0 the the solution of (1.23) will be: 
It can be seen that u(r, ϕ) is not defined at r = 0. Now let us consider the solutions of (1.1), which meet (1.3) and reach a limit at Q. Substitution of the variables in (1.24): r = 1/t and R(r ) = w(t), results in As a result the solution can be represented by series
The solution R
λ (r ) of (1.24) corresponds to the first linearly independent solution w 1 (t) of (1.37)
(1.45)
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This series will converge uniformly and absolutely if r > 1/r 0 , where r 0 is the series convergence radius (1.42). Now it can be seen that a series, generated by term-by-term differentiation of (1.45), also will converge under the same conditions. Thus, we get 
Thus, there is a limit for function u(p).
It should be noted that if we build appropriate solutions for w 2 (t), then solutions, obtained from R (1.50)
In this case solution u(p) will be continuous at point Q.
Remark 1.2. Let us note that from (1.49) it can not be concluded that all the solutions, reaching their limits at Q , will be equal to zero at Q. This results from the fact that the solution of (1.23) itself is defined to within the linear combination: In this case it was assumed that v 1 (r , ϕ ) reaches its limit at point Q. Therefore, from now on in (1.51) it will be assumed that C 1 = C 3 = C 4 = 0, and C 2 = 1.
Boundary value problem for non-linear elliptic equation
In this paragraph the boundary value problem will be considered for eq. (1.1) in the domain with corner. An increase in |∇u| in the region around the corner point will be assessed, and an algorithm for numerical calculation of this problem will be presented.
Assessment of |∇u| for boundary value problem
Let us consider a boundary value problem for equation (1.1) in a domain with corner ( Fig. 1 ) 1-3), meeting (1.3) . We are going to assess |∇u| around point Q (coordinate origin). We assume that the solution u(p) meets the following requirements:
It should be noted that such solutions exist, it can be seen from Section 1.4. Applying the Legendre transformation for function u(p) under p ∈ S δ (Q) ∩ (Ω ∪ Γ), "boundary Γ 1 " Figure 2 . (ω η = 0, ω ξ > 0, ξ = 0) will be transformed in "boundaryΓ 1 ", and "boundary Γ 2 " (ω ξ = 0, ω η < 0, η = 0) in "boundaryΓ 2 ". The signs of η = u y (x, 0) for "boundary Γ 1 " and ξ = u x (0, y) for "boundary Γ 2 " are unclear. Now we consider the case when η < 0 and ξ > 0 for boundariesΓ 1 andΓ 2 respectively. Applying the transformation we will get domaiñ Ω 1 orΩ 2 , illustrated in Fig. 2 . Firstly, let us consider domainΩ 2 . Substituting variables r = 1/t, v(r , ϕ ) = v(1/t, ϕ ) = w(t, ϕ ), we will come to the following boundary value problem (Fig. 3 )
where
Since ω η = 0 onΓ 1 then ω |Γ 1 = 0,and similarly ω |Γ 2 = 0. Thus we get
(Γ). FunctionΨ is defined by u(p) from the Legendre transformation. Now we will consider the solutions of (2.5), (2.6), possessing the limited gradients. Doing (2.5), (2.6) by the factorization method w(p) = T (t)Φ(ϕ ), we come to 
k (t) will be absent when decomposing in a series of (2.5-6). Consequently, we get:
Thus, for function v(r , ϕ ) under r > r 0 (where 1/r 0 = t 0 ) we get:
Now let us assess |∇u|. In order to do it we will assume v under r > r 0 as: , i.e., the same as that for the similar boundary value problem with the Laplace equation [3, 4] . In case of considering domainΩ 2 instead of domainΩ 2 (Fig. 2) , the transformation loses its uniqueness. The case when η > 0 and ξ < 0 for boundariesΓ 1 andΓ 2 respectively is similar to the previous one and the same assessment on |∇u| is valid. In other cases when:
the transformation also will lose its uniqueness.
Numerical algorithm for boundary value problem
Now a numerical method for the solution of the boundary value problem (2.1-3) will be described. An algorithm for the solution of the problem will be designed in the similar way that is described in [6] for the Laplace equation. A difference scheme will be built only for the neighborhood of the corner pointΩ Q . µ ∂u/∂ydx will be considered, approximation for the other contours is similar. Function P (r, ϕ) is assumed to be derived from function T
1 (1/r )Φ 1 (ϕ ) applying the Legendre transformation. Let G α = ∂P/∂x α be for α = 1, 2. From the above, function G α contributes the main part in |∇u| of (2.1-3) around the corner point, therefore we will apply the following approximation
where C 1 = const is to be determined. Mean values for G α are assumed as
where ∆s β is the segment parallel to X-or Y-axes for β = 1 or β = 2 respectively. Let us assume function µ(|∇u|) to be piecewise constant in segments s i (Fig. 4) and to be equal to µ i , i = 1..4 accordingly. We consider only the first integral term, the second one is considered in the similar way. (Fig. 6 ).
As it can be seen from the figures, the relative errors around the corner point decrease by about 10 times. 
