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Abstract
In this review, we provide an introduction and overview to some more recent advances in real-time dynamics
of quantum impurity models and their realizations in quantum devices. We focus on the Ohmic spin-boson and
related models, which describes a single spin-1/2 coupled to an infinite collection of harmonic oscillators. The
topics are largely drawn from our efforts over the past years, but we also present a few novel results. In the
first part of this review, we begin with a pedagogical introduction to the real-time dynamics of a dissipative spin
at both high and low temperatures. We then focus on the driven dynamics in the quantum regime beyond the
limit of weak spin-bath coupling. In these situations, the non-perturbative stochastic Schroedinger equation
method is ideally suited to numerically obtain the spin dynamics as it can incorporate bias fields hz(t) of arbitrary
time-dependence in the Hamiltonian. We present different recent applications of this method: (i) how topological
properties of the spin such as the Berry curvature and the Chern number can be measured dynamically, and how
dissipation affects the topology and the measurement protocol, (ii) how quantum spin chains can experience
synchronization dynamics via coupling to a common bath. In the second part of this review, we discuss quantum
engineering of spin-boson and related models in circuit quantum electrodynamics (cQED), quantum electrical
circuits and cold-atoms architectures. In different realizations, the Ohmic environment can be represented by a
long (microwave) transmission line, a Luttinger liquid, a one-dimensional Bose-Einstein condensate, a chain of
superconducting Josephson junctions. We show that the quantum impurity can be used as a quantum sensor to
detect properties of a bath at minimal coupling, and how dissipative spin dynamics can lead to new insight in the
Mott-Superfluid transition.
Keywords: Spin-Boson, Ising and Kondo models, Berezinskii-Kosterlitz-Thouless transition, Stochastic Spin
Dynamics and Bloch Equations, Disorder in Time, Boltzmann-Gibbs Description and Thermalization, Stochastic
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1. General introduction and motivation
The study of quantum impurities is a large field of research whose motivation is at least twofold. First,
impurities are abundant in various situations of physics. They take different roles that can be classified as follows:
(i) the impurity can be the quantum system of interest itself, (ii) it can be a component of a quantum sensing
device, or (iii) it acts as a scatterer in a host material. Let us name just a few well-known examples, some of
which we will discuss in more detail later in this review. Impurities are quantum systems of interest as qubits in
quantum computing [1] and quantum simulations [2]. Here, major research goals are the dynamical and coherent
control and read-out of their quantum state and the minimization of decoherence effects due to the coupling to the
environment. As quantum simulators one often strives to reach a rather strong coupling between the impurity and
its environment in order to simulate in the non-perturbative regime. Impurities are employed as quantum sensors
to read out properties of nearby (quantum) systems with high sensitivity and minimal coupling [3]. Examples
are quantum point contacts that detect nearby charge states, ancilla qubits that non-destructively read-out the
state of other qubits, and nitrogen vacancy centers that can sense magnetic fields with very high precision. Finally,
quantum impurities appear as (magnetic) scatterers in electronic host materials, where they crucially affect
transport properties, for example, via the famous Kondo effect [4, 5]. This describes the hybridization of a
local quantum spin with the host electrons. The resulting entanglement of the quantum impurity with the host
electrons can give rise to fascinating non-Fermi liquid behavior as seen in various heavy-fermion materials [5]
and multi-channel Kondo models [6]. In this review, we focus on recent experimental realizations of quantum
impurities in circuit electrodynamics (cQED) [7, 8, 9] and cold-atom setups [10]. These platforms offer unique
control capabilities that promise, for example, quantum simulations in the non-perturbative regime, where the
impurity is strongly entangled with its environment.
A second, independent motivation to investigate quantum impurity models is that they are a perfect testbed
for methodological advances of both analytical and numerical techniques in quantum many-body physics. It
is extremely challenging to (quantitatively) describe a system that is composed of many interacting particles.
Zero-dimensional, few level quantum impurity systems coupled to infinitely many environmental degrees of
freedom are often suitable starting points to develop, test and compare different methods. An important step
made by Feynman and Vernon in 1963 was to suggest such a Hamiltonian description of an environment in terms
of a bath of harmonic oscillators [11]. Famous examples of impurity models include a heavy particle undergoing
Brownian motion in a thermally equilibrated molecular medium [12] or the Caldeira-Leggett model [13] describing
a dissipative environment of a small quantum system such as a resistive element in a quantum electrical circuit.
Other famous examples are the Kondo model, originally developed to model a magnetic impurity in a metallic
host [4, 5, 14, 15, 16, 17, 18], and the spin-boson model [19, 20, 21]. These two models are the main focus of
this review. They describe a quantum spin S (e.g. with S = 1/2) that is coupled to infinitely many fermionic or
bosonic environmental degrees of freedom as described by a Hamiltonian of generic form
H = −hˆ · S+ H0[S] + Henv[hˆ] . (1)
Here, hˆ describes the environmental degrees of freedom that are coupled to the spin, which could be bosonic,
fermionic or spins themselves. As described in detail below, they act as fluctuating fields hˆ from the point of view
of the spin, which randomize its state and induce decoherence and dissipation.
The goal to understand the thermodynamics and dynamics of quantum impurity models has inspired researchers
to develop various ground-breaking methods. On the analytical front, these are, for example, renormalization
group (RG) approaches starting from Anderson’s “poor-man” scaling solution of the Kondo model [14, 20, 21, 22],
functional integral techniques that are applicable both in and out-of-equilibrium [11, 20, 23, 24], various functional
RG methods [25, 26, 27], exact and approximate master equations [28], variational approaches [29, 30, 31],
bosonization techniques [140], and exact solutions based on the Bethe ansatz [32, 33]. On the numerical side,
there is Wilson’s numerical RG (NRG) solution of the Kondo model [15] that spurred a lot of further development of
NRG methods [34]. These include, among others, extensions to bosonic baths and time-dependent situations [35,
36, 37, 38, 39, 40, 41], relevant to describe spin-boson dynamics. Other numerical approaches are the density-
matrix renormalization group (DMRG) [42, 43, 44], path-integral Monte-Carlo methods [45, 46, 47, 48], master
equations [28, 49, 50], matrix product states (MPS) methods [51, 52], variational approaches and cluster mean-
field approaches [53, 54, 55, 56, 57], and stochastic approaches [58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69,
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70, 71, 72, 73, 74]. In this review, we illustrate physical ideas behind the stochastic Schroedinger equation (SSE)
method [69, 70, 71, 72, 73, 74], on which several of the authors have worked over the past few years, making
a connection to classical Bloch equations. The mathematical steps, starting from the real-time path integral
“sojourn-blip” representation [20, 21], have been summarized in Refs. [69, 70, 71, 72, 73, 74].
Finally, we note that an important fundamental link between quantum impurity physics and that of higher-
dimensional lattice models, such as the Hubbard model, is provided by the powerful dynamical mean-field theory
(DMFT) method [75]. Within DMFT, one takes a local approach to interacting lattice models by mapping them to
a quantum (Anderson) impurity model that is embedded in a self-consistent medium. Stochastic or Monte-Carlo
approaches have also been developed further for quantum lattice systems at equilibrium [76, 77, 78, 79, 80, 81,
82, 83] and for driven and open systems [84, 85].
Considering the vast existing literature on quantum impurity systems, let us explain what we aim to achieve in
this review. We want to provide an intuitive and pedagogical introduction to some of the more recent advances in
quantum impurity models. In Chapter 2, we discuss the dynamics and topology of the spin-boson model. We
focus on the development of the stochastic Schroedinger equation (SSE) method and its use to investigate the
influence of the environment on the topological properties of a spin such as its Berry curvature and topological
Chern number [86]. We describe a dynamical measurement of the Chern number [87, 88] and its breakdown in
the presence of sufficiently strong dissipation [73]. We also discuss the phenomenon of dynamical synchronization
in spin systems that are coupled via a common bath [40, 89, 90]. In Chapter 3, we then consider various
experimental realizations of spin-boson and Kondo models in cold-atom, circuit quantum electrodynamics, and
cQED architectures [9, 91, 92, 93, 94, 95, 96, 97, 98]. These realistic setups provide concrete examples of quantum
impurities acting as the quantum system of interest that can simulate strong-coupling Kondo physics. In other
setups, the impurity rather acts as a sensing device that probes its environment, or as scatterers that strongly affect
the transport of electrons or photons via the emergence of a many-body entangled state. Finally, in Chapter 4, we
consider the dynamics in arrays of dissipative spins and their potential realization in cold-atom and cQED setups.
We briefly conclude in Chapter 5.
In the following, we will complement this general discussion by introducing the spin-boson Hamiltonian, its
relation to the Kondo model and a qualitative description of some of its fundamental properties. We also briefly
discuss some of the main results that are then described in more detail in the body of the paper. We deliberately
point out various interesting cross-links in the literature and also mention a number of references to some of the
works related to quantum impurity physics that will not be at the center of this review. We believe that this is
nevertheless useful as it not only exemplifies the broad impact of impurity models, but also serves as a guide to
the interested reader who wants to explore applications beyond the core topics of this review.
1.1. Spin-boson and Kondo models
In the following, we consider mostly the case of an ohmic dissipative bosonic environment where the number
of modes at low frequency grows linearly. We start with the spin-1/2 impurity model whose Hamiltonian takes
the (standard) spin-boson form [20, 21]:
Hˆ =
∆σx
2
+
hzσz
2
+
σz
2
∑
k
λk(b
†
k + bk) +
∑
k
ωk b
†
k bk . (2)
The Planck constant ħh is fixed to unity. This model describes a spin that is coupled via its σz component to
a bath of harmonic oscillators with creation operators b†k. The bath spectral function takes the form J(ω) =
pi
∑
k λ
2
kδ(ω−ωk) = 2piαωe−ω/ωc , which we assume to be of Ohmic form and described by the dimensionless
dissipation coefficient α. Typical values of α range from α = 0 (no dissipation) to α = 1 corresponding to the
strong-coupling limit with the environment. Here, ∆ plays the role of the transverse field, which is affected
by the presence of the bath. One can absorb the effect of the bath through the unitary transformation H ′ =
U†HU = ∆2
 
σ+e
iφ +σ−e−iφ

+ hzσz2 +
∑
kωk b
†
k bk with U = exp(iφσz/2), and φ =
∑
k
λk
ωk
(b†k − bk) [21]. The
bath then renormalizes the transverse field as ∆r = ∆〈eiφ〉, which can then be calculated and identified to
∆r =∆(∆/ωc)α/1−α [20, 21]. Here, we have taken the average over the bath ground state of harmonic oscillators
〈eiφ〉 = e−〈φ2〉/2 and summed over modes from frequencies of the order of ∆ to frequencies of the order of ωc [20].
3
We will describe quantitatively the interplay between dissipation mediated by an environment and dynamical
effects imposed by time-dependent signals, i.e., time-dependent parameters in the Hamiltonian. We put a particular
focus on parameters whose time dependence is periodic, which are referred to as Floquet perturbations. The
general class of problems we treat refers to dissipative, driven and open quantum systems [99, 100, 101], which
may also find applications to realize and probe topological phases [102, 103, 104].
The spin-boson model can be mapped onto the anisotropic Kondo model and Ising model with long-range
forces [23]. We consider the case where the cutoff frequency ωc  (∆, hz) is the largest frequency scale of the
system. For ohmic dissipation, the spin-boson model exhibits a quantum phase transition which is of Berezinskii-
Kosterlitz-Thouless type at α∼ 1 [105, 106] by reminiscence of the two-dimensional XY model, and is associated
with the production of defects in the time domain (here corresponding to spin flips of the spin-1/2 particle).
When increasing the coupling between the spin-1/2 impurity and the environment at zero temperature, this
engenders a jump of the spin magnetization at zero temperature [24, 107, 108], by analogy to the jump of the
superfluid stiffness at finite temperature in the two-dimensional classical XY model [109, 110], and the spin
remains localized by the environment in one of the two wells or one of the two spin polarizations [24, 111, 36].
This analogy can be understood from perturbative renormalization group [14], Numerical Renormalization Group
and Bethe Ansatz arguments [107, 108, 112]. It is important here to mention the current efforts to realize the
spin-boson model [113]; in particular, the (relatively) strong-coupling limit of such a ohmic spin-boson model has
been realized recently [114, 115]. Furthermore, dissipation effects at quantum phase transitions and dissipation-
induced quantum phase transitions have been observed in other systems such as superconducting systems [116],
cQED systems [117], electronic quantum circuits [118] and resonant level architectures [119]. Analogies and
applications to the spin-boson model reach as far are to quantum biology [120], and in the description of quantum
fluids of light [121, 122, 123, 124].
1.2. Stochastic dynamics and disorder in time
Integrating out the degrees of freedom of an ohmic (Gaussian) type environment produces unusual memory
effects in time in the low-temperature regime [11, 23]. In the context of quantum spin trajectories on the
Poincaré-Bloch sphere, this has resulted in the representation of interacting quantum blips and sojourns in time
[20, 21], where the interaction with the environment produces long-range spin-spin interaction in time. This
interaction can be viewed as the effect of a stochastic colored noise (with memory) on the system. This disorder
in time induces novel many-body physics, related to Kondo, Ising physics and localization transitions [19, 23].
Solving real-time dynamics is often difficult and requires the development of new methods, even in a mean-field
picture. Exactly solvable limits exist, for example related to mathematical mappings between bosons and fermions
in one dimension, at and around the Toulouse limit (point)[125, 126, 127]. Decoupling the interactions in
time is possible through the introduction of Hubbard-Stratonovich variables in the Feynman path integral sense.
Then, one reaches a quantum stochastic theory with Hubbard-Stratonovich fields as stochastic classical variables
[62, 63, 64, 65, 66, 67, 68]. Averaging over these noisy fields, one can follow the reduced density matrix of the
system in time. This way of thinking has led to the development of local type stochastic Schrödinger equation
approaches [62, 63, 64, 65, 66, 67, 68]. Inspired by these earlier works, we have developed and applied the
stochastic Schrödinger equation approach to driven and dissipative Landau-Zener models [69, 70], Rabi models
and dissipative spin systems [71, 72, 73, 74], and addressed various classes of time-dependent situations. By
analogy with disordered problems in real space [128], driven light-matter systems and coupled spin systems
require more than one stochastic field to treat the real-time dynamics rigorously [71, 72, 73]. Below, we review
pedagogically some theoretical aspects of quantum spin dynamics related to the stochastic Schrödinger equation
approach in Sec. 2 and present novel results (in Secs. 2.6 and 2.7). The stochastic approach is directly related to
current efforts in quantum circuits, where single trajectories can now be tracked on the Bloch sphere [129, 130],
and in ultra-cold atoms [131, 132]. This approach could also serve as a rigorous mean-field starting point to
capture the real-time dynamics in quantum materials.
Furthermore, it is relevant to recall that in the case of a non-magnetic impurity (tunnel junction), the effect of
such an ohmic dissipative environment (modeling the resistance from the surrounding circuit) [134], can deeply
affect the I-V characteristics, and produce dynamical Coulomb blockade physics at large resistances where the
current becomes progressively blockaded at small voltages [118, 135]. This physics is also directly related to the
Kane-Fisher tunnel barrier modelling an impurity in a one-dimensional Luttinger liquid [136, 137], and more
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(a) (b) (c)
(d) (e)
Figure 1: Spin-boson engineering. We summarize different geometries to be discussed below that realize the spin-boson model with ohmic
dissipation in quantum electrical ciruits, circuit-QED, and cold-atoms. (a) A quantum dot that is capacitively coupled to a transmission
line embodies a resonant level model [160]. The transmission line can be replaced by a Luttinger liquid or edges states of quantum Hall
systems [150, 151]. A generalization to a spin-boson-fermion model has been proposed in Ref. [94]. (b) In a ring geometry, the persistent
current is strongly modified by the coupling to a dissipative impedance element Zext [91]. (c) Equivalently to the setup in (a) with the long
transmission line, spin-boson models also arise in a circuit quantum electrodynamics (cQED) architecture [9, 117, 159] or (d) in Josephson
junction arrays [169, 97, 170]. This circuit is related to the photonic Kondo effect of light that is addressed in Sec. 3.2 (e) Cold-atom setups
can also realize spin-boson or Kondo physics. Shown is a one-dimensional array of tight traps [163] that can either host zero or one particle of
some atomic species “b” (due to large on-site interactions Ubb). This array describes the spins. These are coupled (via scattering gab and
Raman coupling (red arrows)) to a Bose-Einstein condensate (BEC) realized by another atomic species “a” that experiences a shallow trapping
potential Va(x). The low-energy sound modes of the BEC realize the bosonic bath [92]. We have generalized this setup to the case of an
ensemble of atomic traps (deep in the Mott regime) [93], realizing a dissipative quantum Ising model. Such a spin array will be discussed in
Secs. 2.8, 3.1 and 4. A related system of a mobile impurity in a one-dimensional Luttinger liquid realize similar physics [156].
generally to disorder physics produced by many impurities in Luttinger liquids [138]. Indeed, a DC resistance can
be seen as a long LC transmission line [91], which is then related to the Luttinger liquid through bosonization
[139, 140]. Recently, efforts in mesoscopic physics have been realized to achieve time-dependent potentials in
tunnel junctions and quantum point contacts offering a very rich dynamics in time of electron wave packets
[141, 142, 143]. Ramsey interferometry in tunnel junctions (with a continuum of states in the metallic leads)
would allow to probe dynamical Coulomb blockade physics in time at weak resistances through current noise
measurements by adjusting the time scale between the two time-dependent pulses [144]. Ramsey interferometry
of an atom with discrete energy levels has been generalized for ensembles of fields [145] and spins [146], and
applied in the context of topological phases in ultra-cold atoms [147]. The behavior of two-time correlatiors of
wave-packets has been studied theoretically in Luttinger liquids [148, 149]. One can then apply bosonization
methods [139, 140], that can be combined with Keldysh methods to address non-equilibrium transport problems
[101].
1.3. Many-Body Quantum Realizations
In Sec. 3, we review specific simulators of the spin-boson system with ohmic dissipation. In Fig. 1, we show
several implementations of the spin-boson model (in relation with our theoretical results and proposals). We also
show novel results in Secs. 3.1 and 3.2.
An ohmic resistance can be engineered through a one-dimensional transmission line [91, 94] - an ensemble
of harmonic oscillators with a plasma frequency - which offer new applications in circuit-QED array [95, 96],
Luttinger liquid physics, Carbon nanotubes or edge states of quantum Hall systems [118, 119, 150, 151], Josephson
junction arrays [152, 153, 154], one-dimensional Bose-Einstein condensates (BECs)[92, 93, 155, 156, 157, 158].
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A transmission line can also be realized in a long cavity multi-mode circuit (see Refs. [117, 159] and Fig. 1(c)).
It is important to stress that some efforts have been achieved recently to reach the strong-coupling limit of the
spin-boson model with ohmic dissipation in solid-state devices with Josephson qubits coupled to a transmission
line [114, 115]. Efforts in measuring the renormalization of the qubit (spin) frequency or zero-point fluctuations
corrections to the Lamb shift and the precise form of the damping rate have been performed [114].
The dissipative spin-boson model can be realized with charge qubits built of mesoscopic quantum dots or
Cooper pair superconducting boxes capacitively coupled to the transmission line [160] (see Fig. 1(b)). A charge
qubit can be seen as a spin-1/2 object corresponding to the two degenerate charge states forming the low-energy
sub-space [161, 162]. Gate voltages can control the two charge states and allow to realize an effective magnetic
field hz in Eq. (1). Here, ∆ corresponds to the tunneling amplitude between the (superconducting) box and
the lead(s) or the Josephson coupling energy of the junction. If the gate source is placed in series with an
external resistor, then this may describe the spin-boson model with ohmic dissipation [160]. In ultra-cold atoms,
the spin-1/2 can be built with one atom or zero atom in a tight optical trap limit [163] as suggested in Refs.
[92, 93]. The bath here refers to the sound modes of a one-dimensional BEC and the coupling with the tight
trap involves optical Raman transitions (close to resonance) and collisional interactions (see Fig. 1(e))). The
spin-boson model can also be derived when coupling a quantum dot to a boson and fermion bath [36, 94, 164].
Charge measurements provide generally the quantity 〈σz〉, which represents the occupation of the dot or island.
In a ring geometry, the application of a magnetic flux generates a persistent current which is proportional to 〈σx〉
[91] (see Fig. 1(b)). The recent realizations [113, 114] of the model involve flux qubits; transmon or Xmon qubits,
could also offer a long lifetime [165, 166]. These nano-systems also allow to address non-equilibrium transport at
a given quantum phase transition, both theoretically and experimentally [118, 119, 167, 168].
To be more precise regarding the geometries to be addressed in Sec. 3, following Ref. [92] and Fig. 1(e), we
present a novel application of the spin-boson model where the spin is used as a quantum microscope to probe
the Mott-superfluid transition. This geometry can also be realized in Josephson junction arrays [152]. Then, we
discuss our implementation of the spin-boson model with Josephson circuits and microwave light (see Fig. 1(d)
[169, 97, 170] in relation with current technology [114]. Then we shall generalize the discussion to spin-fermion
systems which yield a mapping to the spin-boson model, and address hybrid systems of fermions and bosons.
Pioneering circuits were introduced in Ref. [171].
We pursue the analysis with arrays of spin-boson models both in Sec. 2 and Sec. 4 by showing (new) results
on dissipative spin chains. This study is directly motivated by our proposal in ultra-cold atoms in Ref. [93]. In Sec.
4, we show that such dissipative spin chain models are related to the study of Meissner currents in ladder systems
in the Mott regime. An artificial gauge field can then control the transverse magnetic field in the spin systems.
2. Dynamics of spins
In this Section, we study the dynamics of the spin-boson model in Eq. (2). We start with the well-known and
intuitive Bloch equations for a spin in a magnetic field. We then show how the stochastic Schroedinger equation
(SSE) approach [69, 70] can be interpreted as a Bloch equation in a random magnetic field, where the randomness
arises from the quantum and thermal fluctuations of the environment. We discuss that the long-time steady state
can be characterized by an effective temperature T ∗ (which can be negative [173]) capturing the entanglement of
the spin with its environment [172, 108, 112]. We then present two recent applications of the SSE method: (i) to
investigate the topology of a dissipative quantum spin [73], and (ii) dynamics of spin chains that experience a
common bath.
The SSE allows one to identify the influence of the environment on the topological Chern number C . We discuss
how a recently introduced dynamical measurement protocol [87, 88, 184], which was successfully implemented
in cQED [174, 175, 176], and cold-atoms [177, 131, 178], breaks down at stronger spin-bath coupling via a
bath induced non-adiabatic crossover. Geometric Berry phase [86] properties have been obtained in related
experiments in quantum materials [179, 180, 181].
The SSE can also be used to investigate dissipative and driven spin chains with long-range forces [92, 93,
155, 71, 185, 186, 187], in analogy to a quantum Dicke model [182, 183], and that find various experimental
realizations [188, 189, 190, 191, 192]. Coupling to a common environment can induce long-time synchronization
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of two spins [71, 40, 89]. Synchronization mechanisms have been observed in cold atoms [90]. They can be
theoretically adressed in the Kuramoto model [193], which makes an interesting link between the physics of
Josephson junctions, cold-atom Bose-Hubbard models and synchronization in neural networks [194].
We would like to stress that other results on light-matter systems obtained with the stochastic Schrödinger
equation (SSE) have been summarized in a previous review by several of the authors [96].
2.1. Bloch equations and spin-boson model : phenomenology at weak-coupling
We begin with the study of the dynamics of a spin-1/2 particle σ = (σx ,σy ,σz) subject to dissipation in an
applied magnetic field Happl . Here, σi are the Pauli matrices and the state of the system at time t can be specified
uniquely by giving their expectation values 〈σi(t)〉 = Tr[σiρ(t)] (spin components). The (reduced) density matrix
of the spin can be expressed as
ρ(t) =

1
2 (1+ 〈σz〉) 12 (〈σx〉+ i〈σy〉)
1
2 (〈σx〉 − i〈σy〉) 12 (1− 〈σz〉)

. (3)
A pure state must satisfy ρ2 = ρ implying that 〈σx〉2 + 〈σy〉2 + 〈σz〉2 = 1. A pure state is thus represented by a
point n = (nx , ny , nz) with |n| = 1 on the surface of the Bloch sphere S2. In contrast, a mixed state is represented by
a point in the interior of the Bloch sphere. The surface point n corresponds to the ground state of the Hamiltonian
H = − γ2Happl ·σ, where γ is the gyromagnetic ratio and Happl = |Happl |n. In the ground state the spin points
along n.
If the spin-bath coupling is sufficiently weak, one expects the spin dynamics to be described by the celebrated
Bloch equations, which describe memoryless and time-local relaxation and decoherence effects. For an applied
field pointing along the x direction Happl = |Happl |x, they read
dSx
d t
= −Sx − S
(eq)
x
T1
(4)
dS⊥
d t
= ω0x× S⊥ − S⊥/T2 .
Here, Si = 〈σi〉/2, S⊥ = (Sy , Sz), ω0 = γ|Happl | is the Larmor frequency associated with the applied field. Due to
the coupling to a thermal bath the spin dynamics tends towards equilibrium
Seqx =
1
2
tanh(βω0/2) (5)
with β = 1/(kB T). At zero temperature the spin is in the ground state and Seqx (T = 0) = 1/2, while thermal
fluctuations lead to Seqx < 1/2 when T > 0. Note that a population inversion refers to S
eq
x < 0 and corresponds
effectively to a negative (absolute) temperature. This situation will occur below based on purely non-equilibrium
dynamical protocols.
The time scales T1 and T2 are the longitudinal and transverse spin relaxation times measured, for example, in
nuclear magnetic resonance (NMR). They describe energy relaxation (T1) and dephasing (T2) processes due to
the coupling of the spin to its environment. For a nuclear spin this occurs primarily via the hyperfine interaction
to nearby electronic spins. A straightforward theory of T1 and T2 can be obtained within perturbation theory
by considering a coupling to a Markovian (i.e. memoryless) fluctuating magnetic field Hspin−env = λS ·Henv and
calculating golden rule transition rates [20]
1
T1
=
λ2
4
∫ ∞
−∞
dτeiω0τ〈{H−env(τ), H+env(0)}〉= 12 J(ω0) coth(βω0/2) . (6)
Here, we have defined the spectral function of the environment J(ω), which within NMR is proportional to the
imaginary part of the electronic spin susceptibility, and we used the fluctuation-dissipation theorem. Note that
only the field components perpendicular to the static field Happl lead to relaxation, because spin flips are necessary.
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Fluctuations of the parallel field components H xenv , however, still contribute to dephasing of the Larmor
precessions as described by T2. This can be understood intuitively by considering a field Henv = (H xenv , 0, 0) that is
aligned with the x-axis and thus parallel to Happl . Let us start at time t = 0 with the spin polarized along the
z-direction. It is convenient to eliminate the effect of Larmor precession by going to a frame rotating with angular
velocity ω0 around the x-axis. We define the complex quantity Sy + iSz = S+eiϕ, whose magnitude |S⊥| will
remain constant (equal to 1/2 according to the definitions) for any realization of the noise. Its phase, however,
will precess randomly as a result of the noisy environment (by analogy to the procedure described below Eq. (2)),
with a new operator B(t) that is proportional to Henv:
dϕ
d t
= B(t)→ ϕ(t) =
∫ t
0
d t ′B(t ′) . (7)
Let us assume Gaussian statistics for B, which is satisfied for many of the models we consider below, for example,
those that describe the bath by an ensemble of harmonic oscillators. It then holds that¬
exp

i
∫ t
0
B(t ′)d t ′
¶
= exp
−1
2
∫ t
0
d t ′
∫ t
0
d t ′′〈B(t ′)B(t ′′)〉 . (8)
For a Markovian environment, e.g., based on harmonic oscillators at high temperatures, where 〈B(t ′)B(t ′′)〉 ∝
kB Tδ(t ′ − t ′′), the dominant behavior at long times t is
S+(t)≡ exp(−t/T2), (9)
where (by analogy to Eq. (5))
T−12 = J(ω0)
kB T
ω0
. (10)
The environment produces dephasing of the off-diagonal elements in the spin reduced density matrix via both its
parallel field components Henv ‖ Happl and its transverse ones Henv ⊥ Happl . Relaxation of the diagonal elements
(populations) to thermal equilibrium, as described by Eq. (5), is caused by the transverse components only (see
Eq. (6)). Dephasing here refers to the exponential relaxation in time of the off-diagonal matrix elements of the
spin density matrix caused by the average of the fluctuating phase in Eq. (7). The B(t) field fluctuates very rapidly
in time suppressing the quantum phase information contained in the off-diagonal elements of the spin reduced
density matrix. Furthermore, the particular form of T2 with temperature and J(ω0) can be seen as an exemple of
Johnson-Nyquist noise in an electrical circuit where a resistance induces voltage fluctuations (similar to Eq. (8))
proportional to the resistance and to kB T .
2.2. Exact solution for pure dephasing
Let us now go beyond a phenomenological discussion and calculate T2 for a microscopic model, the paradigmatic
(standard) spin-boson model shown in Eq. (2). To obtain T2, we consider the situation of pure dephasing
and set ∆ = 0 [160]. If we prepare a spin in the x-y-plane at t = 0, it will perform undamped oscillations
σ±(t) = e±ihz tσ±(0) in the rotated frame, where σ± = 12 (σx ± iσy). Returning to the original frame using
Uσ±U† = σ±e∓iφ defined below Eq. (2), these oscillations are influenced by the environment according to
σ±(t) = e±iφ(t)e∓iφ(0)e±ihz tσ±(0). Tracing over the Gaussian bath degrees of freedom and using the cumulant
expansion, we find damped oscillations (at times t > 1/T)
σ±(t) = 〈e±iφ(t)e∓iφ(0)〉bathe±ihz tσ±(0) = e−t/T2 e±ih˜z tσ±(0) . (11)
with a dephasing time T2 that is in agreement with Eq. (10) if we recall that J(ω) = 2piαω:
T−12 = 2piαkB T . (12)
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Here, we have used the cumulant expansion to derive 〈e∓iφ(t)e∓iφ(0)〉bath = e− 1piQ2(t)+ ipiQ1(t) with the (Ohmic) bath
correlation functions [20, 21]
Q2(t) =
∫ ∞
0
dω
J(ω)
ω2
(1− cosωt) coth ω
2kB T
= piα ln(1+ω2c t
2) + 2piα ln
 sinh(pitkB T )
pitkB T

(13)
and Q1(t) =
∫∞
0 dωJ(ω) sin(ωt)/ω
2 = 2piα tan−1ωc t. The function Q1 leads to a renormalization of the
oscillation frequency.
2.3. Spin-boson dynamics beyond weak-coupling
Now, let us address the quantum limit at zero temperature, where, if we naively apply the high-temperature
result of Eq. (12), we would predict T2→∞ for the Ohmic bath. However, as shown below, the bath is subject to
zero-point quantum fluctuations. In Eq. (2), the coupling to the environment is along the z direction, and we
focus on situations with finite values of ∆.
One straightforward approximate approach to the spin dynamics for non-zero transverse field∆ is to neglect the
feedback of the spin on the environment. Under this assumption the bath operators evolve freely as bk(t) = bke−iωk t .
The exact Heisenberg equations of motion for the spin iσ˙ = [σ, H ′] read σ˙z(t) = −i∆(σ+(t)eiφ(t) + h.c.) and
σ˙+(t) = −i∆2 σz(t)e−iφ(t). Here, we have used the “polaronic form” of the spin-boson Hamiltonian introduced
above H ′ = U†HU = ∆2 (σ+eiφ + h.c.) +
∑
kωk b
†
k bk and set hz = 0 for simplicity. Tracing over the bath degrees of
freedom like in Sec. 2.1, we arrive at
d
d t
σz = −∆2 cos(piα)
∫ t
0
ds exp
 −Q2(t − s)/piσz(s) (14)
for ωc t  1. This equation assumes weak-coupling or separable states because the function Q2 is evaluated with
the bath degrees of freedom only. In the absence of noise from the environment (α = 0), the Q2 function vanishes
and one recovers the usual Rabi formula d2〈σz〉/d t2 = −∆2〈σz(t)〉meaning undamped oscillations between state| ↑〉z to | ↓〉z with a frequency ∆. The coupling to the environment causes both damping, as described by Q2(t),
and a renormalization of the oscillation frequency ∆→ Ω, which is described by Q1(t)/pi= 2α tan−1ωc t = piα
for ωc t  1. At large temperatures Q2(t) = 2pi2αkB T t leading to exponential damping as discussed in the
previous section. In contrast, at low temperatures there exist long-range non-Markovian memory effects in the
spin dynamics that are mediated by the bath. The right-hand side of Eq. (14) then depends on the full history of
the spin σz(s) at times s < t. In particular at T = 0 one finds Q2(t) = piα ln(1+ω2c t
2) such that memory effects
only decay algebraically.
One can solve Eq. (14) through Laplace transformation and extract, for example, the exact quality factor of
the damped oscillations 〈σz(t)〉 ∼ exp(−γt) cos(Ωt) at T = 0 as [20, 21] (see Fig. 2)
Ω
γ
= cot
piα
2(1−α) . (15)
It is important to stress that the memory effects in the environment not only produces the decay of the Rabi
oscillations, but also gives a visible Lamb shift for the spin frequency caused by the bath in the vacuum state. The
effective Rabi frequency vanishes at the Toulouse limit. Both frequency Ω and damping rate γ are proportional to
the renormalized transverse field∆r =∆(∆/ωc)α/1−α [20, 21]. This quality factor has also been obtained from the
non-interacting-blip approximation (NIBA) within a real-time influence functional path integral description [20, 21].
Interestingly, Rabi oscillations disappear at α= 1/2, where the quality factor in Eq. (15) vanishes. The dynamics
at this special “Toulouse point” α = 1/2 [125] can be solved exactly 〈σz(t)〉 = e−pi∆2 t/(2ωc) via a mapping to a
free fermion resonant level model [20, 126]. The dynamics remains completely incoherent for larger dissipation
strengths 1/2≤ α≤ 1 [107, 195]. At αc = 1 (and T = 0) the system undergoes the localization quantum phase
transition and for α≥ αc the spin thus remains trapped in its initial state |↑〉z (or |↓〉z) even for finite ∆ [107].
Let us now go beyond the approximation of separable spin and bath states. It is important to realize that
without this assumtion Eq. (14) turns into:
〈σ˙z(t)〉= −∆2 cos(piα)
∫ t
0
ds


cos(φ(t)−φ(s))σz(s)

. (16)
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Even if the full density matrix of the system initially at t = 0 factorizes into a spin and a bath part, the presence of
spin-bath coupling generates correlations between the spin trajectories and the environment over time. These spin-
bath correlations are small at short times and for weak spin bath coupling α 1, which are exactly the conditions
that justify the NIBA [20]. However, at long times or in the presence of time-dependent (bias) fields hz(t), and
in particular at stronger spin-bath coupling, these correlations become important. In the path integral language
these additional correlations are embodied in the longer range blip-blip (and blip-sojourn) interactions [20]. This
shows a necessity to develop approaches to tackle these non-perturbative problems.
A variety of analytical and numerical methods have been devised over the years to investigate the spin-
boson model dynamics beyond the weak-coupling (Born) and Markovian approximation. Below, we describe
in more detail the main idea behind the non-perturbative Stochastic Schroedinger Equation (SSE) method [69,
70, 71, 72, 73]. Some results have been compared with those obtained with the Bloch-Redfield approach and
Lindblad equations [49]. As mentioned in introduction, its development relied on important earlier works in
the literature [62, 63, 64, 65, 66]. Other numerical approaches are direct summations of the real-time path
integral expression the quasi-adiabatic propagator path integral approach QUAPI with recent extensions using
tensor-networks techniques [52]) or renormalization group (RG) techniques such as time-dependent numerical
RG (TD-NRG), functional RG (FRG) (both in real-time and in frequency space), density matrix RG (DMRG) and
Wegner’s flow equations. Analytical approaches employ, for example, conformal field theory techniques or derive
perturbative or even exact master equations beyond the Markov approximation. We also note current theoretical
efforts to describe open random walks in terms of stochastic differential Lindblad equations [50]. Different methods
are often complementary since they experience different strengths and limitations, i.e., parameter regimes where
they work well and when they break down.
2.4. Stochastic Schroedinger Equation approach
The Stochastic Schroedinger Equation method begins with the classical representation of the spin variables
on the Bloch sphere, called sojourn and blip [20, 21], representing the spin reduced density matrix diagonal
and off-diagonal elements. This enables us to encode the spin dynamics in time through classical variables and
describe the time evolution of observables through the influence functional path integral representation. The
non-perturbative Stochastic Schroedinger Equation approach [69, 70, 71, 72, 73] relies on an exact Hubbard-
Stratonovich (HS) transformation of the two-time non-local Keldysh path integral expression into the form of
a local, time-ordered exponential. The resulting expression can be efficiently determined by solving a simple
time-local Schroedinger-type differential equation for a given realization of the HS variables (and the equations for
spin observables become then very similar to those of classical Bloch equations with random phases, as described
below. This approach goes beyond Eq. (14) since we do not assume separable states between the spin and the
bath). The spin expectation values 〈σα(t)〉 are then obtained by averaging the resulting spin state trajectories
over different realizations of the HS variables, which can be interpreted as Gaussian-distributed random noise of
the environment.
This interpretation becomes most transparent for an Ohmic bath at α < 1/2 and large ωc , where one can
make an analogy with the classical Bloch equations (see Eq. (4)) as the stochastic Schroedinger equation takes
the exact form [69, 70]
dS
d t
= H(t)× S(t) . (17)
The effective noisy magnetic field H(t) lies in the x-y plane
H= h(cosϕ(t), sinϕ(t), 0) = (Hx , H y , Hz), (18)
with amplitude h =∆
p
cos(piα). The stochastic function ϕ(t) is introduced as a HS field to decouple long-range
correlations in time. It represents a classical random field with identical correlation functions in time given by the
Q2 function: 〈ϕ(t)ϕ(s)〉S ∝Q2(t − s) + const., if it is averaged over the Gaussian HS random variables [69, 70].
The spin expectation values are then obtained as 〈σα(t)〉 = 〈Sα(t)〉S . We observe that while the analogy with
the classical Bloch equations only holds for the σy and σz components of the spin, where one can perform the
summation over sojourn variables analytically, the SSE method is more general and has been used to obtain
〈σx(t)〉 as well as spin-spin correlation functions 〈σz(t)σz(0)〉 [69, 70]. It is important to mention that in the
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blip and sojourn approach [20, 21], the initial and final boundary conditions must be taken with care. We have
done several efforts in this direction and applied the stochastic method to a variety of different situations which
require a treatment that goes beyond a decoupled description of spin and bath. The method was then developed
further with two stochastic fields for the dissipative quantum Rabi model and two-spin models [74].
First, we have checked that the SSE method confirms the exact quality factor Ω/γ of Eq. (15) for 0 < α <
1/2 (see Fig. 2) [69, 70], which is obtained both from the weak-coupling, non-interacting blip approximation
(NIBA) [20, 21] and non-perturbative conformal field theory [195]. Curiously, the SSE method cannot be applied
to the exactly solvable Toulouse point α= 1/2. This can be understood from the fact that the point α= 1/2 is
special, as the blips in the path integral become non-interacting [20]. Beyond α = 1/2, the SSE method can suffer
from convergence problems (since the effective Hamiltonian involves exponential functions of the stochastic fields
which may have both real and imaginary parts) and one must average over many more realizations of the HS
noise to obtain reasonable error bars.
One of the main advantages of the SSE method is that it allows one to consider arbitrary time-dependent bias
fields hz(t). This was used to investigate dissipative versions of the classic Landau-Zener and Kibble-Zurek problems.
In both situations, the bias field is changed linearly in time hz(t) = vt [69, 70, 71]. Similar time-dependent
protocols can be used to map out the topology of a quantum spin on the Bloch sphere [87, 174, 175, 176]. The
influence of dissipation on the spin topology is discussed in detail in the Section 2.6.
Using SSE the dissipative Landau-Zener problem was theoretically investigated directly in the universal scaling
regime of a large bath bandwidth ωc  ∆r , which is complementary to previous studies in Ref. [196]. It was
found that even long after the Landau-Zener level crossing has occured ∆r  hz(t)ωc , the spin experiences
a universal decay from the upper to the lower level. This occurs due to boson assisted spin transitions, which
include the emission of a boson into the bath to carry away the energy, and is possible as long as hz(t)®ωc .
Another application is to consider parameter sweeps across (second-order) phase transitions and the production
of (topological) defects in the final phase as a function of sweep speed. A fast Landau-Zener transition can be
described thanks to the Kibble-Zurek mechanism, which predicts the production of topological defects when
sweeping dynamically through quantum phase transitions [197]. This description splits the dynamics into three
consecutive stages: it is supposed to be adiabatic far away from the level crossing point hz(t) = 0, then evolves in
a non-adiabatic way near the crossing, and finally becomes adiabatic again. This interpretation permits to express
the probability of a non-adiabatic transition, which is proportional to the density of topological defects, with
respect to the sweep velocity and the energy gap at the transition point, recovering the Landau-Zener formula at
large velocity. Using SSE we have shown that this interpretation still holds at the mean-field level in the case of N
spins coupled to a common ohmic bath, if one considers that the main effect of the environment is to induce a
strong ferromagnetic Ising-like interaction between spins [71].
Let us finally note that that the derivation of stochastic Schrödinger type equations for models beyond the
Ohmic spin-boson model, can require more than one stochastic field, as we have shown for example in the
context of dissipative and driven light-matter systems [72] and for two dissipative coupled spins [71]. Spatial
disorder problems in one dimension also require more than one stochastic fields to solve the problem [128].
For two dissipative coupled spins, our results from SSE agree with previous results obtained with the numerical
renormalization group [40] and with quantum Monte Carlo [45]. In addition, novel results have been obtained
regarding synchronization of spins, which we discuss below in Sec. 2.9, and the dynamics in the localized regime,
as well as correlation functions between two spins [71].
2.5. Effective Boltzmann-Gibbs description
Here, we establish a relation between decoherence of Rabi oscillations, entanglement with the environment
and the notion of an effective temperature Te f f , which will be useful to re-interpret certain of our results in
Sec. 2.6 and 3.4. Essentially, when we increase the coupling between spin and bath in the quantum limit, this
produces more and more entanglement and therefore the small system is not at thermal equilibrium anymore
[172]. However, the problem can be re-interpreted as a statistical model in the grand canonical ensemble where
the bath is at an effective temperature Te f f and weakly-coupled to the small quantum system. This analogy is
already useful in the study of Rabi oscillations (Fig. 2) since we observe an analogy in the decoherence effects
between increasing the coupling with the environment at zero temperature and increasing the temperature in the
weak-coupling limit [69, 70].
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An analogy with a Boltzmann-Gibbs grand canonical ensemble can be then formulated as follows. Let us replace
the quantum bath by a thermal bath described by an effective temperature Te f f , such that βe f f = 1/(kB Te f f ), and
weakly coupled to the spin, allowing for a statistical analogy. The spin-1/2 then would be described by the effective
Hamiltonian Hˆ = 12 (∆
∗σx + h∗zσz) with eigenvalues are E± = ±
Æ
(∆∗)2 + (h∗z)2. In this pseudo-equilibrium
picture, the spin reduced density matrix is described by the two eigen-values λ± = exp(−βe f f E±). Following
Ref. [172], then one can identify the eigenvalues of the spin reduced matrix in the spin-boson model in the
quantum limit with the effective thermal Gibbs weights λ± leading to Te f f =
Æ
(h∗z)2 + (∆∗)2/ ln(λ+/λ−) [172].
From the spin-boson model at zero temperature, we also have λ± = 1/2(1∓ p) where p =p〈σx〉2 + 〈σz〉2 (here,〈σy〉= 0) and the eigenvalues are calculated with the Hamiltonian in the quantum limit. In the weak-coupling
limit of the spin-boson model, βe f f = 1/(kB Te f f ) tends to infinity as λ+ → 0. More precisely, the spin resides
in its ground state with p = 1. Increasing the coupling with the quantum bath produces some uncertainty and
mixed state for the spin-1/2 such that 0≤ p < 1. We also note that a similar steady-state Gibbs description has
been introduced for driven mesoscopic systems [198, 199, 200, 201] and in one-dimensional quantum systems
[202, 203, 204]. This way of reasoning has also resulted to the development of entanglement spectrum in the field
of many-body quantum systems; when the sub-system is large enough one finds a universal effective temperature
in the sub-system [205, 206]. It is important to note applications of these ideas in correlated quantum materials
[207] and many-body localization [208, 209].
Now, let us interpret the results of the Rabi dynamics at the Toulouse limitα = 1/2 in terms of an effective steady-
state thermodynamics. When focussing on Rabi oscillations, we apply the external field Happl =∆ along the x
direction (see Eq. (17)) and the spin is prepared in one state | ↑〉z or | ↓〉z . At the Toulouse limit α = 1/2, we observe
that similar to the high-temperature limit, at zero temperature 〈σz(t)〉 ∼ exp(−γt), where formally γ = 1/T2 = Γ
and Γ can be interpreted as the width of an effective resonant level model Γ ∼ ∆2/ωc ∼ ∆r [20, 21, 107].
Important quantitative results have also been obtained using the NRG [38] and analytical renormalization group
methods [127]. T2 traduces the typical time to form a resonance between the spin and the environment, and
the spin will relax to the effective equilibrium with 〈σz〉 → 0 when hz ∼ 0. Computing the magnetization at
equilibrium in the x direction gives 〈σx〉 ∼ ∆/ωc → 0 when ωc  ∆ [108], which suggests by analogy to the
thermal formula in Eq. (5), a temperature for Te f f much larger than ∆r . In the pseudo-equilibrium picture,
the two states become equally populated as λ+ ∼ λ−. In the quantum problem, this traduces the entrance to a
strongly entangled and incoherent regime (we note the absence of Rabi oscillations even at short-time scales).
This regime is also related to the Kondo regime of the spin-boson model, which concerns α closer to unity [19]. It
is perhaps relevant to mention the close analogy between increasing temperature and increasing the coupling
with the environment at zero temperature, in the context of Rabi dynamics, has been carefully analyzed with the
stochastic Schrödinger equation approach [69, 70]. It should be noted that a similar (and universal) incoherent
dynamics has been obtained in the synchronized regime of two spins using the stochastic Schrödinger approach
[71].
2.6. Topology of a dissipative quantum spin on the Bloch sphere
It is well-known that a spin in a cyclically varying magnetic field B(t + t0) = B(t) acquires a geometric Berry
phase ϕBerr y [86] after period t0. For an adiabatic process, it corresponds to the phase difference acquired by the
(ground) state of the spin |g〉 during one cycle. A phase ϕBerr y is accumulated during adiabatic evolution along
any closed loop in parameter space. Being a geometric quantity, the Berry phase is simply given by half of the area
subtended by the closed path followed by the spin on the Bloch sphere.
Another way of thinking about the topology of a spin is to consider the geometric properties of a Hamiltonian
mapping between the parameter space d of a Hamiltonian H[d] and the Bloch vector n = (sinθ cosφ, sinθ sinφ, cosθ )
characterizing the ground state |g〉 of the Hamiltonian (of course, one could also consider the excited state mani-
fold). For a spin-1/2 in a magnetic field d, the Hamiltonian reads
Hˆ = −1
2
d ·σ, (19)
where the direction of the d vector in Fig. 2(c) (defined in caption of Fig. 2(c) and proportional to n) depends
on two parameters θd ∈ [0,pi) and φd ∈ [0,2pi) in a periodic manner. One can show that the Berry phase
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(a) (b)
(c) (d)
Figure 2: (a) Evolution of the Rabi dynamics P(t) = 〈σz(t)〉 as a function of the coupling with the environment with the first implementation
of the stochastic Schrödinger equation approach with one stochastic field (see Eq. (17)). (b) Quality factor Ω/γ of the damped oscillations
and comparison with Eq. (15) derived within the NIBA approximation. In Ref. [69, 70], there is a precise comparison between the effects of
increasing the coupling with the environment at T = 0 and of increasing the temperature. Recent developments with more than one stochastic
fields allow to approach the point α= 1/2 more closely [73]. However, the method still suffers for α > 1/2 from convergence problems. For
two spins, the quantum phase transition occurs for smaller coupling strengths allowing a very precise analysis of the dynamics in the localized
phase [72]. (c) Cartoon of spin winding on the Bloch sphere in relation with the d-vector d= (H sinθ cosφ, H sinθ sinφ, H cosθ) when θ
vary. Note that it is sufficient to consider the variation of the ground state with θ to characterize the topology due to azimuthal symmetry of
the spin-boson Hamiltonian. (d) Result obtained from the Stochastic Schrödinger Equation showing that the "non-adiabatic" Chern number
Cd yn can become non-quantized and be strongly reduced (compared to the equilibrium quantized Chern number C = 1) when increasing the
dissipation strength; here v/H = 0.08 and H/ωc = 0.01 [73]. The crossover occurs when ∆r ∼ v since C = Cd yn +O(v/∆r ). (inset) We show
the effective temperature Te f f (defined as T
∗ for this particular protocol). There is an inversion of population when Cd yn = 1/2 and the
environment produces an effective field compensating for the applied field. In Sec. 2.7, we describe a simple toy mean-field model to describe
this quantum dynamo effect, which occurs for half a Floquet time period, and therefore on short time scales.
accumulated along a closed path can be related to the infinitesimal changes of the ground state wavefunction
when varying θd and φd . Defining the components of the Berry connection Aφd = 〈g|i∂φd |g〉 and Aθd = 〈g|i∂θd |g〉,
one finds more precisely that the Berry phase corresponds to the circulation of the Berry connection along the
loop ϕBerry =
∫
C d l · A. The (gauge invariant) Berry curvature, defined by
Fφdθd = ∂φd Aθd − ∂θd Aφd , (20)
allows for a characterization of the evolution of |g〉 upon variation of both variables, and the integral of the Berry
curvature over the parameter variables 0 ≤ θd ≤ pi, 0 ≤ φd < 2pi amounts to an integer, the Chern number. In
particular, when d = H(sinθd cosφd , sinθd sinφd , cosθd), we have the mapping θ = θd andφ = φd corresponding
to a Chern number
C =
1
2pi
∫ 2pi
0
dφd
∫ pi
0
dθd Fφdθd = 1. (21)
A non-zero Chern number C = 1 reflects the fact that the total Berry (or magnetic) flux through the Bloch sphere
is non-zero. This Berry flux can be thought as being caused by a magnetic monopole that is trapped inside the
Bloch sphere at the origin d = 0, where the system become gapless and the energy is twofold degenerate. In
other words, having the Chern number C = 1 is due to the fact that the ground state manifold {|g(θd ,φd)〉},
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which clearly depends on d, wraps the Bloch sphere once when θd and φd are varied in their full domains.
Due to azimuthal symmetry (Fφdθd does not depends on φd), this corresponds to a winding around the Bloch
sphere as θd is varied from 0 to pi (see Fig. 2(c)). Other choices of d can lead to other values of C , e.g., a field
d= (0,0, H0) + H(sinθd cosφd , sinθd sinφd , cosθd) will lead to C = 0 for H0 > H corresponding to no winding.
More generally one can show [73] that in the presence of azimuthal symmetry, we have the expression of the
Chern number
C = −1
2
〈σz〉(θd = pi)− 〈σz〉(θd = 0) . (22)
For an isolated spin-1/2 particle, this formula reproduces C = 1 for a radial magnetic field. The Chern number and
Berry phase of a quantum spin-1/2 have been measured in recent experiments with superconducting circuits [174,
175, 176]. Experiments in ultra-cold atoms have measured the Chern number related to Bloch bands, where the
pseudo-spin can refer to the lattice properties with two inequivalent sites in the unit cell [131, 178].
Let us now investigate the robustness of the Chern number under the influence of dissipation in the Ohmic spin-
boson model for d= H(sinθd cosφd , sinθd sinφd , cosθd). Remarkably, we find that the Chern number remains
unchanged by the coupling to the environment until one reaches the localization quantum phase transition of
the spin-boson model at strong-coupling αc ∼ 1 (much beyond the Toulouse limit α∼ 1/2 which usually means
maximal entanglement between spin and bath [108, 112]). More precisely, in the presence of the bath, the ground
state can be generally written as [73]:
|g〉= 1p
p2 + q2
 
pe−iφ | ↑〉z ⊗ |χ↑〉+ q| ↓〉z ⊗ |χ↓〉

. (23)
Here, |χ↑〉 and |χ↓〉 correspond to the two bath states associated with the two spin states. The first observation is
that 〈g|σz |g〉 = (p2 − q2)/(p2 + q2). Now, we can use exact calculations [108] to check that q = 0 close to θd = 0
and p = 0 close to θd = pi, due to the fact that the transverse field ∆= H sinθd = 0 vanishes for both θd = 0,pi.
The bath then has no effect (meaning 〈σz〉 = ±1), and from the definition of the Chern number in Eq. (22), it
follows that as long as one is in the delocalized phase of the spin-boson model (0≤ α < 1), the Chern number
C remains invariant and is equal to its value at α = 0. In a recent paper [73], we have checked this explicitly
using a variational approach that expands the bath states χ↑,↓ in terms of coherent states [29, 30]. One can also
show from Eq. (23) that Fφdθd = −∂θd 〈g|σz |g〉 and we observe that the quantum phase transition in the ohmic
spin-boson model at α = 1 is characterized by a divergence of the Berry curvature at the equator, where the
field hz is small. More precisely, the Fermi liquid ground state of the ohmic spin-boson model is characterized by〈g|σz |g〉 ∼ hz/∆r = H cosθd/∆r at small fields hz [107], with ∆r =∆(∆/ωc)α/1−α and ∆ = H cosθd . Close to
the equator θd = pi/2, one finds [73]:
− ∂θd 〈g|σz |g〉 ∼
ωc
H
 α
1−α
. (24)
The divergence of the spin susceptibility at the quantum phase transition [36] leads to a divergence of the Berry
curvature at the equator, at the quantum phase transition α∼ 1. This reflects the gap closing that occurs at the
phase transition due to ∆r → 0. We note that such a divergence of the spin susceptibility is expected to subsist for
sub-ohmic environments [37, 39]. At finite temperature, the Kosterlitz-Thouless transition at α∼ 1 is replaced by
a smooth crossover. The effect of the temperature on the results remain to be investigated. Some aspects have
been addressed, for example, in Refs. [210, 211] with recent experimental progress [212]. Some other theoretical
aspects have been addressed on studying properties of the Berry phase with an environment in Ref. [213].
Next, we focus on how to measure these dissipative effects in the realistic time-dependent protocol of
Refs. [174, 175, 176, 214].
2.7. Dynamical measurements of spin topology and influence of the environment: Quantum Dynamo Effect
Let us address a realistic (Landau-Zener) protocol where one changes the polar angle linearly with time
θd = vt from the initial time tinit = 0. The final time of the protocol is t f inal = pi/v. By increasing the velocity of
the protocol v, one expects an adiabatic to non-adiabatic crossover when the final time t f inal is equal to 1/∆r
(see Fig. 2(c)). More precisely, at t = 0 the spin starts in the | ↑〉z state. The typical time to flip the spin from
14
| ↑〉z to | ↓〉z based on Sec. 2.3 is of the order of 1/∆r ; therefore, one expects a crossover in the measurement−1/2[cosθd]pi0 = −1/2 (〈σz〉(θd = pi)− 〈σz〉(θd = 0)) from 1 to 0 when t f inal ∼ 1/∆r or equivalently v ∼ ∆r .
This point has been explicitly recovered using the stochastic Schrödinger equation method [73]. It is important to
note that formally there is no disagreement with the fact that the equilibrium Chern number remains quantized to
one. More precisely, defining the dynamical observable
Cdyn = −12
〈σz〉(tfinal = pi/v)− 〈σz〉(tinit = 0) (25)
as a dynamical or non-equilibrium “Chern number” Cdyn. Importantly, one can show that C = Cdyn +O(v/∆r)
[87, 73].
The effect of the coupling to the bath α > 0 is to renormalize ∆→ ∆r , which poses stricter requirements
on v to remain adiabatic. In particular, for a given fixed value of v, we observe a breakdown of the dynamic
measurement protocol of C when α is increased. One observes a crossover between Cdyn = C = 1 to Cdyn = 0 6= C
when v ∼∆r , corresponding to a crossover to a non-adiabatic regime. Clearly, as soon as v ∼∆r contributions
to Cdyn from terms of the order of O(v/∆r) become important. The point corresponding to Cdyn = 1/2 implies
that the environment screens the applied field such that 〈σz〉(θ = pi) = 0 and the effective temperature Te f f at
the end of the protocol (referred to as T ∗ in Fig. 2 for this particular protocol) becomes infinity. Increasing α,
then Cd yn becomes zero and there is an inversion of population, meaning that one observes negative (absolute)
temperature. The entanglement entropy of the spin with the environment then shows a maximum when tracing
out the environment and focusing on S = −Tr(ρˆ log ρˆ) [73]. The scaling of Cd yn close to the Toulouse point
α= 1/2 was investigated using the Schwinger-Keldysh formalism [73], in relation with a dynamical type Fermi
liquid behavior [73].
Note that reproducing quantitatively these results using a master equation in the weak-coupling sense is not so
straightforward, since the Q2(t) function cannot be evaluated using the ground state of the environment. There is
production of ’photons’ in the environment, compensating for the applied magnetic field. We refer to this effect as
a quantum dynamo effect (rotating the spin on the Bloch sphere produces excitations, or artificial photons, in the
environment). Let us now describe physically this effect in a one-mode representation.
We can interpret the effect of the boson bath as an effective magnetic field 〈∑k λk(b†k + bk)〉 on the spin. Since
the spin is driven at the frequency v, then we can expect that the relevant bosonic modes will also be produced at
this frequency. Therefore, we can build an effective one-mode model to describe more quantitatively this photon
emission in the environment, following Ref. [73]:
Hˆe f f =
H
2
cos(vt)σz +
H
2
sin(vt)σx +
λ
2
σz(b + b
†) + vb† b. (26)
We obtain coupled equations of motion for the spin and the bosonic mode operator. The spin obeys classical Bloch
equations similar to Eq. (17), and the bosonic environment satisfies
1
v2
∂ 2t hind + hind = −λ
2
v
σz(t), (27)
and hind = λ〈b + b†〉.
The driving of the spin triggers the excitation of bath modes at the resonant frequency v. Due to the resonance
condition, a large number of excitations are created and this induces an effective magnetic field hind for the spin
along the zˆ−direction. The strength of this bath-induced field increases with the spin-bath coupling. Therefore,
by increasing the spin-bath coupling, one expects to have |hind |> H, i.e., a bath-induced field that compensate
the external magnetic field, thus preventing the spin to flip during the dynamical protocol. Fixing the spectral
function of the environment or λ =
p
2αvH, we find numerically that |hind | becomes larger than the applied field
H for a critical value of α of the order of 1/2.
2.8. Mean-Field Stochastic Approach: quantum spin relaxation
Now, we would like to address the question of the spin relaxation to equilibrium in dissipative quantum
spin chains. We note that various works have studied theoretically the phase diagram and dynamical properties
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Figure 3: (a) Magnetization 〈σz〉 = 〈σzp〉 in the mean-field Ising spin chain far in the ferromagnetic phase using the NIBA approximation of Eq.
(30). Parameters are fixed to ∆ = 1, wc = 3 and Kr = 10. The transverse field produces small oscillations around the equilibrium value. (b-c):
Synchronization dynamics of 〈σz1〉 and 〈σz2〉 for (b) α= 0.01, (c) α= 0.05 with ∆2/∆1 = 1.1, ωc = 20∆1, K = 0.
of dissipative quantum Ising models [73, 54, 76, 77, 78, 79, 185, 186]. Let us consider a solvable mean-field
quantum Ising spin model. We focus on a system of M interacting spins, which are coherently coupled to one
common bath of harmonic oscillators:
Hˆ =
∆
2
M∑
p=1
σxp +
M∑
p=1
∑
k
λke
ikxp
 
b†−k + bk
 σzp
2
− K
M
∑
p 6=r
σzpσ
z
r +
∑
k
ωk b
†
k bk. (28)
This model can be simulated in ultra-cold atoms [92, 93, 155], ion traps [188], with polar molecules [189] and in
quantum electrodynamics circuits [190, 187]. In Fig. 1(e), we show the setup that we have suggested in Ref. [93].
We have also shown how the bath degrees of freedom can affect critical exponents at the quantum phase transition
between paramagnetic and ferromagnetic phase of the one-dimensional quantum Ising model (or two-dimensional
classical Ising model) in this geometry, following Refs. [76, 77, 78]. Here, we discuss real-time dynamics close to
the quantum phase transition using a solvable mean-field dynamics and with the stochastic Schrödinger equation
approach which has already provided conclusive results for Kibble-Zurek physics [73]. Without dissipation, this
model exhibits a mean-field like second-order transition at zero temperature when K =∆/2. The quantum phase
transition separates a paramagnetic phase to a ferromagnetic phase with Ising long-range correlations in the z
direction. Again, we assume an ohmic form for the spectral function and take ωk = v|k|, where v represents the
velocity of the sound modes. Using a unitary transformation [93], we find that the environment has two effects
on the Hamiltonian, a renormalization of the transverse field into ∆r similar to the one spin situation, and a
renormalization of the spin-spin interaction. The renormalization of the spin exchange Kr due to the bosonic
environment is analogous to the Ruderman-Kasuya-Kittel-Yosida interaction in Kondo lattices [107, 5] and can
occur in light-matter systems [215]. The strength of the induced interaction can be controlled through properties
of the bath [93]. We assume induced long-range forces, which allows one to formulate a giant spin description.
To make a link with the Dicke model in quantum optics [182], assuming long-range coupling between spins, it
is convenient to envision the model as a giant collective spin: τz =
∑
p
σzp
2 and τx =
∑
p
σxp
2 . The quantum phase
transition can be understood defining an effective Hamiltonian Hˆe f f =∆rτx − KrM (τz)2. We can then introduce
the Holstein-Primakoff transformation: τx = b† b−M/2 and τz =pM(b + b†), such that the Hamiltonian takes
the simple form (up to a constant)
Hˆe f f =∆r b
† b− Kr(b + b†)2 = (∆r − 2Kr)b† b− Kr(b2 + (b†)2). (29)
For 2Kr >∆r , 〈b† b〉 6= 0 and 〈τx〉 will progressively diminish in the Ising ordered phase (the transverse magnetiza-
tion 〈τx〉 shows a crossover at the transition). Note that a coupling with a bosonic Gaussian bath can be included
in such Dicke-type models allowing for a rigorous treatment of non-Markovian effects at low temperatures [183].
Dicke type models can also result in novel glassy phases [216] and exotic relations between fluctuations and
entanglement at a quantum phase transition [217]. The dissipative quantum Ising model can be studied using
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an effective φ4 theory and Monte Carlo numerical approaches [76, 77, 78, 79]. In the case of short-range spin
correlations, the dissipation is expected to deeply affect the dynamical exponent z at the transition [76, 77, 78];
in contrast, here the transition is mean-field like due to the long-range interactions [73]. Coupling the spin array
to the environment following Ref. [93] and integrating out the Gaussian environment, then we can derive the
closed equation starting from the paramagnetic phase (where the choice of mapping is appropriate):
d2〈τz(t)〉
d t2
≈ −∆2e f f 〈τz(t)〉 −
∫ t
0
d t ′α(t − t ′) d
d t ′ 〈τz(t
′)〉, (30)
and α(t − t ′) is related to an effective kernel defining dissipation in relation with the spectral function [93]. In
the paramagnetic phase, then we predict a renormalization of the Rabi frequency:
∆e f f ∼∆r

1− 2 Kr
∆r

. (31)
Treating the last term in a Markovian manner as ∼ −ηd〈τz〉/d t would suggest an exponential relaxation of the
Rabi oscillations in the paramagnetic phase. Approaching the transition, this analysis would suggest a purely
exponential relaxation towards equilibrium with a relaxation time that would diverge for α= 0 (in accordance
with mean-field theories close to the critical temperature T = Tc). A similar analysis has been pushed forward in
relation with ultra-fast dynamics in high-Tc superconductors [218]. By Fourier transform, dissipation effects in Eq.
(30) scale linearly with frequency (in agreement with the Korringa-Shiba relation [20, 219, 220], which will be
studied in detail in Sec. 3).
To study the dynamics of 〈σz(t)〉 = 〈σzp〉 in the ferromagnetic phase and to make a connection with preceding
sub-sections, we can also derive a closed equation of motion for the mean-field spin dynamics in the framework of
the well-known NIBA approximation [20, 21]. One gets
∂t〈σz(t)〉= −∆2
∫ t
t0
ds〈σz(s)〉 cos

Q1(t − s)
pi

exp

−Q2(t − s)
pi

cos

Kr
∫ t
s
ds′〈σz(s′)〉

. (32)
Numerical results suggest that small oscillations around the equilibrium magnetization value can still take place
in the ferromagnetic phase (see Fig. 3(a)). Approaching the quantum phase transition from the ferromagnetic
side, the spin relaxation time becomes larger than typical time scales accessible in the simulations.
2.9. Synchronization: revival from an environment
Now, we show an interesting effect of the environment in the context of spin dynamics and synchronization of
two spins, obtained with the stochastic approach [73]. Synchronization mechanisms have been studied in the
context of two spins [40, 89] and an ensemble of Josephson-coupled harmonic oscillators by analogy with circuit
QED arrays [193]. Many-Body versions of synchronization have also been explored in superconducting systems
[221]. It is important to mention that synchronization mechanisms have attracted a lot of attention recently, at
the frontier between physics and neuroscience, and more precisely in the context of neural synchronization and
the Kuramoto model, with some relation with Josephson junction arrays and the Brownian motion, as well as spin
networks [193, 194]. Artificial neural networks could also help understanding many-body phenomena, through
the development of useful methods [222].
A synchronization regime was recently observed in Ref. [90] in the oscillatory dynamics of a mixture of bosonic
and fermionic species. The authors suggested that the appearance of this synchronization regime was due to the
coupling of the relative motion of the two clouds to a dissipative environment. We build a toy model related to this
problem by restricting the dynamics of each species to only two motional states (essentially, the left top and right
top of an harmonic trap). The resulting Hamiltonian is analogous to two coupled spins-1/2 impurities and reads:
Hˆ =
∆1
2
σx1 +
∆2
2
σx2 − Kσz1σz2 +
∑
k
 
σz1 −σz2
 λk
2
(bk + b
†
k) +ωk b
†
k bk

, (33)
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where the operator σzp describes the position of the cloud p ∈ {1, 2} (either left or right), while the tunneling term
σxp switches the position from left to right or from right to left. ∆1 6=∆2 are the two bare frequencies of the two
species. K denotes the interaction strength between the two spins. We assume that the relative motion of the two
species is coupled to an ohmic bath.
Fig. 3(b-c) shows the dynamics of the two spins, with initial state | ↑z ,↑z〉 for increasing strengths of the
system-environment coupling (from left to right and top to bottom). At very weak coupling (α < 0.02), we
observe an asynchronous decay of the two spin oscillations towards an equilibrium state with 〈σz1〉= 〈σz2〉= 0.
Interestingly, we remark that the damping of the oscillations is temporarily smaller when the spins (oscillators)
are in phase, signaling the onset of synchronization. In this regime of very weak coupling, the life-time of the
oscillations diminishes with increasing α. Then, above a certain (small) coupling strength of the order of 0.05,
we observe the appearance of long-lived synchronized oscillations of the two spins (this phenomenon occurs
until α = 0.15 without attenuation). In this regime, the two spins oscillate at the same frequency and these
oscillations acquire a seemingly infinite life-time. Other initial conditions do not lead to the same synchronized
regime, signaling the presence of an attractor in the phase space. An extended study and other results have been
presented in Refs. [73, 74] and the limit of large Kr has been discussed in Ref. [40].
3. Realization of spin-boson and quantum impurity models
Here, we discuss more specifically several geometries that were only briefly introduced in the introductory
Sec. 1.3.
3.1. Spin-boson model in BECs and Mott-superfluid transition
In relation with Fig. 1(e) [92], here we discuss engineering of the spin-boson model in ladder systems which
may be realized in ultra-cold atoms, Josephson junction arrays and quantum circuits. We build a relation between
the theoretical predictions of Fig. 1(e) and the Mott-superfluid transition in one dimension. The first realization
of the spin-boson model in ultra-cold atoms has been proposed by Recati et al. [92] and generalized by us in
Ref. [93]. A generalization to mobile impurities has been addressed in Ref. [156]. Here, inspired by Ref. [223],
we propose a slightly different version on a lattice where the spin-1/2 (a double well impurity) is used to probe
the Mott-superfluid transition [224, 225, 226, 227] in a ladder system. This geometry also makes a connection
with the Josephson-Kondo circuit of light, which will be discussed in Sec. 3.2. We note current efforts to address
Kondo physics in ultra-cold atoms with fermionic environments [228].
We consider the system defined on the ladder geometry in Fig. (4a) (a similar spin-boson Hamiltonian can be
derived in a single chain geometry). At one extremity of the ladder we create a quantum impurity (microscope, to
probe locally the dynamics at one boundary of the chain), a double-well system with occupancy one, as shown in
Fig. 4. We suppose that interactions are sufficiently strong such that one realizes a state with one atom on the two
wells (the two locations of the double well then correspond to the two polarization states of a spin-1/2 particle).
The rest of the ladder forms the environment (bath). More precisely, we suppose that particles can hop to and
from the impurity with the amplitude t‖,s. We eliminate states with no occupancy on the microscope by fixing its
chemical potential µs to be much bigger than the chemical potential of the bath µb, such that µs −µb = µ, and we
fix interaction terms Us and V⊥,s large compared to the other energy scales of the system. Thus, single particle
jumps to or from the impurity sites require high energy. We can then build second-order processes coupling the
microscope with the ladder, and we obtain the Hamiltonian:
Hˆ =
∑
q
v|q|b†a,q ba,q + σz2
∑
q 6=0
λq

b†a,q + ba,−q

+ (nVx +∆0)σx , where
λq = v
√√pi|q|
L

aVz
2piv
p
K − 1p
K

. (34)
(Similarly to Sec. 3.2 and Eq. (39), only the anti-symmetric bosonic mode ba,q couples to the impurity.) In
addition, we suppose a direct tunnel coupling ∆0 between the two wells. Here a is the spacing between lattice
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Figure 4: (a) Model of the spin-impurity (quantum microscope) coupled to the low-energy excitations of the two-leg bosonic ladder. (b)
Schematic representation of the Mott-Superfluid quantum phase transition of Berezinskii-Kosterlitz-Thouless type (for density n = 1, the
transition occurs at t‖/U ∼ 0.3 and K = 2). Here, µ denotes the chemical potential in the ladder (µb in the text).
sites, L – the total length of the ladder, n – the filling of the bath, U – the strength of on-site Bose-Hubbard
interactions, v – the speed of sound associated to the antisymmetric mode of the bath and K – the Luttinger
parameter [139, 140]
v = a
Æ
2nt‖U , K = 2pi
√√nt‖
2U
. (35)
t‖ and t‖,s are amplitudes of hopping between different sites in the bath and of the particle exchange between the
spin and the bath respectively. Coupling amplitudes Vz and Vx are defined as follows:
Vz = −t2‖,s

1
µ+ Un
− 1
V⊥,s −µ +
1
Us −µ

,
Vx = −t2‖,s

1
µ+ Un
− 1
V⊥,s −µ

. (36)
We identify an ohmic spin-boson model. Since low-energy excitations in the ladder system are phonon-like only
for wavelengths larger then the healing length ξ= aK/n, the high energy cut-off can be expressed as
ωc = v/ξ= nv/ (aK) . (37)
Finally, one can deduce the dimensionless dissipative parameter α
α=
1
2K

Vz
2U
− 1
2
=
1
2K

Vz
t‖n

K
2pi
2
− 1
2
. (38)
Dynamics of the spin is strongly related to the value of the dissipation parameter α. It is important to emphasize
that such a formula stems from sound mode effects in a BEC.
As an application, we discuss the evolution of the quantum microscope in time in the vicinity of the Mott-
Superfluid transition, when fixing the mean density n = 1 (this can be achieved by fixing the chemical potential in
the ladder in Fig. (4b). In one dimension, such a transition is also of Berezinskii-Kosterlitz-Thouless type, then
resulting in a cusp like profile in the phase diagram [140]. In the Mott regime, one must be careful when applying
Eq. (38) due to strong renormalization effects and formally the dissipative parameter α= 0 (phonons become
suppressed due to charge quantization): the Luttinger parameter of the bath is renormalized to zero and the
spin is completely decoupled from the bath (see Fig. 4(b)). In this case we recover perfect Rabi oscillations of
the microscope. If we now modify dissipation and reach the tip of a Mott lobe, one can apply Eq. (38) in the
superfluid regime, and the dissipation parameter increases (the Luttinger parameter K = 2 at the Mott-superfluid
transition [229]). The Rabi oscillations remain underdampled as long as α < 1/2. When α = 1/2 the system
would leave the coherent regime, in agreement with the arguments in Sec. 2 (for rigorous figures obtained with
19
the stochastic approach, see for example Fig. 1). The different regimes are shown in Fig. 4(b). It is important to
mention the actual efforts both experimentally and numerically to localize the tip of Mott lobes in one dimension
[230], which requires the development of concepts such as the bi-partite fluctuation measurements (see Ref.
[231] and a comparison with various existing methods, and Refs. [232, 233, 234] for a review). We note recent
experimental progress to measure such spin dynamics in ultra-cold atoms [163, 235, 236, 237]. This could also
be realized in cQED systems and Josephson junction arrays. The quantum microscope dynamics is also expected
to measure novel glassy quantum dynamics induced by disorder [238, 239].
We also note that driven Floquet protocols on these spin-boson systems have been addressed recently theo-
retically [240]. In fact, similar spin impurity effects emerge in bosonic ladders in the Mott regime, in relation
with the Meissner and Josephson physics [241, 242] and more generally in relation with artificial gauge fields
[243, 244, 245, 246, 247, 248, 249, 250]. This will be discussed in Sec. 4, in relation with Sec. 2.6 and the
engineering of dissipative quantum spin arrays through the Hamiltonian (28). The novelty will be that the
transverse field can be controlled by artificial gauge fields (magnetic flux) similar to the circuit of Fig. 1(b) and
the spin dynamics will be related to Meissner currents.
3.2. Spin-boson model in a Josephson circuit: Kondo resonance of light and phase shift
The Kondo effect [4, 14, 15, 16] has been first observed in metals and heavy fermions through an upturn of
resistivity at low temperatures [5], as a signature of the presence of magnetic impurities. In mesoscopic systems,
the Kondo effect rather results in a unitary conductance [251, 252]. The spin-1/2 impurity is then simulated with
an odd number of electrons on an artificial atom (mesoscopic quantum dot or island). At low temperatures, this
effective spin-1/2 is screened by the spin of the conduction electrons in the reservoirs. The unitary conductance
traduces the formation of a many-body resonance peaked at the Fermi level. The unitary DC conductance can also
be re-interpreted as a Friedel’s pi/2 phase shift acquired by a reflected electron wavepacket from the mesoscopic
island (dot) in the low-temperature Kondo regime, as a result of the Pauli principle and the screening of the
impurity spin [253]. Here, we show that the Josephson circuit of Fig. 1 realizes an analogue of the Kondo effect
for photons and we propose an AC analogue of the Friedel’s phase δ = pi/2, in the context of microwave light
(This proof was not presented in the previous Ref. [169]). The formation of the Kondo resonance for light here
incorporates both the effect of renormalization of the qubit frequency due to zero-point fluctuations or bosonic
excitations as well as information of the ohmic dispersion of the bath through the width of the resonance. The
Kondo resonance for microwave light increases the width of the Rayleigh transmission peak, which then leads to
a larger bandwidth with perfect transmission one in the frequency space. In this sense, this geometry not only
builds connections with Kondo physics in general, but also finds applications in light transport.
Now, we describe in more detail the Josephson circuit of Fig. 1(d) [169, 97, 170] (again, this is directly related
to experimental progress [113] and the strong-coupling limit has been recently achieved [114]). The two-level
system corresponds to the two-charge states on a mesoscopic superconducting system (an additional pair on the
left or on the right box, see Fig. 1 for an illustration; an equivalent implementation can be realized with a single
box at resonance, as realized in Refs. [113, 114]). Quantum excitations in the two long transmission lines are
described by collections of harmonic oscillators (zero-point fluctuations); blk and brk destroy an ’excitation’ in
mode k in the left and right transmission lines, respectively. This produces zero-point fluctuations reminiscent
of vacuum in free space; the main difference is that in one-dimensional waveguides, the quantization of energy
requires only ‘one-polarization’ of bosons. Photons can experience strong scattering (coupling) effects already
with one atom (or artificial two-level system) in weak-coupling [254, 255]. We introduce the symmetric bsk and
antisymmetric bak combinations of blk and brk [169]. Similar to a quantum dot coupled to electron leads in
the Kondo regime [253], one can engineer that only one combination (here, the antisymmetric one), couples to
the effective spin describing the two charge states on the mesoscopic island. After a unitary transformation, the
Hamiltonian takes the form (similarly to Eq. (1)) [169]:
Hˆ =
∑
k>0
va|k|

b†ak bak +
1
2

− hz
2
σz − EJ2 σx −
∑
k>0
λk(bak + b
†
ak)
σz
2
. (39)
In Ref. [169], the effective spin-1/2 particle is built from two equivalent charge states of a double-dot Cooper pair
box at resonance (and hz → 0). The effective tunneling of Cooper pairs from left to right results in an effective
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Josephson coupling EJ (in the spin-boson language, this term mimics the transverse field ∆ in Eq. (2)). We focus
on the propagation of a field from left to right and focus on the right-moving modes with k > 0. The spectral
function of the environment is ohmic J(ω) = pi
∑
k>0λ
2
kδ(ω−ωk) = 2piαωe−ω/ωc where ωc  EJ represents the
high-frequency plasma frequency cutoff of the transmission lines and the dissipative parameter α is given by
α=
2R
RQ
(γ2l + γ
2
r ). (40)
Here, RQ = h/(2e)2 = 2pi/(2e)2 denotes the quantum of resistance where 2e is a charge of a Cooper pair, R is
the resistance of each transmission line and γl and γr represent effective dimensionless couplings of the qubit
with the left and right transmission lines. In fact, in this geometry, one finds that γ2l and γ
2
r are of the order unity
after a unitary transformation [169]. Such a strong-coupling limit with a transmission line has been achieved
experimentally in Ref. [114].
In the coherent regime, essentially for a range of α parameters (0 α 0.5) similar to the underdamped
Rabi oscillations of Fig. 2, the spin is described by the following dynamical spin susceptibility which describes the
response to an input AC field
χ(ω) =
ωK
ω2K −ω2 − iγ(ω) , (41)
where ωK = TK characterizes the many-body shift of the qubit frequency induced by the zero-point fluctuations.
Here, TK can be seen as the Kondo energy scale or equivalently the effective Josephson coupling. This equation has
been derived in the supplementary material of Ref. [169]. This form also agrees with numerical renormalization
group arguments [256]. Using a combination of input-output theory [98] and Bethe-Ansatz approach [108] to
describe the transport of input and output photon fields, we predict that the broadening takes the form [169]
γ(ω) = ωK J(ω) until frequencies of the order of ωK , in agreement with the Korringa-Shiba relation in the
low-frequency domain [219, 220]
Imχ(ω)|ω→0 = 2piαω(Reχ)2(ω= 0). (42)
In particular, one can reach analytically the equation:
〈σz(ω)〉(−ω2 +ω2K − iγ(ω)) =ωRγl〈V inl 〉. (43)
The input field V inl in the left transmission line is defined as a coherent superposition (blk + b
†
lk), and 〈V inl (ω)〉=
Vac cos(ωt) [169]. The spin susceptibility can be measured through the transport of one photon in the circuit,
leading to a many-body resonance in the elastic transmission [169]
t(ω, Pin) = − 2iγrγl
γ2l + γ
2
r
J(ω)χ(ω, Pin). (44)
Here, Pin is the averaged input power related to 〈V inl 〉. For the spin-boson model with an emergent Fermi liquid
behavior at low energies, we note J(ωK)χ(ωK) = i for Pin→ 0.
Close to resonance, when ω = ωK , an analogy with the unitary DC conductance in the Kondo regime of
mesoscopic systems can be formulated as follows. Let us first remind the form of the DC conductance through a
quantum dot in the Kondo regime [253]
GDC = 2
e2
h
sin2(2θ ) sin2 δ, (45)
where δ = pi/2 is the Friedel’s phase acquired for a plane wave (here, at the Fermi energy orω = 0) backscattered by
the magnetic impurity, and θ measures the anisotropy between left and right probes (tunnel couplings). The factor
sin2(2θ ) sin2 δ can be re-interpreted as a transmission coefficient |t|2 according to the Landau-Büttiker pinciple. It
is perhaps important to remind that from the T-matrix approach, one relates −piT (ω = 0) = (1/2i)(e2iδ−1) [253].
The maximum of DC conductance then corresponds to a phase 2δ(ω = 0) = pi between an incident and a scattered
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wave packet. The phase 2δ = pi is reminiscent of the Friedel’s phase such that due to the screening of the impurity
and the Pauli principle in the case of electron reservoirs, then the wave function should have a node at the impurity
site x = 0, implying the rule between left and right going waves [132] ψ(0) =ψL(0) +ΨR(0) = 0. More precisely,
when the spin is screened by a first electron, then the Pauli principle prevents another electron to go close to the
impurity. Then, we have ΨL(0) = e2iδΨR(0) = −ΨR(0). The spin channel is taken into account in the factor 2 in
the DC conductance. In the Josephson geometry, from Eq. (44), we also check the form sin(2θ ) = 2γlγr/(γ2l +γ
2
r ).
For the microwave light, the transmission t is a transmission amplitude, referring to the ratio between the output
and input signals (AC fields), and for frequencies close to ωK [169]:
t(ω∼ωK , Pin→ 0) = |t|= sin(2θ ). (46)
The phase of the transmitted light signal is zero. For symmetric conditions, the transmission reaches unitarity.
Now, if instead we focus on the reflection coefficient (ratio of the output and input fields in the left transmission
line) [169]:
r(ω, Pin) = |r|ei2δ = 1+ 2i γ
2
l
γ2l + γ
2
r
J(ω)χ(ω, Pin), (47)
and at resonance, we find:
|r|ei2δ(ω=ωK ) = − cos(2θ ) = γ
2
r − γ2l
γ2l + γ
2
r
. (48)
For γl = 0, we find the phase of an open line δ = 0 (and formally, 2θ = pi) whereas for γr < γl , we find a phase of
2×pi/2 = 2δ(ω=ωK) and θ = 0. Writing the input and output signals in the left transmission line in terms of
blk and b
†
lk, then this phase can also be seen as the phase taken by a bosonic excitation in the left transmission
line with wave-vector defined as vk =ωK . We conclude that the phase 2δ = pi occurs at resonance for the photon
reflection (when the left line which is coupled to the measurement reflection device), emphasizing the duality
between zero-point fluctuations and electron-hole pairs in one dimension through bosonization [139, 140]. It
might appear surprising at first sight that for bosons such a phase occurs since for fermions this phase is attributed
to the Pauli principle (as discussed above). The occurrence of such a δ = pi/2 phase can be understood due to
blockade effects: the light frequency is fixed at resonance with the spin (frequency) and therefore one cannot
absorb two photons at the same time.
To summarize this part, the observation of a Kondo-type resonance in these microwave circuits can be
established as follows. First, observe a many-body shift of the spin frequency:
ωK = EJ (EJ/ωc)
α
1−α  EJ . (49)
This form of many-body frequency shift requires formally that the spectral function of the environment has an
ultra-violet cutoff ωc  EJ and an infra-red cutoff smaller than ωR (see Eq. (21) of supplementary material of Ref.
[169]). In the absence of Kondo physics (meaning α= 0), the light resonance condition is fixed by the gap ∼ EJ
separating the two states σx = +1 and σx = −1 of the spin (qubit). Recent experimental results report on the
observation of such many-body effects in Josephson systems [114]. In addition, the Friedel’ s phase of 2δ = pi in
the reflected light signal at the resonance frequency ω=ωK would also be a strong indication of Kondo physics.
Some efforts have been performed to observe such a phase shift in hybrid systems, as described in Sec. 3.4.
The broadening of the elastic Rayleigh peak is much larger than in the weak dissipation limit [254, 113]. By
increasing the input power power Pin, the evolution of the Mollow triplet [254] observed for weak dissipation
remains an open question for larger dissipation regimes. The scattering matrix around ω = ωK becomes non-
unitary since J(ωK) Imχ(ωK , Pin)< 1, which hides the presence of additional inelastic corrections [169]. These
inelastic Fermi-liquid corrections have been studied by Goldstein et al. in a larger regime of α parameters (ultra-
strong coupling limit close to the Kosterlitz-Thouless transition) [97] and in a Rabi-Kondo laser-driven system
[257]. Theoretical efforts to describe quantitatively the scattering of bosonic waves in a many-body sense in
solvable models have been performed [258, 259, 260, 261]. Furthermore, the exact non-Markovian dynamics of
transmon qubits in open multi-mode resonators can be obtained from reduced Heisenberg-Langevin equations of
motion, in which the effects of the (possibly lossy) electromagnetic environment are present via a classical Green’s
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function [262]. Extensions of this model could include realizations of two-channel Kondo physics [18] with light,
as recently observed for electrons [263, 264], or a single effective spin-1/2 in a cQED array [95, 96].
As described below in Sec. 3.4, hybrid systems comprising reservoirs of electrons as well as a cavity also offer a
novel platform where light can probe the Kondo effect entangling a spin and conduction electrons. We summarize
a few theory steps [265, 266, 267] in relation with current experiments [268, 269].
3.3. Generalized Impurity RC systems
After the discussion above of two implementations of the spin-boson model in Josephson circuits and ultra-cold
atoms in relation with actual technology and with results presented in Sec. 2, we generalize the discussion to other
quantum impurity models in particular to fermion systems starting from quantum RC circuits. We investigate the
AC regime more carefully in the limit of low-frequency (long-time limit). The spin dynamics discussed previously
here is embodied by the low-frequency charge dynamics.
A typical experimental system is a quantum RC circuit, shown in Fig. 5, consisting of a mesoscopic metallic
island (cavity) tunnel-coupled to a metal (essentially, a two-dimensional electron gas or a one-dimensional
Luttinger liquid, edge channel of the quantum Hall effect). The study of AC coherent transport was pioneered in a
scattering approach by Büttiker, Prêtre and Thomas in 1993, where a charge relaxation resistance of Rq = h/2e2
was predicted for a single-mode resistor [270]. In this experiment, the averaged charge 〈Q〉= e〈N〉 on the island
is measured in response to a small AC gate potential:
〈Q(ω)〉
Vg(ω)
= C0(1+ iωC0Rq) +O(ω
2). (50)
Formally, we focus on time scales much longer than the typical RC time and we assume that the voltage is of
the form Vg(ω) = Vdc + Vac cos(ωt) with (Vac ,ω) → 0. The quantum RC circuit is drawn in Fig. 5 and has
been successfully implemented in a two-dimensional electron gas and a quantized resistance of Rq = h/2e2
was measured in GaAs [271]. This quantized resistance must be thought as a contact resistance between the
mesoscopic island and the reservoir lead. Note that the factor 2 does not come from spin effects. This resistance
must be thought as a quantum coherent effect analogous to a Fabry-Perot resonator, and occurs in fact for any
transmission amplitude t (or reflection |r|) at the junction.
Coulomb blockade effects were first ignored and later they have been partially taken into account in an
Hartree-Fock theory [272]. Using bosonization approach, we can include interactions in a non-perturbative
manner. We also show a crossover at finite frequency ω, where the charge relaxation resistance changes from
h/2e2 to h/e2 regardless of the mode transmission. All the technical details can be found in Ref. [273]. Here, we
give a simple understanding to this crossover and we then make an analogy with the Kondo effect. Let us model
the system by a one-dimensional line (see Fig. 5), the lead is between −∞ and −L and the quantum dot between
−L and 0. The level spacing on the quantum dot (cavity) is ∆ = pivF/L, where vF is the Fermi velocity. The
Coulomb blockade phenomena are treated exactly in an action and bosonization formalism [140] after integrating
out all irrelevant modes. At perfect transmission, the system is then described by the action [273]:
S0 =
1
pi
∑
n
φ0(ωn)φ0(−ωn)
 |ωn|
1− e−2|ωn|L/vF +
Ec
pi

, (51)
where ωn = 2piT n denotes bosonic Matsubara frequencies ; the Boltzmann constant kB is set to unity and
Ec = e2/2Cg corresponds to the (bare) charging energy (Fig. 5). Here, the bosonic field φ0 means φ(−L)−φ(0),
which is related to the charge on the dot through C0Vg/e +φ0/pi. From this bosonic action, one can read the
Green’s function of the charge field φ0, and immediately infer the response
Q(ω)
Vg(ω)
=
Cg
1− iωpi/Ec1−e2iωpi/∆
. (52)
The response vanishes each time the frequency ω hits a multiple of ∆, i.e. an eigenstate of the isolated island. At
low frequency, we extract C0 = Cµ, where Cµ is the electrochemical capacitance corresponding to the classical
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Figure 5: Examples of Mesoscopic Circuits. (Top left) Quantum RC circuit [270] (from Ref. [273]) coupling a quantum dot (box or island,
cavity) with an electron reservoir driven by an AC gate voltage as realized in GaAs [271]. For a metallic quantum dot, charge Kondo physics was
recently realized with quantum Hall edge states [118], in an analogue circuit as Bottom Left, following theory [274, 275]. Universal quantized
resistances can emerge for all transparencies as Fabry-Perot effects, maintaining the phase coherence φ. These large boxes also lead to a novel
relation between charge relaxation resistance and Korringa-Shiba relation at low frequency [273]. (Top Right) Topological Mesoscopic Box
with Majorana Fermions allowing to realize exotic multi-channel Kondo physics [18], at the charge degeneracy points [291, 293] and away
from charge degeneracy [294, 295, 296]. This multi-channel Kondo physics also allows one to make a connection with the quantum Brownian
motion [288] and dual lattices with artificial gauge fields, which may reveal pi phases due to pseudo-spin effects [291] (Bottom Right). The
effect of artificial gauge fields leads to complex phenomena such as topological phenomena and Meissner physics [244, 246], as discussed in
Sec. 4.
capacitance Cg in series with the quantum correction e
2/∆, such that the Coulomb blockade vanishes for perfect
transparencies at the junction. In the low-frequency limit, for ω∆, we also recover the universal resistance
Rq = h/2e2 (in units of ħh = 1 then h = 2pi). By increasing the size of the quantum dot, the response shows an
oscillatory behavior for ω>∆. We thus average over a finite bandwidth δω, such that ω δω∆, and
Q(ω)
Vg(ω)
=
Cg
1− iωpi/Ec . (53)
This leads to Rq = h/e2, equal to the quantum of resistance RK (this result can also be obtained directly from the
action in imaginary time when L→∞).
This result can also be recovered using an analogy with the Kondo effect, following Matveev [274, 275], where
two successive charge states on the metallic island can be identified to a macroscopic pseudo-spin. The two
effective spin polarizations of conduction electrons must be associated to the ’metallic island’ and ’lead’ locations
respectively. Using standard linear response theory, then one identifies Q(ω) = e2K(ω)Vg(ω) where [273]
K(t − t ′) = iθ (t − t ′)〈[N(t), N(t ′)]〉. (54)
The spin analogy allows one to relate K with the spin susceptibility χ of the underlying Kondo and Fermi liquid
theory [16, 220]. The isotropic Kondo model is equivalent to the spin-boson model in the limit α→ 1. Taking
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α = 1 in the Korringa-Shiba relation of Eq. (42), one immediately recovers Rq = h/e2 in the low-frequency domain.
Such a charge relaxation resistance in large metallic dots with ∆→ 0 has not yet been observed. We note that
recent experimental progress has allowed to observe such a charge Kondo effect in DC transport [118]. This
experiment involves (integer) quantum Hall edge states. If we generalize the calculation for an Abelian quantum
Hall edge state with a filling factor ν (see Fig. 5), this gives the two (generalized) resistances Rq = hν/(2e2) and
Rq = hν/e2 [273]. The effect of a small zeeman field has been studied in Ref. [276].
Other important results have been established by Hamamoto et al. [277], related to Luttinger liquids and
fractional quantum Hall edges, using perturbative renormalization group arguments, bosonization and quantum
Monte Carlo. The quantum RC circuit also allows one to formulate close analogies with dissipative mesoscopic
rings [278]. A generalization to the Anderson model has also been done in Refs. [279, 280] as well as for several
conducting channels [281]. Moreover, considering a quite general cavity geometry with a single-channel lead, Ref.
[282] has shown that the universal resistance Rq = h/e2 is in fact more general than the specific form of the action
(51)) or the Anderson or Kondo underlying models, but applies generally as soon as the system is described at low
energy by a Fermi liquid fixed point. In this case, the Korringa-Shiba formula can be derived on general grounds
leading to the resistances Rq = h/e2 and Rq = h/2e2 depending only on whether the cavity has a dense spectrum
or not. For a two-channel Kondo model subject to non-Fermi liquid corrections, using a Majorana description for
the spin [283], one finds an increase of the charge relaxation resistance induced by the non-Fermi liquid behavior
at larger frequencies [284]. The charge relaxation resistance has also been computed in mesoscopic topological
superconducting circuits [285] and at the edges of two-dimensional topological insulators [286]. We also note
recent efforts to consider real-time dynamics and charge relaxation in these interacting systems [287].
One-dimensional leads also allow, through a dissipative action proportional to |ω|, a connection to the quantum
Brownian motion addressed by Yi and Kane [288] (The analogy with the quantum Brownian motion occurs via
bosonization through the dynamics of the phase variable by analogy to Eq. (51)). Let us consider a specific recent
example of Fig. 5 with M one-dimensional leads described by a Luttinger theory (with Luttinger parameter K
[139, 140])) tunnel coupled through a mesoscopic box, which comprises several topological superconducting
wires possessing Majorana fermions at their extremities [289, 290]. The Majorana fermions act as impurities
that already allow for electron tunneling (instead of Cooper pair tunneling). The Hamiltonian takes the form
[291, 293]:
Hˆ = Hˆleads + Hˆbox +
M∑
j=1
t je
−iχψ†j (0)γ j + h.c. (55)
Here, t j is the tunneling amplitude between each lead and the box, ψ j(0) describes the electron operator in a
lead j in the entrance of the mesoscopic box, γ j represents a Majorana fermion in the mesoscopic box and in
this expression χ is the superconducting phase conjugate to the number of Cooper pairs. The charging energy is
hidden in Hbox following Refs. [291, 293]. Away from charge resonance in the mesoscopic system, single-particle
transport is blockaded and one can apply a standard Schrieffer-Wolff transformation to re-write the tunneling
terms in the bosonized language as [291]
HˆSW = −
∑
j 6=k
λ j,k cos(θ j − θk). (56)
The phases θ j describe the superfluid-type phases in the entrance of the box in each metallic lead (wire) [140].
Majorana fermions and tunneling electrons combine to form a purely bosonic particle through the Klein factor of
bosonization [139, 292]. The statistical properties of the charge carriers in the island are effectively changed.
This problem is also referred to as the topological Kondo model first introduced in Refs. [294, 295]: one can
identify an effective pseudo-spin as a product of two Majorana fermions [283] and therefore in the fermion picture
HSW makes link with a multi-channel Kondo model of the form
∑
j,k λ˜ j,kψ
†
k(0)ψ j(0)γ jγk. The word topological
here can be understood from the fact that the spin is built from Majorana excitations and from the fact that a
channel anisotropy is irrelevant. By considering attractive interactions in the leads (implying a Luttinger parameter
K > 1), the system flows to a strong-coupling Kondo fixed point. An analogy with the quantum Brownian motion
can be understood at the strong coupling fixed point of the Kondo model. The global mode θ = (1/
p
M)
∑M
j=1 θ j
decouples from the Hamiltonian [291], and has a free evolution reflecting the charge quantization. From there, by
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analogy with the quantum Brownian motion, one can build an effective model for the remaining phase variables
θ j . It consists in a massless particle subject to dissipation (here, stemming from the electron-hole pairs in each
lead) in a (M − 1) dimensional potential. The minima of the potential form a (hyper)triangular lattice, and must
satisfy that θ j − θk = 2npi where n ∈ N. The (fractional) DC conductance at this strong-coupling fixed point is
also in agreement with an incoming wave equally flowing in all the leads.
At the charge degeneracy point, one can formulate a similar analogy to the Kondo model and obtain the
conductance as a function of the phae shift δ similarly to Eq. (45). More explicitly, according to the recent
Ref. [291], we introduce a pseudo-spin acting on the charge space in the box as τ−|N + 1〉 = |N〉. The model
is mapped onto a M channel Kondo model [18]. In the strong-coupling limit (that can be reached for free
electrons), as a reminiscence of the topological Kondo effect [294, 295, 296], one can build a connection to the
same quantum Brownian motion. However, there is a difference: each minimum of the dual lattice is characterized
by a (pseudo-)spin wave function: (e−ipi/M | ↑〉z + eipi/M | ↓〉z). Performing a loop around a unit cell in the dual
lattice produces then an overall Berry phase eipi = −1 (a site has M neighbors) [291]. This phase is drawn in
Fig. 5. it is equivalent to the presence of artificial gauge fields in the dual lattice. It is relevant to note that recent
experiments in quantum cQED transmon circuits [246] and ultra-cold atoms [297] have engineered similar gauge
fields. These gauge fields also emerge as artificial phase factors (such as Jordan-Wigner strings) in quantum field
theories [298, 299, 300]. At this strong-coupling fixed point, the DC conductance (which is proportional to sin2 δ
as in Eq. (45)) is in agreement with an in-coming electron wave equally flowing in all the leads. We also identify
a possible intermediate Kondo fixed point, for a Luttinger parameter K = 1/2, described by an intermediate phase
shift δ = pi/(M + 2) obtained from the M channel Kondo model [291, 293].
This research is directly motivated by current efforts to realize and manipulate Majorana fermions in supercon-
ducting systems [301]. We note the very recent related theoretical developments [302, 303]. It is also important to
remind that HSW is connected to tunnel junction dissipative Kane-Fisher models and dynamical Coulomb blockade
physics [135, 136]. As an application studied in Ref. [144], we would like to mention that a Ramsey protocol in
time allows one to probe the charging energy at the junction, already in the small resistance limit for a dissipative
ohmic environment. One can then draw a similar analogy with a dissipative quantum Brownian motion.
3.4. Hybrid Systems
Let us now generalize the discussion to hybrid mesoscopic systems, comprising bosons (cavity and transport
channels) and electrons (mesoscopic quantum dot system). We study the interplay between quantum electron
transport and a circuit-QED environment [304]. In particular, we derive a stochastic classical Langevin equation
for the cavity field and analyze feedback effects from the mesoscopic circuit (see Eq. (61)). We find a dynamical
crossover for the quantum Brownian motion as a function of the bias voltage applied across the mesoscopic system
where the diffusion coefficient (follows the current and) saturates and the friction coefficient is progressively
suppressed. We also discuss recent experimental observations of Kondo physics in these hybrid systems. The
relation with Sec. 3.2 will occur through dynamical correlation functions and the Korringa-Shiba relation. In
relation with Sec. 2.3, we study the notion of effective temperature (in the steady-state limit) and its evolution
in the non-equilibrium limit when increasing the bias voltage. These systems have attracted some attention in
the context of nano machines and thermoelectricity [305, 306]. It is relevant to mention progress realized in
quantum optoelectronics, by applying ideas and concepts of quantum optics to quantum electronics [142]. Below,
we illustrate such a relation between these two communities by relating quantum electronic transport and light
measurements in the microwave regime.
A specific model is based on the Anderson-Holstein Hamiltonian [265]
Hˆ =
∑
kl
ωk b
†
kl bkl + (a + a
†)
∑
kl
gkl(b
†
kl + bkl) +ω0a
†a + g x(N − 1) + HAnderson. (57)
A cavity described by the creation operator a† is coupled to two transmission lines (here, the two ohmic bosonic
environments) carrying the microwave signal. Here, the sum l acts on the left and right transmission lines. The
Hamiltonian HAnderson describes a quantum dot coupled to two electronic reservoir leads. The coupling with the
cavity g is assumed to be a capacitive coupling where N represents the dot occupancy and x ∝ (a + a†) the
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electric displacement field in the cavity. Following Refs. [169, 98], we can generalize the input-output theory for
this situation and we obtain the transmission coefficient [265]:
t(ω) = iJ(ω)χx x(ω), (58)
where J(ω) is of ohmic type and describe photon dissipation in the transmission lines and the (retarded) photon
propagator χx x(t) = −iθ(t)〈[x(t), x(0)]〉 can be evaluated using the Schwinger-Keldysh approach in certain
limiting cases. At a general level, one can write χx x as:
χx x(ω) =
ω0
ω2 −ω20 −ω0ΠR(ω) + iω0κ
; (59)
the retarded function ΠR includes both the effects of frequency renormalization and damping due to the electronic
environment, by analogy to the NMR situation, and κ∼ 2piαω0 describes dissipation in the photon field due to
the small coupling with the transmission lines (photon wave-guides) [265]. Treating the coupling between light
and matter (the quantum dot, here) to second order in perturbation, then we can establish again a connection
with the Korringa-Shiba relation:
ΠR(t, t ′) = ΛR(t, t ′) = −g2K(t − t ′), (60)
and K(t − t ′) describes the charge fluctuations on the quantum dot similarly to Eq. (54). Let us first consider a
solvable non-interacting resonant level model with a width Γ ; here, the resonant level width is given by a sum of
the coupling parameters ΓL and ΓR. Then, the Keldysh calculation can be done rigorously [265]. We choose the
light frequency ω0 ∼ Γ (the analogue of the Kondo energy scale). The position of the level here is at the Fermi
energy of the leads when µL = µR = 0. Other parameters regimes, in particular the low-frequency regime, have
been studied in Ref. [266].
We study the effect of a large bias voltage V across the mesoscopic system, producing a non-linear I − V
characteristics across the quantum dot [201, 46, 47, 48]. Similar nonlinear effects have also been addressed in
tunnel junctions coupled to a cavity [307].
For 1/eV  1/ω0, the electron motion becomes fast compared to the photon dynamics, and therefore we
observe that the photon damping vanishes rapidly ReΠR(ω0, V ) ImΠR(ω0, V ) [265]. This implies that the
phase associated with the transmitted signal converges to pi/2. The origin of this phase pi/2 here simply comes
from the small dissipation limit (electrons are fast and the cavity is good). Note that such a phase pi/2 implicitly
assumes very small dissipation from the transmission lines carrying the AC signal.
In addition, one can build a precise analogy with a stochastic classical Langevin equation. In this large-bias
regime, after integration of the matter (electrons in the mesoscopic system), one obtains an equation for the
classical component of the cavity field in the Keldysh sense [265]:
x¨c = −ω0 xc − F(xc)− γ(xc) x˙c + ξ(t), (61)
and 〈ξ(t)ξ(t ′)〉 = D(xc)δ(t − t ′) where the diffusion coefficient depends on the bias voltage. The force F(xc)
can be obtained rigorously for the resonant level situation on the dot, leading to an anharmonic potential. This
analogy suggests an effective temperature Te f f ∼ D(V )/(4γ(V )) in the cavity. By increasing the bias voltage across
the mesoscopic system, we report a novel crossover in the light dynamics: at small bias voltages, the diffusion
coefficient D(V )∼ V and the friction coefficient γ is constant, leading to Te f f ∼ V , whereas at large bias voltages
compared to Γ , we report Te f f ∼ 1/γ∼ V 4. In this limit, the motion of the electrons is fast enough such that the
dissipation (friction) becomes negligible in agreement with the pi/2 phase arguments above and the diffusion
coefficient follows the current which saturates at large bias voltages [265]. It is also relevant to note that at this
crossover, there is the production of a mean number of (thermal) photons in the cavity δNph ∼ Te f f /ω0 ∼ V 4
[265]. In Fig. 6, we draw the effective temperature as well as the induced (mean) photon number as a function of
the bias voltage. In relation with the Korringa-Shiba relation, we note the following interesting property : at low
frequency, we observe ΛR(ω) = iγ(xc)ω even at large bias voltages [265].
Let us now make a link to recent discoveries in hybrid carbon systems, reporting some observation of Kondo
physics with light measurements. The Kondo physics here refers to the formation of an entangled and Fermi liquid
ground state between the effective spin in the mesoscopic system and electron reservoirs [253]. In Ref. [268],
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Figure 6: Effective temperature Te f f for the cavity coupled to a resonant level model driven by a biased voltage V . Units are chosen such that
ω0 ∼ Γ = 1 and g = 0.5Γ . Mean Photon Number δNph or Effective Thermal Occupancy obtained with the Keldysh approach, and comparison
with the dissipated power Wel = I .V where I is the current flowing through the quantum dot system [265].
results in the spin Kondo regime of a carbon nanotube are consistent with a phase of the light signal following the
DC conductance across the mesoscopic system in the low-frequency regime, in agreement with theory results (see
Ref. [268] and Eq. (60) of Ref. [266]) based on admittance theory. Next, we describe a recent circuit in graphene
double-dot quantum dot where the charge resonance condition described in Sec. 3.2 has also been achieved [269].
The circuit has been introduced and characterized in Refs. [308, 309]. The circuit-QED environment here couples
to the left lead only, and by applying a gauge transformation we can reach a similar capacitive coupling as in Eq.
(54) involving one of the two dots only [269]. The theory described above then can be adapted.
The reflection coefficient in the circuit-QED environment has been measured, by analogy to Eq. (47), and the
resonance condition for light (ω∗0(V ))2 = (ω0)2 +ω0 ReΠR

ω∗0(V )

has been realized (these measurements are
done at the light resonance condition). Datas shown in Ref. [269] seem consistent with an emergent Kondo fixed
point, predicted by the theory in these double-dot charge qubits [310]. Again here, the effective spin corresponds
to two macroscopic charge states on the mesoscopic system similar to Sec. 3.2 and the fixed point is assumed to
yield an emergent SU(4) symmetry as a result of entangled pseudo-spin (orbital-like) and spin degrees of freedom
of conduction electron. The SU(4) Kondo fixed point has also been measured in GaAs nano-circuits [311]. An
analogy between a resonant level model and a Kondo low-energy fixed point can be formulated in the light of
the emergent Fermi liquid ground state [312]. First, decoherence effects induced by the bias voltage produce a
resonance width which becomes bias dependent [313]:
Γ = TK for eV  TK ,
Γ ∼ eV/ ln2(eV/TK) for eV  TK . (62)
Here, TK is the Kondo temperature scale (which is estimated around 550mK [269]). We have applied renormal-
ization group arguments for the SU(4) Kondo effect, and obtained similar decoherence rates [269]. In addition,
the SU(4) symmetry moves the position of the effective resonance at an energy ∼ TK [314]. By analogy with the
photonic Kondo effect discussed in Sec. 3.2, the reflected microwave signal at the resonance condition for light
ω =ω∗0 again seems to reveal a phase shift of 2δ(ω∗0) = pi, which is consistent with theoretical calculations [269].
Note that the DC phase shift is equal to δ(ω= 0) = pi/4 for this SU(4) Kondo fixed point [132, 312], due to the
position of the Kondo resonance above the Fermi energy. These recent important observations [268, 269] are
promising steps towards observing many-body features with light.
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4. Dissipative Arrays
In relation with Sec. 3.1, we generalize the discussion to systems subject to a magnetic flux (see Fig. 7a)
starting in the Mott regime. Even though the discussion below is presented for ladder systems, it works equally for
chain arrays. Our motivation is two-fold: first, propose a controllable architecture of spin-boson arrays where the
transverse field can be tunable and function of a magnetic flux (similar to Fig. 1(b)), and second relate the local
spin dynamics of XXZ spin chains [242] with the one of a dissipative spin-boson array studied in Sec. 2.6. Such a
local dynamics has been studied and measured in ultra-cold atomic ladders in relation with Meissner currents
[241, 244]. Similar systems can be built with Josephson arrays.
We introduce couplings to bosonic baths which prompt relaxation of the boson population and illustrate based
on the Bloch-Redfield master equation for the reduced density matrix [315] that relaxation to exotic ground states
with chiral current and low charge fluctuations can be achieved starting with featureless initial states, such as a
Mott insulator at unit site filling.
4.1. Relaxation to a Mott Insulator
We consider the two–leg ladder lattice with an odd number of bosons per rung in Fig. (7a). The two-leg ladder
consists of one-dimensional chains with inter- and intrachain kinetic and interaction terms and it is described by
the Hamiltonian
H = −t
2∑
α=1
L−1∑
i=1
eiaA
α
i,i+1 b†αi bα,i+1 − g
L∑
i=1
e−ia′A⊥i b†2i b1i +H.c.,
+
U
2
2∑
α=1
L∑
i=1
nαi(nαi − 1) + V⊥
L∑
i=1
n1in2i . (63)
In Eq. (63), b†αi creates a boson at site i = 1, ..., L in chain α= 1,2. The phase aA
α
i,i+1 is acquired by a boson on
chain α= 1, 2 traversing a horizontal bond (a′A⊥i is acquired by a particle crossing from one chain to the other
along a vertical bond). Here, U and V⊥ are repulsive on-site and rung interactions.
At vanishing flux at V⊥ = 0 and density of one boson per site, the model transitions from a Mott insulator
to a superfluid as g increases [316]. At arbitrary density there is a low-dimensional Meissner phase at low flux
and a vortex phase [241] at high flux. The low-field model with V⊥ = 0 at unit filling exhibits a superfluid with
Meissner currents and a Mott insulator with Meissner currents for weak enough U [317]. At V⊥ = 0 and U →∞
(hard core bosons) the ground state is the rung Mott insulator at half-filling (one boson per rung) [318]. Recent
numerical investigations cover the phase diagram versus filling and flux, containing Meissner and vortex phases,
as well as Meissner and vortex Mott insulators at half-filling [319, 320, 321, 322], as well as a low-dimensional
precursor of the Laughlin [323] state [324, 242].
We consider the model (63) in the hard core limit U →∞, which maps bosonic operators to spin-1/2 operators
via the Matsubara-Matsuda mapping σ+ = b†, σ− = b and σz = 2b† b−1 [325, 326]. Moreover, we allow uniform
flux χ per plaquette, and set t = g = J so that the model becomes
H = −J
2∑
α=1
L−1∑
i=1
ei(α−1)χσ+α,i+1σ−α,i − J
L∑
i=1
σ+2iσ
−
1i +H.c.+ Jz
L∑
i=1
σz1,iσ
z
2,i . (64)
The Ising coupling Jz = V⊥/4, acting only on the rungs, favors spin density waves with zero magnetization per
rung. To connect this back in the language of hardcore bosons, note that since σziα = 2b
†
iαbiα − 1, to go from
Eq. (63) to Eq. (64) we added the boson chemical potential term Hµ = −2Jz∑iα b†iαbiα. This enforces a bosonic
ground state in a rung Mott state with one boson per rung. As Jz/J is increased, the ground state |GS〉 is expected
to turn into a rung Mott insulator (at large L), i.e. a zero magnetization state 〈∑α,i σzα,i〉 = 0 with suppressed
fluctuations of the rung magnetization σz1,i +σ
z
2,i for i = 1, ..., L but not of the relative magnetization σ
z
1,i −σz2,i
(in the figure captions, we denote fluctuations as ∆O = 〈O2〉 − 〈O〉2).
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Figure 7: (a) Energy scales of bosonic two-leg ladder. Flux χ threads each square plaquette. Hopping integrals (solid arrows) t, g and repulsive
interaction strengths (dashed arrows) U , V⊥ correspond to Eq. (63). (b) At flux χ = pi/8, plots of the expectation value of horizontal current
on the top bond (black), and fluctuations of total magnetization on rungs (red) and on-site (black-dashed), as well as site magnetization
(blue-dashed) and rung magnetization (blue) for Jz/J = 0.0, 0.45,0.9, versus time in units of the inverse decay constant 1/γ. At L = 2, the
lattice is merely a square plaquette pierced by flux (inset of middle panel). As the vertical bond Ising exchange is increased, fluctuations of
total magnetization on rungs subside.
Additionally, each spin in Eq. (64) can relax via a coupling to a bosonic bath
Hsystem–bath =
∑
i,α
σxi,α
∑
l
gi,α,l(ai,α,l + a
†
i,α,l), Hbath,i,α =
∑
l
νi,α,l a
†
i,α,l ai,α,l . (65)
The dissipation here again could be realized by coupling the system to one-dimensional BECs. For this particular
case, we choose a bath coupling with the spin along the x axis, such that it can also change the number of particles
(it would therefore refer to Raman couplings with the BECs, as drawn in Fig. 1(e) as red arrows. We take for our
analysis a flat bath spectral function at zero temperature J(ω) = γθ (ω) where θ is the Heaviside function and γ
is the characteristic decay constant that derives from a Markov approximation treatment of (65). We consider the
evolution of the L = 2 system, which is a single plaquette of the ladder. In a Bloch–Redfield treatment [315] the
bath is expected to relax the system to its single non-degenerate ground state, ρ(t →∞)∝ |GS〉〈GS|.
This is illustrated in Fig. (7b) where the L = 2 system is initialized in the unit filled Mott insulating state
ψ(0) = | ↑↑↑↑〉, where all magnetization fluctuations and currents are suppressed. For all values of Jz/J shown,
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the dynamics evolves to the ground state of H of Eq. (64). More generally, we expect similar relaxation to the
ground state via the spin decay mechanism (65) to occur in larger systems. As Jz/J is increased, fluctuations of
rung magnetization subside, which is a feature of the rung-Mott phase.
4.2. Rung-Mott insulating phase and the effect of dephasing
To study the effect of dephasing on the Mott-Meissner phase, we commit to the Hilbert subspace with one
boson per rung and derive an effective spin model in that subspace.
At weak longitudinal hopping rates, t  U , V⊥, the ground state is a rung Mott insulator, protected by a gap
to the creation or annihilation of one bosonic particle [322, 242]. In this ground state fluctuations in the boson
density at every rung i, b†1,i b1,i + b
†
2,i b2,i , are suppressed. There remains a pseudospin degree of freedom, in which
the original bosons of Eq. (63) play the role of Schwinger bosons: σzi = b
†
1,i b1,i− b†2,i b2,i , σxi = b†1,i b2,i+H.c., σ yi =
−i b†1,i b2,i +H.c. The pseudospin sector is described by the low–energy Hamiltonian [242, 327, 328, 329, 330]
Hσ = −
L−1∑
i=1

2Jx x(σ
+
i σ
−
i+1e
iaAσi,i+1 +H.c.)− Jzσziσzi+1
− g L∑
i

σxi cos(a
′A⊥i)−σ yi sin(a′A⊥i)

, (66)
with couplings Jx x =
t2
V⊥ , Jz = t
2
− 2U + 1V⊥ . We have let Aσi,i+1 ≡ A1i,i+1 − A2i,i+1. If V⊥ = U/2 this is the X Y model,
whereas the Heisenberg antiferromagnet is reached for U → +∞. At vanishing flux, the X Y term is ferromagnetic.
The dynamics of the boson population imbalance at rung i is related to pseudospin current via the Heisenberg
equation. We pick a gauge such that all Peierls phases are acquired along horizontal bonds aAσi,i+1 = χ and
a′A⊥,i = 0 and then
dσzi
d t
= jσ,(i−1)→i + jσ,(i+1)→i + j⊥,i ,
jσ,(i−1)→i ≡ −8iJx x eiχσ+i−1σ−i +H.c.
jσ,(i−1)→i ≡ −8iJx x e−iχσ+i+1σ−i +H.c.
j⊥,i ≡ −2gσ yi . (67)
The parallel current jσ,(i−1)→i , for a range of energy scales, is expected from variational arguments to take on
expectation values jσ,(i−1)→i ∝−2Jx x sin(χ) for fluxes χ less than some critical field χc [242], beyond which the
vortex phase ensues and there is a suppression of the antisymmetric current.
To phenomenologically model the effect of dephasing, we consider a coupling of Hσ to a bosonic bath via
Hσ,bath =
∑
i
σzi
∑
l
gi,l(ai,l + a
†
i,l), Hbath =
∑
l,i
νi,l a
†
i,l ai,l . (68)
Here, gi,l , νi,l denote the coupling strength and the frequency of the l
th bosonic bath mode to the ith rung
pseudospin. The form of dissipation is similar to the one studied in Sec. 3.1. In Fig. 8 we show the dependence of
the antisymmetric current on time using a Bloch–Redfield solution for L = 4 rungs. The spin system is initialized
in fully polarized state | ↑↑↑↑〉, which corresponds to 〈nαi〉 = 1 for α = 1 and 0 for α = 0. As in the previous
section, times are rescaled with respect to the decay constant γ that derives from Eq. (68), and as before a flat
spectral function is chosen. The effect of dephasing on the Hamiltonian (66) is to relax to the ground state, which
in the cases considered in Fig. 8 is always in the 〈σz〉 = 0 sector in the absence of Zeeman fields to break the
symmetry between chains 1 and 2 in Fig. 7(a).
We emphasize the numerous current efforts to realize novel correlated phases in these ladders systems with
artificial gauge fields, related to flux phases [331, 317], vortex phases [241] and Laughlin phases [242, 322, 332].
We note the numerous theoretical proposals to realize exotic quantum Hall phases [333, 334, 335, 336, 337, 338,
339, 340, 341, 342, 343, 344, 345], in relation with wire-constructions of topological phases [346, 347, 348]. It
is also important to mention novel efforts to predict and build Thouless pump type experiments [322, 332, 349,
350, 351].
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Figure 8: Antisymmetric current (black), fluctuations (black-dashed) and expectation value (blue dashed) of antisymetric boson density
σzi = b
†
1,i b1,i − b†2,i b2,i .
5. Conclusion
Here, we summarize our main findings related to the dynamics of spin-boson systems and more precisely to
the dynamics of driven and dissipative quantum impurity systems.
When studying the real time dynamics of spin observables, we have made connections with classical Bloch
equations and a statistical approach described by an effective temperature. At the same time, the stochastic
dynamics of the quantum trajectories can produce novel phenomena in terms of many-body physics, such as
localization and dissipation-induced quantum phase transitions, synchronization revivals, and a quantum dynamo
effect when probing the topology of a driven spin-1/2 particle on the Bloch sphere. It is important to note that
one is able to measure Berry phase properties of a spin-1/2 particle with the stochastic Schrödinger equation
approach even though paths are encoded in classical blip and sojourn variables. Here, the Berry phase or Chern
number is directly related to spin observables. Then, we have shown how the stochastic aspect can be generalized
to dissipative spin chains, making some links towards Dicke-type models and mean-field approaches.
An environment can also serve for bath (or dissipation) engineering. We have illustrated this point by studying
Kondo physics of light in Josephson circuits in the microwave limit, emergent Kondo physics in quantum RC
circuits, multi-channel Kondo fixed points in topological Josephson junctions with Majorana fermions, and hybrid
systems comprising a cQED environment coupled to a biased mesoscopic system. A dissipative environment
engenders fluctuations and disorder in time; we have analyzed this aspect by building connections between
Kondo and Quantum Brownian motion physics. These quantum impurity systems can also be useful as sensors of
quantum many-body phenomena. We have illustrated this concept in ladder systems where the Rabi dynamics
of a spin-1/2 can probe the Mott-Superfluid transition. We have also studied the relaxation of particle densities
and currents, in the language of spin-boson systems. Studying the fast dynamics in quantum materials has also
attracted some attention recently, and our work could stimulate new frontiers.
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Forschergruppe 2414. L. Henriet, L. Herviou, K. Plekhanov acknowledge support from Ecole Polytechnique and EDPIF
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