Abstract-Feature representation is critical not only for pattern recognition tasks but also for reinforcement learning (RL) methods to solve learning control problems under uncertainties. In this paper, a manifold-based RL approach using the principle of locally linear reconstruction (LLR) is proposed for Markov decision processes with large or continuous state spaces. In the proposed approach, an LLR-based feature learning scheme is developed for value function approximation in RL, where a set of smooth feature vectors is generated by preserving the local approximation properties of neighboring points in the original state space. By using the proposed feature learning scheme, an LLR-based approximate policy iteration (API) algorithm is designed for learning control problems with large or continuous state spaces. The relationship between the value approximation error of a new data point and the estimated values of its nearest neighbors is analyzed. In order to compare different feature representation and learning approaches for RL, a comprehensive simulation and experimental study was conducted on three benchmark learning control problems. It is illustrated that under a wide range of parameter settings, the LLR-based API algorithm can obtain better learning control performance than the previous API methods with different feature representation schemes.
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I. INTRODUCTION
A S an interdisciplinary research area, reinforcement learning (RL) has received much attention from a variety of research areas, including machine learning, operations research, robotics and control engineering, and so on [1] , [2] . In an RL system, a learning agent interacts with a dynamic environment and updates its action policies to maximize its long-term cumulative or averaged rewards. Since little prior model information is required before learning, RL has been shown to be effective to solve optimal decision-making or learning control problems with uncertainties [3] , [4] . In RL, the learning control problem is modeled as a Markov decision process (MDP). Earlier research on RL algorithms mainly considered MDPs with discrete state and action spaces [1] , [2] . However, in a lot of real applications, the state or action spaces of MDPs are usually large or continuous. In such situations, there will be huge computational costs for the traditional tabular RL algorithms. Therefore, value function approximation (VFA) or policy function approximation has become a major research topic in order to improve the learning efficiency and generalization ability of RL algorithms [5] - [10] . From the perspective of adaptive optimal control, recent advances in adaptive or approximate dynamic programming also integrate the idea of RL and function approximation using neural networks [11] . Until now, various RL algorithms with value or policy function approximation have been proposed in the literature, which can be divided into three major groups, i.e., policy search [12] , value-based RL algorithms [13] - [15] , and actor-critic algorithms [16] - [18] . Actor-critic algorithms can be viewed as an integration of VFA and policy search. They usually show better performance than policy search or valuebased RL methods in online learning control tasks [18] . An actor-critic learning controller includes an actor network for policy search and a critic network for policy evaluation using VFA. In addition to online actor-critic algorithms, such as ACDs [18] - [22] , approximate policy iteration (API) can also be viewed as a form of actor-critic algorithms, where the critic and the actor are updated in an alternate manner, i.e., in each iteration, the policy improvement process in the actor is executed after policy evaluation is ended [23] - [25] .
Among all the above-mentioned RL methods with function approximation, feature representation for determining the approximation structures is important for the performance of RL algorithms. Until now, many different approximation architectures for VFA have been explored in the literature. Linear approximation architectures were popularly studied as they have good properties in the context of VFA, such as convergence and stability [24] . In policy evaluation, temporal difference (TD) learning with linear function approximators has been proved to converge under certain assumptions [26] . When the error of policy evaluation is bounded, the convergence of API algorithms was also proved [27] . The leastsquares policy iteration (LSPI) [24] algorithm is a typical RL algorithm with linear function approximators. To realize automatic feature representation in RL, in [28] , the kernelbased LSPI (KLSPI) algorithm was presented by making use of kernel methods for feature construction. However, the kernel functions are usually manually selected. Therefore, the performance of approximate RL algorithms will be influenced by the experience of human experts. One open problem in VFA is to automatically learn the feature vectors from the geometry of the underlying state space [29] .
As an important technique for feature representation and dimensionality reduction, manifold learning has been popularly studied in pattern recognition [30] - [33] . A d-dimensional manifold can be regarded as a topological space in which each point has a neighborhood with similar properties as a d-dimensional Euclidean space. In many pattern recognition and regression applications, it can be assumed that the original data lie on or near a manifold with dimension d, where d is usually lower than the original dimension D. Therefore, the main idea of manifold learning is to recover the data representation in the intrinsic manifold while preserving some neighboring properties of the original data.
Although manifold learning has been successfully applied in many pattern recognition tasks, relatively fewer works have been done on manifold-based feature learning in RL. In pattern recognition, the intrinsic manifold dimension is usually smaller than the original data dimension. Similarly, in RL, to approximate a value function V (x), the dimension of features needs to be lower than the number of discrete states. Recently, by using the idea of Laplacian eigenmaps, a framework for VFA called proto-value function was proposed [25] , [34] . The feature vectors are generated by computing the smoothest eigenvectors of the Laplacian matrix, which correspond to the smallest eigenvalues. Based on the above principle, a class of learning control algorithms called representation policy iteration (RPI) was developed [25] . However, the performance of RPI is greatly influenced by some manually selected parameters. In addition, the construction of graphs will become difficult for MDPs with large or continuous state space.
In [35] , a clustering-based graph Laplacian approach was proposed for feature representation in RL, where clustering techniques were employed to construct a discrete graph in continuous state spaces in a more efficient manner. Then, the clustering-based RPI (CRPI) algorithm was presented for learning control problems. Nevertheless, one common problem with RPI and CRPI is that the construction of the graph depends on a set of parameters, such as the selection of kernels, Laplacian operators, and/or clustering parameters. In addition, the features generated by graph Laplacian only consider the preservation of neighborhood relationship between local points, i.e., similar states will have similar features. A global optimization of value approximation errors may be needed to improve performance further. In a comparative study, it was also shown in [36] that Laplacian eigenmaps have difficulties in dealing with nonuniform sampling.
Compared with Laplacian eigenmaps used in RPI and CRPI, locally linear embedding (LLE) has an explicit property of global nonlinearity and local linearity, and thus, it provides an efficient manifold framework that can think globally, and fit locally [37] . Moreover, as indicated in [37] , among various manifold learning algorithms, LLE has been shown to be computationally simpler, and satisfactory results have been obtained in a wider range of problems. Inspired by LLE, locally linear reconstruction (LLR) focused on the reconstruction phase of LLE, which was studied in [38] to improve the performance of k-nearest neighbor (k-NN) learning. In [39] , LLR was also used for active learning problems, where the original data were reconstructed from the feature vectors obtained from a selected subset.
In this paper, a novel feature learning scheme based on LLR is proposed for VFA in RL. In order to deal with large or continuous state spaces, a strategy called locally linear basis extension (LLBE) is used to compute the estimated value of a new data point outside the sample set. The relationship between the value approximation error of a new data point and the estimated values of its nearest neighbors is analyzed. By making use of the proposed feature learning scheme, an LLR-based API algorithm was developed for learning control problems with large or continuous state spaces. A comprehensive simulation and experimental study was conducted on three benchmark learning control problems to compare different feature representation and learning approaches for RL. It is illustrated that under a wide range of parameter settings, the LLR-based API algorithm can have improved performance when compared with previous API methods with different feature representation schemes [25] .
The main contributions of this paper can be summarized in two aspects. One is that this is the first attempt to utilize the principle of LLE/LLR in RL problems and the LLR-based feature learning scheme can lead to some important and beneficial properties for VFA in RL. These properties include the abilities to deal with nonuniform sampling, computational simplicity, and global nonlinearity combined with local linearity [36] , [37] . In addition, the proposed feature learning scheme for VFA can also be extended to general RL algorithms beyond the scope of API. The second contribution is that under the API framework with VFA, different feature representation and learning approaches for RL are evaluated and compared in a comprehensive way. It has been shown that the LLR-based API algorithm can obtain better performance than the previous API approaches under a wide range of parameter settings.
The rest of this paper is organized as follows. In Section II, a background introduction is given. The manifold RL scheme based on LLR is presented in Section III, where the LLR-based API algorithm is designed and the value prediction errors of new data points are analyzed. In Section IV, a comprehensive simulation and experimental study was conducted on three benchmark learning control problems. Section V draws conclusions and suggests future work.
II. RESEARCH BACKGROUND

A. Locally Linear Embedding for Dimension Reduction
In this section, to facilitate further discussions, we will provide some preliminary concepts and definitions of LLE for feature learning. In LLE, it is assumed that a set of observation data points X = {x 1 , x 2 , . . . , x N }, x i ∈ R n (i = 1, 2, . . . , N) can be embedded on a nonlinear manifold P m with dimension d, d < n. The notion of embedding can be explained as follows. By mapping x i into a single global coordinate system on the nonlinear manifold P m , the corresponding coordinates or feature vector φ(x i ) ∈ R d are called an embedding of a data point x i . The optimal feature vector in LLE is computed via three steps. The first step is to find k-NNs for each data point x i by using a searching function kNN(x i ). For data points within a data set S, a formal definition of kNN(x i ) is as follows:
The second step is to approximate each data point by a weighted linear combination of its neighbors, in which the optimal weights are computed via solving the following constrained optimization problem:
where
. The final step is to find a d-dimensional representation φ i of data points x i , so that the locally linear approximations of all data points are best preserved
B. Approximate Policy Iteration
Before introducing the API algorithms, some basic definitions of MDPs are given at first [2] , [8] . DefineX ∈ R n as the state space, where n is the state dimension. Let A denote the action space and P be the state transition probability. Define R w as the reward function. Then, an MDP M d can be defined as {X , A, R w , P}. A stationary policy π is defined as a mapping fromX to distributions over A. The objective of RL is to estimate the optimal policy π * satisfying
where 0 < γ < 1 is a discount factor, r t = r t (x t , a t ) is the single-step reward at time t, E π [·] denotes the expectation with respect to π and P, and J π denotes the accumulated reward along the state trajectories. Given a policy π, we can define the state value function V π (x) as the expected, and total discounted rewards along the state trajectories starting from x. Similarly, the state-action value function Q π (x, a) is defined as [2] 
The action value function Q π (x, a) satisfies the following Bellman equation [27] :
where (x , a ) is the successive state-action pair of (x, a). For an MDP, a deterministic optimal policy π*(x) can be obtained based on the optimal state-action value function
In order to learn a near-optimal policy for MDPs with large state spaces, API has been studied in the past decade. As a typical API method, LSPI [24] makes use of leastsquares TD (LS-TD) learning algorithms to estimate the action value functions with little model information. In LS-TD, the estimated state-action value function has the following linear form:
is the weight vector, and d is the feature dimension. In LSPI, the feature vector is manually selected, and the weight vector is computed based on the LS-TD learning algorithm. After obtaining the estimated state-action value function Q π [l] , the policy improvement procedure generates a greedy policy π[l + 1] as follows:
By making use of the data efficiency of LS-TD(λ), LSPI has been shown to have good properties in convergence and sample complexity. The convergence of API algorithms, including LSPI, has been proved under the condition that the approximation error of policy evaluation is bounded. However, according to the existing theoretical and empirical results [27] , the feature representation of value functions will greatly influence the performance of API, which has been discussed and illustrated in the experiments of [24] .
III. LLR-BASED FEATURE LEARNING SCHEME FOR VALUE FUNCTION APPROXIMATION
The main idea of the proposed feature learning scheme for RL is to compute a set of smooth feature vectors that can preserve the local approximation properties of neighboring points in the original state space. The feature vectors for VFA are generated by computing the optimal vectors with the smallest local reconstruction error. Fig. 1(a) shows that after computing an optimal weight vector, a data point in the sample set can be locally reconstructed by its nearest neighbors. Fig. 1(b) shows that by keeping the local reconstruction property, a set of feature vectors can be computed based on the reconstruction weights W i j . Different from the original LLE method for pattern recognition [30] and the previous LLR methods in k-NN learning [38] or active learning [39] , our method generates a feature matrix
for VFA in the sample data, where the feature vector of a sample point x i can be obtained as φ(x i ) = ψ * i . Fig. 1(c) shows that for a new data point that is not in the sample set S, the feature vector φ(x) can be computed based on the strategy of LLBE, which will be introduced in Section III-B. Fig. 2 shows the main stages of the proposed feature learning scheme when combined with API: 1) sample collection and subsampling; 2) feature construction based on LLR; and 3) API with LLBE. In the sample collection phase, it is necessary to design a task specification and an initial policy. Although a heuristic manually designed policy can be used, the initial action policy can also be a random policy. The subsampling process selects a small set of the collected samples to generate the feature vectors. The second stage is to construct smooth feature functions from the selected samples through the LLR-based feature learning process. This process involves the minimization of two cost functions, which can be viewed as local reconstruction errors. One is to compute the optimal weights that reconstruct each sample point from its neighbors, and the other one is to obtain the feature vectors that are determined by the optimal weights. The API process includes policy evaluation and policy improvement as two basic operations, and the aim of API is to estimate a nearoptimal policy using the LLR-based feature vectors.
A. LLR-Based Feature Learning Process
In API, the set of samples for learning control can be collected using a random policy or a known policy π 0 for T episodes, where each episode terminates after predefined maximal steps or entering an absorbing goal state. Denote a set of samples as
in which x t denotes the current state, and a t denotes the action selected, x t +1 denotes the next state after executing the action a t , and r t denotes the received reward.
After sample collection, an essential step for generating the LLR-based features is the subsampling process for reducing computational costs. A sample subset S ⊆ D can be formed by some subsampling methods, such as the trajectory-based subsampling method [25] or the clustering-based subsampling method [40] . More details of the comparison between the two subsampling methods can be found in [40] . In order to select much more representative sample points from D for the feature learning process, the clustering-based subsampling method is used in this paper.
Suppose the data set S for feature learning consists of N points. The first step is to assign neighbors to each data point x i ∈ R n (i = 1, 2, . . . , N). Two typical ways for assigning neighbors include using the k-NNs and considering all the data points within a ball of a fixed radius. The total reconstruction error using k-NNs is defined as the following cost function:
where W = [W i j ] N×N , W i j is the weight for reconstructing the i th data point using the j th data point. To obtain the weights, the cost function in (11) is minimized, which is subject to the following two constraints:
where kNN(x i ) denotes the k-NNs of x i . The optimal weights W i j satisfying the above constraints can be obtained by solving a set of constrained least-squares problems [30] . Based on the reconstruction weights W i j , the optimal feature vectors
. . , N) are generated by minimizing the following cost function:
and the constraints are
where N is the number of sample points and I is the identity matrix with dimension N. Then, the cost function can be rewritten as
where M i j is an element (the i th row and the j th column) of
In practice, the optimal feature vector * = [ ψ * 1 , ψ * 2 , . . ., ψ * N ] ∈ R d×N can be obtained by computing the bottom d + 1 eigenvectors of the matrix M [30] . In order to ensure the constraints in (14) , the bottom eigenvector of M is discarded, which is the unit vector with all equal components.
Denote φ(x i ) (i = 1, 2, . . . , N) as the feature vector of a data point x i . Based on the above computation of the 
B. Locally Linear Basis Extension and the LAPI Algorithm
After the LLR-based feature learning process, the feature vectors are learned at the sample points in subset S. The subset S can be viewed as a discrete subspace of the original MDP whose state space may be large or continuous. Since the ultimate goal of the proposed approach is to obtain the features that can generalize in the whole state space, the feature vector φ(x) of a novel state x needs to be computed using the learned feature. In this paper, by extending the principle of LLR, we propose to use the following strategy for computing the feature vector φ(x new ) of a new data point x new ∈ X, x new / ∈ S:
denotes the Euclidean distance between x new and x l . The above computation method for a new feature vector is called LLBE, which is based on the locally linear approximation characteristics both in the state space and the feature space.
To approximate the action-value functions of MDPs with large state spaces and m discrete actions, the feature vector φ(x) is repeated for each of the actions [28] 
where I (a, a j ) ( j = 1, 2, . . . , m) is an indicator function,  i.e., if a = a j , I (a, a j ) = 1, else I (a, a j 
Based on LLBE, the action-value function Q π (x, a) for a policy π is approximated bỹ
where d = d ×m is the dimension of feature vectors and w i is the i th coefficient of the weight vector w. It is easy to verify that for a greedy action policy π, the approximated value functionṼ π (x) can also be represented by the dot product between the feature vector φ(x) and a weight vector with a dimension of d. Let
, L} is a set of collected samples from an initial policy π[0] and a t = π[0](x t ).
By using the feature vectors obtained via LLR and LLBE, we can use LS-TD(λ) to compute the estimated action value function of a policy π[ j ] and obtain the corresponding improved policy as follows [24] :
where π[ j ] is the policy at iteration j . As studied in [24] , the update rules in the above equation can be implemented in an incremental way. Let
The following update rule can be used to estimate w π [ j ] :
where the matrix A L+1 and the vector b L+1 can be incrementally updated as
In (25), (x t , a t , r t , x t , a t ) denotes the tth (t = 1, 2, . . . , L) sample point generated by the agent using the current policy at iteration j . Algorithm 2 illustrates the major steps of the LLR-based API algorithm. In Algorithm 2, D is the collected sample set and S is generated from D by the subsampling process. w is x t , a t , r t , x t , a t the weight vector for linear function approximation based on the features learned via LLR. After initializing the parameters, the first phase is to collect samples for feature learning and policy evaluation. The procedure CollectSamples() is used to collect the sample set D, and the procedure SubSampling() is used to generate the subset S from D. In RPI [41] , a threshold should be selected in the trajectory-based subsampling method, and it is not easy to set the threshold properly. The clusteringbased method used in LLR-based API only needs to select a proper number C of the clusters. It has been empirically verified that when C is within the interval [0.05L, 0.15L], where L is the total number of samples, good performance can be obtained. Too many clusters may increase the cost of computation. Too few ones may not be able to learn an adequate set of features. In the following implementation, the cluster number is simply set as 0.1L.
C. Performance Analysis and Discussions
In this section, we will analyze the performance of LLR-based API and compare the differences between the proposed feature learning method and previous approaches, such as Laplacian eigenmaps [25] , [35] and isometric mapping (Isomap) [29] . Based on the existing theoretical results, an upper bound of the value approximation error in new data points will be derived. It is shown that for new data points in a large or continuous state space, in addition to the smooth property of the real value functions, the value approximation error can be reduced by minimizing the value reconstruction error using LLR and LLBE.
1) Value Prediction Error in New Data Points
Consider an MDP {X, A, R w , P} with a large finite state spaceX . Let D be the collected samples from the state spaceX . S ⊂ D is the subsample set using the SubSampling(D, C) procedure. As discussed before, the approximated value function can be represented byṼ π (x) = φ T (x) w, where φ(x) is generated via the LLR-based feature learning process. For a stationary policy π, the value function is assumed to satisfy the following smooth property.
Assumption 1: Let δ > 0. The value function V (x) satisfies the following smooth property:
Let x new denote a new sample that is not in the sample set D. To improve the generalization ability of RL algorithms, it is expected that the estimated value functionṼ (x new ) of a new data point can be linearly approximated by its nearest neighbors. This property can be ensured by the LLR-based generation of feature vectors as well as the process of LLBE. In particular, the following Lemma can be proved.
Lemma 1:
Proof : Since x new / ∈ S, the feature vector of x new is computed based on the LLBE strategy as follows:
Let w denote the weight vector for VFA. Then, we have
SinceṼ
Let S be the subsample set for feature learning, δ > 0, x new denote a new data point in the state space, x new / ∈ S, the feature vector of x new is determined by LLBE in (18) . Suppose ∀x i ∈ S, x new − x i ≤ δ. For the data points in the subsample set, by employing the theoretical results in [26] , the upper bounds for the value approximation error and the sum of approximated value functions can be denoted by
where μ > 0, J > 0. Based on the above analysis, we can derive the relationship between the value approximation error of a new data point and the estimated values of its nearest neighbors as follows.
By Assumption 1, the following inequality holds:
Remark 1: The above relationship shows that by making use of the learned feature vectors for the subsample set S, the upper bound of a value approximation error at a new data point is determined by three terms. The first term is due to the difference between the linearly weighted representation of V (x new ) and that ofṼ (x i ), where x i is a data point in S. This term can be expected to be small by employing a subsampling process and the strategy of LLBE for a new data point. The second term is the value approximation error of data points in the subsample set. This term can be made small by using the LS-TD algorithm, which has been theoretically proved to have a value approximation error determined by the learned features. The third term is due to the smoothness of the real value function of the learning control problem.
Remark 2: The above results show some attractive characteristics of the LLR-based feature learning method. Based on the results in Proposition 1, it is shown that the value approximation error of a new data point can be made small by using the strategy of LLBE. However, for previous manifoldbased feature learning methods, such as graph Laplacian [25] and Isomap [29] , no similar theoretical property has been proved to show the value approximation error in new data points that are not used in graph construction. It has been shown that graph Laplacian or Laplacian eigenmaps could not deal with training data sets using nonuniform sampling, while LLE did not have difficulties in such cases [36] .
Furthermore, according to the results in [27] , if the policy evaluation process is accurate to within ξ , the LLR-based API algorithm will yield a sequence of policies such that lim sup
where J * is the performance value of the optimal policy and J π l is the performance value of a policy in the lth iteration.
2) Comparisons With Other Related Methods
To make further comparisons with other related RL methods, we will call the LLR-based API algorithm as LAPI for abbreviation. Among different API methods, such as RPI [25] , API with Isomap, KLSPI [28] , and LSPI [24] , there are some common parameters to be tuned. For different feature representation methods used in API, there are also some particular ones, which are used for feature learning. To compare the effectiveness of different feature learning approaches, in the following, we mainly focus on the influence of the particular parameters on API algorithms. The particular parameters for LLR only include {d, k}. For KLSPI, the type and the parameters of kernel functions still need to be specified as a priori. In RPI, there are four particular parameters to be tuned, such as the Laplacian type, the number of nearest neighbors, the kernel parameters, and so on.
In general, LLR-based feature learning has several distinctive and important properties when compared with previous feature representation methods in RL. In one aspect, it is different from traditional parametric methods, such as neural networks in that the features are generated automatically by preserving the local reconstruction relationships between neighbors in the state space. As indicated in Proposition 1, this property will be beneficial to improve the approximation precision of smooth value functions. In the other aspect, in RPI and CRPI, the feature vectors are generated only by preserving the neighboring relationships among nearby states, and the optimization of features is realized by minimizing the following objective:
where W i j is the weight of the edge joining vertices x i and x j . Therefore, the local reconstruction property is not guaranteed in the features generated by Laplacian eigenmaps. In addition, as verified in previous works, there will be great difficulties for Laplacian eigenmaps to deal with data sets using nonuniform sampling, but for LLE or LLR, this problem will become much easier. Although Isomap-based feature learning can also deal with nonuniform sampling cases, the computational costs of Isomap will become very large when the number of samples is large. Table I summarizes the comparisons among different manifold-based feature learning methods for RL. Neural evolution methods [42] can also solve learning control problems with good performance. The learning process of neural evolution methods can be viewed as a parallel search procedure in the policy space and the structure of the neural networks, e.g., the number of hidden neurons, will also influence the learning control performance. For RL methods with VFA, feature representation will be very important for good performance. In this paper, we only integrate LLR-based feature vectors into API. The extension of the proposed method to other RL methods and a comprehensive comparison between RL and neural evolution will be valuable topics for further research.
IV. SIMULATION AND EXPERIMENTAL STUDIES
By integrating the LLR-based feature learning approach with API, we evaluated the performance of the LAPI algorithm on three learning control problems. In these three benchmark problems, the performance of LAPI was compared with popular API algorithms, such as LSPI, KLSPI, and RPI. The parameters for feature construction or learning can be referred in Table II .
In the following simulations and experiments, the error bars denote the standard deviation of the statistical results. The normalized Laplacian operator was used in RPI, where the width (σ ) of the Gaussian kernel is selected as 0.5 for good performance. In LSPI and KLSPI, radial basis functions (RBFs) were used. The RBF centers in LSPI were selected empirically. The predefined parameters in KLSPI and LSPI require more prior knowledge to be selected with good performance.
A. Mountain Car Problem
In the mountain car task, the control aim is to move a car to the mountain top as fast as possible [1] . It is a time-optimal control problem. A reward −1 is provided for every step. The continuous state vector includes the car position x and its velocity v. Three discrete actions are considered: 1) push forward (+1); 2) push back (−1); and 3) no force (0). The dynamics of the system is the same as that used in [1] and [23] .
In the beginning of each episode, the car starts from the lowest position x t = −0.5. An episode will end when the car reaches the mountain top (x * = 0.5) or the number of steps is no less than 300. The discount factor is 0.99 and the maximum iteration number is 10. The learning process will terminate if the change in the Q function is smaller than the threshold of 10 −5 . In the following, the performance of LAPI, in which the features for VFA are automatically produced, is first compared with that of LSPI and KLSPI.
The centers of the RBFs in LSPI were selected manually. In KLSPI, the RBF centers are determined via a kernel sparsification process based on the principle of approximately linear dependence (ALD) [28] . The threshold parameter μ for ALD-based sparsification, the kernel width (σ ), and the number of RBFs are listed in Table II . We found that when RBFs = 13 (four uniform partitions in the x-axis, three uniform partitions in the y-axis) or 26 (five uniform partitions in the x-axis, and five uniform partitions in the y-axis), σ = 0.25, 0.5, 1, or 5, the control policies learned by KLSPI and LSPI have the best performance. When the number of RBFs is too large or small, worse performance will be obtained. For LAPI, the main tunable parameters are k and d, and the performance of LAPI is not sensitive to the variations of k and d when they are within the interval of [10, 100] . After 200 episodes, 31 522 samples were collected under a random control policy, and the same sample set was used as the input of the three API algorithms. We tested the improved policy after each iteration until the algorithms converged.
Both Fig. 3 and Table III show that, with the same number of feature dimensions, LAPI clearly converges more quickly to a more stable policy than LSPI using manually selected RBF basis functions. Due to the improved generalization ability of kernel functions, KLSPI can converge to a better near-optimal policy than LSPI. However, LAPI converges much faster than KLSPI. In LAPI and RPI, the feature vectors are both learned automatically using sampled data. In the comparison, the maximum number of episodes was set to be 400. After each 100 episodes, the improved policy was tested. All the results in Fig. 4 (and the statistical error bars in other figures) are the averaged performance with standard deviations over 20 independent runs. Fig. 4 shows that in many parameter settings, the control policies learned by LAPI have better performance than those learned by RPI, especially for k = 20 and d = 30. It is clearly shown that during the whole learning process, the LAPI algorithm converges faster to a near-optimal policy than RPI. A two-tailed t-test was also performed to show the statistical difference between the performances of the two algorithms. The smaller the p value is, the greater the difference is. The row vectors of the feature matrix (1:d,1:L) are also shown in Fig. 5 .
In addition, the influence of the sampling strategy on the performance of LAPI was also studied. A sampling strategy is determined by two factors. One is the action policy for sample generation and the other is the initialization strategies of the starting states of different episodes. For example, in the mountain-car domain, we used two different action policies for sample generation. One is a purely random policy with equal probabilities for each action and the other is a biased action policy with different probabilities for different actions. We tested three different types of initialization strategies for starting states. Therefore, different sampling strategies were tested and evaluated in our simulations. It was found that when the number of episodes is large, better performance can be obtained using a purely random action policy for sample collection. In addition, during sample collection, the initial states in different episodes should be generated differently to sample the state space more uniformly.
B. Acrobot Problem
In this section, we will consider the acrobot problem, which is to design a time-optimal controller to swing up an underactuated double-link pendulum [43] . Details about the controller design problem can be found in [28] and [43] .
As introduced in [28] , the state is a 4-D vector (θ 1 ,θ 1 , θ 2 ,θ 2 ). θ 1 and θ 2 are the angles of the first and second links to the vertical direction, respectively.θ 1 andθ 2 are the angular velocities. The dynamics of the acrobot system is the same as that described in [28] and [43] , and it is only used for simulation. The reward r t is −1 for all nonterminal states and for the goal state, r t = 100. the discount factor, and the maximum iteration number were set as 800, 0.99, and 10, respectively. The learning process of the tested RL algorithms was terminated if the update in Q-value function is less than the threshold of 10 −5 . The controller performance was measured as the time steps that were used to swing up the acrobot.
The parameters in LSPI and KLSPI are tuned manually for good performance, and the selected parameters are shown in Table IV . For LAPI, when the main parameters k and d were selected within the interval [10, 100] , good performance can be obtained.
In sample collection, after 60 episodes, 6152 samples were collected under a random control policy. During the learning process of an API algorithm, the improved policy was tested after each iteration until the algorithm converged. For LSPI, the RBF basis functions were manually constructed by uniformly partitioning the state spaces. In Table IV , for the parameter settings of LSPI, two x-axis means that there are two uniform partitions along the x-axis. Fig. 6 and Table V illustrate that, under the same dimension of feature vectors, LAPI converged more quickly to a more stable performance than LSPI and KLSPI. Between KLSPI and LSPI, it is shown that KLSPI usually converged to a better near-optimal policy than LSPI, whereas the former needs more iteration numbers for convergence.
In this paper, the performance of RPI was also compared with that of LAPI. After each ten episodes, the learned policy was tested. Fig. 7 shows the superiority of the LAPI algorithm with different settings of k and d during the whole learning episodes. It is shown that in most cases, the LAPI algorithm can obtain a better control policy than RPI.
C. Real-Time Control of an Inverted Pendulum System
The superiority of LAPI over KLSPI, LSPI, and RPI has been demonstrated in the above simulations. In this section, the real-time control performance of the policy learned by LAPI and RPI will be tested in a physical inverted pendulum system. The control aim is to balance the pole in its upright position with small angle variations.
The control system was designed by Googol Technology. The state vector is (θ ,θ , x,ẋ). θ andθ are the pole angle and its velocity, respectively. x andẋ denote the cart position and its velocity, respectively. The system dynamics can be described as follows:
where collection, the maximum time steps were set as 100. A reward of 0 was given if the pole angle is less than π/15, and the position of the cart does not exceed the boundary. Otherwise, the reward is −1. The discount factor and the maximum iteration number were set to be 0.95 and 15, respectively. The API process was stopped if the change in the state-action value function went beneath the threshold 1 × 10 −5 . After performing LAPI or PRI on each 100 episodes of samples, the learned policy was tested for controlling the inverted pendulum system. The maximum balancing steps is set to be 3000. Fig. 8 shows the performance comparisons between LAPI and RPI under different settings of k and d during the whole learning episodes. In most cases, the policy learned by RPI failed to control the inverted pendulum to maintain the maximum number of balancing steps. However, the LAPI algorithm succeeded to converge to a more stable performance within 500 episodes, especially for k = 30, d = 20 and k = 30, d = 30. The performance of the Sarsa-learning algorithm using a neural network is also shown in Fig. 9 . The input of the neural network is the states (θ ,θ , x,ẋ) of the inverted pendulum. The output is the stateaction value function. In the simulation, different numbers of hidden layers were used. The learning rate of the neural network is 0.2. Fig. 9 shows the averaged performance over 20 independent runs. Due to the initial random weights of the neural network, the performance of the Sarsa-learning algorithm using neural networks is not very stable in the 4-D inverted pendulum task.
During the offline learning phase, the training samples for API algorithms were collected using the simulated model of the real system, which was controlled by an initial random policy. After 500 episodes in simulation, 5663 data samples were collected. For the two algorithms, k and d were both set to be 30. Two near-optimal control policies were obtained by LAPI and RPI after convergence, respectively. After the offline learning process using training samples, the policies learned by LAPI and RPI were used for real-time online control of the inverted pendulum system. The time step for real-time control is set to be 0.005 s. In the real-time control experiments, it was observed that the control policy obtained by LAPI can balance the pendulum with better performance. Fig. 10 shows the variations of the real pendulum's angle and the cart's position. It is illustrated that compared with the final policy of RPI, the near-optimal policy learned by LAPI can balance the inverted pendulum system with smaller oscillations both in the angle of the pendulum and the position of the cart.
V. CONCLUSION Feature representation is an important topic for RL in solving Markov decision problems with large-scale or continuous state spaces. Similar to feature learning for pattern recognition, it is also an open problem to find the best features for different Markov decision problems. Therefore, for RL algorithms, it is also necessary to study a variety of feature learning schemes that have different properties, which will lead to better performance in different cases. Although manifold learning has been widely studied in pattern recognition applications, to the best of our knowledge, there has been no prior work on LLR-based feature learning in VFA for learning control problems.
Compared with other recently developed feature learning schemes for RL, such as graph Laplacian and Isomap, the LLR-based feature learning scheme has advantages in dealing with nonuniform sampling [36] , fewer adjustable parameters, and lower computational costs [37] . In this paper, a comprehensive simulation and experimental study has been conducted to evaluate the effectiveness of the LLR-based feature learning scheme under the learning control framework based on API.
The comparisonal results on benchmark learning control problems show that the LLR-based API method can obtain better learning control performance than the previous API methods using different feature representations. More rigorous analysis and the extension to VFA in continuous action spaces and online learning tasks are our ongoing works. Furthermore, the comparison and the integration of the proposed scheme with deep learning for VFA in RL [13] , [15] are also interesting topics for further research.
