The methods of nonstandard analysis are presented in elementary terms by postulating a few natural properties for an infinite "ideal" number ~c The resulting axiomatic system, including a formalization of an interpretation of Cauchy's idea of infinitesimals, is related to the existence of ultrafilters with special properties, and is independent of ZFC. The Alpha-Theory supports the feeling that technical notions such as superstructure, ultrapower and the transfer principle are definitely not needed in order to carry out calculus with actual infinitesimals.
INTRODUCTION
In early stages of calculus, up to the first years of the nineteenth century, infinitesimal quantities were widely used to develop many of the classic results of analysis. Afterwards, at the end of nineteenth century, a severe foundational criticism led to the current e-6 formalization due to Weierstrass, and infinitesimal and infinite numbers were banned from calculus.
Nonstandard analysis was introduced by A. Robinson [44, 45] in the early sixties. By using the machinery of model theory, a branch of mathematical logic, he succeeded in providing the actual use of infinitesimal numbers with rigorous foundations, thus giving a solution to a century-old problem. Since then, the methods of nonstandard analysis have been successfully applied and have led to new results in such diverse fields of mathematics as functional analysis, measure and probability theory, additive number theory, stochastic analysis, hydromechanics, etc. (See [1] for a broad collection of reviews. See also [34] for nonstandard methods applied to additive number theory.)
Unfortunately, very soon the formalism of Robinson's original presentation appeared too technical to many, and not directly usable by those mathematicians without a good background in logic. Over the last forty years, many attempts have been made in order to simplify the foundational matters and popularize nonstandard analysis by means of "easy to grasp" presentations. Most notably, the pioneering work by W.A.J. Luxemburg [40] , where a direct use of ultrapowers was made; the superstructure approach [46] presented by A. Robinson jointly with E. Zakon within a set-theoretic framework; the elementary axiomatics [35] given by H.J. Keisler in the seventies (the relative textbook [36] was actually adopted for calculus classes with good results in several countries); the algebraic presentation of hyperreals by W.S. Hatcher [29] , then extended by the authors to the full generality of nonstandard analysis [4, 5] ; and finally the recent "gentle" introduction by W. Henson [31] .
358
V. Benci and M. Di Nasso Before going into the axioms, we remark that the blanket assumption is that all usual principles of "ordinary mathematics" are assumed. Informally, we can say that by adopting our theory, one can construct sets and functions according to the "usual" practice of mathematics, with no restrictions whatsoever. 2 1.1. The five axioms. According to the usual foundational framework of mathematics, namely Zermelo-Fraenkel set theory ZFC, every object of the mathematical universe is a set. Clearly, the philosophical plausibility of such an assumption is highly disputable, but the foundational success of pure set theory is due to the fact that virtually all entities of mathematics can actually be coded as sets. For instance, an ordered pair {a, b} can be identified with the Kuratowski pair k = {{a}, {a, b}} (so that the two elements a, b are obtained as elements of elements of k, the first element of the ordered pair being the one that belongs to both elements of k); an equivalence relation ~ can be identified with the set of ordered pairs {(a,b I [ a ~ b} that satisfy it; a function f : A -+ B can be identified with its graph P(f) = {(a, b) ] f(a) = b}, etc. As for numbers, one can consider the yon Neumann natural numbers: 0 = 0, n + 1 = n U {n} (so that each natural number is the set of its predecessors and the order relation is given by the membership). One can define the integers (and the rationals) as ordered pairs of naturals (of integers, resp.) identified modulo suitable equivalence relations. One can then define the real numbers as equivalence classes of Cauchy sequences, the complex numbers as a quotient of ordered pairs of reals, etc.
However, in practice it is often convenient to have atoms available, i.e. primitive objects which are not sets. For instance, it is more natural to many mathematicians to think of numbers as individuals rather than sets. So, to simplify matters, in the following we assume a set of atoms .4, which includes all real numbers N C A. When talking about sets we shall always mean nonatoms, i.e. objects that are identified with the collection of their elements. In particular, there can be only one set with no elements, namely the empty set 0. When talking about elements or entities, we shall mean objects of the universe in general, i.e. either atoms or sets. 3 In the sequel, by sequence we shall always mean a function whose domain is the set of natural numbers.
The use of a is governed by the following five axioms.
al. Extension Axiom.
For every sequence ~ there is a unique element ~[a], called the "ideal value of ~" or the "value of ~ at infinity".
The next axiom gives a natural coherence property with respect to compositions. So, if two sequences takes the same value at infinity, by composing them with any given function, we again obtain sequences with the same value at infinity.
2A formalization of what we mean by "usual principles of mathematics" (i.e. our underlying set theory) is given in the last Section 6 where we concentrate on the technical and foundational matters.
3We remark that our theory can also be formulated in a purely set theoretic context (i.e. where no atoms exist). See [24] . a3. Number Axiom.
If c~ : n ~ r is the constant sequence with value r E R, then c~[a] = r. If lr~ : n ~ n is the identity sequence on N, then 1N[a] = a ~ N.
The first part of this axiom simply says that those sequences which constantly equal a real number, have the expected ideal values. The latter condition says that a is obtained as the value at infinity of the identity sequence, and that a is actually a new number. Notice that lr~ provides a first example of a sequence ~ : N -4 A such that ~[a] ~ A.
The next axiom supplies other examples of sequences which have the "expected" ideal values. The name Internal Set Axiom is justified because our values at infinity ¢[a] correspond to the internal sets in the usual terminology of nonstandard analysis (see Section 4.1).
As an immediate consequence of this axiom, the membership relation is preserved at the ideal values. That is, if ~(n) e ¢(n) for all n, then ~[a] e ¢[a]. Besides, when ¢ a sequence of nonempty sets, all elements of ¢[a] are obtained in this way. That is, they all are values at infinity of sequences which are pointwise members of ¢.
An interesting example is the following. Suppose ~a is a two-valued sequence, say : N -4 {-1, 1}. Then its ideal value makes no surprise, i.e. either ~[a] = -1 or ~[a] = 1 (but in general it cannot be decided which is the case). This fact directly follows from the pair axiom and the internal set axiom.
Although well-suited for the "working" mathematician, we remark that the above five axioms are only given in a "semi-formal" fashion. Indications for a rigorous formalization as sentences of a suitable first-order language are given in Section 6.
First consequences of the axioms.
In this subsection, we list a collection of basic and natural properties of the values at infinity, which directly follow from the axioms. In order to make the exposition as smooth as possible and go quickly to more interesting topics, we shall postpone the proofs to Appendix B.
Let ~ and ~ be two sequences. In the following, for the sake of simplicity we shall write ~(n) = ~(n) to mean that such an equality holds for all n E N. Similarly, we shall write ~(n) ~ ~(n), ~(n) e ~(n), ~(n) C_ ~(n) etc., to mean that those relationships hold for all
The first Proposition shows that all basic set operations (except the powerset) are preserved at infinity. Clearly, properties 3, 4, 6 and 7 also hold for finite unions, finite intersections, finite n-tuples and finite Cartesian products. Similarly, the pair axiom is extended to finite sets.
In the next Proposition, some further basic properties of the ideal values are considered. For instance, it will be excluded the possibility of a sequence of sets whose ideal value is an atom. Proposition 1.2.
(1) /f ~ is a sequence of atoms (or sets, or nonempty sets) then ~[a] is an atom (a set, a nonempty set, respectively); (2) If the value at infinity ~[a] is an atom (or a set, or a nonempty set) then there exists a sequence ¢(n) of atoms (of sets, of nonempty sets, respectively) such that (3) Elements of values at infinity are values at infinity.
As a straight consequence, the results in Proposition 1.1 can be extended to all sequences ~o, ¢ of (possibly empty) sets. The next result formalizes the intuition that changing finitely many values does not affect the values at infinity. Proposition 1.3.
(1) If £o(n) = ¢(n) eventually (i.e. for all but finitely many n), then ~[a] = ¢[a];
(2) If ~o(n) ¢ ¢(n) eventually, then ~[a] ¢ ¢[a].
We remark that the above implications cannot be reversed. The underlying idea of the next result is that if two sequences take the same value at infinity, then the collection of indices where they agree is large enough to detect whether any other two sequences have the same ideal values or not. The same fact holds for the set of indices where two given sequences are different, in case they have different values at infinity. 4No hypotheses on the values ~(n), ¢(n) are needed in items 1 and 6. , we can directly assume that ~(n) = ¢(n) for all n.
THE STAR-OPERATOR
We now introduce a notion of "idealization" for any entity A, namely the nonstandard extension or star-transform A*, and present some of the most relevant sets of nonstandard analysis. The proofs are straightforward, so we only give a few hints and leave details to the reader.
The fundamental tool of nonstandard analysis is the transfer principle. Roughly speaking, it states that an "elementary property" is satisfied by mathematical objects al,..., ak if and only if it is satisfied by their star-transforms a~,..., a~. In order to avoid the use of technical notions from mathematical logic, in the exposition we shall keep the notion of "elementary property" at an informal level, and prove directly only those instances of the transfer principle that will be needed. 6 2.1. Star-transforms of sets, functions, relations. Definition 2.1. For any entity A, its nonstandard extension or star-transform is A* ----CA[C~], the value at infinity taken by the constant sequence CA : n ~-+ A.
By the number axiom, r* = r for all r E R. We remark that the similar property does not hold for every atom. For instance, ~* ¢ ~ because 1N(n) = n ¢ a for all n. Notice that, if A is a nonempty set, by the internal set axiom, A* is precisely the set of ideal values of A-valued sequences:
A* = {~[a]l ~: N--+ A} As an immediate consequence of Proposition 1.1, the star-operator preserves all basic operations of sets (except the powerset).
Proposition 2.2. For all A, B, the following hold: 7
(1) A=B ~ A*=B*;
(2) AcB ¢=~ A*eB*; (3) AC_B ¢~ A*CB*; (4) {A, B}* = {A*, B*}; (5) 6A precise definition of what is meant by "elementary property", and a formal statement and proof of the transfer principle, are given in the last Section 6.
7When we write A E B in 2, it is implicitly assumed that B is a set. Similar implicit assumptions will be made throughout the paper.
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The above properties are generalized in a straightforward manner to n-tuples, finite intersections, finite unions and finite Cartesian products.
A binary relation T~ on a set A is identified with the set {(a, a') E A x A ] T~(a, a')} of ordered pairs which satisfy it. Thus its star-transform T/* C A* x A* is a binary relation on A*. Similarly for n-place relations. Since a function f : A -+ B is identified with its graph {(a, b) E A x B I f(a) = b}, its nonstandard extension f* C A* × B*. The following result guarantees that f* is actually (the graph of) a function. Thus~ from this point on, we stop using square brackets for values at infinity, and directly write ~o*(a) instead of ~o[a]. Following the practice in nonstandard analysis, when confusion is unlikely we shall also drop the • symbol from star-transforms. By the number axiom, all real numbers are hyperreal numbers. We remark that the inclusion R C R* is proper (this will be shown in the sequel). To simplify matters, we shall often abuse notation, and write e.g. As for the product inverse, some caution is needed. In fact, when p(a) # 0, it could well be ~(n) = 0 for some n. However, thanks to Proposition 1.4, the following is well-posed.
• If ~(a) # 0 then ~(a) -1 = ~(a) where ~ is any sequence such that ~(n) = 1/~(n) for all n with ~(n) # 0. An ordering on •* is given by the nonstandard extension <* of the ordering on 1~ The following is an alternative equivalent definition.
• In the sequel, we shall directly use the symbol < instead of -~ or <*. The next Proposition gives a useful sufficient (but not necessary) condition to check the order relation between two given hyperreal numbers. []
We are now ready for the first crucial fact in nonstandard analysis. Notice that a C N* is greater than all natural numbers (hence a ~ JR). In fact, for every k E N, l~(n) > k eventually, hence a = 1N(o~) > Ck(a) = k. This fact is consistent with the underlying idea of the Alpha-Theory that a is an "infinitely large" (hyper)natural number.
Similarly as R* and N*, one introduces also the collections of hyperintegers Z* and of hyperrationals Q*, namely the star-trasforms of the sets of integer and rational numbers, respectively. Clearly N* c Z* C Q* C R*.
We remark that, as a consequence of our axioms, all "elementary properties" of N, Z, Q, R are inherited by l~*, Z*, Q*, R* s As an example, the reader may want to prove the following. Proposition 2.9.
(1) For every hyperreal ~ there exists a unique hyperinteger ~ with ~ < ~ < ~ + 1;
(2) The hyperrational numbers are dense in the hyperreals. That is, for every ~ < U in ]~*, there exists ~ E ~ with ~ < ~ < 7.
Hyperfinite sets.
Besides the considered sets of hyper-numbers, another fundamental collection in nonstandard analysis is the following. Definition 2.10. A hyperfinite set is the ideal value of a sequences of finite sets.
The importance of hyperfinite sets lies in the fact that they retain all nice "elementary properties" of finite sets. As an example, let us prove the following. Proposition 2.11. Every nonempty hyperfinite subset of R* has a greatest element.
Proof. Let X be a nonempty hyperfinite subset of R*. Then X --X(a) for some sequence {x(n)}n of nonempty subsets of R. For every n, let #(n) = maxx(n). It is easily verified that #(~) = maxx.
[] Some applications of hyperfinite sets will be given in Appendix A.
INTRODUCING NONSTANDARD CALCULUS
In this Section we present the fundamental properties of the hyperreal numbers, and introduce the basics of nonstandard calculus. A short selection of topics from calculus is contained in the Appendix A, so as to give the flavor of nonstandard methods and, in particular, of the Alpha-theory. Once the reader gets acquainted with our approach, they can try to "translate" (if needed) the usual nonstandard proofs found in the literature into our context. Good references for a complete course of calculus by nonstandard methods are the textbooks [36, 20, 51, 52] and the recent [28] .
SAt this stage the notion of "elementary property" can only be taken at an informal level. A precise definition by using the formalism of first-order logic is given in Section 6.
Infinitely small and infinitely large numbers.
A characteristic feature of nonstandard calculus is that the intuitive notions of a "small" number and a "large" number can be formalized as actual objects of the hyperreal line.
Clearly, the inverse of an infinite number is infinitesimal and vice versa, the inverse of a nonzero infinitesimal number is infinite. A first example of an infinitesimal is given by ~, In nonstandard analysis, the use of infinitesimal and infinite numbers completely replaces the use of limits. As a consequence, all the basic notions of calculus are simplified and brought closer to your intuition. Next, we itemize a number of simple properties which are the counterparts of the usual theorems about infinitesimal and infinite sequences that are considered in calculus courses.
Proposition 3.2.
(1) If~ and ~ are finite, then ~ + ~ and ~. ~ are finite; (2) If c and ~ are infinitesimals, then ~ + ~] is infinitesimal; (3) If ~ is infinitesimal and ~ is finite, then c . ~ is infinitesimal; (4) If w is infinite and ~ is not infinitesimal, then w . ~ is infinite; (5) If c • 0 is infinitesimal and ~ is not infinitesimal, then ~/s is infinite; (6) If w is infinite and ~ is finite, then ~/w is infinitesimal.
Permitting a witticism, we can say that the existence of infinitesimals contradicts the "American dream". In fact, if someone is born poor (an infinitesimal s), then even if they work hard to improve their condition and become c + ~ or s + c + e or ns etc., they will always remain poor (infinitesimal). Thanks to infinitesimals, it is possible to formalize a notion of "closeness". It is easily seen that ~ is an equivalence relation.
The "shadow" theorem.
Let us first characterize the notions of least upper bound and greatest lower bound. Proof. Assume sup A = I. For every n there is ~(n) E A with l -1/n < ~(n) ~ l. Then = ~(a) E A* is such that l ~ ~. Vice versa, let 1 > A. If l ~ sup A, then there is n with 1 -1/n > a for all a C A. It follows that l -~ < 1/n for all ~ e A, against the hypothesis. Property 2 is similar. As for Property 3, assume there is a sequence ~(n) of elements of A with ~(o~) positive infinite. By Proposition 2.5, for each r E •, it is ~(n) > r for infinitely many n. In particular, there is some a C A with a > r and so A is unbounded above. Vice versa, for each n pick ~(n) E A with ~(n) > n. Then ~(~) E A* is positive infinite (in fact, ~(a) > ~). The case infA = -c~ is proved in the same manner.
[] In a course of nonstandard calculus, the above properties are directly given as the definitions of sup and inf.
The next Theorem gives a picture of the hyperreal line and allows a "canonical" representation of the bounded hyperreal numbers. Its proof makes an essential use of the completeness property of real numbers. In other words, F is nonarchimedean if it has infinite elements or, equivalently, if it contains infinitesimals. We already saw that the hyperreal line JR* is an example of a nonarchimedean field extending IR. The definitions of infinitesimal and infinite numbers, as well as the basic results itemized in Proposition 3.2, also make sense for any nonarchimedean field extending R. However we remark that nonstandard analysis is way stronger than nonarchimedean analysis. The main point is that any given real function can be extended to a function on the hyperreals (namely, its star-transform) in such a way that all "elementary properties" are preserved. It is in fact possible to extend rational functions to non-archimedean fields F D R, but there is no general way of extending all the transcendental ones.
Ideal values at a and the notion of limit.
In some sense, one could say that, similarly to "classic" calculus, our Alpha-calculus is grounded on the notion of a limit. This idea could be misleading.
It is certainly true that there are relationships between the limit of a real sequence {~(n)} n and its ideal value ~(a). Precisely, it is easily proved that if lim~_~ ~(n) = l E U {±cx~}, then sh(~(a)) = I. Vice versa, if sh(~(a)) = l then limk-.~ ~fl(nk) : I for some subsequence {~(nk)}k.
However, we remark that limits and values at infinity have relevant differences. First, any sequence takes a value at infinity. All we can prove is that the shadow of the value at infinity must be a limit point of the sequence, but our axioms cannot decide which one is taken. Ad hoc axioms could settle some of these situations. For instance, we could consistently postulate that the infinite hypernatural a is even. In this case, the alternating sequence {(-1)n}n takes the value (-1) a = 1 at infinity. Another diversity is that there are plenty of sequences with the same limit but with different (though infinitely close) ideal values. 9 With respect to this, a simplifying assumption could be that if a hyperreal number is infinitely close to some real number r, then ~ is the value at infinity of some sequence which converges to r in the classic sense. A discussion of this assumption will be the content of Section 5.
OTHER NONSTANDARD
TOPICS.
Although our approach as outlined so far allows a complete development of an elementary course in calculus (see Appendix A), there are general tools in nonstandard analysis such as the countable saturation property and the overflow and underflow principles, that are needed to deal with more advanced topics. In this Section, we concentrate on such principles.
Internal sets.
Definition 4.1. An entity is internal if it is the ideal value of some sequence. An entity is external if it is not internal.
In particular, all nonstandard extensions are internal. The number axiom implies that all real numbers, as well as the ideal number a, are internal. Notice that the collection of internal sets is transitive, i.e. elements of internal sets are internal. 1° In the next 9Recall that ~(n) ¢ ¢(n) for all n implies ~(a) ~ ¢(a). 1°See condition 3 of Proposition 1.2.
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V. Benci and M. Di Nasso Proposition, we collect some basic facts whose proofs are straightforward (see Proposition 1.1). For any set B, the collection of internal subsets of B* is precisely the star-transform of the collection of subsets of B. That is,
We remark that p(B)* is a proper subset of p(B*) whenever B is infinite. For instance, it is shown in the next subsection that all infinite subsets which are countable must be external.
We already mentioned that in the usual approach to nonstandard analysis, a fundamental tool is the transfer principle, stating (informally) that all "elementary properties" of some given entities al,..., ak transfer to their nonstandard extensions a~,... , a k.* Thus, as consequence of the above equality, we have that all "elementary properties" of subsets of a given set A transfer to internal subsets of A* (but not to external subsets). As an example, let us see the following. [] As a straightforward application of the saturation principle, one has an alternative proof of the existence of infinitesimal numbers: The countable family of internal sets {(0, l/n)* I n • N} trivially satisfies the FIP, and its nonempty intersection N~(0, l/n)* is precisely the collection of positive infinitesimals. Proof. By contradiction, assume that the infinite countable set A = {a~ ] ~ • N} is internal. Then, for each n, the nonempty set A~ = A \ {al,..., a~} is internal as well. The countable family {An I n • 1~1} trivially has the FIP, and by saturation its intersection is nonempty, a contradiction.
[] The countable saturation is crucial to carry out the Loeb measure construction, currently one of the major sources of applications of nonstandard methods (see e.g. [18] ). Stronger forms of saturation, namely x-saturation for uncountable cardinals ~, are essential for a nonstandard study of topological spaces with uncountable bases. 11
Overflow and underflow phenomena.
The following overflow and underflow principles are frequently used in the practice of nonstandard analysis. Proposition 4.6.
(1) (Overflow). If an internal set A C N* contains arbitrarily large natural numbers then it contains also some infinite hypernatural number. In his famous textbooks published in the first half of the nineteenth century, Cauchy made use of infinitely small quantities described as "variables converging to zero". What Cauchy actually meant by "variable" was not made clear in those books, and has been repeatedly disputed in the recent historical literature. 12 In particular, J. Cleave [16] proposed an interpretation in terms of nonstandard analysis. By concentrating on a hyperreal line ~* obtained as a suitable quotient of the set of real sequences, he proposed to describe "Cauchy's infinitesimals" as the equivalence classes of infinitesimal sequences.la
The Alpha-Theory provides an axiomatic framework where this idea of an infinitesimal can be accommodated in a natural way.
Cauchy's Infinitesimals Principle (CIP). Every infinitesimal number is the value at infinity of some infinitesimal sequence.
As a consequence of this principle, convergent sequences are enough to obtain all hyperreal numbers. 12See e.g. [16] , [38] , [261, [271, [171 and [19] . 13By infinitesimal sequence we mean a sequence which converges to zero in the usual "standard" sense. See the the next Section 6 for a mathematical discussion of Cleave's interpretation. [] Next, we formulate a stronger version of the above principle, which in our opinion more closely corresponds to Cauchy's conception of infinitesimals.
Strong Cauchy's Infinitesimals Principle (SCIP). Every nonzero infinitesimal number is the value at infinity of some monotone sequence.
In other words, the positive infinitesimals are ideal values of decreasing infinitesimal sequences and the negative infinitesimals are ideal values of increasing infinitesimal sequences. The next result provides two equivalent formulations (the proof is similar to the previous Proposition). In the next Section, we will show that SCIP holds if and only if the hyperreals R* are isomorphic to the ultrapower of R modulo a selective ultrafilter. We remark that nonstandard models originated by such ultrafilters have interesting special properties, that have been recently used in the study of probability measures (see e.g. [8] and references therein).
We conclude the exposition by giving a picture of the "strength" of the Alpha-Theory al -a5, and of the Cauchy's Principles. The proofs are given in the next Section 6 where the technical parts and the foundational matters are relegated.
• Any theorem in "ordinary mathematics" is proved by the Alpha-Theory if and only if it is "true'; 14 • By assuming the Alpha-Theory, we cannot prove nor disprove Cauchy's Infinitesimals Principle; • Assume the Alpha-Theory and Cauchy's Infinitesimals Principle. Then we cannot prove nor disprove the Strong Cauchy's Infinitesimals Principle; • The Alpha-Theory plus the Strong Cauchy's Infinitesimals Principle is a "sound" system, i.e. it does not bring to contradictions. 15 14This statement is an "informal" formulation of Theorem 6.4. 15Clearly, we assume ZFC to be consistent. The proofs of the latter three itemized properties is in Theorem 6.10.
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THE FOUNDATIONS
In this Section we assume the reader has a background in mathematical logic. In particular, we assume familiarity with the formalism of first-order logic, and a knowledge of the notions of ultrafilter, ultrapower, model of set theory, internal model, relative consistency, etc. For notation and basic results in model-theory and set-theory we refer to [13] , [33] and [37] . 6.1. The formal definition of the Alpha-Theory. In order to avoid a direct use of the formalism of first-order logic, the axioms al,..., a5 given in Section 1.1, were expressed in an "informal" language. For instance, the sentence: "For every sequence ~ there is a unique element ~[a]" cannot be formalized as a first-order formula where a is a constant symbol.
Next, we give indications for a rigorous definition of the Alpha-Theory in the language £ --{E, ,4, J}, namely the language of set theory with a set A of atoms (A is a constant symbol of £), augmented with a new binary relation symbol J.
We In the next axiom, we use the notation "eEl" as a shorthand for "¢ and ~ are sequences and ¢(n) E ~(n) for all n E ~'.
J5. Internal Set Axiom.
If ¢ is a sequence of atoms, then "Yx J(~, x) --+ x E A". If co is the constant sequence with value the empty set, then "J(co, ~)". If ~ is a sequence of nonempty sets, then:
Once J1,..., J5 are formalized according to the indications given above, the Alpha-Theory is introduced in a "rigorous" way as follows. Proof. We shall prove a more general fact, which is a version of Los Theorem of ultrapowers (see [13] §4.1). Precisely, we claim that if ~,..., qok are sequences, and a(Xl,..., xk) is a 17This formalizes the blanket assumption of "all principles of ordinary mathematics". We refer to [37] for a presentation of Zermelo-Fraenkel set theory ZFC. See e.g. [33] 
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Then there is a sequence {¢(n)}~ such that ¢(n) E !o0(n) for all n and ~(~b(a),!pl(~),..., Vp~(a)).
By the inductive hypothesis, a E {n I a(¢(n), ~(n),..., tpk(n))}*, which is included in e 13x e Vice versa, there is a sequence ¢ : N -+ {n I ~x E too(n) a(x, !ol(n),..., !0k(n))} with ¢(a) = a. Then for all n, 3x e to0(¢(n)) a(x, tol(¢(n)),..., !o~(¢(n))), hence We now concentrate on the consistency matters. As for the soundness of the Alpha-Theory, a superstructure was constructed in [3] which provides a model for the weakened version where the infinity axiom and the replacement schema are dropped but where foundation is assumed. A general foundational justification as a nonstandard set theory was given in [23] . In this subsection we prove that ZFC is faithfully interpretable in the Alpha-Theory. Namely, we show that any E-sentence a is a theorem of ZFC if and only if its relativization a WE to the class of well-founded sets is a theorem of the Alpha-Theory. 19 A convenient framework to construct models of the Alpha-Theory is the so-called Zermelo-Fraenkel-Boffa set theory ZFBC, which was first used for the foundations of nonstandard methods by D. Ballard and K. Hrbh~ek [2] . Roughly, ZFBC is a non-wellfounded variant of ZFC where the axiom of foundation is replaced by Boffa's superuniversality axiom postulating the existence of transitive collapses for all extensional structures, and where a global choice axiom is also assumed in the form of a well-ordering of the universe. 2°
A central role in the arguments to follow is played by the family: H~-{AC_N[aEA*} It is readily seen that H~ is a nonprincipal ultrafilter. 22We say that 91 is the well-founded part of 9I to mean that 91 is the submodel of 9l whose universe is the set {x E 91 I 91 ~ "x is wellfounded "}.
Proof. The proof consists of known arguments in nonstandard set theory (see e.g. [2, 22, 23] ). We outline here the main steps. (i) The theory ZFBC allows to formalize the following construction: Let d be the diagonal embedding of the universe V into its ultrapower V~/D modulo D, and let Ir be the first transitive collapse of VN/D in the well-ordering of the universe. Then JD = 7c o d yields the thesis. (ii) By putting together a classic result by U. Felgner [25] on global choice, with Boffa's construction of models of superuniversality [11] , we obtain the following property: Every countable model 92 of ZFC is the wellfounded part of some model ~ of ZFBC. Let D E ~3 be such that ~B ~ "D is a nonprincipal ultrafilter on IN". Now work inside ~3. By applying the above construction (i), we obtain a model 9I 0 "= (ffJtD) ~ of the Alpha-Theory with same universe and same membership relation as ~3, and such that ~D "Ha = D".
[] For any C-sentence a, let us denote by cr wF its relativization to the class WF of wellfounded sets. 23 We are now ready to prove the main result. Theorem 6.4. The translation t : a ~-+ aWF iS a faithful interpretation of ZFC in the Alpha-Theory. That is, a sentence a in the language of set theory is a theorem of ZFC if and only ira wF is a theorem of the Alpha-Theory.
Proof. If c~ is not a theorem of ZFC, then there is a model 92 of ZFC where 92 ~ -~a. We can assume that 92 is countable (otherwise apply the downward L6wenheim-Skolem Theorem). Pick D C 92 such that 92 ~ "D is a nonprineipal ultrafilter over N", and consider the model 91D as given by (ii) of the previous Theorem. Since 92 is the wellfounded part of 91D, then hence a wF is not a theorem of the Alpha-Theory. (Notation used above is not ambiguous because -,(a WF) is same as (-~a)WF.)
Vice versa, if ~yWF is not a theorem of the Alpha-Theory, we can pick a model 9Jr of the Alpha-Theory where 9X ~ _~awF. Let 92 be the wellfounded part of fife. Then 92 is a model of ZFC and clearly 92 ~ ~a, and we conclude that a is not a theorem of ZFC. [] This latter Theorem formalizes the first property itemized at the end of the previous Section 5: Any theorem in "ordinary mathematics" is proved by the Alpha-Theory if and only if it is "true". 6.4. The strength of Cauchy's Infinitesimals Principles. Following I. Lakatos [38] , J. Cleave proposed in [16] an interpretation of Cauchy's conception of infinitesimals in the context of nonstandard analysis. Precisely, by considering models of the hyperreal line given by ultrapowers NN/D, he proposed to interpret Cauchy's infinitesimals as the D-equivalence classes of those real sequences that converge to zero. In Section 5, we have formalized this idea as the Cauchy's Infinitesimals Principle CIP. We have also formulated the stronger version SCIP where one restrics to monotone null sequences.
In their paper [19] , N. Cutland, C. Kessler, E. Kopp and D. Ross discussed the mathematical content of Cleave's interpretation. Most notably, they pointed out that the 23I.e., every quantifier 3x... occurring in Cr is replaced by 3x ("x is wellfounded" A ...); and every quantifier Vx... is replaced by Vx ("x is wellfounded" --+ ...).
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V. Benci and M. Di Nasso assumption of an ultrapower where every infinitesimal is originated by some infinitesimal sequence, requires a P-point, an ultrafilter with additional properties whose existence is independent of ZFC. The similar foundational issues arise in our context.
In the following, the strength of our two Cauchy's Infinitesimals Principles will be made precise, by showing their relation with two special kinds of ultrafilters, namely the P-points and the selective ultrafilters. 24 Let us recall the definitions. Not every ultrafilter is a P-point and, trivially, every selective ultrafilter is a P-point. It is known that the existence of such special ultrafilters is independent of ZFC. Given the continuum hypothesis (or even Martin's Axiom, a strictly weaker assumption) selective ultrafilters exist, as well as P-points that are not selective (see e.g. [15] ). On the other hand, there are models of ZFC with no P-points. ~
We shall need the following facts. Proposition 6.6. Let D be a non-principal ultrafilter on N. Then: (1) D is a P-point if and only if every infinitesimal in the uItrapower ]RN/D is the D-equivalence class of some infinitesimal sequence; (2) D is selective if and only if every infinitesimal in the uItrapower •N/D is the D-equivalence to some infinitesimal monotone sequence.
Proof. A proof of item (1) can be found e.g. in [15] (see also [19] ).
Let us turn to (2) . First, recall the following characterization: [] The nonstandard extension of any given set is isomorphic to the ultrapower modulo Us.
Theorem 6.7. The Alpha-Theory proves the following: For any nonempty set A, let AN/Lta be the ultrapower of A modulo l.ta. Then the function KA : A* --+ AN/Lt~ which 24'I'o the authors' knowledge, P-points were first introduced by W. Rudin [47] , while selective ultrafilters, under the name of ultrafiltres absolu, were introduced in the pioneering papers [14, 15] by G.
Choquet. For properties of these ultrafilters, see e.g. [12, 9, 10] and references therein. 25This latter fact was proved by S. Shelah [50] Ch. VI §4. 26A proof of this equivalence can be found e.g. in [6] . As a straight consequence, the proof of Theorem 6.4 can also be employed to include Cauchy's Infinitesimals Principles. Theorem 6.9. The translation t : ~ ~ a WF is a faithful interpretation of ZFC plus "there exists a P-point" (or plus "there exists a selective ultrafilter') in the Alpha-Theory plus CIP (plus SCIP, respectively).
Finally, we can justify the statements itemized at the end of the previous Section. Theorem 6.10.
(i) The Alpha-theory does not prove CIP;
(ii) The Alpha-theory plus CIP does not prove SCIP;
(iii) The Alpha-theory plus SCIP is consistent with ZFC.
Proof. (i) Take a countable model P2 of ZFC, and pick D C P.i such that 9.1 ~ "D is an ultrafilter on N which is not a P-point', and consider the structure 929 given by Theorem 6.3 (ii). Then ~'~D is a model the Alpha-Theory with 920 ~ "D =/~a is not a P-point", hence 920 ~ " CIP fails" by Corollary 6.8. In this Appendix we present a little selection of classic results from calculus, so to give the flavour of nonstandard methods and, in particular, of the Alpha-Theory in action. In the last subsection, we introduce the notion of Alpha-integral, a generalization of the Riemann integral that has the pedagogical advantage of making sense for all real functions.
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A.1. Continuity.
In the current e-6 formalization, introduced by Weierstrass at the end of the nineteenth century, infinitesimal and infinite numbers are banned from calculus, and a central role is given to the notion of limit instead. /,From a historical point of view, many nonstandard definitions are very close, and sometimes identical, to the original ones as adopted by Leibniz, Euler, Cauchy and others.
A first example is the notion of continuity. Informally, sometimes it is said that a function is continuous at x0 if f(x) is "close" to f(xo) whenever x is "close" to x0. If in the latter statement we replace "close" by "infinitely close", what we obtain is precisely the nonstandard definition. [] The view of many working mathematicians in nonstandard analysis is that infinitesimal numbers do in fact exist and that the notion of a limit is just an awkward way to indirectly talk about infinitesimals without explicitly mentioning them. In fact, the very notion of limit is banned from a calculus by nonstandard methods, and all the classical ~-5 definitions are reformulated in simpler termsY
We remark that no proofs in the style of the previous Proposition are needed when introducing nonstandard calculus to freshmen (simply, there are no "standard" definition to compare to!).
The nonstandard counterparts of basic theorems on limits are the following properties of shadows. 27Here "in simpler terms" has the precise meaning of "by using a smaller number of quantifiers". Distinguishing between continuity and uniform continuity is usually not an easy matter to first year students. To this end, nonstandard definitions seem to be much easier to grasp. The notion of a hyperfinite grid is a useful tool in nonstandard analysis (see for instance [36] ). The fundamental properties are that ]E is hyperfinite, and that for every is an open interval, we shall adopt the usual notation f: f(x) d~x. Thus the Alpha-integral f: f(x) d~x is the shadow ofa hyperfinite sum that provides an approximation to the (oriented) area determined by the graph of f. The approximation is obtained by considering a hyperfinite sequence of points in (a, b)* placed at the constant infinitesimal pace of 1/(~. We remark that this closely corresponds to the intuitive idea of an integral.
We stress the fact that the Alpha-integral f: f(x) d~x is defined for all functions. In fact, while the sequence S~(n) = ~1-" ~-~xe~(n)n(~,b) f(x) may not have a limit in the classic sense, its ideal value S~(a) is always defined.
It is easily seen from the definitions that if the function f is Riemann integrable then We conclude that f~ ~ d~x = I. 
