We say that a vertex-coloring of a graph is a proper kdistance domatic coloring if for each color, every vertex is within distance k from a vertex receiving that color. The maximum number of colors for which such a coloring exists is called the k-distance domatic number of the graph. The problem of determining the k-distance domatic number is motivated by questions about multi-agent networks including arrangements of sensors and robotics. Here, we find the exact k-distance domatic numbers for all grid graphs formed from the Cartesian product of two sufficiently long paths. 1 integer k, let d k (G) denote the maximum t for which such an assignment exists, the k-distance domatic number of G.
Given a graph G and a subset of its vertices S ⊆ V (G), we say that S dominates G if for each vertex x ∈ V (G), either x ∈ S or there exists some vertex y ∈ S for which xy ∈ E(G). We call a partition of the vertices,
into t disjoint parts a domatic partition if each S i is a dominating set of G. The maximum such t is known as the domatic number of a graph, and was introduced by Cockayne and Hedetniemi in 1977 [4] and has been studied extensively since then. Of particular relevance here, is paper by Chang [2] in which he, among other things, calculated the domatic numbers for all two-dimensional grid graphs, the Cartesian product of two paths.
In 1983, Zelinka [7] extended the definition to a k-domatic number, the maximum number of parts in a partition of the vertices such that each part is "k-dominating" in the sense that every vertex of the graph is within distance k from some vertex of the set. The term "k-domatic" has come to refer to more than one thing in the literature so on a formal level we would use k-distance domatic number of a graph as we do in the definition section. However, in this paper, we only ever mean this definition so we often use the shorter "k-domatic" in the proofs. Recently, in 2015, Kiser [5] determined the 2-distance domatic numbers for all two-dimensional grid graphs including the infinite grid, the Cartesian product of two paths that are infinite in either direction. In this paper, we determine the k-distance domatic numbers for "almost" all two-dimensional grid graphs as well as for the infinite case.
This problem is motivated more recently by the study of information sharing in multi-agent networks. In fact, we originally came up with the definition of a distance domatic number while talking about spy networks.
Imagine that the vertices of a graph represent the agents of a covert network of spies, and let an edge between two vertices denote that two agents are in contact. Each agent holds one piece of information, and has access to the other information in the network through their contacts. However, we assume that information transmitted through the network becomes less reliable the more agents it needed to travel through so for practical purposes we assume that any particular agent can only access information held by an agent within a certain limited distance on the graph. The distance domatic number is the maximum number of pieces of information that can be stored in this spy network if we wish all agents to have reliable access to all of the information, a kind of measurement of the carrying capacity of information for a given network.
Similarly, Abbas, Egerstedt, Liu, Thomas, and Whalen [1] explained the same concept but with the motivation of studying networks of robots which each make decisions based on information communicated by other nearby robots. This work has spun off into a line of papers about coupon numbers of graphs [3, 6] , which are the same as domatic numbers with the added twist that a vertex can never dominate itself.
Definitions and main result
Definition. Given a graph G and two vertices x, y ∈ V (G), let d(x, y) denote the distance between x and y -the length of the shortest path with x and y as endpoints. If x = y, then d(x, x) = 0. Definition. Given a graph G and a subset of its vertices S ⊆ V (G), we say that S k-distance dominates G if for each vertex x ∈ V (G), there exists some vertex y ∈ S such that d(x, y) ≤ k.
Definition. Given a graph G, we call a partition of the vertices,
into t disjoint parts a k-distance domatic partition if each S i is a k-distance dominating set of G. Such a partition is equivalent to an assignment of t colors to the vertices,
such that for each vertex x ∈ V (G) and for each color i ∈ {1, . . . , t}, there exists a vertex y ∈ V (G) such that d(x, y) ≤ k and c(y) = i. We will call such a coloring a proper k-distance domatic coloring. For a given positive ≤ r, then all but finitely many of the grid graphs G r,l are k-distance domatically-full. This is our main result, and it is a straight-forward consequence of Lemmas 2.1, 4.9, and 5.1. In Section 2, we calculate the minimum k-distance degree of every grid graph to establish the upper bound on the k-distance domatic numbers. In Section 3, we define explicit vertex colorings of each grid graph of the form G r,2k−r+3 for r ≤ k + 1 and demonstrate that these colorings are proper k-distance domatic. In Section 4, we extend this coloring for r = k + 1 to cases for larger r and l. In Section 5, we extend the colorings given in Section 3 for larger values of l whenever r ≤ k. In Section 6, we calculate the 3-distance domatic numbers for all grids. In Section 7, we calculate the k-distance domatic numbers for the infinite grid graph.
Upper bound
In particular,
Proof. The k-domatic number of any graph G is at most its minimum kdegree, d k (G) ≤ δ k (G). In particular, this minimum k-degree is achieved by the corner vertices of G r,l . The corner vertex (1, 1) is within distance k of min {l, k + 1 − (i − 1)} other vertices in the ith row for any i ≤ k + 1 and 0 for any i ≥ k + 2. Therefore, it is within distance k of
3. The standard block coloring of G r,2k−r+3 for r ≤ k + 1
For convenience, we assume an ordering on the vertices of any grid graph G r,l given by (x 1 , y 1 ) ≤ (x 2 , y 2 ) if and only if x 1 < x 2 or x 1 = x 2 and y 1 ≤ y 2 .
Let 1 ≤ r ≤ k + 1, and let
Let [N r ] = {1, . . . , N r }. Note that 2N r = r(2k − r + 3). We now define a coloring of the vertices of G r,2k−r+3 which can be thought of as simply coloring the first N r vertices colors 1, . . . , N r in order, then coloring the last N r vertices with the colors 1, . . . , N r in reverse order. This coloring is illustrated in Figure 1 .
Definition. The vertex-coloring ϕ r : V (G r,2k−r+3 ) → [N r ] given by
is the standard block coloring of G r,2k−r+3 . When r = k + 1, then we drop the r subscript and denote the coloring of G k+1,k+2 with ϕ. Proof. Let X be some color from [N r ], and let (j, i) be the vertex of G r,2k−r+3 for which X = (i − 1)r + j. Then we claim that ϕ r ((j, i)) = ϕ r ((r + 1 − j, 2k − r + 4 − i)) = X. First, note that
So it follows that
as desired. We now claim that every vertex of G r,2k−r+3 is within distance k from either (j, i) or (r + 1 − j, 2k − r + 4 − i) or both. Since X was an arbitrary color, then this is enough to show that every vertex is within distance k from at least one vertex from each color class.
Pick an arbitrary vertex (x, y) from G r,2k−r+3 . Note that the distance between (x, y) and another vertex (a, b) can be given by the formula, d((r, c), (x, y)) = |a − x| + |b − y|.
Suppose, towards a contradiction that both d((x, y), (j, i)) ≥ k + 1 and d((x, y), (r + 1 − j, 2k − r + 4 − i)) ≥ k + 1. Then it follows that
Now, we know by our choice of (j, i) that i ≤ 2k − r + 4 − i. There are three possible cases of where y could be located with respect to i and 2k − r
since y ≤ 2k − r + 3. Therefore, in all three possible cases, the sum of the horizontal distances is at most 2k − r + 2.
In terms of the vertical distance, either j ≤ r + 1 − j or r + 1 − j ≤ j. In the first case, if x ≤ j ≤ r + 1 − j, then
Therefore, in all three possible cases, the sum of the vertical distances is at most r − 1. Consequently,
which is a contradiction to our beginning assumption that
Hence, every vertex is within distance k from at least one vertex with the color X. So ϕ r is a proper k-domatic coloring.
Extending the coloring
Consider the set of vertex-colorings of G k+1,k+2 that are isomorphic to our block coloring ϕ. Each such coloring is given by its assignments of the first N = (k+1)(k+2) 2 vertices to N distinct colors since the colors of the remaining N vertices are determined by the first N . Therefore, this set can be thought of as the set of permutations S N for N = (k+1)(k+2) 2 .
We will extend the coloring ϕ of G k+1,k+2 to a more general grid graph G r,l , by considering larger grids as, possibly overlapping, copies of G k+1,k+2 , each colored with some permutation of ϕ. Therefore, each vertex will be contained inside some appropriately-colored copy of G k+1,k+2 . The key will be to ensure that the coloring of each copy of G k+1,k+2 agrees with the coloring of any other copy of G k+1,k+2 wherever the two copies overlap. This need is what leads to the following section of technical lemmas. 
We can verify that h s (f ) is indeed a permutation.
Since 1 ≤ x 1 , then this implies that s(k + 1) + 1 ≤ x 2 ≤ s(k + 1), a contradiction. So h s (f ) is injective. Since the domain and codomain are both [N ], a finite set, then this implies that h s (f ) is a bijection, and therefore a permutation in S N .
Next, let R x denote the remainder of an integer x when divided by k + 1, and let
Note that the final two cases only apply when k is odd. We can verify that v t (f ) is also a permutation of [N ].
is surjective, and therefore, a bijection since it's domain and codomain have the same finite cardinality. Let y ∈ [N ]. Then there exists a z ∈ [N ] such that f (z) = y since f is a bijection.
The term r z + t adds at least k + 2 and at most k
Since we may now assume that k is odd, then we know that
Therefore,
And
We will now show that mappings h s and v t commute under function composition. 
Proof. We will prove this by showing that
so the final two cases in the definition of v t are unnecessary here. Now, in the first case we note that
in the first case.
Next, the second case is straight-forward since 1 ≤ s(k + 1) + 1 − x ≤ s(k + 1). There, we get that
In the last case, we let s(k+1)+1−x = m(k+1)+r for some 0 ≤ m ≤ s−1 and some k + 2 − t ≤ R ≤ k + 1. Then we get that
Therefore, in these final cases we get that
Hence, all together we get that
Here, the r is still standing for
2 − 1 and we get that
In the second case, we get that h s (f )(x) = f (x) just by s(k + 1)
In the third case, let x = m(k + 1) + r x for some s ≤ m ≤ k+2 2 − 1 and some k + 2 − t ≤ r x ≤ k + 1. In this case we get that
Case 3: k is odd and (k+1)
Main lemmas.
We will now demonstrate how to color more general grid graphs by using the standard block coloring ϕ on the first G k+1,k+2 and then "extending" it with suitable isomorphic colorings to the remain rows and columns. 
for any k+2
Proof. Consider this graph as two copies of G k+1,k+2 which overlap in the
A is the set of the first (k + 1)(k + 2) vertices and B is the set of the last (k + 1)(k + 2) vertices. Note that these two sets have |A ∩ B| = s(k + 1) vertices in common. Color the vertices of A with the standard block coloring ϕ. Next, we observe that the vertices of B are already partially colored. Specifically, the first s(k + 1) vertices received the colors 1, 2, . . . , s(k + 1) in reverse order.
Since J ≥ k+2 2 , then it follows that s ≤ k+2
2
. Therefore, none of the colors given to these first s columns of the graph induced on B repeat. Hence, this partial coloring can be extended to the coloring of G k+1,k+2 . Specifically, it can be extended to the coloring h s (ϕ), though there could be several possibilities depending on s. In this way, each vertex is now contained within at least one copy of G k+1,k+2 under a coloring isomorphic to the standard block coloring. Therefore, each vertex is within distance k from every color. This process of extending the coloring is illustrated in Figure 2 . 
Proof. Consider this graph as three copies of G k+1,k+2 . The first copy, call it graph A, is comprised of the first k + 2 columns. The second copy, call it graph B, is comprised of the k + 2 columns which begin at column k+2 Figure 3 which means that it overlaps B in
columns -the first s 2 columns of C are the final s 2 columns of B. Now, we color A with ϕ. Then we color B with h s 1 (ϕ). Since s 1 ≤ k+2 2 , then these two colorings agree on the vertices where they overlap. Finally, we color C with h s 2 (h s 1 (ϕ). Since s 2 ≤ k+2 2 , then the coloring of C agrees with the coloring of B on the vertices where both colors are applied. This process is illustrated in Figure 3 . Proof. Consider this graph as two copies of G k+1,k+2 which overlap in the t = k + 1 − I middle rows. Color the first copy of G k+1,k+2 (the first k + 1 rows of our graph) with the standard block coloring ϕ. Next, observe that the second copy of G k+1,k+2 (the final k+1 rows) is already partially colored. Under the standard block coloring, a color that appears in row i only appears again in row k + 2 − i. Since I ≥ k+1 2 , then t ≤ k+1
. Therefore, if a color appears in some row i that belongs to the t rows of overlap between our two copies of G k+1,k+2 , then
Thus, the color only appears again in a row above the intersection. Hence, the partial coloring given to the second G k+1,k+2 does not repeat any colors. Similarly, since I ≥ k+1 2 rows remain to be colored, then it follows that this partial coloring can be extended to a coloring of the entire second copy of G k+1,k+2 that is isomorphic to the standard block coloring. Specifically, it can be extended to the coloring v t (ϕ), though there could be several possibilities depending on t. This process is illustrated in Figure 4 .
In this way, each vertex is now contained within at least one copy of G k+1,k+2 under a coloring isomorphic to the standard block coloring. Therefore, each vertex is within distance k from every color. for any 1 ≤ I < k+1 2 . Proof. Consider this graph as three copies of G k+1,k+2 . The first copy, call it graph A, is comprised of the first k + 1 rows. The second copy, call it graph B, is comprised of the k + 1 rows which begin at row k+1 2 + 1 and end with row k+1 2 + k + 1. B overlaps with A in
rows -the first t 1 rows of B are the same as the final t 1 rows of A. The third copy, call it graph C, is comprised of the final k + 1 rows which means that it overlaps B in
rows -the first t 2 rows of C are the final s 2 rows of B. Now, we color A with ϕ. Then we color B with v t 1 (ϕ). Since t 1 ≤ k+1 2 , then these two colorings agree on the vertices where they overlap. Finally, we color C with h t 2 (h t 1 (ϕ)). Since t 2 ≤ k+1 2 , then the coloring of C agrees with the coloring of B on the vertices where both colors are applied. This process is illustrated in Figure 5 Proof. Let r = n(k + 1) + I and l = (k + 2) + J which satisfy one or more of the conditions given. We will consider how to color the grid graph G r,l in cases depending on the value of I. Each of cases will then break up into subcases depending on the value of J.
Case 1: I = 0. If J = 0, then we can simply repeat the coloring ϕ nm times over the entire grid, by breaking it up into disjoint copies of G k+1,k+2 . If k+2 2 ≤ J < k + 2, then we can break up G r,l into n(m − 1) disjoint copies of G k+1,k+2 (the first (m − 1)(k + 2) columns) which can each be colored with ϕ as well as n copies of G k+1,k+2+J (the final k + 2 + J columns) which can each be colored according to Lemma 4.4 . Similarly, if 1 ≤ J < k+2 2 , then m ≥ 2, and G r,l can be broken up into n(m − 2) disjoint copies of G k+1,k+2 (the first (m − 2)(k + 2) columns) and n copies of G k+1,2(k+2)+J (the final 2(k + 2) + J columns). Again, the copies of G k+1,k+2 can each be colored with ϕ and each copy of G k+1,2(k+2)+J can be colored according to Lemma 4.5.
Case 2: k+1 2 ≤ I < k + 1. If J = 0, then we can consider G r,l as (n − 1)m disjoint copies of G k+1,k+2 (the first (n − 1)(k + 1) rows) and m disjoint copies of G k+1+I,k+2 (the final k + 1 + I rows). The copies of G k+1,k+2 can each be colored with ϕ and each copy of G k+1+I,k+2 can be colored according to Lemma 4.6.
If k+2 2 ≤ J < k + 2, then G r,l breaks up into a copy of G r,(m−1)(k+2) (the first (m − 1)(k + 2) columns) and a copy of G r,k+2+J (the final k + 2 + J columns). Color the copy of G r,(m−1)(k+2) as above. The copy of G r,k+2+J breaks up further into n − 1 disjoint copies of G k+1,k+2+J (the first (n − 1)(k + 1) rows) and one copy of G k+1+I,k+2+J (the final k + 1 + I rows). Each copy of G k+1,k+2+J can be colored as in Lemma 4.4.
The copy of G k+1+I,k+2+J can be colored by first coloring the initial G k+1,k+2 block (the first k + 1 rows and the first k + 2 columns) by the standard coloring ϕ. We can then extend this coloring in two different directions -"horizontally" and "vertically." Extend the coloring ϕ to the remaining vertices of the first k + 1 rows as in Figure 6 extend the coloring h s (ϕ) to the final vertices with the coloring v t (h s (ϕ)) or alternatively, extend the coloring v t (ϕ) to h s (v t (ϕ)). By Lemma 4.3, the extensions will agree with one another. This case is illustrated in Figure 6 .
If 1 ≤ J < k+2 2 , then m ≥ 2 and G r,l breaks up into a copy of G r,(m−2)(k+2) (the first (m − 2)(k + 2) columns) and a copy of G r,2(k+2)+J (the final 2(k + 2) + J columns). Color the copy of G r,(m−2)(k+2) as above. The copy of G r,2(k+2)+J breaks up further into n − 1 disjoint copies of G k+1,2(k+2)+J (the first (n − 1)(k + 1) rows) and one copy of G k+1+I,2(k+2)+J (the final k + 1 + I rows). Each copy of G k+1,2(k+2)+J can be colored as in Lemma 4.5. The copy of G k+1+I,2(k+2)+J can be colored by first coloring the initial G k+1,k+2 block (the first k +1 rows and the first k +2 columns) by the standard coloring ϕ. As in Lemma 4.5, we then extend this coloring to the remaining vertices of the first k + 1 rows with the colorings h s 1 (ϕ) and h s 2 (h s 1 (ϕ)). We also extend down to the final I rows of the first k+2 columns with the coloring v t (ϕ) as in Lemma 4.6 where t = k + 1 − I. Now we can complete the coloring by extending v t (ϕ) horizontally with h s 1 (v t (ϕ)) and then h s 2 (h s 1 (v t (ϕ))). By Lemma 4.3 we know that these extensions agree on all vertices where they overlap with the colorings h s 1 (ϕ) and h s 2 (h s 1 (ϕ)).
Case 3: 1 ≤ I < k+1
2 . Now we may assume that n ≥ 2. If J = 0, then we can consider G r,l as (n − 2)m disjoint copies of G k+1,k+2 (the first (n − 2)(k + 1) rows) and m disjoint copies of G 2(k+1)+I,k+2 (the final k + 1+ I rows). The copies of G k+1,k+2 can each be colored with ϕ and each copy of G 2(k+1)+I,k+2 can be colored according to Lemma 4.7.
If k+2 2 ≤ J < k + 2, then G r,l breaks up into a copy of G r,(m−1)(k+2) (the first (m − 1)(k + 2) columns) and a copy of G r,k+2+J (the final k + 2 + J columns). Color the copy of G r,(m−1)(k+2) as above. The copy of G r,k+2+J breaks up further into n − 2 disjoint copies of G k+1,k+2+J (the first (n − 1)(k + 1) rows) and one copy of G 2(k+1)+I,k+2+J (the final 2(k + 1) + I rows). Each copy of G k+1,k+2+J can be colored as in Lemma 4.4.
The copy of G 2(k+1)+I,k+2+J can be colored by first coloring the initial G k+1,k+2 block (the first k + 1 rows and the first k + 2 columns) by the standard coloring ϕ. As before, we can then extend this coloring in two different directions. Extend the coloring ϕ to the remaining vertices of the first k + 1 rows as in 
which is valid because of the conditions on I. Next, we extend the current coloring to the final vertices with v t 1 (h s (ϕ)) and v t 2 (v t 1 (h s (ϕ))). Alternatively, we could finish the coloring with the extensions h s (v t 1 (ϕ)) and v t 2 (h s (v t 1 (ϕ))) or h s (v t 1 (ϕ)) as well as h s (v t 2 (v t 1 (ϕ))). By Lemma 4.3, these extensions will all agree with one another. Finally, if 1 ≤ J < k+2 2 , then m ≥ 2 and G r,l breaks up into a copy of G r,(m−2)(k+2) (the first (m − 2)(k + 2) columns) and a copy of G r,2(k+2)+J (the final 2(k + 2) + J columns). Color the copy of G r,(m−2)(k+2) as above. The copy of G r,2(k+2)+J breaks up further into n − 2 disjoint copies of G k+1,2(k+2)+J (the first (n − 2)(k + 1) rows) and one copy of G 2(k+1)+I,2(k+2)+J (the final 2(k + 1) + I rows). Each copy of G k+1,2(k+2)+J can be colored as in Lemma 4.5. The copy of G 2(k+1)+I,2(k+2)+J can be colored by first coloring the initial G k+1,k+2 block (the first k + 1 rows and the first k + 2 columns) by the standard coloring ϕ. As before, we can then extend this coloring in two different directions. Extend the coloring ϕ to the remaining vertices of the first k + 1 rows as in Lemma 4.5 with the colorings h s 1 (ϕ) and then h s 2 (h s 1 (ϕ)). Also, extend ϕ to the remaining vertices in the first k + 2 columns as in Lemma 4.7 with the colorings v t 1 (ϕ) and then v t 2 (v t 1 (ϕ)). We may then complete the coloring to the other vertices of the copy of G 2(k+1)+I,2(k+2)+J with the colorings v t 1 (h s 1 (ϕ)), v t 2 (v t 1 (h s 1 (ϕ))), v t 1 (h s 2 (h s 1 (ϕ))), and v t 2 (v t 1 (h s 2 (h s 1 (ϕ)))). Again, by Lemma 4.3, these extensions agree with all other possible extensions so the coloring is valid.
Therefore, we get the following result as a corollary. 
All cases when k = 3
Between Chang [2] and Kiser [5] we know the k-domatic numbers for every two-dimensional grid G r,l when k = 1, 2. In this section we determine d 3 (G r,l ) for every two-dimensional grid. First, if r = 1, then we know that d 3 (G 1,l ) = min {4, l} is trivial.
When r = 2, we first see that d 3 (G 2,2 ) = 4 and d 3 (G 2,3 ) = 6 are also trivial. For l = 4, 5, 6 we find that d 3 (G 2,l ) = 6, giving us our first cases where the grid graph is not 3-domatically full. To see that d 3 (G 2,4 ) ≤ 6 we note that if we try to color its eight vertices with seven colors, then six of the color classes will contain one vertex each, and so G 2,4 must have at least six 3-dominating vertices, when it only has four. Similarly, if we attempt to color the ten vertices of G 2,5 with seven colors, then at least four color classes will each contain one vertex. So G 2,5 would need at least four 3-dominating vertices when it only has two, a contradiction. The same reasoning applies to G 2,6 when seven colors distributed over twelve vertices means the graph must have at least two 3-dominating vertices when it has none. To show the lower bounds, d 3 (G 2,l ) ≥ 6 for l = 4, 5, 6, we give constructions in Figure 7 . By Lemma 5.1, we know that d 3 (G 2,7 ) = 7 and d 3 (G 2,l ) = 7 for all l ≥ 11. So we only need to consider l = 8, 9, 10 which all end up being domatically full, d 3 (G 2,l = 7, by the constructions shown in Figure 7 .
When r = 3, then we know by Lemma 5.1 that d 3 (G 3,l ) = 9 when l = 6 and for all l ≥ 9 so we need only consider the cases where l = 3, 4, 5, 7, 8. We find that d 3 (G 3,7 ) = d 3 (G 3,8 ) = 9 which is demonstrated by constructions in Figure 8 . For the other cases we get that d 3 (G 3,3 ) = d 3 (G 3,4 ) = 7 and that d 3 (G 3,5 ) = 8. To demonstrate the lower bounds, the constructions are also shown in Figure 8 . To show the upper bounds, we again use the same pigeonhole argument as in the cases where r = 2. First, d 3 (G 3,3 ) ≤ 7 since if we try to color the nine vertices with eight colors, then seven vertices must be 3-dominating when only five are. Similarly, d 3 (G 3,4 ) ≤ 7 since distributing eight colors to twelve vertices implies that G 3,4 must have at least four 3-dominating vertices when it only has two, and d 3 (G 3,5 ) ≤ 8 because nine colors distributed to fifteen vertices implies that three vertices of G 3,5 must be 3-dominating when only one is.
When r = 4 we know by Theorem 4.9 that d 3 (G 4,l ) = 10 when l = 5 and for all l ≥ 8. So we need only consider the cases for l = 4, 6, 7. We find that d 3 (G 4,7 ) = 10 as well with the construction given in Figure 10c . The other two cases are not 3-domatically full. We get that d 3 (G 4,4 ) = 8 with the lower bound demonstrated by construction in Figure 10a and the lower bound again given by the pigeonhole argument. If we distribute nine colors to the sixteen vertices, then two color classes have one vertex each, which means that these two vertices must be 3-dominating, a contradiction since G 4,4 has no 3-dominating vertices.
For l = 6 we find that d 3 (G 4,6 ) = 9. Again, the lower bound is given by an explicit coloring in Figure 10b . The upper bound is a slightly more complicated version of the pigeonhole arguments given above. Suppose we try to give a proper 3-domatic coloring of the 24 vertices of G 4,6 with ten colors. Then consider the sets (1, 1) ) ≤ 3}, Figure 9a ), then it follows that each color must appear at least twice, once on a vertex in S and once on a vertex in T . So at most four colors can appear more than twice. Without loss of generality, we may assume the vertices of S are colored as in Figure 9b . Note that the color 1 on (1, 1) does not reach the vertices (4, 2) or (1, 6). Since d((4, 2), (1, 5)) = 7, then it is not possible to use the color 1 only once more. So it must be used at least three times. Similarly, color 4 does not cover (1, 2) or (4, 6) which are distance 7 away from each other, color 5 does not cover (4, 1) and (1, 6) which are at distance 8, color 8 does not cover (4, 1) or (2, 6) which are at distance 7, and color 10 does not cover (2, 1) or (4, 6) which are at distance 7. Hence, there are at least five color classes which require three vertices each, a contradiction.
When r = 5, we note that by reversing the roles of rows and columns, then the standard block coloring and its vertical (now horizontal) extensions demonstrate that d 3 (G 5,l ) = 10 for all l ≥ 6. So we need only consider l = 5. We find that d 3 (G 5,5 ) = 9. The lower bound is demonstrated by an explicit coloring given in Figure 10d . The upper bound is shown with an argument Therefore, the two-dimensional infinite grid graph is domatically-full.
Proof. The number of vertices within distance k of any given vertex of G ∞,∞ is
Therefore, d k (G ∞,∞ ) ≤ 2k 2 + 2k + 1. We now give a coloring χ : V → Z 2k 2 +2k+1 to show that this is also a lower bound. Let χ((a, b)) = (2k + 1)a + b mod 2k 2 + 2k + 1.
Suppose, towards a contradiction, that some vertex is within distance k away from two different vertices with the same color. This is equivalent to assuming that there exist two distinct vertices (a 1 , b 1 ) and (a 2 , b 2 ) for which a 1 (2k + 1) + b 1 ≡ a 2 (2k + 1) + b 2 mod 2k 2 + 2k + 1, and |a 1 − a 2 | + |b 1 − b 2 | ≤ 2k.
We may assume without loss of generality that a 1 ≤ a 2 . Let A = a 2 − a 1 and B = |b 1 − b 2 |. Then it follows that A(2k + 1) ± B ≡ 0 mod 2k 2 + 2k + 1.
Therefore, A(2k + 1) ± B must equal some nonzero multiple of 2k 2 + 2k + 1. If A = 0, then −2k ≤ A(2k + 1) ± B ≤ 2k.
Therefore, we may assume that A ≥ 1 and that A(2k + 1) ± B must be a positive multiple of 2k 2 + 2k + 1. However, it is easy to see that in general A(2k + 1) ± B ≤ 4k 2 + 2k < 2(2k 2 + 2k + 1).
Hence, we need
A(2k + 1) ± B = 2k 2 + 2k + 1 exactly.
Given some fixed 1 ≤ A ≤ 2k, we get that −(2k − A) ≤ ±B ≤ 2k − A and so we need that (2k + 1)A − (2k − A) ≤ 2k 2 + 2k + 1 ≤ A(2k + 1) + (2k − A). 
conclusion
So far we have been unsuccessful in our attempts to extend some version of the standard block coloring to the general cases when k + 3 ≤ r ≤ k + k + 1 2 .
When k ≤ 3, this does not matter, but when k ≥ 4, this begins to leave an infinite number of cases where the grid graph might not be k-distance domatically-full. We conjecture that this is not the case for any k -that there are only finitely many two-dimensional grid graphs that are not kdistance domatically-full for any k. We believe we have demonstrated this to ourselves for k = 4, but have not included the result here since there is no obvious way to generalize it. So we leave the question open.
