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Via molecular dynamics simulations we have studied kinetics of vapor-solid phase transition in
an active matter model in which self-propulsion is introduced via the well-known Vicsek rule. The
overall density of the particles is chosen in such a way that the evolution morphology consists of
disconnected clusters that are defined as regions of high density of particles. Our focus has been
on understanding the influence of the self-propulsion on structure and growth of these clusters by
comparing the results with those for the passive limit of the model that also exhibits vapor-solid
transition. While in the passive case the growth occurs due to standard diffusive mechanism, the
Vicsek activity leads to a very rapid growth, via a process that is practically equivalent to the
ballistic aggregation mechanism. The emerging growth law in the latter case has been accurately
estimated and explained by invoking information on velocity and structural aspects of the clusters
into a relevant theory.
PACS numbers: 47.70.Nd, 05.70.Ln, 64.75.+g
I. INTRODUCTION
There have been much research activities in the do-
main concerning kinetics in systems undergoing phase
transitions [1–39]. For conserved order-parameter dy-
namics [1–5], while significant progress has been made
with respect to the understanding of structure and
dynamics during phase separation in passive systems
[1–14], in the subdomain of active matter systems [15–
39], though intense, the interest is rather recent. The
basic questions that many of these studies ask are by
concerning how the self-propulsion, a property inher-
ent in the constituents of an active matter system, af-
fects the universality classes [1–4] associated with such
evolution dynamics. It is worth noting that there ex-
ist different types of self-propulsion. Influence of one
type, on the structure and dynamics, is expected to be
different from the other. Objective of this work is to
identify the effects of a certain type of self-propulsion,
that encourages the particles to align their directions
of motion with each other [34], like in a system of
inelastically colliding granular particles [40], on evo-
lution during vapor-“solid” transition with a morphol-
ogy that consists of well-separated clusters of “solid”
phase.
In the case of passive matter, following quenches
of homogeneous configurations to state points inside
the miscibility gap [1, 2], as the evolution towards the
phase-separated new equilibrium occurs, the average
size (ℓ) of particle-rich and particle-poor domains typ-
ically grows algebraically, with time (t), as [1–4]
ℓ ∼ tα. (1)
The patterns, formed by the above mentioned do-
mains, usually exhibit the scaling property [3]
C(r, t) ≡ C˜(r/ℓ), (2)
where C(r, t) is a two-point equal time correlation
function, defined as [3]
C(r, t) = 〈ψ(~r, t)ψ(~0, t)〉 − 〈ψ(~r, t)〉〈ψ(~0, t)〉. (3)
In Eq. (3) ψ is a space (~r) and time dependent or-
der parameter field, a scalar quantity for the present
problem, and C˜ is a time-independent master func-
tion. The scalar notation r, for the separation be-
tween two points in space, in the argument of C, is
used with the understanding that there exists struc-
tural isotropy. The scaling property of Eq. (2) implies
that the growth is self-similar in nature [3], i.e., apart
from a change in the global length scale, the patterns
at two different times are similar to each other, in a
statistical sense. We repeat, in addition to this scal-
ing property, in the passive situation, a good degree of
understanding has been obtained [1–4, 41] on the an-
alytical forms of the correlation function and values of
the growth exponent α, based on the conservation of
order parameter, transport mechanism, space dimen-
sion (d), overall density or composition of the system,
etc.
For active matter systems there has been growing
interest in recent times [15–18, 21–28, 37, 38] in the
2understanding of the above mentioned aspects, viz.,
the scaling behavior of structure, corresponding ana-
lytical form and the growth law. There exist interest
in both aligning and nonaligning dynamic (or active)
interactions, e.g., in systems containing Vicsek-like
[34] active particles and active Brownian particles [33].
Given that the universality classes associated with dy-
namics, particularly with the evolution dynamics that
is being discussed here [3], are not very robust, there
exists the need for examining situations of different
types. As mentioned above, already in the passive
case the universality is decided by a variety of fac-
tors. In each of these cases, the influence of an activ-
ity can be different from the others, this being true for
all types of self-propulsion. Our objective here is to
quantify how the Vicsek [34] activity alters the class
associated with the kinetics of phase separation in a
system with low density of particles that gives rise to
disconnected cluster morphology [11, 12, 42].
Many studies, with the above mentioned purpose,
use models that do not exhibit phase transition in the
passive limit. In such a situation, the effects of activ-
ity, in certain ways, is less transparent. Following a
recent work [38], here we consider a model that has
a passive limit which also undergoes phase transition.
In this earlier work [38] focus was on the understand-
ing of pattern, growth and aging in d = 3, for high
enough particle density so that the resulting vapor-
liquid transition exhibits percolating or bicontinuous
evolution morphology consisting of elongated high and
low density regions of active particles. In contrast,
here we undertake a comprehensive study to quan-
tify the influence of Vicsek-like alignment activity on
the kinetics of vapor-”solid” transition in d = 2, for
disconnected morphology, that is achievable when the
density of particles is rather low. We report important
results on both structure and growth.
The rest of the paper is organized as follows. In
Section II we discuss the model and methods. Results
are presented in Section III. Finally, Section IV con-
cludes the paper with a brief summary and outlook.
II. MODEL AND METHODS
The passive interaction among the particles, in our
study, has been modeled via the potential [42–45]
u(r) = U(r) − U(rc)− (r − rc)
(
dU
dr
)
r=rc
, (4)
where
U(r) = 4ǫ
[(σ
r
)12
−
(σ
r
)6]
, (5)
the standard Lennard-Jones (LJ) pair interaction en-
ergy, with ǫ and σ being the strength and diameter of
interaction, respectively. Here r is the inter-particle
distance and rc (= 2.5σ) is a cut-off radius only within
which the particles interact. The phase diagram, in
the temperature (T ) - density (ρ) plane, for the vapor-
liquid transition that this passive model exhibits, has
been estimated earlier, for d = 2 as well [42]. The
obtained values for the critical temperature (Tc) and
critical density (ρc) in this dimension are ≃ 0.41ǫ/kB
and ≃ 0.37, respectively, kB being the Boltzmann con-
stant and density being calculated as N/V (in appro-
priate dimensionless unit, see below for clarification),
for N particles residing within a volume V .
We have introduced the activity in the system by
following a Vicsek-like [34] rule, as previously men-
tioned. According to this rule, a particle tries to align
its velocity along the average direction [38],
~DN =
∑
j ~vj
|
∑
j ~vj |
, (6)
of its neighbors contained within the circle of radius
rc, with ~vj being the velocity of the jth neighbor. As
explained below, this is implemented in such a way
that at each instant of time the particles will get di-
rectional impact along respective ~DN , in addition to
experiencing forces due to the passive interactions.
We perform time-step driven molecular dynamics
(MD) simulations [43, 44] in 2D square boxes of lin-
ear dimension Lσ, with periodic boundary conditions
applied in both the directions. The dynamical equa-
tions are numerically integrated by using the Verlet
velocity algorithm [43]. To keep the temperature of
the system constant, we have used the Langevin ther-
mostat [43, 44]. Thus, for particle i, we have worked
with the equation [32, 33, 38, 43] (the dots imply time
derivatives)
mi~¨ri = −∇ui − γm~˙ri +
√
(6γkBTm)~Ri(t) + ~fi, (7)
where mi is the mass (same for all the particles), ~ri
is the position, γ is the damping coefficient, ui is the
(passive) potential energy, ~Ri is a random noise, ~fi is
the active force [34, 38] and T is the temperature to
which the system is quenched. The random noise ~Ri
is delta-correlated over space and time, i.e., Rµi and
Rνj , the µ and ν Cartesian components, corresponding
to the ith and jth particles, respectively, satisfy [45]
〈
Rµi (t)R
ν
j (t
′)
〉
= δµνδijδ(t− t
′), (8)
where t and t′ stand for two different times. As al-
ready stated, the force ~fi acts along ~DN , i.e.,
~fi = fA ~DN , (9)
fA being the strength of the alignment interaction
[38].
3Without the last term, evolution of Eq. (7), via
the Verlet velocity rule, starting from time t, gives the
velocity of the particles at time t+∆t in the passive
limit, where ∆t is the time step of integration. In our
simulations, we have used ∆t = 0.01τ , τ (=
√
mσ2/ǫ)
being the LJ unit of time. Following this, the particle
velocities, at each time step, were further updated by
incorporating ~fi. However, if Eq. (9) is straightway
used for ~fi, both direction and magnitude of velocity
will change. This will tend to raise the overall temper-
ature of the system – from experience we know [32, 33]
that the applied thermostat cannot keep it at the de-
sired value. For better control of temperature of the
system, we normalize the magnitude of velocity to its
passive value, after each operation of ~fi, keeping the
modification in direction unchanged [38]. This in fact
mimics the actual Vicsek rule.
For the sake of convenience, in the rest of the paper
we set m, σ, ǫ, kB and γ to unity. All our results will
be presented for L = 1024. The positions and veloc-
ities of all the particles, in the initial configurations,
have been taken randomly, that mimics high tempera-
ture homogeneous phase. The evolution dynamics has
been studied after quenching such configurations to a
final temperature T below Tc, with overall density set
at ρ = 0.05, close to the vapor branch of the coexis-
tence curve. Final quantitative results are presented
after averaging over runs with 50 independent initial
configurations. Unless otherwise mentioned, all our
results will be for T = 0.1. We considered two values
of fA, viz., fA = 0 and 1, fA = 0 being the passive
limit.
For the calculation of various observables, e.g., the
correlation function, we map the off-lattice configura-
tions to lattice ones [11, 12]. Each point on the lattice
has been assigned a value of ψ, the order-parameter.
It is either +1 or −1, depending upon whether the
local density, that can be calculated from the number
of particles present within a small area around that
point, is higher or lower than a cut-off value ρcut. In
this work, we choose ρcut = 0.5. Quantities like the
average mass (m) of the clusters, that will turn out
to be important for the quantification of growth, were
calculated by appropriately identifying the boundaries
of the clusters [11, 12, 46, 47].
III. RESULTS
We divide this section into two sub-sections. Re-
sults for the pure passive case are presented in the first
subsection. The active matter results are presented in
the second one.
A. Passive case
We remind the reader that our objective is to study
the situation when domains of the high density phase
do not percolate. So, we have chosen a low value of the
overall density, viz., ρ = 0.05, which is significantly
shifted towards the vapor branch of the coexistence
curve [42], for the chosen final temperatures.
In Fig. 1(a) we show snapshots that are recorded
during the evolution following the quench of a random
initial configuration to T = 0.1. Cluster formation is
quite evident even at t = 100, the time for the earliest
snapshot. One notices that at early enough time the
droplets have circular appearance. With the progress
of time, as the size of the droplets increases, the shape
keeps deviating. The clusters at the latest presented
time is very much filamental or fractal. We describe
below a possible reason behind the formation of such
fractal structure.
Because of the choice of a very low temperature,
the clusters, i.e., the the high density regions, are in
a “solid”-like state [14]. These rigid clusters are es-
sentially static, in translational sense, and growth oc-
curs via the diffusive deposition [5] of particles, on the
larger clusters, from the vapor phase, that are sup-
plied by the smaller clusters. Of course, during this
growth process the clusters try to obtain a circular
shape, requirement for the minimization of interfacial
free energy, via rearrangement of the particles. How-
ever, because of the solid-like arrangement of particles
[see Fig. 1(b) where we show an enlarged view of a
cluster from the snapshot at t = 2 × 105] at very low
temperature, this process (with relaxation time τ1)
is not fast enough compared to the process of depo-
sition of particles on the clusters (having relaxation
time τ2). Therefore, once the structure deviates from
the circular shape, quick regaining of the shape does
not become possible. Furthermore, collisions of the
particles, while being deposited from the vapor phase,
with the clusters, can induce random rotations in the
clusters. This makes the deposition more probable in
anisotropic manner, resulting in well-grown filamental
structures [14].
To calculate the (mass) fractal dimension, in Fig.
2(a) we plot the average mass, m, of the clusters, as a
function of the average radius of gyration, Rg. For the
calculation of these quantities, as previously stated,
the cluster boundaries were appropriately identified
[11, 12]. Number of particles in such a closed bound-
ary provides the mass (mc) of the corresponding clus-
ter. The average value was obtained from the first
moment of the related distribution. The radius of gy-
ration of a cluster was estimated as [48]
Rcg =
[ 1
mc
mc∑
i=1
(~ri − ~rcm)
2
]1/2
, (10)
4FIG. 1. (a) Snapshots during the evolution of the model,
in the passive limit, are shown from four different times,
following quench of a random initial configuration to T =
0.1. Locations of the particles are marked with dots. (b)
Part of a cluster from the snapshot at t = 2 × 105 in (a)
is shown.
where ~rcm is the location of the centre of mass of the
cluster:
~rcm =
1
mc
mc∑
i=1
~ri. (11)
Again, the average value was estimated from the first
moment of the distribution of Rcg. On a log-log scale,
the plot in Fig. 2(a) has a linear appearance, in the
large mass limit, i.e., in the long time regime. This
implies a power-law behavior
m ∼ R
df
g , (12)
df being the fractal dimension [49, 50]. The data set
appears consistent with the solid line that has the ex-
ponent df = 1.45. Such small dimension was observed
in Brownian dynamics simulations as well [51, 52], for
similar systems.
FIG. 2. (a) Average mass of clusters (m) is plotted versus
the average radius of gyration (Rg), on a log-log scale, for
quenches of random initial configurations to T = 0.1. The
solid line represents a power law, exponent for which is
mentioned. (b) Fractal dimension, df , of clusters is plot-
ted as a function of quenched temperature. (c) Evolution
snapshots are shown for two different temperatures, val-
ues of which are mentioned. In each of the cases we have
chosen t = 105. All results correspond to the passive limit
of the model.
If the fractal structure is a result of the competi-
tion between the time scales τ1 and τ2, we expect df
to have a temperature dependence. This is because,
with the increase of the latter, τ1 decreases, whereas
5FIG. 3. (a) Two-point equal time correlation functions,
C(r, t), are plotted versus r, the scalar distance between
two space points. Data from three different times are
shown. (b) C(r, t) from different times are plotted ver-
sus the scaled distance r/ℓ. (c) Scaling plots of C(r, t)
are shown after taking into account the correction factor
due to the fractality of the structure (see text for details).
All results are from the passive limit of the model, with
T = 0.1.
FIG. 4. Average cluster mass (m) is plotted versus time,
for the passive limit of the model. The solid line represents
a power-law having exponent 0.55. Inset shows βi, the
instantaneous exponent (see text for the definition), as a
function of 1/m. The arrow-headed solid line there is a
guide to the eye. These results are for quenches to T = 0.1.
τ2 increases, because of decreasing cluster rigidity and
increasing density of particles in the vapor phase, re-
spectively. In Fig. 2(b) we plot df as a function of T .
Clearly, df has a strong dependence on T , the former
gets enhanced with the increase of the latter. For T
close to the triple point, which is around 0.3 for this
model, it appears, df almost coincides with d (= 2).
For visual illustration, in Fig. 2(c) we have shown two
typical snapshots, one from very low temperature and
the other from T = 0.3. While extremely filament
like structure is prominent at the lower temperature,
all the clusters at T = 0.3 have nearly circular shape.
Rest of the results are presented from T = 0.1, for
both passive and active cases.
In Fig. 3(a) we show plots of the two-point equal
time correlation function, C(r, t), from different times,
since the instant of quench, with the variation of dis-
tance r. Slower decay with increasing time implies
growth in the system. To verify the scaling property
of Eq. (2), in Fig. 3(b) we show plots of C(r, t) by di-
viding the distance axis by the “average length” (ℓ) of
the domains. The latter is obtained as the distance at
which C(r, t) decays to 0.25 times its maximum value
that is, throughout the paper, normalized to unity.
The data collapse at large values of r/ℓ does not ap-
pear good. This is because of the fractality. In such
situations, appropriate scaling form is [49, 50]
C(r, t) ≡ rδC˜(r/ℓ), (13)
where δ = d − df . In Fig. 3(c) we have obtained
excellent collapse of data by using the above form.
6The exercise in Fig. 3(c), in addition to validating
the scaling form for fractal structures, confirms that
our estimation of df is correct.
To avoid the complexity of dealing with the fractal
structures, it is instructive to examine the time de-
pendence of average mass to probe the growth in such
systems. Of course, one can calculate Rg as a func-
tion of time, which is the true characteristic length.
Nevertheless, we adopt time dependence of m as the
marker. In Fig. 4, we have shown m as a function of
t, on a log-log scale. The data at late time tend to
appear linear, implying power-law growth. Here we
expect
m ∼ tβ , with β =
2
3
. (14)
This is because of the fact that the growth occurs
via diffusive deposition of particles, referred to as the
Lifshitz-Slyozov mechanism [5]. However, the expo-
nent (see the number mentioned against the solid line
that is consistent with the simulation data) appears
significantly lower than this expected value. This is
perhaps due to the fact that nucleation is delayed and
there exists an off-set length or mass when the sys-
tem enters the scaling regime. In such situations,
instead of extracting the exponent from the log-log
plots, one should adopt more accurate exercise. In
the inset of this figure we plot the instantaneous ex-
ponent [46, 47, 53]
βi =
d(lnm)
d(lnt)
, (15)
as a function of 1/m, a standard practice in the liter-
ature for limited data span. One can appreciate that
βi, in our exercise, in the limit m →∞, converges to
β ≃ 0.7, very close to the expected value.
Next we investigate how the structure and growth,
observed in the passive case, get modified by the align-
ment interaction that is part of our general model.
These findings and related explanations are provided
in the next subsection. Note that the final tempera-
ture remains T = 0.1.
B. Active case
In Fig. 5(a) we show snapshots from four different
times, following quench of a homogeneous configura-
tion, for fA = 1. A comparison of these snapshots
with those from Fig. 1(a) reveals that the fractality is
lower in this case, i.e., df is higher, even though the
final temperature is the same. A small part of a clus-
ter from a late time snapshot is shown in Fig. 5(b).
It shows that a solid-like order exists even when the
activity is turned on, at least for this value of fA.
FIG. 5. (a) Evolution snapshots, following quench of a
random initial configuration to T = 0.1, are shown from
four different times, for the active case with fA = 1. (b) A
portion of a cluster from the snapshot at t = 5000 in (a)
is shown.
To estimate the fractal dimension, in Fig. 6(a) we
have shown a log-log plot of m versus Rg, like in
the previous subsection. The linear look of the data
set again indicates power-law behavior and the cor-
responding exponent provides df ≃ 1.7. Thus the
structure is indeed less fractal than the passive case.
Such reduction in fractality can be due to the fact that
the Vicsek [34] activity keeps the particles within the
clusters, at least the ones in the peripheral regions,
mobile, with respect to the centres of mass. Thus, the
time scale τ1 not being adequately smaller than τ2 is
of less relevance here. The temperature dependence
of df , for fA = 1, is presented in Fig. 6(b). Like
in the passive case, here also df tends to d when T
approaches 0.3.
In Fig. 7 we show scaling exercise for C(r, t), us-
ing data from three different times. The collapse ap-
pears reasonably good when the correlation functions
7FIG. 6. (a) Log-log plot of m versus Rg. The solid line is
a power-law, representing the fractal dimension df = 1.7.
(b) Dependence of df on T is shown. All results are for
fA = 1 and T = 0.1.
are plotted versus r/ℓ, even without the introduction
of rδ. The better quality of scaling when C(r, t) is
plotted versus r/ℓ, compared to the passive case, is
because of the higher fractal dimension, that provides
a small value of δ. Next we move to quantify the
growth.
Unlike the passive case, here the clusters can move,
because of the activity. This may lead to growth pri-
marily via certain cluster coalescence mechanism. For
diffusive motion of the clusters, Binder and Stauffer
[6–8] pointed out that the growth exponent β should
be 1. This value of the exponent emerges from the
solution of the equation [8]
dn
dt
= −Cn2, (16)
where n is the cluster density (∝ 1/m) and C is
FIG. 7. C(r, t), from three different times, are plotted
versus r/ℓ, for the active case with fA = 1 and T = 0.1.
FIG. 8. For fA = 1, the average mass of clusters is plotted
versus time, on a log-log scale. The solid line is a power-
law, exponent being mentioned next to it. Inset shows βi
as a function of 1/m. The arrow-headed solid line there is
a guide to the eye. All results are for T = 0.1.
a constant, a consequence of the Stokes-Einstein-
Sutherland relation [1, 45, 54].
In Fig. 8 we present a plot of m as a function
of time, for the present problem. On the log-log scale
the data set appears consistent with a power-law, at
least in the long-time limit. However, the exponent is
much higher than unity (see also the plot of instanta-
neous exponent βi versus 1/m, in the inset, for being
better convinced), that was expected for diffusive co-
alescence mechanism [6–8]. A reason behind such a
sharp disagreement can be the presence of fractal fea-
ture in the structure, along with a possibility that the
8motion of the droplets in this case is much faster than
simple diffusion. To investigate the latter we calcu-
late the mean-squared-displacement (MSDCM) of the
centres of mass of the clusters [45].
In Fig. 9 we show a log-log plot of MSDCM,
as a function of time, for a typical cluster. The
data exhibit practically a quadratic behavior, imply-
ing growth due to ballistic-like aggregationmechanism
[55–57], rather than the diffusive coalescence mech-
anism [8]. In the inset of this figure we also show
the numbers of particles in a few clusters, with the
progress of time. Practically flat behavior of these
plots rules out the possibility of any significant con-
tribution due to the Lifshitz-Slyozov particle diffusion
mechanism.
FIG. 9. Mean-squared-displacement of the centre of mass
of a cluster (MSDCM), for fA = 1, is plotted as a function
of time, on a log-log scale. The solid line is proportional to
t2. The inset shows the numbers of particles (Np) in a few
different clusters, versus translated times, during periods
within which they do not undergo collisions with other
clusters. All results are for T = 0.1.
Below we consider a theory of ballistic aggregation
[28, 55–57] to see if the high value of the growth expo-
nent, viz., β ≃ 2, can be explained. For that purpose
we write the kinetic equation [14, 46, 47, 55–57]
dn
dt
= − “collision cross-section”× vrms × n
2, (17)
where vrms is the root-mean-squared velocity of the
clusters. In d = 2, the “collision cross-section” is
the radius of gyration which has the mass dependence
Rg ∼ m
1/df [see Eq. (12)]. Using this, and taking
n ∝ 1/m and vrms ∼ m
−z, in Eq. (17), one arrives at
dm
dt
= m(1−zdf )/df . (18)
FIG. 10. Log-log plot of the root-mean-squared velocity
(vrms) of the clusters as a function of average mass, for
fA = 1 and T = 0.1. The solid line represents a power-
law.
Solution of Eq. (18) provides [47, 57]
m ∼ tβ , with β =
df
df (z + 1)− 1
. (19)
Given that df ≃ 1.7 and β ≃ 2, one should have
z ≃ 0.1, a value much smaller than 0.5, that is ex-
pected in situations when the velocities of the clusters
are random, typically observed in passive matter sys-
tems [14, 47, 55–57]. In Fig. 10 we show vrms as a
function of m, for the present system, i.e., for fA = 1.
Indeed, the value appears much smaller than 0.5. The
discrepancy that is observed with the expectation, i.e.,
z = 0.1, can be due to the following reason. It is pos-
sible that on an average MSDCM deviates from the
quadratic time dependence, to some extent. To ascer-
tain that, of course, more accurate study, with very
good statistics, is needed. However, our results are
already in a very good agreement with the theoretical
picture, even at a quantitative level. Here note that,
since in an active matter system energy is continuously
injected to each particle, from the environment, it is
not surprising that vrms will be nearly independent of
mass.
IV. CONCLUSION
From extensive molecular dynamics simulations we
have presented results for the kinetics of phase separa-
tion in passive and active matter systems. The passive
system is the limiting case of a general active matter
model. In a certain sense this set up is advantageous
for the quantification of the effects of activity. The
inter-particle interaction in the passive model is de-
scribed by a variant of the Lennard-Jones potential
9[43–45]. The self-propulsion, on the other hand, is in-
troduced via the well-known Vicsek model [34] that
facilitates phase separation via cooperative motion.
The overall density of particles for our studies was
chosen in such a way that the morphology consisted
of disconnected clusters.
In our molecular dynamics simulations, the tem-
perature was controlled via a Langevin thermostat
[43]. In the passive limit this arrangement provides
growth of solid state clusters via particle diffusion
mechanism [5], activated by concentration gradient.
In the active case, on the other hand, we have identi-
fied that the clusters grow practically via the ballistic
aggregation mechanism [14, 55–57]. Exponent for the
latter appears much higher compared to the Lifshitz-
Slyozov [5] value, outcome of the above mentioned dif-
fusive mechanism. The estimated growth law for the
active case we have tried to explain by incorporating
the information associated with the fractality and ve-
locity of the clusters in a relevant theory of ballistic
aggregation [46, 47, 55–57].
It is expected that hydrodynamics [43, 45] will
play important role in the growth process. Thus, it
will be interesting to perform similar studies with a set
up where active particles are immersed in a hydrody-
namic solvent. Furthermore, the effects of fractality
on the growth can be checked in details by varying the
final temperature (T ) and strength of activity (fA).
In this work we have already shown that the fractal-
ity of the solid clusters increases with the decrease of
both T and fA. Full scale studies of the kinetics with
the variation of these parameters will, thus, be useful.
However, such studies will bring additional complex-
ity. The mean-squared-displacement of the clusters
will have different power-law time-dependence for dif-
ferent combinations of T and fA. Thus, the outcomes
will be difficult to interprete. Nevertheless, this will
provide a nice platform for the general understand-
ing of cluster growth via coalescence mechanism. We
indent to pursue such avenue in future.
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