We consider the Grushin type operator on ℝ d
Introduction
Hardy-Sobolev inequalities and Caffarelli-Kohn-Nirenberg inequalities on the Euclidean space play an important role in mathematics and applied fields. They are very useful tools to study various interesting problems in partial differential equations, such as eigenvalue problems, existence problems of equations with singular weights, regularity problems, etc.
The initial work of first order interpolation inequalities with weights (Caffarelli-Kohn-Nirenberg inequalities) was given by Caffarelli, Kohn and Nirenberg [2] . The result is stated as follows. 
holds if and only if the following relations hold: 
Furthermore, on any compact set in the parameter space in which (1.1), (1.3) and 0 ⩽ α − σ ⩽ 1 hold, the constant C is bounded.
When a = 1, we see that (1.2) are reduced to Hardy-Sobolev inequalities, i.e., Hardy-Sobolev inequalities are special cases of Caffarelli-Kohn-Nirenberg inequalities. Later, Lin [13] generalized (1.2) to cases including derivatives of any order. Badiale and Tarantello [1] derived a class of more general Hardy-Sobolev inequalities with singular weights depending only on partial variables. Recently, Hardy-Sobolev type inequalities have been extended to noncommutative field vectors. In the Heisenberg group setting, we refer the readers to [3, [7] [8] [9] [10] , etc.
In this paper, we shall prove weighted Hardy-Sobolev type inequalities and weighted Caffarelli-KohnNirenberg type inequalities related to the Grushin type operator
be the distance function from the origin to (x, y) on
For the Grushin type operator, D'Ambrosio [4] proved some Hardy type inequalities and gave sharp estimates in some cases. Here, we recall a result from [4] . [15] 
The weighted Caffarelli-Kohn-Nirenberg inequalities related to G μ for the case p = 2 are given by the following theorem.
Theorem 1.4 (see [15] ). Let q, r, α, β, γ, σ and a satisfy 
and
In this paper, we are going to establish the following weighted Caffarelli-Kohn-Nirenberg inequalities related to G μ for 1 < p < Q. 
holds if and only if the following relations hold:
To prove Theorem 1.5 by employing the idea in [7, 15] , we first need to obtain a class of weighted HardySobolev type inequalities for 1 < p < Q.
(1.10) Remark 1.7. When a = 1, the conditions of Theorem 1.5 imply
Replacing r and α − σ into (1.6), we easily see that (1.6) is reduced to (1.10), which is exactly a weighted Hardy-Sobolev type inequality. This paper is organized as follows: Section 2 introduces some definitions and basic facts related to G μ . In Section 3, we establish a Sobolev-Stein embedding theorem and Hardy-Sobolev type inequalities related to G μ . Furthermore, we prove Theorem 1.6. Section 4 is devoted to the proof of Theorem 1.5.
Preliminary
We shall introduce some notions and basic facts about the Grushin type operators. Let μ be a positive real number and
The symbol ∇ x (resp. ∇ y ) and ∆ x (resp. ∆ y ) stand respectively for the usual gradient operator and the Laplace operator on
The Grushin type vector fields are defined by
and the corresponding gradient operator and divergent operator are denoted respectively by
Denote the Grushin type operator by
A family of dilations {δ λ : λ > 0} on ℝ d+k is defined by
and Q = d + (1 + μ)k is the corresponding homogeneous dimension. It is easy to see that the vector fields X i and Y j are homogeneous of degree one with respect to the dilation, i.e.,
The distance function from the origin to (x, y) on ℝ d+k is defined by
.
It is not difficult to check that ρ is homogeneous of degree one with respect to δ λ and
Furthermore, Γ = C μ ρ 2−Q is the fundamental solution at the origin of G μ (see [5] ). Denote the open ball of radius R centered at the origin by
Recalling the explicit polar transform defined by D'Ambrosio [3] , we have
where dσ = ( and ℝ k , respectively. In addition, the criteria for the integrability of |x| p ρ q was given as follows:
3 Proof of Theorem 1.6
Firstly, we need to prove the Sobolev-Stein embedding result related to Grushin type operators.
Next, we shall prove the associated Hardy-Sobolev type inequalities.
In order to prove Theorem 3.1, we consider the fractional integral operator
The Hardy-Littlewood-Sobolev theorem for I ν holds (see [6] ). 
Noting G μ = ∇ μ ⋅ ∇ μ and ∇ * μ = −∇ μ , and integrating by parts on the right-hand side of (3.1), we obtain
Since
Now, the application of Theorem 3.3 yields
and C is a suitable positive constant depending only on p, μ and Q. 
To prove Theorem 1.6, we shall introduce two results.
Lemma 3.4 (see [11] ). Let p ⩾ 1. For all ξ 1 , ξ 2 ∈ ℝ n the following inequalities hold:
(ii) If p > 2, then
where ⟨ ⋅ , ⋅ ⟩ represents the common inner product on the Euclidean space ℝ n .
Lemma 3.5 (see [12] for some suitable constant C > 0. According to Lemma 3.4, we will investigate (3.2) in the case 1 < p ⩽ 2 and p > 2, respectively. Integrating by parts, we have
by (2.1), a straightforward computation implies
Putting (3.4) and (3.5) into (3.3), we have
where
Taking ξ = p−Q p , η = α and λ = p − 1 > 0 in Lemma 3.5, we obtain C 1 > 0. If α > 0, then (3.7) holds naturally with C 1 = 1. In conclusion, we prove (3.2) with C = C(p) −1 C 1 > 0.
As in Case 1, applying the estimate in the second case of Lemma 3.4 to the above inequality, we deduce
Therefore, argued as in Case 1, We conclude from (1.4)
Hence, by (3.9) and (3.10),
Combining (3.8) and (3.11), we deduce
In conclusion, (3.2) is proved.
4 Proof of Theorem 1.5
Necessity
Necessity of (1.7). Let 0
Applying (1.6) to u λ , we deduce λ
which is true for any λ > 0, so the powers of λ on the two sides must be equal, i.e.,
which is exactly (1.7).
Necessity of (1.8). Let 0 ̸ ≡ u ∈ C ∞ 0 (B 1 ) satisfy (1.6). Take (x 0 , y 0 ) ∈ ℝ d+k , x 0 ̸ = 0 and for sufficiently large
and further
applying (1.6) to u λ , we have
Necessity of (1.9). We conclude from (1.7) that
Choose the function
In polar coordinates, this leads to The combination of (1.5), (1.7) and (4.1) yields (1.9).
Sufficiency
If a = 0, inequality (1.6) obviously holds true. If a = 1, the proof is complete by Remark 1.7. In the sequel, we deal only with the case 0 < a < 1.
Case (I): 0 < a < 1, 0 ⩽ α − σ ⩽ 1. In this case, we have p ⩽ ( 
