An energy company manages power stations, handles sales and purchases of electrical energy, CO2 emission permits and other goods. The goal of such a company is to ensure energy safety of its clients and maximize the profit. The problem is complex because of its structure and size therefore efficient automated approaches for solving it are in demand. We have generalized the problem definition to account for any structure of the power stations, market data and time scope. The definition describes a non-linear combinatorial optimization problem. We have tested a number of approaches including: constraint/ logic/ dynamic/ integer/ linear programming, local search and their hybrids using prototypes with input data from a real life process. We present a hybrid solver to produce an acceptable, near optimal solution which satisfies the requirements of an industrial application. Our research is a road-sign for development of similar software for the energy industry.
INTRODUCTION
The aim of the solver is to return a schedule of production, sales and purchases of all the goods for a given time horizon that satisfies all the hard constraints and optimizes the objective function. Hard constraints are these that cannot be violated in the solution. Satisfying them guarantees that technological and marketing requirements are met and ensures the energy safety of the company's clients. The objective function is the company's profit gained for a given time horizon. Maximizing this profit is the main goal. The optimization is performed for problem instances which consist of: technological capabilities and parameters of the power stations, market plans and estimates supplied by marketing and financial experts, trade contracts, initial states for those goods that can be accumulated.
PROBLEM DEFINITION
We have obtained instances of the profit maximization problem during work on a commercial project. Basing on the problem instances, we have built a generalized problem definition that accounts for any structure of the power stations, market data and time scope. To the best knowledge of the authors a definition of such a problem has never been published before.
Timing and Notation
The production, trade and constraint setup is performed for discrete time periods. h ∈ [1, H] is the shortest period called, for convenience, an hour. Each value of h is categorized as peak or offpeak. }. An energy company handles the following objects: power stations, production units, sales, purchases. Some object-period pairs have corresponding control variables v (ob ject, period) . Numerical (unless otherwise stated) attributes α(type, ob ject/good, period) are attached to objects/goods, where period denotes the period to which it applies. The term "volume" is used to describe the quantity of some good. The contract is a signed trade agreement, whereas the trade plan is based on the expert predictions. This distinction, however, is reflected in the variable domains and is transparent for the solver. 
Energy Production and Trade

CO2 Emission Permits
Financial Benefits
Financial benefits of type be b , b ∈ [1, B] can be produced, purchased, sold or consumed. They are produced relatively to energy production,
The ratios of production are dependent on the efficiency of, and resources used by pu s i . Examples of financial benefit types are type for energy produced from renewable resources, type for high efficiency coal powered production, type for natural gas powered production, etc. Sales and purchases respectively, are denoted by
The be b is consumed, relatively to the volume of sold energy, to gain access to certain energy markets, be b consumption volume is
Control Variables
The solution to the optimization problem is defined by values assigned to the control variables. 
Constraints
The formulas representing linear constraints are: variable unary (variable domains) (A.8), production gradient (A.9), a technological constraint of each pu s i , energy balance (A.10), financial benefit monthly balance (A.12), financial benefits yearly balance (A.11), CO2 permits nonnegativity (A.13), CO2 permits yearly balance (A.14). (A.12)-(A.14) are called long period constraints. The attribute name ist explicitly denotes the initial state, whenever indexation refers to element 0 e.g. v(pu s i , 0) it signifies an implicit initial state.
The formulas representing nonlinear constraints are: minimal duration for which a pu s i has to work after startup (A. 
Elements of the Objective Function
The objective function ω(CV ) represents the total ec profit. Each control variable has a corresponding profit ratio represented by the pro f it attribute. For production and purchases the profit ratio is negative and for sales the profit ratio is positive. The profit of control variables is linear and represented by (A.20) . real life problem instance. inst(ec r , H r ) consists of 289'200 control variables, 411'838 linear non-unary constraints and 490'560 nonlinear constraints for the H r = 8 ′ 760. Under the confidentiality agreement we are not allowed to disclose the structure of ec r . For the time cr(st) used to perform the optimization, the condition cr(st) > 10min is called the timeout. ¬timeout is a requirement for the solver.
We have used the following criteria to compare models: cr(nlin) are nonlinearities included in the model, cr(gopt) is guarantee of optimality provided, cr(long) are long period constraints included in the model, cr(te f f ) = cr(st)/H time efficiency. The approaches have been tested on personal computers with 2 x 2.2Ghz processors, 3GB of RAM and address space.
Constraint (Logic) Programming
Constraint programming (CP) (Apt, 2009; Marriott and Stuckey, 1998 ) is a programming paradigm with the central notion of a constraint. A constraint states relations between variable domains (allowed combinations of domain values). CP is a form of declarative programming where the program in the form of constraint statements is a description of the problem, rather than a path to the solution (unlike in the case of procedural programming). CP makes a distinction between 3 components required to obtain a solution: the declarative constraint statement, constraint propagation and search. Historically CP has grown out of, and has been embedded in logic programming and often uses the LP based backtracking search, it is however possible to embed constraint programming in a procedural language.
We have tested models written under two CP systems (Schulte, 2010; Szymanek and Kuchciński, 2010 ) and a CLP system (Cisco Systems, 2010) with the result of obtaining optimal solutions for problem instances with H ∈ [1, ⌊H r /2000⌋]. The cr(te f f ) ∈ [5s, 25s] depending on the CP system, constraint propagation methods and search methods. However for problem instances with H ≥ ⌊H r /100⌋ we have been unable to produce a solution without a timeout.
The advantages of the CP approach are that the complete problem model can be taken into account cr(long) = cr(nlin) = true, solution with the guarantee of optimality can be obtained cr(gopt) = true. The major disadvantage is that the models are impractical for problem instances near the real life problem size
Dynamic Programming
Dynamic programming (DP) (Bellman, 1953; Cormen et al., 2001 ) is a mathematical and computer algorithmic scheme for solving optimization problems. The method builds the final solution by expanding initial conditions step by step into more complex cases with cr(te f f ) determined by the number of states and the complexity of the step.
By means of DP it is possible to obtain a complete solution with cr(gopt) = true in polynomial time complexity by (i) calculating an initial solution for h = 1 and pu 1 1 and (ii) expanding the solution upon all of the pu and year. Unfortunately, the complexity of our problem generates a state-space too large for any direct approach. However, a combined approach of DP and local search can be derived if only we are able to separate a simple subproblems for DP.
We have used a DP approach to determine, for a fixed hour h, the costs of volumes vol s h ∈ ∑ i v(pu s i , h) for all ps s ∈ {ps s } and generate the maximized total profit pr h for hour h. In the basic version we have determined pr h by managing costs of production of each pu s i . These costs included the joint costs of maintaining the pu s i on vol s i,h along with a few other parameters (e.g. profit and cost associated with be b production). In the first step of the algorithm we have generated a lookup 
∞ in all remaining cases. This relation gave us, for each h and ps s , an optimal configuration of vol s i,h necessary to produce vol s h . In the second step we merged all obtained lookup tables (using DP) along with purchases ze i modeled as an artificial pu with its own lookup table. In the following step we generated (using DP once again) a lookup table for hour h and for sales se i , containing the optimal methods of selling of particular en volumes. In the last step of the algorithm we have compared the two obtained lookup tables and greedily chosen the best vol h as the production volume of the ec. The basic DP algorithm described above was fast (cr(te f f ) = 5 − 8ms) comparing to CP but did not include cr(long) leading to a very complicated local search with poor final result for the year. Thus, we have refined the solution by introducing partial op-timization of goods to the DP algorithm. The best configuration we have obtained by introducing only one hard constraint -CO2 emission permit, leading to cr(te f f ) = 50ms.
The main advantages of this approach are: (i) fast and always optimal solution for a fixed h and (ii) inclusion of cr(nlin) without any additional time efforts. Unfortunately, the overall cr(long) management is poor leading to very complex local search that need to be applied as a superior algorithm.
Linear and Integer Programming
Linear programming (LP) (Dantzig, 1963 ) is a natural approach to solving linear problems but does not apply directly to nonlinear problems. This drawback can be partially overcome by including relaxations of nonlinearities in the problem model, it however comes at a cost of loosing accuracy and efficiency. We have tested the LP model with a number of relaxations. First of all it has to be noted that the relaxation of (A.19) is required for the model to be of any use because it relates the production to sales and is required in the balance constraints (A.10). For any piecewise linear function f p, defined as (A.23) a convex hull relaxation (Hooker, 2006) has been used (A.24). In the initial solution of the LP model with (A.24), (A.10) are not satisfied because they contain biases caused by the relaxation. To eliminate the bias the LP model is solved again with additional constraints (A.25) that linearize the f pv s,h around the steady states obtained from the first solution. To tighten the relaxation, models of further nonlinearities can be included: startup relaxation (A.26) of (A.16), startup cost relaxation (A.27), (A.28) of (A.21) (where vstc is the total cost of startups) , minimum pu s i enabled relaxation (A.29) of (A.17). Mixed integer/linear programming (MILP) approach, can also be used to tighten the relaxation by introducing integrality constraints integer(ar i ), integer (on s,i,h ).
We have tested the LP and MILP approaches, for inst(ec r , H r ) using the COIN-OR (IBM, 2010) CLP and CBC solvers. The LP model with (A.24) and (A.25) had produced the solution with cr(te f f ) = 10ms, LP model with (A.24), (A.25) and (A.29) had cr(te f f ) = 40ms, the model with additional relaxations (A.27) and (A.28) produced a solution after cr(st) = 1853s with the timeout and cr(te f f ) = 211ms. A model with integrality constraints did not produce a solution within 1h.
To summarize, the LP relaxation approach has a number of advantages: taking into account all the long period constraints cr(long) = true, producing an optimal solution for the defined model cr(gopt) = true, a relatively short cr(te f f ) = 10ms (LP model with (A.24) even for inst(ec r , H r ). The main disadvantage is that nonlinearities are accounted for in a very limited scope. Therefore, an additional optimization step has to be used to fully satisfy the nonlinearities.
Local Search
Local search (LS) (Aarts and Lenstra, 1997 ) is a meta-heuristic for solving computationally hard optimization problems. For the case of ec optimization the LS algorithm is organized as follows: it assumes an initial solution (step 1), repairs the violated nonlinear constraints (step 2) by applying a set of repair heuristics, looks for a better solution (step 3) using a set of improvement heuristics (step 3a). All value assignments CV = vals(heur,CV ) (step 2a,3a), are performed by choosing a neighborhood pu k j and applying new values to CV such that all linear constraints are satisfied and that only the vari-
are changed from all production variables {v(pu s i , h)}. LS performs backtracking (backtrack) in the cases when constraints cannot be repaired to undo wrong heuristic choices. A solution is returned in the form of variable values values(solution) and the corresponding pro f it. The details of particular heuristics shall not be discussed because they are dependent on a particular class of problem instances and are subject to customization. 
CV = values(init), pro f it
The advantages of local search is that it can be applied to large and nonlinear problems. The disadvantage is that any LS algorithm is custom tailored for a specific problem definition and class of problem instances. It is typical that LS is highly dependent on the quality of the initial solution CV = values(init) (how many constraints, and of which classes, are violated, are those difficult for LS to handle satisfied etc.) 
Hybrid Approach
Due to the fact that a single method approach is insufficient to time-efficiently account for all the components of the ec profit optimization problem a hybrid approach (solver) has been developed comprising of CP+LP+LS. The hybrid solver takes advantage of the interactions and key strengths of the methods included.
The function of CP has been reduced to performing bound propagation (Dechter and van Beek, 1997) on the constraints (A.8)-(A.14)(A.19) in order to determine correction variables 1 for the equality constraints in the LP model and determine infeasible constraints at the outset without time consuming proof of infeasibility by the LS.
The LP model with (A.24) and (A.25) has been used as described in Section 3.3 to obtain an initial solution for the LS. The LP model is preferred to DP because it accounts for all long period constraints (A.12)-(A.14), these constraints are "difficult" to satisfy by the LS (which leads to LS timeouts) if they are not accounted for in the initial solution. Secondly the LP model outperforms DP with respect to cr(te f f ). The final optimization stage is LS which uses the solution provided by the the LP model as the initial variable assignment. LS is meant to account for the nonlinearities, find a feasible solution (repair phase) and optimize it (improvement phase).
The hybrid approach is supreme because it is the only one that accounts for the complete problem model and produces an acceptable solution for inst(ec r , H r ) without a timeout. The hybrid solver was tested for several problem instances, derived by modification from the industrial real life problem instance, and the results are presented in Table 1 . The results show that the solver execution time is linearly 1 correction variables are used to compensate rounding errors performed by the LP solver dependent on the size of the problem (time horizon modifications in row 1 to 4) and is strongly dependent on the problem structure i.e. the types of constraints (tightened or relaxed) and profit ratios for control variables. This vulnerability to modification of problem structure is a feature of LP.
CONCLUSIONS AND RELATED WORK
Hybridization is an approach to optimization problems that often yields shorter computation times than single method approaches. The relative advantage of hybrid solvers can range up to a few orders of magnitude. This means that for applications with timeouts imposed on optimization it may be the only applicable solution. Furthermore, real life problems often contain heterogeneous constraints and hybridization allows to choose techniques best suited for particular classes of constraints and let them exchange information. A survey of computational results performed by John N.Hooker in (Hooker, 2006) lists some applications of hybrid solvers and their advantages over single method approaches to problem such as: "Scheduling with earliness and tardiness cost" (Beck and Refalo, 2003) solved 5 times more problem instances, "Polyprophylene batch scheduling" (Timpe, 2002) solved previously insoluble problem in 10min, "Lesson timetabling" (Focacci et al., 1999) 2 to 50 times faster, "Min-cost multiple machine scheduling" (Jain and Grossmann, 2001 ) 20 to 2000 times faster, "Product configuration" (Thorsteinsson and Ottosson, 2002) 30 to 40 times faster. For the ec optimization problem, on the basis of our experiments (Section 3 and Table 2), we believe that a hybrid approach (Section 3.5 and Table 2 entry 7) is the only one that can achieve performance sufficient to meet the requirements of an industrial appli- cation.
We have presented a generalized definition of the ec optimization problem. We have also laid out the overall structure and details of a hybrid solver developed for the generalized problem, indicating a promising area of research and leaving room for customization (especially in the LS area). We have also discussed approaches which have been discarded at an early stage of development because of their low performance, indicating areas of development which are unlikely to yield satisfactory results. To the best knowledge of the authors no other solution to the ec optimization problem has been reported.
The presented hybrid CP+LP+LS approach is generalizable because many complex optimization problems (other than ec optimization) can also be decomposed into linear and nonlinear components and then subjected to CP bound consistency, solved by LP to produce an initial solution that is next extended to a feasible solution with respect to nonlinearities by LS and improved by LS, in the same manner as described in this paper.
