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ABSTRACT
The objective of this paper is to investigate how noisy
and incomplete observations can be integrated in the process
of building a reduced-order model. This problematic arises
in many scientific domains where there exists a need for ac-
curate low-order descriptions of highly-complex phenomena,
which can not be directly and/or deterministically observed.
Within this context, the paper proposes a probabilistic frame-
work for the construction of “POD-Galerkin” reduced-order
models. Assuming a hidden Markov chain, the inference in-
tegrates the uncertainty of the hidden states relying on their
posterior distribution. Simulations show the benefits obtained
by exploiting the proposed framework.
Index Terms— Reduced-order modeling, POD-Galerkin
projection, hidden Markov model, uncertainty, optic-flow.
1. INTRODUCTION
In many fields of Sciences, one is interested in studying the
spatio-temporal evolution of a state variable characterized by
a differential equation. Numerical discretization in space and
time leads to a high dimensional system of equations of the
form: {
xt = ft(xt−1, θt−1),
x1 = θ1,
(1)
where xt ∈ Rn is the spatial discretization of the state vari-
able at time t, ft : Rn × Rpt → Rn and θt ∈ Rpt denotes
some parameters. As a few examples of systems obeying this
type of constraints, one can mention the wave equation char-
acterizing the propagation of sound [1], the Navier-Stokes
equations describing fluid evolution [2] or the Maxwell’s
equations governing the realm of electromagnetism [1]. Be-
cause (1) may correspond to a very high-dimensional system
in some applications, computing a trajectory {xt}t given
some parameters {θt}t may lead to unacceptable computa-
tional burdens.
To deal with this computational bottleneck, the concept
of “reduced-order models” (ROMs) has been introduced in
many communities dealing with high-dimensional systems.
The idea of ROMs is fairly simple: one wishes to find a
system involving a small number of degrees of freedom (typ-
ically ten to one hundred) while allowing for a reasonable
characterization of the state of the high-dimensional sys-
tem, in a certain range of operating regimes. Due to their
paramount practical importance, the construction of ROMs
has a fairly long history in the community of experimen-
tal physics and geophysics, beginning with the pioneering
works of Lorenz in the 60’s [3, 4, 5]. Among others, one
can mention Hankel norm approximations [6], principal or-
thogonal decomposition combined with Galerkin projections
(POD-Galerkin) [7], principal oscillating patterns or principal
interacting patterns [8]. We refer the reader to the book by
Antoulas for a review [9].
The set of operating regimes to be reproduced by a ROM
is of the form
X , {x , (x1 · · ·xT ) : x obeys (1) with {θt}Tt=1 ∈ R },
where R ⊆ Rp1 × · · · × RpT . In words, the set of regimes
X is defined by the set R of admissible parameters, which
determines state trajectories through recursion (1). The set X
may either be known perfectly or only partially. In the first
situation, the construction of a ROM can rely on the perfect
characterization of a representative set of trajectories, as soon
as recursion (1) can be computed for the known regimes, see
e.g., [10]. Building a ROM in the second situation is more
subtle: representative trajectories can not be computed di-
rectly by (1) since there exists an uncertainty on the regimes
of interest. For example, in fluid mechanics, the initial and the
boundary conditions, defining the evolution of the fluid, are
rarely perfectly known. A third situation, which is even more
dramatic, emerges when recursion (1) is intractable due to
a prohibitive computational burden. This typically happens
in climate studies, where it is inconceivable to use high-
dimensional numerical simulations for determining global
warming scenarios.
A useful ingredient in these uncertain and/or intractable
contexts is to incorporate partial observations of xt’s in the
process of ROM construction. For example, in geophysics,
satellites daily provide a huge quantity of observations on the
ocean or the atmosphere evolution. In the literature, a com-
mon strategy consists in substituting the representative trajec-
tories (intractable to compute in these cases) by a set of ob-
servations representative of the regimes [11, 12, 13]. Never-
theless, this straightforward approach is in most experiments
flawed. It ignores that observations may be incomplete and
affected by noise which may dramatically impact the ROM.
In this paper, we propose a new model-reduction tech-
nique which: (i) accounts for the uncertainties in the system
to reduce; (ii) exploits observations in the reduction process
while taking into account their imperfect nature. We focus on
the family of ROMs based on POD-Galerkin projection and
recast the latter within a probabilistic framework. In a nut-
shell, our approach is based on a probabilistic characterization
of the uncertainties of the high-dimensional system given the
data, and the exploitation of this posterior information in the
reduction process. We illustrate the proposed approach by the
reduction of a system of 2D Navier-Stokes equations.
2. A POSTERIORI INFERENCE PROBLEM
2.1. Surrogate Prior and Observation Models
Our first step will consist in defining a high-dimensional prob-
abilistic model gathering the uncertainty on the state of the
system. Because we are assuming that there are some uncer-
tainties in the set of admissible parameter R (i.e., the set of
operating regimes X ), we will suppose that each θt in (1) is
the realization of a random variable Θt distributed according
to a probability measure κt of support R. This implies that
xt is seen as a realization of a random variable Xt distributed
according to some probability measure νt of support X .
As mentioned previously, the problem is that we are un-
aware of X , since we do not have a perfect knowledge of R.
Assume now we know a measure ηt dominating νt, that is for
any element A of the Borel sets in Rn, ηt(A) = 0 implies
νt(A) = 0. Since νt is unknown, we will use ηt as a sur-
rogate measure on the unknown operating regimes. Because
of the domination relation, state trajectories belonging to the
unknown set X will have a non-zero probability. We fur-
ther assume that the ηt’s are characterized by a probabilistic
model of the form:{
Xt = bt(Xt−1) + Vt−1, Vt−1 ∼ ζvt−1(dvt−1),
X1 ∼ η1(dx1),
(2)
where we have introduced some operator bt : Rn → Rn
and where the Vt’s are mutually independent random vari-
ables of realization vt ∈ Rn and of probability measure ζvt .
The definition of (2) usually stems from the inclusion of some
knowledge on the physics and the nature of the uncertainties.
Indeed, there often exist approximated probabilistic charac-
terizations of deterministic chaotic systems, see e.g., [14, 15,
16, 17] for turbulent systems.
On top of a prior information ηt on theXt, we assume that
we have at our disposal a set of M observations on the states
of the system, say {Y it }Mi=1. For a sequence of T state vari-
ables observed M times, we define the random matrices X ,
(X1 · · ·XT ) and Y , (Y 11 · · ·Y 1T Y 21 · · ·YMT ) of realizations
x = (x1 · · ·xT ) ∈ Rn×T and y = (y11 · · · y1T y21 · · · yMT ) ∈
Rm×TM . Assume Xt’s and Y it ’s satisfy
Y it = ht(Xt) +Wt, Wt ∼ ζwt (dwt), (3)
where we have introduced some operator ht : Rn → Rm and
where the Wt’s are mutually independent noises of realiza-
tion wt ∈ Rm and of probability measure ζwt . Given this set
of observations, one can hope to remove certain uncertainties
on the system regime, the final goal being to include this in-
formation in the model reduction process. In the following,
we will be interested in Bayesian estimators relying on the
joint posterior measure of X given some observation Y = y,
say µ. The posterior measure will be associated to the hidden
Markov model (HMM) defined by (2) - (3). For HMMs, the
posterior admits the factorization [18]
µ(dx,y) =
g(x,y)η(dx)
〈g(·,y), η〉 , (4)
with the prior η(dx) , η1(dx1)
∏T
t=2 ζ
v
t (dxt − bt(xt−1)),
and the likelihood g(x, dy) ,
∏T,M
t=1,i=1 ζ
w
t (dy
i
t − ht(xt)),
where the expectation for any integrable function ϕ is
〈η, ϕ〉 ,
∫
Rn×T
η(dx)ϕ(dx).
Let us remark that, under specific conditions, a Bayesian esti-
mator is asymptotically efficient [19]. In other words, for M
sufficiently large, the effect of the prior probability (2) on the
posterior is negligible.
2.2. Uncertainty-Aware POD-Galerkin Projection
The low-rank approximation called Galerkin projection of the
dynamics (1) is obtained by projecting xt’s onto a subspace
spanned by the columns of some matrix u ∈ Rn×k where
k < n [7]. More precisely, it consists in a recursion{
zt = u
∗ft(uzt−1, θt−1),
z1 = u
∗θ1,
(5)
implying a sequence of k-dimensional variables {zt ∈ Rk}t,
where the exponent ∗ denotes the conjugate transpose. Be-
cause k < n, system (5) is usually tractable. Once recursion
(5) has been evaluated, an approximation of state xt can be
obtained by a matrix-vector multiplication uzt.
There exist several criteria in the literature to choose ma-
trix u [9]. The POD-Galerkin approximation infers matrix u
by minimizing the cost φ : Rn×T ×Rn×k → R+
φ(x,u) ,‖ x− uu∗x ‖2F , (6)
over the set of matrices U = {u ∈ Rn×k|u∗u = ik}, where
ik denotes the k-dimensional identity matrix.
In the context of our probabilistic modeling, x is a real-
ization of some random variable governed by (2) which is in-
directly observed through (3). The uncertainty on the state x
given some observation Y = y is quantified by the posterior
(4). Using this information, we define the inference of matrix
u for POD-Galerkin projection as the solution of
arg min
u∈U
〈µ(·,y), φ(·,u)〉. (7)
We discuss the resolution of this problem in the next section.
3. COMPUTATIONAL CONSIDERATIONS
3.1. Solution in Terms of Posterior Expectation
While being non-convex, problem (7) admits a closed-form
solution in terms of posterior expectation. Let {σj}nj=1 and
{uˆj}nj=1 respectively denote the eigenvalues and eigenvectors
of
〈µ(dx,y),xx∗〉, (8)
with σj ≥ σj+1. For any matrix u with k orthogonal
columns, it is straightforward to deduce that the expected cost
in (7) admits the lower bound
∑n
j=k+1 σj ≤ 〈µ(·,y), φ(·,u)〉,
and that this bound is reached for the matrix uˆ whose columns
are the eigenvectors {uˆj}kj=1 associated to the k largest
eigenvalues {σj}kj=1, see [20, 21]. Expectation (8) can be
decomposed as
〈µ(dx,y),xx∗〉 =
T∑
t=1
pt + x¯t(y)x¯
∗
t (y). (9)
where x¯t(y) ∈ Rn and pt ∈ Rn×n are the a posteriori
mean and covariance of xt given y. In the particular case of
Gaussian linear or finite state HMMs, the posterior mean and
covariance are explicitly given by Kalman recursions or by
the Baum-Welsh re-estimation formulae [22]. In the general
case, expectations with respect to the posterior measure (4)
do not admit closed-form expressions. Nevertheless, sequen-
tial Monte-Carlo methods provide asymptotically consistent
estimators [18].
We highlight the relevance of the proposed approach by
a comparison with the standard snapshot method [10]. This
method consists in computing uˆ as the k first eigenvectors of
T∑
t=1
xˆt(y)xˆ
∗
t (y), (10)
where xˆt(y) denotes some estimate of the state xt given ob-
servations y. Consequently, the snapshot method ignores di-
rections where the covariance of the estimation error is large
due to incomplete or noisy observations. In particular, for
the minimum mean square error estimator xˆt(y) = x¯t(y),
it neglects the influence of pt in (9). With the proposed ap-
proach, the columns of uˆ will also be chosen in the directions
in which the eigenvalues of pt are large, i.e., directions where
some uncertainty remains a posteriori.
3.2. Complexity Issues and Krylov Approximations
Assuming we can compute matrix (8), which is usually full
rank, the complexity necessary to solve exactly the eigen-
value problem scales as O(n2k) [23]. Since the goal is to
lower the problem dimension, one is inevitably faced to a
prohibitive dimensionality n. We choose to resort to Krylov
subspace approximations [9]. In a nutshell, an approxima-
tion in Krylov subspaces enables to represent a large matrix
by some approximated singular value decomposition, where
the k eigenvectors associated to the largest eigenvalues are
approximated relying on the Arnoldi iteration method [24].
The method complexity scales as O(k2n), i.e., presents the
great advantage to be linear with respect to the state variable
dimension. It is comparable to the complexityO(T (T 2 +n))
required by the diagonalisation of matrix (10) of rank T and
by the matrix-vector multiplications in the snapshot method.
4. NUMERICAL EXAMPLE
4.1. Reduction of 2D Navier-Stokes Equations
4.1.1. 2D Turbulence Model
We illustrate the proposed methodology within the context of
reducing a 2D model of turbulence from a video depicting
the evolution of a scalar field transported by the flow. As
described in [25], the high-dimensional model (1) is here a
quadratic function with respect to a spatial discretization of
the flow velocity xt ∈ Rn
ft(xt−1, θt−1) = c∗(in + α`− x∗t−1r)cxt−1 + θt−1, (11)
where α ∈ R+ denotes a dissipation coefficient and where
matrices ` ∈ Rm×m, c ∈ Rm×n and r ∈ Rn×m with n =
2m are discrete versions of respectively the Laplacian, the
curl and the spatial gradient operators. Variable θt ∈ Rn
accounts for some forcing. The observation model relates the
flow velocity xt to the variation yt ∈ Rm of the intensity of a
scalar field conveyed by the flow. It takes the form of (3) with
a zero-mean uncorrelated Gaussian noise Wt of variance σ2
and with a linear function
ht(xt) = htxt + ξt, (12)
for some matrix ht ∈ Rm×n and vector ξt ∈ Rm, see [25].
We use the high-dimensional model to produce one sequence
of 2D motion field {xt}Tt=1 ∈ X for a given operating regime
{θt}Tt=1 ∈ R and one sequence (M = 1) of scalar fields
of intensity variations y1t ’s. In the sequel, we denote these
sequences as (xdns,ydns) ∈ Rn×T ×Rm×T .
4.1.2. Optic-Flow Posterior
As suggested in the literature of optic-flow and turbulence
modeling, we will rely on a degenerated case of the surrogate
prior (2) where bt(Xt−1) vanishes. Moreover, we assume that
Vt’s are zero-mean Gaussian random fields. Such priors are
commonly used in computer vision [26], in fluid mechanics
[16], or in geophysics [17] to describe the correlated struc-
ture of motion fields. These priors fulfill the domination con-
dition. They are usually degenerated and defined by an in-
verse covariance qt ∈ Rn×n of rank lower than n. The latter
matrix implements typically some local regularity constraints,
e.g., finite difference approximation of spatial gradients [26],
or some self-similar constraints and long-range dependency
proper to turbulent flows [16, 17]. In this linear Gaussian set-
ting, we obtain the posterior mean and covariance{
x¯t(y) = σ
−2pth∗t (y
1
t − ξt),
pt = σ
2(h∗tht + σ
2qt)
−1.
(13)
Fig. 1. Left: mean of the posterior bi-variate vector (arrows) and Frobe-
nius norm of its covariance (color map) at each point of the pixel grid for
t = 25 . Results for standard [26] (above) or self-similar prior [17] (below).
Right: ground truth bi-variate vector (arrows) and error (14) (color map) for
the standard (above) or self-similar (below) prior.
4.2. Experimental Setting, Results and Discussion
Our simulations use a sample composed of T = 50 consecu-
tive states and images of size m = 27 × 27. We evaluate two
different choices for qt: the standard gradient model [26] and
the self-similar model proposed in [17]. The inversion of the
n × n matrices appearing in (13) are approximated within a
linear complexity in a 10-dimensional Krylov subspace. The
k = 50 first eigenvectors of (9) composing the columns of
the minimizer uˆ of (7) are then approximated using a Krylov
subspace of dimension 100.
Fig. 1 illustrates the Gaussian posterior distribution of a
turbulent flow obtained by optic-flow modeling, using Krylov
approximation. The local posterior covariance (in fact the
Frobenius norm of the local 2 × 2 covariance matrix) can be
compared to the normalized squared `2-norm error between
the realization xdns , (xdns1 · · ·xdnsT ) and the estimated pos-
terior mean, i.e.,
‖(xdnst )s − (x¯t(ydns))s‖22/‖(xdnst )s‖22, (14)
where the subscript s denotes the vector (bi-variate) compo-
nent related to the s-th pixel of the image grid. A visual in-
spection of the different maps shows that : 1) the region with
high variances correspond to areas characterized by large er-
rors (14); 2) conversely, in the case of the self-similar prior,
most regions with large errors (14) correspond to areas with
high variances; besides, the error is globally lower for the self-
similar prior. The first observation serves as a clear evidence
of the relevance of integrating the posterior distribution in the
ROM building process. The second remark shows the impor-
tance of using good prior surrogates.
The plot of Fig. 2 shows the evolution of the square error
induced by low-rank approximation of the true flow, i.e.,
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Fig. 2. Evolution of the normalized error (15) with respect to the dimension
k of the inferred reduced basis with the state-of-the-art snapshot method [10]
(red solid line), the proposed method (green dashed line) and using directly
the ground truth (blue dotted line).
‖xdns − uˆuˆ∗xdns‖2F /‖xdns‖2F , (15)
with respect to the number of columns k of matrix uˆ, the so-
lution of (7) using the prior model in [26]. We evaluate the
snapshot method and the proposed posterior reduced-order
modeling. Moreover, the figure also includes the plot of the
error (15) obtained with a reduced basis uˆ inferred when xdns
is directly available without uncertainty. We note that in prin-
ciple, in order to evaluate the error induced by the ROM, the
orthogonal complement ‖uˆuˆ∗xdns − uˆz‖2F /‖xdns‖2F should
be added to error (15), with z = (z1 · · · zT ) computed from
(5) using xdns1 [7]. Unfortunately, [25] does not provide the
detailed implementation of function (11).
We immediately remark that including uncertainty in the
process of reduced-order modeling induces a clear gain in ac-
curacy. The error reduction is more than 30 %. It is never-
theless modest in comparison to the gain obtained by ROM
directly inferred from ground truth. In the light of comments
of Fig. 1, we believe that this error gap may be significantly
reduced by using more relevant priors, such as those proposed
in [16, 17]. This is the topic of ongoing research.
5. CONCLUSION
We have proposed a methodology for building ROMs which
integrates the high-dimensional system uncertainties. It relies
on the computation of an a posteriori measure. This informa-
tion reveals directions where uncertainty on the states remain
high and where observations were insufficient to solve the
regime ambiguities. We show how to integrate this a posteri-
ori information in the construction of ROMs based on POD-
Galerkin projections. Numerical experiments, taking place in
the context of 2D Navier-Stokes equations, show that the pro-
posed probabilistic framework enables to lower significantly
the reconstruction error in comparison to the standard “POD-
snapshot” method.
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