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A bstract
In this work, a theoretical model for the description of carrier and light dynamics in a quantum 
dot laser/amplifier is presented. The model is based on Maxwell-Bloch equations and takes into 
account the scattering of charge carriers between 2-D wetting layer states and bound quantum dot 
states, intra-dot scattering between bound dot states, the influence of p-doping on the 2-D wetting 
layer states, the amplification, diffraction, and wave-guiding of the light fields in the optical cavity.
The inhomogeneous broadening of the quantum dots (QDs) is included via a spatially resolved 
statistical method, where QDs with varying physical properties at different locations form the 
statistical ensemble. In this way, the inhomogeneously broadened gain spectrum is incorporated 
into the model. The inhomogeneous broadening of the QDs is also reflected by transition energy 
dependent carrier-LO-phonon and carrier-carrier scattering rates (calculated separately for each 
QD in the ensemble).
Simulations of quantum dot amplifiers allow the analysis of the occupation probability of the 
quantum dot levels at steady state and during optical excitation by a femtosecond pulse. The 
influence of homogeneously and inhomogeneously broadened quantum dot media on spatial and 
spectral hole burning is revealed. It is shown that spatially varying dot properties lead to a 
reshaping of the optical pulse in the active medium.
Direct modulation of quantum dot lasers at frequencies in the range of 1.0—60 GHz is inves­
tigated numerically. The influence of laser geometry and inhomogeneous broadening of the QD 
material on modulation properties and gain/emission spectra is visualised and discussed. It is 
shown that an increase of the inhomogeneous broadening leads to a decrease of the differential 
gain and an increase of the signal to noise ratio. Analysis of laser emission spectra show a spectral 
broadening due to high frequency modulation.
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Chapter
Introduction
In the first section of this chapter, the reader is introduced to the topic of semiconductor laser 
diodes. In section 1.2, the influence of nano-scale carrier confinement on the electronic and optical 
properties of semiconductor material is discussed. Experimental and theoretical results related to 
carrier scattering between a continuum of 2-D/3-D states and bound QD states, as well as intra-dot 
relaxation are presented in section 1.3.1. Section 1.4 provides a brief overview of research topics 
related to the experimental and theoretical investigation of QDLs and QDSOAs.
1.1 Sem iconductor Laser D iod es
Semiconductor laser diodes (LD) are found in many technological products e.g. compact disc players 
and writers, laser printers, barcode readers, laser pointers, position detection equipment [63], etc. 
Progress in the processing of semiconductor structures has lead to the development of LDs with 
emission wave-lengths spanning the spectral range from infra-red to ultra-violet.
The efficiency, reliability, and compact design of LDs, and the fact that they are available as a 
hermetically sealed paclrage, makes them perfect for medical applications, e.g. in dentistry, surgery, 
and ophthalmology [41]. For material processing like soldering and for optical pumping of fibre 
lasers or solid state lasers, LDs with a high output power (in the range of 100 W) are required. To 
achieve such high output powers LDs can be combined into laser diode arrays.
For data transmission via optical fibre networks, LDs are applied as modulated light sources. 
LDs used for communication purposes have an emission power in the mW range, a large modulation 
bandwidth, and an increased temperature stability. Single mode emitting LDs are required for 
long-haul optical transmission networks in order to minimise pulse distortions related to chromatic 
dispersion. Semiconductor optical amplifiers (SOAs) are used as switches and repeaters (to amplify
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and reshape optical signals) in optical fibre networks [27].
Since the first demonstration of coherent light emission from a G a As diode in 1962 [48], major 
improvements of the laser diode design are related to the confinement of electrons and holes within 
a thin layer of active material (to increase the probability of radiative electron-hole recombination).
Already in 1982, Arakawa and Sakaki [7] proposed the confinement of charge carriers in all three 
dimensions, in order to increase the temperature stability of semiconductor lasers. 0-D confinement 
of charge carrier can be achieved by nanometre sized semiconductor structures called quantum dots 
(QDs). The realisation of quantum dot semiconductor lasers (QDLs) and quantum dot semiconduc­
tor optical amplifiers (QDSOAs) has required years of development in hetero-structure engineering 
and device optimisation. Only recently, opto-electronic devices based on QDs have become available 
commercially [56]. Benefits of QDLs include:
© very broad lasing spectra (< 80 run), 
o low threshold current,
@ low relative intensity noise,
# demonstrated 10 Gb/s error free modulation.
In the following, the operation principle of semiconductor lasers is briefly presented. In general 
terms, a laser is an externally pumped self-sustaining oscillator and consists of a gain medium 
placed inside an optical cavity to provide the necessary feedback [1]. In semiconductor lasers, the 
gain medium is a thin layer of semiconductor material placed between a p-n junction. Electrical 
pumping is achieved by applying a forward biased voltage to the p-n junction. Pumping is necessary 
to provide electrons in conduction band states and holes in valence band states. This condition is 
called population inversion.
Radiative electron-hole recombination can occur via spontaneous or stimulated emission, re­
spectively. Spontaneously emitted photons have no phase correlation, and are emitted in random 
direction and at random times. Spontaneous emission of photons corresponds to the decay of an 
excited quantum state with a finite life-time. Stimulated emission occurs when an incoming pho­
ton meets an inverted state and induces the recombination. The outgoing photon has the same 
direction of propagation and the same wavelength as the incoming photon. Additionally, there is a 
phase correlation between both photons [1]. Figure 1.1 shows the difference between spontaneous 
and stimulated emission.
At low current densities, the optical loss (per round-trip) of the laser resonator exceeds the 
optical gain. Therefore, the radiation emitted by the laser is due to spontaneous emission and
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Figure 1.1: Radiative inter-band recombination of charge carriers confined to a QD: (a) Sponta­
neous emission; (b) Stimulated emission
has a broad spectral distribution of 5 — 20 nm [122]. Above a device dependent injection current 
density, called threshold current density, the optical gain is sufficiently large to compensate cavity 
losses. Due to the feedback of the cavity mirrors, optical fields propagating along the laser wave­
guide are amplified. Under these conditions induced emission is dominating, the emitted radiation 
is highly coherent, and its optical spectrum consists of narrow lines that correspond to standing 
cavity modes.
In direct band gap semiconductors such as GaAs, InP, and Gain As, electrons from the conduc­
tion band and holes from the valence band have a high probability to recombine radiatively. The 
energy of the emitted photon is approximately equal to the band-gap energy.
1.2 N ano-Scale Carrier C onfinem ent
The confinement of carriers can be achieved by enclosing the active region between layers of semi­
conductor material with a larger band-gap. Reducing the thickness of the active region to the 
nanometre scale, results in the confinement of charge carriers in a two-dimensional region of space 
called quantum well (QW). In the present time, most LDs available commercially are quantum-well 
lasers (QWLs), having an active area that contains one or several QWs.
Confining charge carriers in nano-scale semiconductor structures changes their available energy 
states and wave-functions, and consequently the electronic and optical properties of the material. 
The effect of carrier confinement on the density of available states (DAS) is illustrated in Fig. 1.2(a). 
For electrons in the conduction band (CB) of a bulk medium, the DAS is proportional to y/E  — Ec, 
where E  is the energy and Ec is the conduction band edge [66]. The DAS of a 2-D medium is a 
step function, each step corresponding to a QW sub-band induced by the confinement in vertical
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direction. The number of sub-bands is determined by the width of the QW and the magnitude of 
the confining potential [80]. Confinement in all three directions results in discrete, atom-like bound 
electronic states [66]. In this example, it has been assumed that the QDs have a higher Indium 
content compared to the 2-D medium, leading to a red-shift of the bound QD states (compare with 
the band-diagram presented in Fig. 2.7).
Fig. 1.2(b) represents the density of occupied states (DOS) in a 0-D, 2-D, and 3-D medium, 
respectively. In the case of the 2-D and 3-D medium, the DOS is given by the corresponding DAS 
multiplied by the Fermi occupation probability function. The occupation probability of the QD 
states is determined by the rate of scattering processes transferring carriers from the surrounding 
medium to the bound QD states. The QD state population also depends on the probability of 
scattering events connecting different QD levels (intra-dot scattering).
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Figure 1.2: 2-D density of available (a) and occupied (b) electron states for a bulk medium, a 
quantum well, and an ensemble of QDs. Assumed QD sheet density: 1.0 x lO^^cm"^. (The 3-D 
density of states has been scaled with the width of the QW).
As shown in Fig. 1.2(b), the DOS of a bulk medium approaches zero at the band edge. For a 2-D 
medium the DOS reaches its maximum at the 2-D band edge, corresponding to the first quantized 
sub-band. Consequently, it is easier to achieve population inversion in a 2-D system [122]. This 
lead to the demonstration of QWLs with a low threshold current density (approximately one order 
of magnitude lower compared to the threshold current density in a conventional double-hetero­
structure semiconductor laser) [72].
In semiconductor lasers with a 3-D gain medium the emission bandwidth is determined largely 
by the choice of semiconductor material. Using nano-scale hetero-structures as a gain medium
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offers the possibility of tailoring the band-structure and thus the emission range of the laser. The 
band-structure of nano-materials is determined by the material composition and the geometry of 
the hetero-structure.
Epitaxial (atomic layer by atomic layer) growth of semiconductor material on a substrate with 
a lattice constant mismatch results in a strained crystal. Strain has an impact on the band- 
structure. In general, compressive strain tends to increase the band-gap, whereas tensile strain 
tends to decrease it. Strain also lifts the degeneracy of the light hole band and heavy hole band [80]. 
Using methods Hke molecular beam epitaxy (MBE) or metal-organic chemical vapour deposition 
(MOCVD), it is possible to grow strained QWs with perfect crystallographic structure. However, if 
the 2D layer exceeds a certain (material dependent) thickness, a nucléation process starts, leading 
to the formation of small 3-D islands. E.g. for InAs grown on a GaAs substrate, the critical 
thickness is 1.5 monolayers (MLs). The self-organised transition from a thin 2-D wetting layer 
(WL) to 3-D islands occurs due to the tendency of the physical system to reach a lower energetic 
state by relaxing strained semiconductor layers [15]. This process can be exploited to produce 
arrays of QDs and is called Stranski-Krastanov (SK) growth mode.
SK growth mode can be applied for material systems like: InAs/GaAs, InGaAs/GaAs, 
InP/G alnP. These semiconductor pairs are characterised by a substantial lattice constant mis­
match. Producing self-assembled QDs using compressively strained epitaxial layers is a complex 
process and involves the optimisation of growth parameters like: substrate temperature, growth 
rate, material flux ratio, total amount of deposited material, exposition time before capping [22], 
[21], [29].
Currently, SK growth mode is used successfully in the production of QD arrays with a dot 
density in the range of 10^^cm“  ^ [4], [5], [89], [88]. A further increase of the number of QDs in the 
active medium of a laser can be achieved by stacking layers of QDs [4], [138]. Due to the strain 
induced by the QDs in the first layer, islands in the next layer tend to form just above the QDs in 
the bottom layer. The thickness of the barriers between the layers determines the degree of vertical 
alignment and electronic coupling [46], [65].
As mentioned before, QDs have discrete energy states, comparable to an atom. The spacing 
between the QD energy levels depends not only on the hetero-structure material, but also on the 
size of the dot. Changing the growth conditions, to produce dots with a different composition and 
size, allows the tuning (in certain limits) of the QD transitions. Micro-spectroscopy of single QDs, 
or a low number of dots, revealed sharp transition lines with a FWHM (at low temperatures) in 
the range of 150/.ieV [15], [108], [4]. Most opto-electronic devices based on QDs contain a large
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number of dots (in the range of 10® — 10®). Luminescence emitted by such devices shows much 
broader spectral peaks with a FWHM of typically 30 meV—60 meV [89]. This is due to inhomo­
geneous hne broadening induced by fluctuations of the QD size, shape, and chemical composition. 
Inhomogeneous broadening is a typical feature of an ensemble of QDs and has to be included in a 
theoretical description of QD gain material.
M odeling  o f Single S em iconducto r Q u an tu m  D ots
Various models have been used to describe bound QD carrier states. The most simple models 
describe a QD in terms of a 3-D confinement potential with infinitely high walls. Closed form 
solutions for the single particle wave-functions and energy eigen-values can be obtained by solving 
Schrodinger’s equation for parabolic, box-like, cylindrical and spherical 3-D confinement potentials. 
Solutions are described in most text-books on quantum mechanics [78], [20].
More realistic models consider a finite confinement potential (approximated by the band dis­
continuity at the hetero-structure interface), and take into account the variation of the effective 
mass in the surrounding and the QD semiconductor material. This approach is better suited to 
estimate the number of bound states for a given material system and QD geometry. Numerical 
solutions can be found for complex geometries of the confinement potential, e.g. in the shape of 
a lens, pyramid, truncated pyramid, etc. In order to describe many-particle states, the Coulomb 
interaction between the charged particles has to be taken into account. This allows e.g. the calcula­
tion of exciton (electron-hole pair) binding energies and the influence of the QD carrier population 
on the bound energy states.
More sophisticated QD descriptions are based on tight binding models [64], [73], [99], [104], 
pseudo-potential theory [42], [67], [139] and eight band k • p  theory [6],[34], [103], [116]. These 
models can be formulated to include the effects of strain and piezoelectricity on the band structure 
and the optical properties of semiconductor QDs. It has been shown that strain has a strong 
influence on the energy level structure of QDs [116]. Input parameter required by these QD models 
include: effective mass of electrons and holes in the semiconductors forming the hetero-structure, 
band gap, band offset, QD geometry, hydrostatic deformation potential, etc. A crucial parameter, 
determining the QD confinement potential, is the band offset at the hetero-structure interface. 
It can be determined from the band gap of the (strained) semiconductor material and the band 
alignment. For the band alignment of strained III-V semiconductor hetero-structures, several values 
have been reported [12], [13], [96], [128], [143]. Stier et al. have calculated the QD GS energies 
using different values for the band lineup. They have shown that a variation of the band lineup
1.3. SCATTERING PROCESSES INVOLVING 0-D CHARGE CARRIERS_________________ 7
causes an overall shift of the electron and hole levels and has a minor influence (< 15meV) on the 
GS transition [116], [115].
1,3 Scatterin g  P rocesses Involving 0-D  Charge Carriers
In the previous section, the effect of carrier confinement on the density of states available in a 
semiconductor hetero-structure of reduced dimensionality has been discussed. E.g. reducing the 
translational degree of freedom of charge carriers in a semiconductor hetero-structure from 3-D to 
0-D, results in a concentration of available states at the band edge, making population inversion 
easier to achieve.
Population inversion can be achieved by optical pumping or electric pumping. Optical pumping 
involves the irradiation of the semiconductor material at a wave-length in the range of the optical 
QD transitions. The absorption of light by a QD leads to the formation of one or several electron- 
hole pairs. Electric pumping is performed by applying a forward biased voltage to the p-n junction 
containing the active area (compare with section 1.1). Charge carriers are first injected into the 
barrier and relax via intra-band scattering to the 2-D wetting layer and finally to the 0-D QD 
states. In general, the probability of direct carrier scattering from the wetting layer to the QD GS 
is low, compared to the probability of scattering from the wetting layer to excited QD states [109]. 
Therefore, efficient scattering from excited QD states to energetically lower lying QD energy levels 
is required to ensure a high carrier occupation probability of the QD GS.
Photo-luminescence measurements of QDs samples grown without wetting layer, have shown 
that carrier relaxation can occur from 3-D states to 0-D states directly [106]. However, most QD 
samples are produced using SK growth mode (see section 1.2), and contain dots emerging from 
a thin 2-D wetting layer. The confinement energy of these QDs is lowest with respect to the 
continuum of 2-D wetting layer states. Therefore, at least in SK self-organised dots, QD carrier 
capture/escape is dominated by QD-f-^WL scattering [26]. In the following section, experimental 
results as well as theoretical models related to the transfer of charge carriers between discrete QD 
levels and the continuum of states in the medium surrounding the dots are presented.
1.3 .1  0-D<->2-D C arrier S ca tter in g
This work focuses primarily on InGaAs/GaAs QDs. A typical features of this semiconductor pair 
is the large difference between the effective mass of electrons and holes [12], [13]. This affects the 
density of states in 2-D structures and the level spacing in QDs. In InGaAs/GaAs QDs, hole levels
1.3. SCATTERING PROCESSES INVOLVING 0-D CHARGE CARRIERS__________________8
are closely spaced whereas electron levels have a higher energy separation [116]. For InGaAs/GaAs 
hetero-structures the band discontinuity of the CB is larger compared to the discontinuity of the 
VB [128], [143]. The confinement energy of bound QD hole states with respect to the WL band 
edge (of the VB) is relatively small (of the order of the LO-phonon energy), facilitating capture of 
holes to the QDs.
An instructive experimental investigation of carrier-capture in strain-induced QDs has been per­
formed by Lingk et al. [79]. The hetero-structure investigated consists of self-assembled InP/GaAs 
QDs grown on the sample surface and a near-surface InGaAs/GaAs QW. The InP QDs act as 
stressors inducing a lateral confining potential in the QW. (N.B., the QDs investigated are not the 
InP islands on the sample surface, but the InGaAs/GaAs QDs induced in the QW.) The strain- 
induced confinement potential is approximately parabolic leading to equi-distant QD energy levels. 
The depth of the confinement potential can be varied by changing the distance between the sample 
surface and the InGaAs/GaAs QW. Using time-resolved and time-integrated photo-luminescence 
spectroscopy, Lingk et al. show tha t QW—^QD carrier capture rates can be increased considerably 
by reducing the confinement potential.
The previously described experiment shows the dependence of the QW-^QD relaxation rate on 
the confinement energy of the QD states, but offers no information on the relaxation mechanism. 
Trumm et al. performed a two-colour femtosecond transmission experiment, in order to study 
carrier capture into self-organised InGaAs/GaAs QDs [129]. In the experiment an initial pump 
pulse of 100 fs duration and photon energy of 1.51 eV generates electron-hole pairs in the WL and 
bulk continuum. These charge carriers relax on a femtosecond time-scale to the WL band edge. 
Changes of the optical transmission at the energy of the WL band edge (1.45 eV) and the excited 
QD states (1.34 eV), respectively, are then detected using a two-colour probe pulse of 20 fs duration. 
Prom the transmission change the decay of the 2D carrier density in the WL and at the same time 
the rise of the QD state occupation can be inferred. Using polarised probe pulses the authors see 
no evidence of spin relaxation during the population transfer. Increasing the excitation density 
of the pump pulse does not affect the QW—>QD capture times. The authors conclude tha t their 
observations strongly indicate a phonon-mediated scattering process.
Giindogdu et al. have studied the relaxation kinetics of electrons and holes in modulation 
doped and undoped InAs QDs using femtosecond time-resolved photo-luminescence experiments 
[47]. Their research shows that carrier relaxation from the barriers to the QDs is strongly enhanced 
due to electron-hole scattering involving (doping induced) excess carriers. For p-doped and undoped 
QDs, they measured an increase of the relaxation time with increasing temperature. For n-doped
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QDs, they found no discernible dependence between relaxation time and temperature. To explain 
the experimental results, the authors propose an Auger-type scattering mechanism involving excess 
0-D carriers. E.g. in p-doped QDs, a 2-D electron interacts with a 0-D hole and relaxes to a discrete 
QD state, wheres a 0-D hole is excited to a state of higher energy.
T h eo re tica l D escrip tio n  o f 0 -D /2 -D  C a rr ie r  S ca tte rin g
The theoretical description of carrier scattering in 0-D/2-D or 0-D/3-D semiconductor hetero­
structures is a field of continued research. The aim is to understand the influence of scattering 
mechanisms and to predict e.g. relaxation rates, spectral broadening/shift of optical transitions for 
a given semiconductor structure taking into account parameters like temperature, carrier density, 
transition energy, hetero-structure geometry, etc. According to the interaction involved, scattering 
processes in a semiconductor material can be divided into the following groups:
1. C a rrie r-P h o n o n  sca tte rin g  corresponds to the scattering of charge carriers by the crystal 
lattice. E.g. a charge carrier relaxes to a state of lower energy and generates a phonon 
(vibrational eigenmode of the crystal).
2. C a rr ie r-C a rr ie r  sca tte r in g  is mediated by the Coulomb interaction. In this process one 
carrier relaxes to a state of lower energy and imparts its excess energy to a carrier tha t is 
excited to a state of higher energy.
3. R ad ia tiv e  c a rr ie r  sca tte rin g  involves the emission or absorption of photons. I t includes 
inter-band radiative scattering (scattering of a carrier from the CB to the VB or vice versa), 
and intra-band radiative scattering (scattering of a carrier within the same band).
In the following, we focus on carrier scattering mediated by carrier-phonon and carrier-carrier 
interaction, respectively. For the relaxation of carriers from the continuum of 2-D or 3-D states to 
discrete QD levels, several scattering mechanisms have been proposed. Chang et al. have calculated 
LO-Phonon and Auger-assisted tunneling rates from a QW to a QD with cylindrical geometry [23]. 
In their model, single particle wave-functions are used to calculate transition matrix elements 
related to carrier-phonon and carrier-carrier scattering. The calculation of scattering rates is based 
on Fermi’s golden rule. Their simplified model renders analytical formulae that can be used to 
study the influence of e.g. temperature or carrier density on the scattering rates. Their findings 
shows tha t at low to moderate carrier densities relaxation via LO-phonon scattering is dominating, 
while Auger scattering is of increasing importance at higher carrier densities. The main drawback
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of the model is the assumption that the confinement energy of the bound QD states with respect 
to the QW band edge is below the LO-phonon energy. At higher confinement energies LO-phonon 
scattering is forbidden, since the model includes only single LO-phonon scattering events.
A description of one and two-phonon relaxation processes form 3-D bulk medium to spherical 
QDs with finite confinement potential has been formulated by Magnusdottir et al. [83]. For the 
calculation of two-phonon capture rates the authors use second order perturbation theory consider­
ing all intermediate (bound and continuous) carrier states. At temperatures above 50 K and a 3-D 
carrier density of lO^^cm"® their calculations yield single-phonon capture times of approximately 
0.3ps. Capture times involving two-phonon scattering events are roughly one order of magnitude 
higher.
Auger carrier capture rates into cone-shaped QDs have been calculated by Magnusdottir et 
al. [82]. Their findings show a strong dependence of the capture rates on the transition energy 
(given by the energy difference between the initial 2-D state and the final bound QD state). The 
authors calculate capture times of the order of 1 ps at 2-D carrier densities above 10^^cm“ .^ Similar 
calculations for cylindrical shaped QDs have been performed by Uskov et al. [133]. Assuming carrier 
densities of 10^  ^ — 10^^cm“  ^ they estimate Auger capture times in the range of 1 — 100 ps.
As mentioned in section 1.2, low temperature spectra of single QDs exhibit narrow optical 
transitions in the range of several hundred /leV  [126]. At higher temperatures and during electrical 
injection of carriers the homogeneous line-width of QD transition shows considerable broadening 
[74], [125]. The homogeneous broadening of a QD transition is determined by carrier-phonon, 
carrier-carrier scattering, and the radiative electron-hole recombination itself.
Uskov et al. have described the spectral broadening and shift due to elastic scattering of carriers 
confined to QDs with 2-D carriers in the WL [134]. At 2-D densities of 10^^cm“ ^, they have 
estimated dephasing times of lasing transitions in the range of 0.1 — 1.0 ps. In a different paper 
Uskov et al. have presented a description of spectral broadening/shift due to elastic scattering of 
intra-dot carriers with LO-phonons [131]. The authors show that this broadening mechanism is 
dominant only at temperature above 100 K.
Nilsson et al. have determined the homogeneous broadening of QD transitions due to Auger 
scattering processes between bound 0-D carriers and 2-D carriers in the WL [93]. In vertical di­
rection they assume an infinite confinement potential for both, the QD and the WL. The in-plane 
confinement of the QDs is modeled as a parabolic potential with finite depth. For the WL eigen­
states the authors use orthogonalized plane-wave (OPW) functions to ensure orthogonality with the 
in-plane part of the QD wave-functions. Nilsson et al. show that the homogeneous broadening de-
1.3. SCATTERING PROCESSES INVOLVING 0-D CHARGE CARRIERS________________ U
creases with increasing QD confinement potential and increases with increasing 2-D carrier density. 
At room temperature their calculations yield a homogeneous broadening in the range of 5 —10 meV.
The theoretical descriptions mentioned above rely on Fermi’s golden rule for the calculation of 
scattering rates. More sophisticated models include effects like renormalisation of the single particle 
energies and Coulomb screening due to many-body effects, as well as a self-consistent description 
of scattering induced polarisation dephasing and relaxation of charge carriers.
Nielsen et al. have used kinetic Boltzmann equations to calculate scattering rates in a QD/QW  
system under quasi-equilibrium conditions [92]. Such conditions are realised e.g. in an electrically 
pumped 2-D/O-D semiconductor hetero-structure. The authors evaluate scattering rates that are 
not restricted to Fermi’s golden rule but include population effects. The carrier dynamics is de­
scribed by kinetic equations. The authors have assumed a QD model with a parabolic in-plane 
confinement potential and a finite well potential in growth direction. The carrier-phonon scattering 
rates presented in [92] refer to single carrier-LO-phonon scattering. For the combined processes 
including Auger and LO-phonon scattering they calculate capture times below 10 ps, and intra-dot 
relaxation times below 1 ps.
A quantum-kinetic theory using a non-equilibrium Green’s function description of ultra-fast 
relaxation and dephasing in QWs and QDs has been presented by Gartner et al. [35]. The authors 
describe the effects of carrier-LO-phonon interaction neglecting carrier-carrier scattering. As they 
point out, their work refers to a low excitation regime where carrier-carrier scattering and related 
screening effects are negligible. The theoretical description includes memory effects (non-Markovian 
approach) and energy renormalisation of single particle energies (Hartree-Fock). As an application 
of the theory, the authors present simulation results related to ultra-short optical excitations in 
QDs and QWs. They study polarisation dephasing as well as relaxation and thermalization of 
charge carriers. For CdTe QW/QD (strong coupling regime) the authors calculate fast relaxation 
times below Ips.
The influence of carrier-carrier and carrier-phonon correlations on the optical absorption/gain 
in QD/QW  systems has been studied theoretically by Lorke at al. [81]. The authors use a quantum 
kinetic non-Markovian treatment to describe dephasing due to carrier-carrier and carrier-phonon 
interaction, respectively. Energy renormalisation of single particle states is included in a self- 
consistent way. Their numerical simulations show a red-shift of the single particle energies with 
increasing carrier density (of the order of -30 meV at a 2-D carrier density of lO^^cm""^). They show 
that polarisation dephasing increases initially with increasing 2-D carrier density, but decreases at
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high 2-D carrier densities (due to suppression of intra-dot processes by Coulomb-blocking).
A quantum kinetic treatment of carrier-phonon interaction in the polaron picture has been 
formulated by Seebeck et al. [109]. The authors calculate scattering rates for WL—>QD carrier 
capture and intra-dot relaxation. Their theory predicts rapid intra-dot relaxation on a subpicosec­
ond time-scale with scattering rates that are not related to a near-resonance condition. Direct 
carrier capture from the WL to the GS is possible even at energies exceeding double the energy of 
LO-phonons but the capture rates are reduced by approximately one order of magnitude compared 
to capture rates to excited QD states.
The population and dephasing kinetics of QD confined charge carriers coupled to a QW has 
been studied theoretically by Vu et al. [137]. The authors assume a symmetric band model and 
neglect confined optical phonons as well as polaron effects. These approximations are justified by 
the weak coupling regime in GaAs QDs. In their simulations a 2-D electron-hole plasma is initially 
excited by an optical pulse of 20 fs duration. Their results show that QD level populations reach a 
steady state after considerably less than 1 ps. Simulating a pulse probe experiment they find a red 
shift of the QD absorption/gain line.
1 .3 .2  In tra -d ot C arrier R e la x a tio n
In the previous section we have presented experimental and theoretical findings related to the cap­
ture of charge carriers from a continuum of states (2-D or 3-D) to discrete QD states. Experiments 
and theory show that carrier capture rates decrease with increasing transition energy. As such, 
carrier capture to excited QD states has a higher occurrence probability compared to direct capture 
to the GS. The majority of carriers are therefore first captured to excited QD states and relax via 
intra-dot relaxation to the QD GS.
Experimentally, intra-dot carrier relaxation has been investigated e.g. using photo-luminescence 
(PL) spectroscopy, photo-current (PC) spectroscopy, and diflferential transmission (DT) spec­
troscopy. These methods rely on a femtosecond pump pulse in order to generate the initial carrier 
density via absorption of radiation and creation of electron-hole pairs. Tuning the wave-length of 
the pump pulse allows the generation of charge carriers either in the barrier layers, WL, excited 
QD states, or QD GS.
Theoretically, a reduced intra-dot relaxation rate was predicted on account of the discrete QD 
energy levels and the narrow dispersion of LO-phonons [57]. Photo-luminescence and electro­
luminescence measurements of InGaAs/GaAs QD samples confirmed the existence of a bottle-neck 
effect [90]. Later measurements on many different QD samples showed that intra-dot relaxation is
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a complex process depending on the QD hetero-structure and the operating conditions (tempera­
ture, excitation level, etc). In the following, we present experimental results related to intra-dot 
relaxation of electrons and holes.
Toda et al. have performed near-held and far-held PL excitation spectroscopy experiments in 
order to study relaxation mechanisms in InGaAs/GaAs QDs [125]. Using near-held scanning optical 
microscopy, the authors performed spatially resolved single dot spectroscopy at a temperature of 
8K. For the non-resonantly excited QD GS transition (at 1.2815 eV) they measured an extremely 
narrow line-width of 70 /xeV. Keeping the detection energy constant (at 1.2815 eV), they increased 
the excitation energy in steps of 0.1 nm. A number of sharp (line-width below 1 meV) resonant lines 
were found at energies above 30 meV (with respect to the detection energy). Above 50meV Toda et 
al. detected a continuum of transitions up to the WL band edge at ~  130 meV. The resonant lines 
detected around 36meV and 65meV are attributed to ILO-phonon and 2LO-phonon scattering, 
respectively. The authors propose a relaxation mechanism involving the continuum of states, where 
relaxation within the continuum occurs due to LA-phonon scattering. According to Toda et al., 
carriers relax from the continuum via resonant emission of an integral number of (localised or 
non-localised) phonons.
Continuum transitions in the absorption spectra of single InGaAs/QD have also been detected 
by Oulton et al. using photo-current spectroscopy measurements [97]. The onset of the continuum 
occurs at 50 meV above the QD GS transition. The authors show that this coincides with the hole 
ionisation energy from the dot to the WL. Therefore, they attribute the observed continuum to 
transitions between the WL valence band and the electron QD GS. The sharp lines below 50meV 
show a shift if an electric fields between 40 to 100 kV/ cm is applied, and are interpreted as excitonic 
transitions and not Raman scattering as in [125]. Peaks around the InAs-like LO-phonon energy 
have a relatively large line-width (0.9 meV) compared to other discrete transitions with a line- 
width of 100—300 ^eV. The large line-width is attributed to exciton-LO-phonon coupled modes 
(polarons).
Marcinkevicius et al. have studied intra-dot relaxation of InGaAs/GaAs QD using time-resolved 
PL spectroscopy [84]. The dynamics of the carriers is inferred from the rising part of the PL 
transients. The QD samples investigated are annealing at temperatures between 700 and 900 °C, 
in order to match the QD electron level structure to the energy of InGa and GaAs-like LO-phonons, 
respectively. In this way, QD samples with a detuning between inter-level spacing and LO-phonon 
energy of 0—15meV are obtained. (The inter-level spacing refers to the electron QD GS and the 
first excited electron state.) The lowest relaxation times are measured for QDs with zero detuning
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between inter-level spacing and LO-phonon energy.
A very similar experimental setup has been used by Siegert et al. to investigate carrier dynamics 
in modulation doped InAs/GaAs QDs [111]. In their experiments the PL signal is detected by a 
streak camera with a resolution of 3ps. The QD samples investigated by Siegert et al. showed 4 
optical inter-band transitions. For excitation in the WL and detection at the QD GS transition, they 
obtained PL rise times of 2, 3, and 6 ps for p-doped, n-doped, and undoped samples, respectively. 
The authors point out that the measured PL rise times depend only weakly on the excitation 
power, indicating carrier capture to the excited QD states via emission of LO-phonons. Siegert et 
al. determined PL rise times for each of the 4 QD transitions. For the undoped sample the PL 
rise time increases with a decreasing level number. Rise times determined for doped samples are 
approximately equal for all QD transitions and shorter by a factor of 2 compared to the undoped 
samples. The authors conclude tha t intra-dot relaxation in doped QDs proceeds via carrier-carrier 
scattering involving build-in charge carriers. For undoped QDs they suggest a cascade of LO- 
phonon scattering events.
The temperature and carrier density dependence of relaxation processes in QD has been inves­
tigated by Norris et al. using femtosecond differential transmission (DT) spectroscopy [95]. In the 
experiment an initial carrier density is generated by photo-absorption of a pump pulse. A probe 
pulse is then used to detect changes of the transmission. The DT signal corresponds to changes 
of the electron and hole occupation probability of the levels that are in resonance with the pump 
pulse. If the probe pulse is delayed with respect to the pump pulse, the QD level population 
dynamics is measured directly. Tuning the pump pulse to the transition between the first excited 
QD states (n—2) and the probe pulse to the QD GS transition (n= l), the authors measured fast 
intra-dot relaxation of 0.6 ps for holes and 5.2 ps for electrons. Therefore, the authors conclude that 
intra-dot hole relaxation proceeds via carrier-phonon scattering. For the intra-dot relaxation of 
electrons the authors suggest Coulomb mediated electron-hole scattering processes with ejection of 
the hole to the WL continuum. Tuning the pump pulse to the barrier regions and the probe pulse 
to the transition between excited states (n=2), Norris et al. measured a fast decay superposed by 
a slow decaying component. The fast decaying component is interpreted as intra-dot relaxation in 
geminately populated QDs (populated by a hole and an electron). The authors suggest that the 
slow decaying component corresponds to intra-dot relaxation in non-geminately populated QDs. 
According the Norris et al. , in non-geminately populated QDs hole relaxation occurs fast, whereas 
electron relaxation occurs on a longer time-scale via multi-phonon processes. The inter-dot re­
laxation time is found to decrease with increasing temperature with a minimum near 120 K. At
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higher temperature the authors found that non-radiative processes and ejection of carriers to the 
WL continuum play a dominant role. They suggest that the modulation bandwidth of QD lasers 
is not limited by the scattering rate to the GS, but by thermal re-excitation of carriers from the 
QD states to WL or barrier. This interpretation (re-distribution of QD carriers) is backed by the 
findings of Summers et al. , showing that above 100 K the QD carrier distribution can be described 
by Fermi-Dirac statistics [121].
Braskén et al. proposed the same scattering mechanism for the intra-dot relaxation of electrons 
[17]. They measured temperature dependent, time-resolved luminescence from strain induced In­
GaAs/GaAs QDs. The authors compare experimental results with theoretically calculated photo­
luminescence decay curves. The theoretical description is based on a Master equation model (taking 
into account the micro-states of the system). They show that Auger-like processes in single QDs 
containing few electrons and holes provide a fast intra-dot relaxation channel for electrons.
M odeling o f Intra-Dot R elaxation
In 3-D and 2-D semiconductor structures intra-band carrier-phonon scattering is the dominant 
path of thermalization of hot carriers [25]. This is possible due to the continuum of available 
carrier states in these semiconductor structures. In 0-D semiconductor media, reduced intra-dot 
relaxation rates were predicted on account of the discrete density of states and the narrow dispersion 
of LO-phonons [57].
To explain fast intra-dot relaxation, Inoshita et al. proposed carrier-phonon scattering involv­
ing multiple phonons [57]. Using Fermi’s golden rule, they calculated scattering rates involving 
simultaneous emission/absorption of one LO-phonon and one LA-phonon. Assuming a QD model 
with a parabolic 3-D confinement potential, they determined sub-nanosecond scattering rates for 
transition energies in the range of 33.0 — 39.1 meV. These values are calculated for a temperature 
of 300 K, and assuming an LO-phonon energy of 35.9 meV.
In order to explain fast intra-dot relaxation measure experimentally, Li and Arakawa proposed 
an alternative relaxation mechanism involving defect states situated in the proximity of the QDs 
[76]. They formulated a theoretical formalism describing multi-phonon mediated scattering between 
bound QD states and defect states. In their model, relaxation rates are calculated for spherical 
QDs with finite confinement potential. Defect states are modeled as a J-function trap potential. 
The authors determine sub-picosecond relaxation times in a wide range of transition energies.
The phonon-bottleneck problem has been reexamined by Li et al [77]. The authors use a 
Wigner-Weisskopf description to describe intra-dot carrier electron via LO-phonon scattering. In
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their approach, the electron couples to confined LO-phonon modes. The coupling leads to re­
peated transitions, whereby energy is exchanged between the electron and phonon modes (Rabi 
oscillations). A further assumption is the rapid decay of confined optical phonons into acoustic 
phonons. The life-time of confined LO-phonons has been estimated to 2.5 ps at 300 K [75]. The 
electron-phonon coupling strength is calculated for box-like QDs with infinitely deep confinement 
potential. The authors present an analytic expression for the electron scattering rate from the first 
excited QD state to the GS as a function of the transition energy. The model predicts intra-dot 
relaxation times of the order of picoseconds at zero detuning between level spacing and LO-phonon 
energy. For a detuning range of 50meV the authors calculate relaxation times < Ins.
Electron relaxation by means of Goulomb processes (between a 2-D electron-hole plasma and 
a single electron in 0-D state) has been theoretically analysed by Bockelmann et al. [16]. The 
scattering mechanism proposed by Bockelmann et al. involves a transition of an electron between 
two different 0-D states and a simultaneous excitation (deexcitation) of the 2-D electron-hole 
plasma. In their approach, the authors use a box shaped QD model with infinite confinement 
potential along the lateral direction. Along the growth direction, electrons and holes are assumed 
to be confined within a 10 nm wide InGaAs/InP QW. Intra-dot scattering rates around 2ps“  ^
are calculated using a random phase approximation. At higher temperatures, intra-dot relaxation 
rates decrease slightly due to Coulomb scattering from lower to higher 0-D states. The authors 
also calculate Coulomb mediated capture rates from the WL to discrete QD states. Capture rates 
are strongly dependent on the transition energy. Direct capture to the GS occurs at a rate that 
is about one order of magnitude smaller compare to capture to the first excited QD state. The 
authors conclude that the majority of carriers are first scattered to QD states with the lowest 
confinement energy and ‘descend the stair-case of discrete energy levels’.
Auger mediated intra-dot relaxation rates have also been calculated by Uskov et al. (assuming 
cylindrical shaped InAs/GaAs QDs) [132], and Ferreira et al. (assuming cone-shaped InAs/GaAs 
QDs) [32]. Both authors determine intra-dot scattering times of the order of picoseconds.
A many body treatment of intra-dot scattering processes has been presented by several authors 
[92], [109], [81], [35], [137]. (These papers have been mentioned in section 1.3.1 in the context of 
2-D-^O-D carrier capture). The authors show that fast intra-dot relaxation is mediated by Coulomb 
and LO-phonon interaction, and is not tied to a strict matching between transition energy and LO- 
phonon energy.
In the previous two sections, we have presented experimental results and theoretical descriptions
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related to scattering processes involving 0-D charge carriers. Carrier capture and relaxation rates 
are essential for the realistic simulation of opto-electronic devices based on QDs. In the remaining 
section of this chapter, we focus on the experimental realisation and theoretical modeling of QDLs 
and QDSOAs.
1.4 Q uantum  D ot O pto-E lectronics
As discussed in section 1.2, confining charge carriers in nano-scale hetero-structures changes the 
density of states and thus the electronic and optical properties of a semiconductor material. Carrier 
confinement in all three dimension was proposed in order to reduce the threshold carrier density 
(defined in section 1.1) of semiconductor lasers.
Zhukov et al. have demonstrated room temperature lasing from an injection laser based on 
InGaAs/GaAs QDs [142]. The active area of the QDL contains three layers of dots. At current 
densities below 120A/cm"^ the QDL exhibits lasing via the GS. Increasing the injection current 
density leads to a blue-shift of the lasing wave-length. At higher current densities, the gain-current 
curve shows a kink indicating the onset of lasing via the excited state. Optical transition involving 
the GS and the excited states are confirmed by PL spectroscopy at room temperature.
Thomson et al. have studied the temperature dependence of the lasing wavelength of InGaAs 
QDLs [124]. For a QDL with a cavity length of 1500 fim  , the authors determine a wavelength shift 
of 0.6 ÂK“  ^ in the temperature range of 100—300 K. For an InGaAs QWL with a cavity length 
of 450 yum, a wave-length shift of 3ÂK”  ^ is found. These measurements confirm that the J-like 
density of states in QD media reduces the temperature sensitivity of the QDLs (compared to that 
of QWLs).
As discussed in 1.3.1, a typical feature of InGaAs is the large difference between the effective 
mass of electrons and holes, leading to an increased density of hole states, and consequently to 
an asymmetry with respect to the quasi-Fermi level of electrons and holes (see section 2.4.3). 
Gompared to electron states, bound QD hole state have a smaller confinement energy with respect 
to the WL continuum. As discussed in section 1.3.1, this leads to a fast 2-D-^-O-D capture of holes, 
but also to an increased escape of holes at elevated room temperatures.
To increase the number of holes available, modulation p-doping was proposed by Takahashi et 
al. [123]. The temperature dependence of the threshold current in p-doped QDLs has been investi­
gated by Sandall et al. [105]. The active region of the QDL consists of five layers of InAs/InGaAs 
QDs in a DWELL (dots in a well) structure. The investigated structures have a p-doping level
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of 0 and 7.5x 10^ "^ , respectively, corresponding to approximately 0 and 15 Be atoms per QD. The 
undoped structure shows a monotonie increase of the threshold current at temperatures in the 
range of 180 —340 K. The p-doped structure exhibits a decrease of the threshold current at low 
temperatures, reaching a minimum at 280 K and increasing monotonically at higher temperatures. 
At temperatures between 180 —300 K, the threshold current density of the undoped structure is 
significantly smaller compared to that of the p-doped structure.
Smowton et al. have measured the gain and threshold characteristics of QDL with identical 
QD structures except for the level of modulation p-doping [114]. The active region of the QDL 
consists of five layers of InAs/InGaAs QDs in a DWELL (dots in a well) structure. Doping levels 
of 0, 7.5x10^^, and 2.8xl0^®cm“ ®, correspond to approximately 0, 15, and 50 Be atoms per QD. 
Absorption spectra at reversed bias show that the strength and position of the optical transitions 
are almost identical for all three QDL samples (labeled I, II, and III). At a fixed value of the 
quasi-Fermi level separation, the authors measure the highest peak modal gain for sample III. For 
the same sample, the authors also measure the highest non-radiative current density. They point 
out that a higher current density is needed to reach the same quasi-Fermi level separation.
Massé et al. have investigated the gain in p-doped and undoped QDLs at 300 and 350 K. 
The active region of the QDL consists of ten stacked InAs/GaAs QDs layers in a DWELL struc­
ture [86]. At 300 K and a current density <1.3KA/cm~^, and at 350 K and a current density 
<1.75KA/cm~^, the undoped structure shows a higher peak gain. These findings are linked to a 
non-thermal distribution of carriers among the dots in the p-doped sample. The authors conclude 
that p-doping reduces gain saturation, but leads to an increase of the transparency current density 
and differential gain due to higher non-radiative (Auger) recombination.
A comparative study of filamentation in QDL and QWLs with broad injection stripe geometry 
has been performed by Smowton et al. [113]. The QD structure consists of seven InGaAs/GaAs QD 
layers emitting in the 1000 nm band. The QW structure contains a single compressively strained 
InGaAs/AlGaAs well. Both devices are designed to operate at the same wave-length and have 
an oxide isolated injection stripe with a width of 50 yum. The injection level of the laser diodes is 
varied between 1.5—12xthreshold current density. The laser nearfield is scanned with an infra-red 
camera with and acquisition time of 20 ms. At this time-resolution, the nearfield appears to be 
stable in time. Both, the QWL and the QDL show an uneven intensity profile. At an injection level 
exceeding 2.0x threshold current density, the number of filaments and the intensity modulation 
depth are lower for the QD sample. The fractional depth of filamentation (FDF) is defined as:
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{Imax -  Imin)/Imaxi where I  max is the peak intensity and Imin is the valley intensity. The authors 
measure an increase of the PDF for the QWL with increasing injection current density. For the 
QD sample a significant reduction of the PDF with increasing injection level is found. Smowton et 
al. compare the experimental results with a theoretical model and conclude that the reduction of 
the PDF with drive current is caused by an increase of the filament width.
A vertical-cavity surface-emitting laser (VCSEL) with an active region containing nine sheets of 
InAs/InGaAs QDs has been demonstrated by Yu et al [141]. In order to increase the optical gain, 
the QD layers are placed at anti-node positions of the electric field standing wave generated in the 
high reflectivity (>0.99) laser cavity. The QD VCSEL operates in continuous wave (CW) mode at 
room temperature, has a peak output power of 0.33 mW and a slope efficiency of 0.23 W /A. The 
wave-length of the laser is 1.275/.nn with a side-mode suppression of 28 dB. The authors report a 
modulation bandwidth of 2 GHz.
High frequency direct modulation of 1.3 ^m  undoped InAs/InGaAs QDLs has been reported by 
Todaro et al. [127]. The active region of the QDL consists of six layers of InAs/InGaAs QDs with 
a dot density of 3 x lO^^cm” .^ The authors measured an internal loss of 4.8 cm“  ^ and a saturated 
modal gain via ground state emission of 36.3 cm“ .^ Direct modulation of the laser at 10 G b/s (at 
a temperature of 50° C) results in an extinction ratio of 5 dB and a clearly open eye diagram.
Fathpour et al. have demonstrated high frequency modulation of tunnel injection (TI) QDLs 
[31]. The active area of the QDL contains three coupled IiiGaAs/GaAs QD layers. Tunneling of 
2-D carriers directly into the QD GS is achieved by growing a 9.5 nm wide InGaAs injector well 
separated by a thin (2 nm) AlGaAs tunnel barrier from the wetting layer. The hetero-structure is 
optimised such that the energy separation between the GB band edge of the injector well and the 
QD electron GS of approximately 36 meV, This corresponds to the energy of LO-phonons in GaAs 
and ensures phonon-mediated tunnefing of electrons from the injector well to the QD GS. Small 
signal modulation response measurements at room temperature show a modulation bandwidth of
24.5 GHz for 1.1/im TI QDLs and 11 GHz for 1.3/^m TI QDLs. The authors relate the smaller 
modulation bandwidth and the reduced differential gain of 1.3 fxm TI QDLs to a lower dot density 
compared to 1.1 fj,m TI QDLs.
In conventional InAs/GaAs QDLs, the gain related to the transverse magnetic (TM) component 
of the optical field is reduced compared the gain related to the transverse electric (TE) field 
component. This is a result of the hi-axial strain in InAs/GaAs QDs leading to a predominant 
confinement of heavy holes [80]. Kita et al. have demonstrated a method to control the optical gain 
polarisation by stacking QD layers [65]. The first layer of InAs QDs is overgrown with a thin (3ML)
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intermediate GaAs layer. The QDs are in contact in vertical direction forming a columnar shaped 
structure. Polarised PL spectra emitted by the QD structure (after photo-excitation at 488 nm) 
are measured. For the single QD layer structure the TE-mode PL is dominant. With increasing 
number of QD layers, the TE/TM  intensity ratio decreases. The ratio is approximately unity for 
a structure containing seven QD layers. The authors conclude that increasing the number of QD 
layers leads to  heavy-hole/light-hole (HH/LH) mixing due to the reduction of bi-axial strain in the 
central portion of the columnar QD.
QDSOAs with high gain at 1.3/.tm have been realised by the team of Bakonyi et al. [9]. The 
active area of the QD structure consist of six layers of InAs/InGaAs DWELLs with a dot density of 
8xl0^^cm“ .^ The device has a length of 2.4 mm and achieves a gain of 18 dB. The amplified spon­
taneous emission (ASE) spectrum has a maximum at 1295 nm and a FWHM of 50 nm. The authors 
determined a saturation output power of 9 dBm and relatively small wave-guide losses < 2 c m “ .^ 
The gain recovery dynamics of the device is investigated using pump-probe measurements. The 
pump pulse train consists of 12 ps pulses centred at 1300 nm with a repetition rate of 1.25 GHz. 
The probe pulse train consists of 1.5 ps pulses centred at 1296 nm with a variable repetition rate 
of 125 Hz—1.25 GHz. The recovery dynamics can be described by an exponential with two time 
constants. One is of the order of 10 ps, the other of the order of 140 ps. The authors attribute the 
short relaxation time to intra-dot relaxation and the longer time constant to the recovery of the 
total carrier density.
Kunz et al. have reported the amplification of short pulses at repetition rates of 20, 40, and 
80 GHz [68]. The ultra-short pulses are generated by mode-locked lasers based on the same QD 
material. Pulses as short as 1.1 ps are amplified by the QDSOA without degradation of the pulse 
shape. The authors report a chip gain of 22 dB and a fibre-to-chip coupling loss of 6 dB per facet. 
At 40 and 80 GHz, the width of the amplified pulse is larger compared to the width of input pulse. 
The broadening (4%-14%) depends on the input power and is larger in the non-linear regime. Even 
at high pulse repetition rates, the authors report negligible patterning effects.
S um m ary : The application of QD structures in QDL and QDSOAs has been demonstrated by
various scientific groups. Benefits of opto-electronic devices based on QD material include:
o room temperature lasing at ultra-low current densities of the order of 100A/cm“^
@ small wave-length shift (0.6 ÂK“ )^ over a temperature range of 100 —300K 
® reduced temperature dependence of the threshold current density in p-doped QD structures 
(at the expense of an overall rise of the threshold current density with respect to un-doped
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structures)
o higher peak modal gain for p-doped QD samples compared to undoped samples (measured 
at the same quasi-Fermi level separation) 
o reduced filamentation in QDLs (with a wide injection stripe of 50 jum ) compared to QWLs 
with identical wave-guide geometry, 
o direct modulation of QDLs at frequencies in the GHz range
o demonstration of polarisation independent gain in QD structures with vertically stacked dot 
layers
o demonstration of QDSOAs with high modal gain and pattern free amplification of short 
optical pulses at high repetition rate (up to 80 GHz)
The experimental realisation of QDLs and QDSOAs demonstrates the potential application of 
QD structures e.g. in high power laser diodes (due to the improved beam quality for lasers with 
wide injection stripe geometry), or as optical modulators and boosters in optical fibre networks (due 
to the increased temperature stability of threshold current and laser wave-length, and the ultra- 
fast gain recovery of QD material). In order to understand the dynamics of the optical fields and 
charge caxriers in QDLs/QDSOAs, and to predict the impact of system parameters (e.g. wave-guide 
geometry, QD structure, injection current density, temperature, etc.) it is advantageous to generate 
a theoretical model of the physical system. A QDL/QDSOA model validated by corresponding 
experiments is a valuable tool for device optimisation and design. In the last section of this chapter, 
we focus on the theoretical modeling of QDLs/QDSOAs.
M odeling o f Quantum D ot Lasers and Amplifiers
In the previous section, key findings related to the experimental demonstration of QDLs and 
QDSOAs have been presented. Here, we focus on the theoretical modeling of QDLs and QDSOAs. 
In this context, we exclude devices operating at very low light intensities (e.g. single photon sources 
and micro-cavity lasers), requiring a quantum mechanical description of the light fields. Instead, we 
assume that the devices modeled are operating at field intensities corresponding to a large number 
of photons. In this limit, the light fields generated by the QDL/QDSOA can be described by a 
classical wave-equation (compare with section 2 .1 ) derived from Maxwell's equations [62]
The dynamics of charge carriers and the light-carrier interaction in semiconductor material have 
to be described quantum mechanically. Many authors describe the the dynamics of charge carriers 
in a semiconductor using a density matrix formalism. In the following paragraph, we present a
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very brief introduction to this topic.
The state of a single particle in a confinement potential is completely determined by Schrodinger’s 
equation. Assuming that the physical system can be describe by a state vector \ip) = Ylk Qk 
the probability of finding the system in state |</>fc) is given by: \Ckf  =  \ {4>ic\' )^\^ . The density oper­
ator related to state \ip) is defined as: p = \ij)) (^ | [2 0 ]. Suppose that (pk is an eigenvector of the op­
erator Â, such that: A  \<pk) =  a* \4>k)' Then the mean value of observable A  is given by: Â  \ip) =
(0 il ^  \^j) or alternatively by: (^ | Â  \i}) = E ij (0il ^  l<^ j) {(pj\p \<Pi) =  Tr{pA},
where Tr denotes the sum of the diagonal elements or trace.
To describe a semiconductor material, we have to consider generation of charge carriers via 
pump processes and annihilation of charge carriers via recombination processes. These processes, 
together with elastic scattering tend to level out the coherent superposition of states [24] p. 446. 
A convenient way to describe the physical system in terms of a mixture of quantum states in­
volves the previously defined density operator (or density matrix) [20] p. 295. Let’s assume that 
the probability of finding a particle in state n  is given by: 0  < p i,P 2 , • ■ • jpn» • • ■ < 1 ? where we 
have: J2nPn =  1 - In this case the system is described by a mixture of (not necessarily orthogo­
nal) states 1-0 ) =  YlnPn |'0 n)j whereas the probabilities pn are determined by statistical properties 
of the physical system [117] p. 129. Nota bene, the coefficients Pn are real whereas the coef­
ficients Ck mentioned above are complex. For a mixed state, we define the density operator:
P =  Y^nPn I'^n) (^n| =  Y^nPnPn [20] p. 300. The diagonal entries of the density matrix: [p]nn are 
real. Assuming that the wave-functions \4>n) describe an energy state, \p]nn can be interpreted as 
the occupation probability of state n. The off-diagonal entries of the density matrix: [p]nm are in 
general complex and describe the coherence between different quantum states [20] p. 302.
An alternative method to describe carrier dynamics and carrier-light interaction in a semi­
conductor involves second quantisation formalism. In this approach, the state vector contains 
information about the number of particles occupying each quantum state [33] p. 1 2 . The many- 
particle physical system is specified in terms of an abstract state vector juing . . .  rioo)- Operators in 
this vector space involve creation a | and annihilation a* operators, increasing respectively lowering 
the occupation number of state Uj. One advantage of this method is the fact that the symmetry of 
the wave-functions is determined by commutator/anti-commutator relations satisfied by the field 
operators. As a result, the particle statistics (bosonic or fermionic) is included in the theory in a 
straight-forward way.
The theory of carrier-light interaction in a semiconductor is typically formulated in terms of
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Maxwell-Bloch equations (see chapter 2). In this approach, the optical fields are described classi­
cally, using a description derived from Maxwell’s equations. The equation governing the temporal 
evolution of the carrier occupation probability and the microscopic polarisation are described by 
semiconductor Bloch equations. These are quantum mechanical equations, and can be derived 
from the equation of motion of the density operator [94] or by using second quantisation formalism 
[24]. In free carrier theory, Chow et al. have shown the correspondence between semiconductor 
Bloch equations and the equation governing the time dependence of the density operator described 
above [24] p. 80.
Density matrix formalism has been employed by several authors to describe carrier-light in­
teraction in bulk and QW semiconductor lasers. Nishimura et al. used this approach to describe 
non-linear gain and spectral hole-burning [94], Asada et al. have introduced a density matrix the­
ory of gain and gain-suppression [8 ] in semiconductor lasers. Hess et al. have formulated spatially 
resolved Maxwell-Bloch equations using a space- and momentum-dependent density-matrix ap­
proach. Their semiconductor laser model includes carrier transport dynamics on the basis of an 
ambipolar diffusion approximation consistent with the microscopic processes. The authors use 
the theoretical model to simulate the longitudinal propagation of ‘unstable transverse optical fil­
amentary structures’ in broad-area semiconductor lasers [53], [54]. Haug et al. have extended the 
formalism to include many-body effects e.g. due to carrier-carrier scattering [50]. Starting from 
the equation of motion of the density matrix, Yao et al. have derived analytic formulae for the 
differential gain, the line-width enhancement factor, and the nonlinear gain coefficient [140].
Extensive simulations on the basis of Maxwell-Boch equations have been used by Gehrig et 
al. [36] to optimise tapered high-power semiconductor amplifiers. In their approach, the cavity 
internal optical fields are modeled using a wave-propagation model, spatially resolved in transverse 
and longitudinal direction. The theoretical model takes into account many-body effects, carrier- 
phonon interaction, amplified stimulated and spontaneous emission, and noise. The authors show 
that the beam quality in a tapered SOA is largely determined by transverse light field dynamics 
and determine the optimum taper angle.
A microscopic theory for the description of optical gain in small semiconductor QDs has been 
formulated by Hu et al. [55]. In this context, ‘small’ refers to QDs with a radius tha t is comparable 
or smaller than the bulk exciton Bohr radius. The authors claim that in this case the optical 
properties of QD’s near the absorption edge are dominated by exciton and bi-exciton states. As 
such, their model is suited for the simulation of pump probe experiments where the pump photon
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frequency is not high enough to excite electrons to high-energy QD states. Hu et al. present 
differential transmission spectra for varying photon pump frequencies. The authors compare their 
results to experimental data related to CdSe QDs attributing the optical gain to stimulated emission 
involving transitions between QD bi-exciton and exciton states.
Optical gain in highly excited QD structures has been studied theoretically by Schneider et 
al. [107]. The influence of screening by 2 -D charge carriers surrounding the dots is treated in 
Hartree-Fock approximation. The QDs are modeled assuming harmonic confinement in transverse 
direction and infinite barriers in vertical direction. The authors demonstrate the importance of 
orthogonalizing the 2-D continuum states and the bound QD states. It is shown that Coulomb 
enhancement leads to an increase of the optical gain in bulk and 2-D hetero-structures, while it 
leads to a decrease of the gain in QDs. This finding is attributed to energy renormalisation of the 
bound QD states (due to Coulomb interaction with 2 -D carriers) in connection with the assumed 
thermal quasi-equilibrium distribution of electron and holes across the QD ensemble. Coulomb 
interaction is shown to lead to a red-shift of the QD and QW gain spectrum with increasing 2-D 
charge carrier density. However, the energy shift is ‘not rigid’. At zero 2-D carrier density, an 
energy difference between QW band edge and QD transition of 50meV is calculated. At a 2 -D 
carrier density of 5 x 1 0 ^^cm~^, an energy difference between QW band edge and QD transition of 
38 meV is determined. The authors conclude that LO-phonon mediated electron capture from the 
2-D continuum to the QDs is enhanced at high 2-D carrier densities.
Gehrig et al. have presented a theoretical model for the description of QDLs [39] [40]. Their 
multi-level model is based on MaxweLL-Bloch equations and describes intra-dot carrier relaxation 
via multiple carrier-phonon scattering, as well as QW<->QD scattering rates mediated via Auger 
and LO-phonon processes. The authors derive intra-dot scattering rates starting from quantum 
kinetic equations of motion of the single-particle carrier-phonon Hamiltonian. In their approach, 
the cavity internal optical fields are described by a wave-equation, taking into account effects 
like counter-propagation and diffraction. The wave-equation is spatially resolved in transverse and 
longitudinal direction and includes a Langevin noise term in order to simulate light-field fluctuations 
caused by spontaneous emission. The material polarisation of the active laser medium is calculated 
quantum mechanically using Bloch equations and represents the source of the optical fields. The 
inhomogeneously broadened QD gain medium is simulated by considering spatially distributed 
dots with ‘individual material properties’. The authors discuss numerical simulations visualising 
the transition between luminescence patterns due to spontaneous emission (at an injection level 
below threshold) and the build-up of a coherent laser field at an injection level above threshold.
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The influence of the inhomogeneously broadened QD gain material on the nearfield intensity is 
discussed. Additionally, the authors present simulation results related to the propagation of an 
injected optical probe pulse (500 fs duration) along the laser wave-guide. These include, dynamical 
changes of the pulse shape due to carrier-field interaction as well as QD level dynamics. Hereby, 
the influence of the excitation level, the QW-«-^QD coupling strength, and the inhomogeneous 
broadening of the QD energy levels is discussed.
The theoretical model presented in the previous paragraph has also been applied for the numer­
ical investigation of the dynamic amplitude-phase coupling in QDLs [37]. The coupling between 
the amplitude and phase of a laser field is related to carrier-induced changes of refractive index 
and gain, respectively. These are usually discussed in terms of the linewidth enhancement factor 
or alpha-factor defined as [24]; a =  where x  is the real and x  the imaginary part of
the susceptibility, and N  is the carrier density. Simulations demonstrate that the spatially aver­
aged CK-factor relaxes from a high initial value (of the order of 50) during laser switch-on to a low 
value (of the order of one) at quasi-steady state. Simulations show tha t the «-factor increases 
with increasing injection current, stripe width, and inhomogeneous broadening. Local values of 
the «-factor are found to vary between -3 and 3 at steady-state. The authors conclude that the 
«-factor is not a constant, but shows dynamic variations caused by spatially varying carrier and 
dipole dynamics. This finding has been confirmed by measuring the amplitude and phase of a 
probe pulse in a hetero-dyne pump-probe experiment performed on a InAs/GaAs QD structure 
with five dot layers [135].
A theory for non-equilibrium dynamics of QDLs based on Maxwell-Bloch equations has been 
presented by Chow et al. [25]. The model includes a detailed description of current injection into 
bulk states and subsequent relaxation to QW states and bound QD states. The relaxation from 
a non-equilibrium to a quasi-equilibrium state is simulated using effective relaxation rates taking 
into account carrier-carrier and carrier-phonon scattering. According to the authors, the fastest 
processes involve carrier-carrier scattering in the bulk and 2-D medium, driving non-equilibrium 
populations to a quasi-equilibrium with carrier plasma temperature Tp. On a slower time-scale 
carrier-phonon scattering relax the quasi-equilibrium distributions from Tp to the lattice tem­
perature Ti- The slowest relaxation processes involve discrete QD states. The inhomogeneous 
broadening of the QD ensemble is considered via subgroups of dots assumed to follow a normal 
distribution. Dots belonging to a specific subgroup are assumed identical. The model is used to 
simulate non-equilibrium situations e.g. during laser switch-on and direct modulation. The model 
predicts a time delay between the modulated injection current and the output intensity of the order
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of 20 ps. Strong damping is shown to lead to a modulation response curve without a peak at the 
relaxation oscillation frequency.
A comparative theoretical study of beam quality in QWLs and QDLs has been performed by 
Gehrig et al. [38]. The theoretical model is based on Maxwell-Bloch equations consisting of multi- 
mode wave equations and two-level Bloch equations. Simulations of quantum well and quantum 
dot lasers with identical wave-guide geometry show the nearfield characteristics at output powers 
between 20 and 60 mW. The nearfield intensity of the QWL shows several filaments. These are 
more pronounced at higher laser output powers. The nearfield intensity of the QDL shows less 
variation in transverse direction even at high output powers. The theoretical results are compared 
with experimental results, confirming a nearly constant beam quality of QDLs for a wide range of 
output powers. Calculated emission spectra reveal broadening of longitudinal Fabry-Pérot modes 
due to transverse mode structures in the case of the QWL. The emission spectra of the QDL show a 
reduction of transverse dynamics compared to the QWL. The authors conclude that the improved 
beam quality of QDLs is determined by reduced carrier diffusion in transverse direction and a low 
amplitude-phase coupling factor. The same model has been applied to study the influence of the 
injection stripe on the nearfield and emission spectra of QDLs [101].
The theoretical models mentioned above are based on semiconductor Bloch equations. These 
are coupled differential equations describing the temporal evolution of the carrier occupation proba­
bility and microscopic material polarisation. The expectation value of the microscopic polarisation, 
derived in section 2 .2 , is given by:
=  -  (7p +  M j , i )  p f , i  +  » ( ^ j f  -  Wo -  j  p f  j
~  { A y  ® A*. [n| +  n j  -  l] . . (1.1)
where ‘(g)’ labels the tensor product, A i j 0 A * j  is the dipole matrix tensor, jp  is the effective dipole 
dephasing rate, is the slowly varying field envelope of (the electric component of) the optical 
field, and Ajj^i/Aujj^i describe spectral broadening/shift of the optical QD transitions due to elastic 
scattering with 2-D charge carriers. The quantities n | and n j represent the occupation probability 
of QD electron state i and QD hole state j .
R a te  E q u a tio n  A pprox im ation : Assuming that the QD level occupation probability and the
electric field envelope vary little in the time interval Tp = l f jp ,  the polarisation can be formally 
integrated. As such, the polarisation depends on the instantaneous level occupation and electric
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field. This approximation leads to a rate equation for the carrier occupation probability [24] p. 84. 
The effective dephasing rate in (1 .1 ) is given by: 7 p =  AE/{2h), where h is Planck’s constant and 
A E  is the FWHM of the homogeneously broadened optical transition. E.g. a FWHM of 10 meV 
corresponds to a dipole-life time of 0.13 ps. The rate equation approximation breaks down for low 
values of the dipole decay rate, e.g. QD media at low temperatures showing narrow transition lines 
with a typical FWHM of several hundred peV.
The rate equation approximation can be used if dynamic variations of the physical system 
occur on a time scale that is long compared to the dipole life-time. Scattering rates can be 
determined experimentally or calculated quantum mechanically. In many cases, scattering rates 
for a given QD structure are not known, and it can be useful to simulate QDLs using a range of 
values. E.g. Sugawara et al. have investigated the phonon bottle-neck effect on the performance of 
QDLs [120], assuming various scattering rates. Their model includes three separate rate equations 
describing charge carriers in the barrier, QW, and QD semiconductor medium. An additional rate 
equation describes the dynamics of the photon number. A dipole life time of 50 fs (corresponding to 
a homogeneous broadening of 26.3 meV) is assumed. The authors calculate the steady-state laser 
output power as a function of the injected current. They conclude tha t the QD relaxation time 
has to be roughly 1 0 0  times shorter compared to the electron-hole recombination time outside the 
QDs, in order to make the phonon bottle-neck effect negligible. For typical recombination rates 
this condition implies QD relaxation/capture times < 10 ps.
Rate equations have been used extensively to model QDLs at steady state [119] and during direct 
modulation [60], [59]. The rate equation approach has also been used to study the performance of 
QDSOAs e.g. with respect to saturation and noise properties [1 1 ], high-bit rate signal processing 
[118], or the amplification of a pulse train without patterning effectes [130]. Starting from a rate 
equation approach, analytical models for the description of QDSOAs have been formulated, In a 
recent paper Qasaimeh, derived closed form expressions for quantities like optical gain, effective 
saturation density, maximum output density, and transparency current [98].
Grundmann et al. have claimed tha t rate equation based on mean field theories are not adequate 
for the description of QD ensembles [45]. Instead they propose a set of equations, termed master 
equations, describing all possible transitions between available micro-states. Using conventional 
rate equations (ORE) and master equations for all micro-states (MEM), Grundmann et al. calculate 
the laser gain and threshold current density, demonstrating differences between the two models [44]. 
The authors argue that properties of individual dots are independent of the ensemble average. To 
illustrate their point, the authors discuss two ensembles with mean electron and hole population:
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rie ~  Uh = Ensemble I contains one empty dot and one QD populated with an electron 
and a hole, respectively. Ensemble II contains one dot populated with an electron and another 
dot populated with a hole. Denoting the recombination rate with I / 1 7 , the authors calculate a 
recombination rate of ji = e/?y for ensemble I, and ju = 0 for ensemble II. For this specific case, 
mean field theory predicts a recombination rate of jmean =  0.5e/T^.
While the approach of Grundmann et al. is intuitive, it remains questionable in what sense 
an ensemble of two dots is statistically representative. Lang has shown that ORE and MEM are 
equivalent if the individual level occupation probabilities are independent [70] [69]. In this case, 
the micro-state probabilities can be expressed as joint probabilities in terms of individual level 
occupancies. Additionally, the author points out tha t CRE and MEM both neglect coherent ef­
fects. The controversies arise from the attempt to describe an ensemble of QD in terms of rate 
equations. Incoherent pumping and relaxation of a single QD have been described by master equa­
tions. E.g. Benson et al. have used this approach to model a single-QD micro-sphere laser in the 
frame-work of a combined ‘QD-field density m atrix’ formalism [10].
A related topic is the theoretical description of an inhomogeneously broadened QD ensemble. 
The inhomogeneous broadening arises due to local variations of strain, material composition, and 
QD size. Most authors include the inhomogeneous broadening of a QD ensemble by considering 
spectral subgroups of QDs [1 1 ], [14]. E.g. Sugawara et al. divide the dot ensemble into 2M  -j- 1 
groups depending on the QD GS inter-band transition [119]. The transition frequency of subgroup 
j  is given by: cuj = coq — {M  — j)Acj, where ljq is the mean frequency and HAuj is chosen much 
smaller than the homogeneous broadening of the QD GS transition. For a homogeneous broadening 
of 5meV and an inhomogeneous broadening of 40 meV, the authors use M  = 400 and Acj = 
0.295 meV. In this approach, QDs belonging to the same subgroup are assumed identical. Therefore, 
the number of rate equations required to describe the system is equal to the number of subgroups. 
The inhomogeneous broadening is introduced by weighting the relevant quantities obtained for 
each group of QDs using a suitable distribution function. The advantage of this method lies in the 
fact that (depending on the energy discretization) only a relatively small number of dots have to 
be considered.
In the approach of Gehrig et al. the inhomogeneously broadened QD gain medium is simulated 
by considering spatially distributed dots with ‘individual material properties’. The local distribu­
tion of dots is defined by spatial coordinates with respect to a grid with equally spaced grid-points 
in transverse and longitudinal direction. The spatial resolution in two dimensions allows the simu­
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lation of randomly positioned dots. Properties of individual QDs (e.g. energy levels, dipole matrix 
elements) are described by a normal distribution. Compared to Sugawara’s method, mentioned in 
the previous paragraph, a larger number of QDs has to be considered in order to obtain a statisti­
cally relevant ensemble. Nevertheless, the advantage of this approach is a more realistic simulation 
of an inhomogeneously broadened QD gain medium, where none of the QDs in the ensemble are 
assumed identical. Moreover, the inhomogeneously broadened gain spectrum is incorporated into 
the model in a straightforward way (compare with 3.3). Another benefit is the inclusion of the 
interaction between spatially separated QDs via stimulated light absorption/emission, which is 
strongest between dots with nearly identical transition lines.
S um m ary : On a semi-classical level, QDLs and QDSOAs can be described by Maxwell-Bloch
equations. Hereby, carrier injection, carrier scattering and relaxation, and carrier-light interaction 
in the semiconductor gain medium are treated quantum mechanically by means of semiconduc­
tor Bloch equations. The dynamics of the light fields propagating inside the laser cavity can be 
described by a wave-equation derived from Maxwell’s equations. This approach has been success­
fully employed to simulate typical features of QDLs like: ultra-fast ground state gain recovery, 
improved beam quality (compared to QWLs) at high injection current density, low alpha-factor, 
strong damping of relaxation oscillations, etc.
The dynamics of the material polarisation can be eliminated if the level occupation and the 
optical field envelope vary little in the time interval specified by the dipole life-time. This leads to 
a rate equations for the level occupation.
An inhomogeneously broadened QD ensemble can be simulated by assuming a uniform distri­
bution of dots and weighting physical quantities related to the whole ensemble using a suitable 
distribution function. Alternatively, a QD ensemble can be modeled by assuming e.g. a Gaussian 
dot distribution. In this case physical quantities related to the whole ensemble are calculated by 
averaging over all dots.
The theoretical QDSOA model [100] discussed and applied in this work is be^ed on Maxwell- 
Bloch equations, taking into account the scattering of charge carriers between 2 -D wetting layer 
states and bound QD states, intra-dot carrier relaxation, the amplification and wave-guiding of 
the light fields in the optical cavity. A detailed derivation of these equations is presented in 
chapter 2 . In our model, an inhomogeneously broadened ensemble of QDs is described by a 
statistically representative subgroup of dots. The method is similar to that proposed by Gehrig
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et al. [39]. In our approach, one representative QD is assigned for every node used for numerical 
integration. Depending on the discretization in longitudinal and transverse direction, an ensemble 
of 1.0 X 10  ^— 5.0 X 10® dots can be included in this way. The statistical description of QDs with 
varying material parameters is described in section 2.5. While most authors assume the same 
scattering rates for every dot [119], we calculate LO-phonon intra-dot scattering rates, LO-phonon 
QW<->QD capture/excitation rates, and Auger mediated carrier capture rates for each individual 
dot in the ensemble (see section 2.3).
In our model, we neglect fast relaxation of hot (injected) carriers from barrier states to WL 
states, assuming direct pumping of the WL (compare with section 2.4). Consistent with this 
approximation, we assume quasi-equilibrium of the 2-D carrier continuum. In order to simulate 
modulation doping of the QD structure, we calculate the chemical potential of the 2-D CB and 
VB, respectively, using a self-consistent Schrodinger-Poisson method (see section 2.4.2). For the 
bound state carrier population of individual QDs we do not assume quasi-equilibrium. Instead, 
each QD reaches a steady-state level population depending on the local 2-D carrier density and the 
energy confinement with respect to the 2-D continuum of states. Additionally, the model describes 
diffusion of 2-D carriers in longitudinal and transverse direction, simulating the levelling of local 
variations of the 2-D carrier density.
In principle, the multi-level QDSOA model mentioned above can be used to describe both 
QDSOAs and QDLs. W ith a typical discretization of 1000 x 50 gridpoints, around 1 hour of com­
putational time on an AMD dual Opteron is required to simulate device operation time of Ips. 
When simulating lasers we are interested in simulation times of the order of nano-seconds. To make 
the simulation of a QDL feasible (with a computational effort of under 100 hours), we neglect some 
of the excited QD states. Details related to the QDL model are presented in section 2.6.
The theoretical models mentioned above are applied for the numerical simulation of QDSOAs 
and QDL with weak transverse index guiding. In chapter 3 simulation results related to pulse 
amplification and spatio-spectral hole-burning in QDSOAs are discussed. Simulation results visu­
alising high frequency modulated QDLs are presented and discussed in chapter 4. In chapter 5, 
we discuss spectral properties of the light emitted by QDLs immediately after turn-on, during cw 
operation, and during direct modulation, respectively. Hereby, we investigate the influence of inho­
mogeneous broadening and wave-guide geometry, revealing the relation between emission spectra 
and gain spectra of the active material. Finally, the most important findings are summarised in 
chapter 6 .
C hapter 2
T heoretical D escription
In a quantum dot semiconductor optical amplifier (QDSOA) electro-magnetic radiation is amplified 
via stimulated radiative recombination of electrons and holes confined to quantum dots. In this 
chapter, we present a theoretical model describing the dynamics and interaction of charge carriers 
and optical fields in a QDSOA. The model is based on Maxwell-Bloch equations and takes into 
account the scattering of charge carriers between 2-D wetting layer states and bound quantum 
dot states, and the amplification and wave-guiding of the light fields in the optical cavity. The 
inhomogeneous broadening of the QD ensemble is described via a spatially resolved statistical 
approach.
The first part of this chapter includes the theoretical description of the light fields propagating 
inside the QDSOA cavity and their coupling to the material polarisation. Equations describing 
the dynamics of QD level occupation probability and material polarisation (induced by carriers 
captured into QD states) are presented in 2.2. In section 2.3 we focus on the theoretical description 
of carrier-phonon and carrier-carrier scattering processes. Section 2.4 introduces the theoretical 
model used to describe 2 -D carriers in the wetting layer (including a self-consistent Schrodinger- 
Poisson approach for the simulation of p-doped 2 -D semiconductor structures). A spatially resolved 
statistical approach for the description of self-organised QD nanomaterial is presented in section 
2.5. The chapter concludes with section 2.6 where we outline the approximations made in order to 
simulate a quantum dot laser (QDL).
2.1 W ave-guiding and O ptical F ields
Our aim is to calculate the optical fields inside the cavity of an edge-emitting QDSOA. A simplified 
sketch of a waveguide geometry is presented in Fig. 2.1 showing the transverse direction ’x ’, the
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vertical direction ’y ’ and the propagation direction of the light fields ’z’.
InGaAs QW
Figure 2.1: Geometry of the ridge waveguide QDSOA with a cavity width of 4/im and a cavity 
length of 1000 fim. The active area contains self assembled QDs embedded in a quantum well.
In order to obtain a wave-equation that can be easily dealt with numerically, we make a series of 
approximations. These include a slowly varying amplitude, paraxial and effective index approxi­
mation, respectively, and are introduced in sections 2.1.1 to 2.1.3.
The starting point for the derivation of the wave equation describing the propagation of the 
light fields in the QDSOA cavity are Maxwell’s equations. The equations are expressed in SI units, 
and the dependence on space and time coordinates is not written explicitly [62].
V  • D  =  p,
V • -B = 0 ,
V X jE -|- — B = 0, 
V x H - | d  =  J .
(2 . 1)
(2 .2 )
In equations (2.1) — (2.2), D  represents the electric displacement, p the charge density, B the 
electric field, B  the magnetic induction, JT the magnetic field, and J  the current density. We 
assume that constitutive relations for non-magnetic materials are valid, and that the source terms 
can be neglected:
D  = eE + P, p =  0, J  =  0, (2.3)
where P  denotes the material polarization induced by charge carriers localized in QDs, while e is 
the background electric permittivity and po is the magnetic permeability.
The rotation operator is applied to the second Maxwell equation in (2 .1 ). Inserting the second 
equation in (2.2) and the first constitutive equation (2.3), we obtain:
(2.4)
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Using the second constitutive equation, we can substitute D  in (2.4) to obtain the wave-equation:
A — Poe B  +  i p )  =  - i v  X (V X P ) . (2.5)
We then split the wave-equation into a transverse and a longitudinal part. To achieve this we 
explicitly use the transverse and longitudinal component of the nabla operator [71] :
dV - V r  +  e ^ ^ . (2 .6)
In a next step, we assume that the main propagation direction is along the longitudinal axis of the 
cavity 'z ' and that the optical fields can be described by a slowly varying envelope field multiplied 
by a component that is oscillating at optical frequencies. In this context ‘slow’ means that the 
envelope field varies little during the time interval related to the period of the optical field. In this 
case, the optical fields can be described in terms of the slowly varying envelope of the optical field.
2 .1 .1  S low ly  V arying E n v elo p e  A p p ro x im a tio n
In order to describe forward ’4-’ and backward propagating optical fields in the amplifier cavity, 
we choose the following ansatz [51]:
E ±  =  (Eÿ -f- and =  (P ^  -H (2.7)
where (3 is the propagation constant in longitudinal direction and cjq is the central frequency of 
the optical fields. W ith this ansatz, the total electric field and the material polarisation take the 
following form:
=  i  4- -f c.c.) ,E
2  \
Inserting (2.6) and (2.7) into (2.5), we obtain the tran sv e rse  part of the wave-equation:
(2.8)
(2.9)
a B ÿ +  -JP# I =
/  p ±  ■_ p ±  \
d y x  y  X
pdb _  p ±  d x y  - i y
and the lo n g itu d in a l part of the wave-equation;
J i
(2.10)
A t  — po^ d2iu)Tr; — 0)^  at
q2 d
dz E t  +
4 ± i / 3 )  V r - P ^ - A r B (2 .11)
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Equations (2.10) and (2.11) describe the dynamics of the transverse and longitudinal part of the 
slowly varying field envelope. They have been obtained by assuming that the main propagation 
direction is along the optical cavity and tha t the optical field can be split into a fast component 
(oscillating at optical frequencies) and a slowly varying envelope. We can further simplify the 
wave-equations by assuming that the optical fields propagate parallel (or at least at small angles) 
with respect to the longitudinal axis of the cavity. We follow the approach of Lax et al. using the 
paraxial approximation presented in [71].
2 .1 .2  P arax ia l A p p rox im ation
To perform the paraxial approximation, the wave-equations are written in a scaled form using the 
following scaling parameters [71] :
I — (3w‘^
T =  ly/pôë 
W
diffraction length,
propagation time (related to diffraction length), 
width of beam with Gaussian profile.
(2 .12)
(2.13)
(2.14)
In the following, dimensionless variables are superscripted with a tilde and transform according to:
(JoX = wx y = wy z = Iz t = Tt (2.15)
We define a dimensionless quantity f  ■— j  which in our case is a small quantity and serves as 
expansion parameter. Introducing the new variables, the tran sv e rse  wave-equation reads:
/ A t  +  / ' ( & - & ) +  2^/ ( I  ±  I )  +  -  4 ) ]  B i  =  - 1  ( / ^ l  ±  *)
dfArp — /  -  2 i f  TT- — -X
/  p i  _  p i  \dÿx^ÿ dÿ^^x
21. p=
V
(2.16)
/
where ko is the propagation constant in vacuum and := e/eo is the background dielectric constant. 
In scaled form, the lo ng itud ina l part of the wave-equation reads:
dt dz
f d'^ a , a (2,17)dz"^  dP  J \ d t  dz  
In order to obtain a consistent system of coupled differential equations, the electric field and the 
nonlinear polarisation are written as power series of the form [71] :
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(2.18)
Inserting the expressions (2.18) into (2.16), the tran sv e rse  wave-equation in lowest expansion 
order reads:
4 ± i .dt dz +  (^r^o ~ É.
±,(0) _  f  ^ 0  p i , (2) (2.19)
Inserting (2.18) into (2.17), one obtains the lo n g itu d in a l wave-equation in lowest expansion order:
f A f  4- 2 i f  t ^  d: ^  ) +  fw"^ (er^o “ E i , ( i ) /=  . jp -i,(2)
Rewritten in dimensionalised units, the tra n sv e rse  part of the wave-equation reads:
i i  ^0 r>±A t  +  2 i { poeujQ —  ±  p —  )  - t -  [ e r k o  -  p"^)dt dz
whereas the long itud ina l part of the wave-equation reads:
erko E f  = ± ip  V t  • E ^
t.2E ^  =  — 2-P f, eo
(2.20)
(2 .21)
(2 .22)
Equations (2.21) and (2.22) represent the transverse and longitudinal part of the wave-equation
after applying the slowly varying envelope and the paraxial approximation, respectively. Taldng
into account the vertical wave-guiding properties of the double hetero-structure, one can eliminate 
the dependence of (2.21) and (2.22) on the vertical coordinate y. In order to obtain a 2 -D wave- 
equation, we use the effective index approximation.
2 .1 .3  E ffective  In d ex  A p p ro x im a tio n
In order to eliminate the vertical coordinate, in the paraxial wave equations the following ansatz 
is made [1], [2 ]:
E ^ ( x , y , z , t )  = E ^ [ x ,z , t ) ^ { x ,y ) ,  (2.23)
p T { x ,y , z , t )  =  P ^ [ x , z , t ) ^ x , y ) ^ { y ) ,  (2.24)
where ^ {x ,y )  is the steady state mode profile in vertical direction and W(?/) is of the form:
1 for \y\ < d/2^[y)  =
0  for |y| > d/2,
(2.25)
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restricting the material polarization in vertical direction to the active area of the QDSOA. Inserting 
this ansatz into (2 .2 1 ) and neglecting terms including - and  ^ by assuming that 0 (æ, y)
is slowly varying with x  one obtains:
+ 2 j ( ; j o e a ) o d ± /3 4 ) E ± $  =  - M $ $ p ±  (2.26)
The second term in equation 2.26 vanishes if €r does not depend on x. This follows from the 
defining equation of the steady state mode profile [80] :
A2
^ #  +  (e,A :i-/32)$  =  0, (2.27)
keeping in mind that $  is the eigenfunction and the effective propagation constant p  [19] is the 
eigenvalue. If the refractive index varies in transverse direction the solution of (2.27) is non-trivial. 
Here we consider a wave-guide with weak index guiding in transverse direction provided by a ridge 
along the optical cavity (see Fig. 2 .1 ). We approximate the dielectric constant €r by:
I +  &o(a:) \y\ < d /2 dielectric constant active  area< (2.28) ( €c \y\ > d/2  dielectric constant cladding  layer.
For small variations of in transverse direction Eq. 2.27 can be solved perturbatively [80];
/'d/2
P"^  Po + (A/?(^))2 =  )do+ / dy |$|^ Ô€a kl. (2.29)t/—d/2
where Po is the effective propagation constant calculated using (2.27), neglecting any variation of 
6r in transverse direction. In a weakly index-guided structure ( <  10“ ' )^, the small transverse
variation of the dielectric constant justifies neglecting higher order correction terms.
Following [52], (2.26) is multiplied by the complex conjugate of the mode profile function. 
Integrating over the vertical coordinate and dividing by dy |0|^ leads to:
^0 +  iêpkl By 2i ±  ^ B y =  —-^ F P y , (2,30)
where the following definitions have been used:
r  =  ^ y ' ( ^ j  d y \ ^ f ^  confinement factor (2.31)
6p — P‘^ /k l  efi’ective dielectric constant (2.32)
In order to describe wave-guide losses, we add a small complex component to the effective dielectric 
constant: 6p =4 ep-\-iëp, such that: jëp| <C |epj. In this case the effective attenuation constant can be 
defined as [62]: a = {ëp/ep)p. Rewriting (2.30) in standard form, we obtain the 2-D wave-equation:
dt ko €p dz B * =
I
2uJo
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The terms on the left side of (2.33) describe the forward and backward propagation of the 
light fields in the SOA cavity. The terms on the right side describe light diffraction, wave-guiding, 
light absorption and the coupling of the light fields and the material polarisation.
To calculate the light fields in the optical cavity, (2.33) can be integrated numerically, provided 
that the material polarization P y  is known. In this work, the material polarisation induced by 
charge carriers confined to QDs is calculated using quantum dot Bloch equations.
2.2 Q uantum  D ot B loch  E quations
To calculate the light fields in the optical cavity, (2.33) is integrated numerically, given that the 
material polarisation P y  can be calculated by: P y  =  V~^ where V is the normalizing
volume, and electron and hole states are labeled using the index i and j ,  respectively. The quan­
tity is the expectation value of the quantum mechanical operator related to the microscopic 
polarization induced by charge carriers confined to QDs.
In the following, we derive an equation of motion describing the temporal evolution of Pj^. The’t
Hermitian operator related to the microscopic polarisation in dipole approximation is defined as 
[50]: Pj^i ~  bjUi A*j, where the following notation is used:
A i j  dipole matrix element, (induced by an electron in state i and a hole in state j), 
a |,a i  electron creation, annihilation operator,
bj,bj hole creation, annihilation operator. (2 .3 4 )
We start with Heisenberg’s equation of motion for the polarisation operator, given by [24]:
d
-  n H ,P u  (2.35)
In free-carrier approximation and assuming solely dipole interaction with the electric field, the 
Hamiltonian of the physical system is given by:
j j  „  Ç  efa|ai -j- Ç  b^ b^j -  Ç  -f- bjUi A * j  • E. (2.36)
i 3 i,3
The first two terms represent the energy of the bound QD electron and hole states, respectively. 
The last term in (2.36) represents the interaction between the inter-level dipoles and the electric 
field. Evaluating (2.35) we get:
O lP j,i =  +  4 )  P j,i ~  ^ ® ^ i j  +  4 ^ 3  “   ^ ’ •®} > 37)
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where ‘0 ’ labels the tensor product and A ÿ  0  A*j is the dipole matrix tensor. In obtaining (2.37) 
we have neglected terms of the form: and bjbi, representing intra-hand cross-correlations. The
equations describing their dynamics contain fast oscillating contributions of the form: z(e| — ef)/h  
and i{ef — ej)/h, justifying the omission of these terms.
Assuming that the polarisation is coherent with the optical fields introduced in (2.7) and that 
Wo is the optical frequency, we make the following ansatz [24]:
P^. =  and ^ ^j^±ç±ipz-iœot _J_ (2.38)
Introducing ansatz (2.38) into (2.37) we obtain:
+  b^ jbj — 1 E'-
~ih ® [ ( tk  +  b]bj -  l] (2.39)
The laat term in (2.39) can be neglected (rotating wave approximation). It contains an exponential 
factor that oscillates at optical frequencies and will average to zero for time-scales much larger than 
the period of the optical field. Equation (2.39) describes the dynamics of the Heisenberg operator 
related to the material polarisation induced by charge carriers confined to QDs. In a similar way, 
starting from Heisenberg’s equation of motion for the operators a |a i and bjbj and using the ansatz 
(2.38) one can derive [24]:
d
dt
#  • E ^  + ■ E -  -  p t  ■ E*-+ -  %  . Edt (2.40)
Equations (2.39) and (2.40) refer to time-dependent operators in the Heisenberg picture. Using 
the following definitions:
p f . i  =  <  p %  >
n j  == < blbn >
microscopic polarisation,
occupation probability of QD electron level i,
occupation probability of QD hole level j,
(2.41)
and taking the expectation value of (2.39) and (2.40), we obtain:
-  ( e f  4- 6 ^  +  iüjQ -  —  | A î j  0  A f j  j^nf +  n j  -  1 • E = *= |,
=  +  P % ~  • -  P Î ,i  ‘ -  P j , i  '
2 /i
(2.42)
(2.43)
(2.44)
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The coupled differential equations (2.42) - (2.44) describe the dynamics of the carrier occupation 
probability of bound QD states and the corresponding dipole moment. Since our starting point 
was the Hamiltonian (2.36) in free-carrier approximation these equations do not include terms 
describing relaxation and dephasing processes. Moreover, equations (2.42) - (2.44) refer to one 
single QD.
A many-body description of the QD-WL system, including Coulomb and carrier-phonon [109] 
interaction, would provide a self-consistent way of describing dephasing and energy shifts due to 
scattering processes. Additionally, it would lead to a dependence of on the QD level occupation 
[18], [28]. While such a description is beyond the scope of this thesis, numerical calculations have 
shown that, due to the strong confinement regime. Coulomb effects on the optical properties of the 
QD structure presented here are relatively weak [115].
In order to include carrier capture and relaxation processes, equations (2.42) - (2.44) are ex­
tended by terms describing carrier-carrier and carrier-phonon scattering, respectively. Carrier 
scattering leads to a fast decay of the inter-level polarisation and will be included via an effective 
dephasing rate [24]. In our model, the effective polarisation dephasing rate, is linked to the 
homogeneous broadening of the QD transitions. We also take into account the spectral broadening 
and spectral shift Acoj i^ of the QD transition due to elastic scattering with 2-D charge carriers 
in the wetting layer [134]. The following definitions are introduced:
A'yj^i =  ri2T) Aj * -f- n^D
~  4~ ’^ 2D^j,ii (2.45)
where is the angular frequency of a photon emitted by recombination of an electron in QD 
state i and a hole in state j ,  is the electron charge density, and is the hole charge density 
in the 2-D WL. The coefficients Aj^i and Bj^i describing spectral broadening and shift, respectively, 
are calculated according to [134].
Starting from the differential equations (2.42) - (2.44) and including terms related to sponta­
neous emission and scattering processes, we obtain:
=  “  (Tp +  i ( ^ j f  -  Wo -  Awj,t) pf^i
n f A r i j - l  - j  , (2.46)
+  p j r . B - - p+ . - p -  . B * .-} -  r | 5 4 nt
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d
QD*-^WL
d
d t
c—ph
)Q D ^W L (2.47)
n jn f
"  + I ”SQD^WL
c—ph
(2.48)QD^WL
where T fj  is the rate of spontaneous emission and the last two three in both (2.47) and (2.48) refer 
to carrier-phonon and carrier-carrier scattering, respectively.
In our theoretical model, QDs are refilled with charge carriers via carrier capture involving 
emission of phonons and via Auger carrier capture processes. Depending on the 2 -D carrier density 
in the wetting layer, the population of QDs with carriers, and the temperature, scattering processes 
may lead to QW<-^QD carrier capture or excitation, respectively. At sufficiently high 2-D charge 
carrier densities (in the range of lO^^cm"^ — 1 0 ^^cm~^ ), capture processes transferring charge 
carriers for the WL to discrete QD states dominate.
2.3 Carrier S cattering  and R elaxation  P rocesses
Fast QW<-^QD carrier capture and intra-dot relaxation are essential for the ground state operation 
of QDLs and QDSOAs (e.g the amplification of a train of short pulses in a QDSOA [130]).
In our theoretical model, we describe carrier scattering between 2 -D states and discrete QDs 
mediated by carrier-phonon and Auger processes, respectively. Depending on the operating con­
ditions, scattering processes can also lead to the depletion of QD states. E.g. holes in excited QD 
states have a high probability of being ejected into 2 -D WL states due to the low confinement 
energy. It has been shown that Auger processes represent a major non-radiative loss channel in 
long wavelength devices [85].
In general, carrier-phonon and Auger scattering rates depend strongly on the transition energy. 
An inhomogeneous broadened QD ensemble is characterized by dot-to-dot variations of the con­
finement energy w.r.t. the 2-D continuum and the level structure of bound states. In our approach, 
we calculate scattering rates for each QD in the statistical ensemble (for details see section 2.5). 
In section 2.3.1, we present the calculation of LO-phonon mediated intra-dot scattering rates. The 
description of LO-phonon and Auger mediated QW<->QD scattering rates is presented in section
2.3.2 and 2.3.3, respectively.
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2.3 .1  In tra -d ot C arrier S ca tter in g
This type of process includes scattering of charge carriers between discrete QD states. We model 
intra-dot scattering of carriers coupled to LO-phonon modes. The scattering rates are calculated 
according to [77] under the assumption that LO-phonons decay into acoustic phonons (due to 
an an-harmonic coupling term). The electron-phonon coupling strength in [77] is calculated for 
box-like QDs, though the authors point out that the final result (relaxation rate) does not depend 
sensitively on the coupling constant. For simplicity we use the same scattering rates to model 
hole-LO-phonon scattering.
As seen in Fig. 2 .2  the LO-phonon intra-dot scattering rates depend on the de-phasing between 
the transition energy and the energy of the LO-phonon. (The frequency of LO-phonons in the 
InGaAs alloy is taken from [1 2 ], [13], [30].)
7
1-1
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* scattering with absorption of one LO-phonon
O scattering with emission of one LO-phonon
1-4
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Transition Energy [meV]
Figure 2 .2 : Rate of intra-dot electron scattering (at 300K) with emission or absorption of one 
’GaAs-like’ LO-phonon as a function of the transition energy.
d c
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The term describing intra-dot carrier-phonon scattering in (2,47) and (2.48) is given by [39]:
c-ph = E - »:) - -<)}k-^ >k
+  X /  ~  ~  5 (2.49)ki<k
where c labels electrons or holes and k is the level index. 7 em(A;, fcf) and the scat­
tering rates for the absorption and emission of one LO-phonon, respectively, is the occupation 
probability of QD state k. The first summation on the right side of (2.49) describes the relaxation 
of carriers from a higher level to a lower level k, the second summation describes the excitation 
of carriers from a lower level to a higher level k.
2 .3 .2  L O -P h on on  In d u ced  C arrier S ca tter in g  b etw een  Q D s and  W ettin g  Layer
Another scattering process involving the emission or absorption of LO-phonons is the capture of 
carriers from the WL into the QDs or the escape of carriers from the QDs to the 2-D wetting layer. 
The scattering rates for this type of process are modeled using the following equation [23]:
d  ^ m* e^iVLo
where m* is the effective mass of the 2-D carriers in the WL and lolq is the LG phonon frequency, 
eo is the permittivity of vacuum, €oo and estât are the high frequency and static dielectric constants. 
ulo = [exp(&j2,o/A:_BT') — 1]~^ is the Bose occupation probability of LG phonons. fQin^jDyEq) is 
the Fermi occupation probability of the 2-D carriers at the transition energy: E q = E qd +  ÎUj l O' 
F{Eq) is a form-factor tha t depends on the transition energy and on the wave-functions of the 
0-D and 2-D states. Fig. 2.3 shows the dependence of the in-scattering rates from the 2-D wetting 
layer to a QD state on the transition energy. The scattering rates are calculated for cylindrical 
QDs [23] and depend on the confinement energies of the QD states, the geometry of QDs and WL, 
the temperature, the 2 -D charge density, and the occupation probability of the QD states.
The derivation of (2.50) is based on Fermi’s golden rule using the single state energies and 
considering scattering events involving one LG-phonon only. This is reflected in the cut-off of the 
relaxation rates for transition energies larger than the LG-phonon energy.
A quantum kinetic treatment of carrier-phonon interaction of the QD-WL system in the polaron 
picture [109] shows that fast intra-dot scattering of carriers is relatively insensitive to the detuning 
between transition energy and LG-phonon energy. For scattering from the 2 -D wetting layer to  the 
localized QD states a stronger dependence on the detuning is found. Direct relaxation from the
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Figure 2.3: Rate of carrier capture (due to emission of one ’GaAs-like’ LO-phonon) from a 2 -D 
WL state to a QD state as a function of the transition energy. Temperature: 300 K.
WL to the QD GS can still occur even for a detuning exceeding double the LO-phonon energy, but 
with a reduced scattering rate. Keeping the limitations in mind, simulation of QD-WL scattering 
of carriers can still be described by (2.50) as long as at least one excited QD electron/hole state 
has a confinement energy with respect to the wetting layer states of less than fujJLo-
2 .3 .3  A u ger  S ca tter in g  P ro cesse s  In vo lv in g  0 -D  and  2-D  Carriers
Garrier-carrier scattering processes with capture of one carrier into discrete QD states have been 
proposed as a possible relaxation path that is especially effective at high carrier densities. QD 
capture rates of electrons and holes due to Auger scattering (including carrier saturation effects) 
are modeled by the following equations [133]:
WLd t — CeeLt2D'^2D (1 “  ^f) +  (1 ~  '^i) +  ~  > (2.51)
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— Chh'^2D'^2D “  '^Ÿ) ^he‘^ 2D'^2D ~  Ç  ’ (2-52)
where Bhg is the Auger coefficient for a scattering event in which a 2-D electron interacts with a 
0-D hole and is captured into a discrete QD state, whereas the hole is scattered to the WL. Cee 
is the Auger coefficient related to the interaction of two electrons from the WL and subsequent 
capture of one of the electrons into the QD, whereas the other is scattered into a 2-D energy state 
of higher energy. The Auger coefficients are labelled according to the convention tha t the first 
index denotes the captured carrier and the second index denotes the carrier scattered to a 2-D 
state. The Auger coefficients C^g, Cehy ^e/u C'/ie? and Chh refer to cylindrical QDs [133] and depend 
on the transition energy. In our model, they are calculated for every QD in the (inhomogeneously 
broadened) ensemble.
2.4 D escrip tion  o f W etting  Layer S tates
In sections 2.3.2 and 2.3.3 we have described carrier scattering between 0-D QD states and 2-D 
WL states. In order to calculate the scattering rates, we need to determine the following quantities 
related to the WL states: the 2-D charge carrier density of electron and holes, the confinement 
energy of the QDs states with respect to the WL band edge, and the chemical potential of the WL 
valence and conduction band, respectively.
The first part in this section introduces a general description of 2-D WL states using a finite 
confinement quantum well approach and applying the effective mass approximation. In section 
2.4.1, we present a numerical procedure for the calculation of wave-functions describing 2-D states 
confined in a potential with arbitrary shape. In the context of this work, the confinement potential 
depends on the band offsets, the applied bias voltage, and the doping concentration (leading to 
band-bending effects). In section 2.4.2, we present a self-consistent Schrodinger-Poisson integration 
scheme, used to include the effect of doping on the band profile. It is followed by section 2.4.3, 
where we outline chemical potential calculations in doped semiconductor structures. In section 
2.4.4, we present the equations used to model the dynamics of the 2-D carrier density in the WL.
In a quantum well, charge carriers are confined in one spatial direction. The confinement can 
be achieved by enclosing a thin sheet of semiconductor material within a different semiconductor 
material with a larger band-gap. The quantum well considered in this work consists of a strained 
sheet of Ino.2 Gao.8As enclosed in a GaAs matrix. Due to strain the energy degeneracy at the P-point
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of the heavy hole and light hole conduction band is lifted [80]. In this work we assume tha t the 
main hole scattering contribution is due to heavy hole scattering and we neglect contributions from 
the light hole and split-off conduction bands. We also assume that the 2-D carriers in the WL are 
in quasi-equilibrium and can be described by specifying the chemical potential of the conduction 
and valence band, respectively.
The energy values of the quantum well sub-bands are calculated using the effective mass ap­
proximation. Hereby, we follow the approach of Loehr [80]. The total wave-function is assumed to 
be of the form;
(2.53)
where k t  is the transverse crystal momentum vector referred to the confinement direction R  
is a lattice vector, the function Uc{r) has the periodicity of the lattice and Q is a normalisation 
constant. In order to determine fn{y)i the part of the wave-function characterising the confined 
2-D states with sub-band index n, the following equation has to be solved:
TP' d 1 d +  Po{y) fn{y) — ^nfn{y)> (2.54)2 dym*{y) dy
where Vq, the confinement potential, is given by the band offset at the semiconductor interfaces 
(see Fig. 2.7), m*{y) is the effective mass in the different semiconductor regions and En is the 
sub-band energy. The energy dispersion relation for electrons in the conduction band is parabolic 
in first order in and reads [80] :
fc2 I ^ e j 2  1 noo i
K i k t )  = K  + ^ ^  where —  = (2.55)
A similar dispersion equation holds for heavy holes in the valence band:
In the following, we describe the numerical calculation of the 2-D wave-functions fn{y)> We take
into consideration that the confinement potential ko(y) in (2.54) depends on the band offsets, the
applied bias voltage, and the doping concentration of the WL and the surrounding semiconductor 
layers.
2 .4 .1  N u m erica l In teg ra tio n  v ia  a S h o o tin g  M eth o d
Discretizing (2.54) using the differential operator: Ay =  [y%+i — %_i]/2, i E {2, - - -, 1}, we
obtain [49]:
f'niyi+l) fniyi~l) ^ = ê^[V o(y i)-E n]fn{y i)-  (2.57)2Ay fp
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Inserting f^{yi) =  [fn{yi+i) ~  fn{yi-i)]/{2Ay)  into (2.57) we get:
# 3  -  wi») - &l + “ ë S z T y
The next step involves the following transformation: A y  Ay/2, leading to:
/n (W + l)  =  [% (% ) -  E n]  +  1 +  fn iV i)
where the effective mass at intermediate grid positions is given by the mean of the effective masses 
at the neighbouring points: m*(yj+i/2 ) =  [m*(yi+i) +m *(yi)]/2. We are interested in the bound 
eigenstates of the 2-D quantum well. Due to the confinement potential we expect exponentially 
decaying solutions for the wave-functions /n(y) for large values of y: /n(y) —> Ofory ±oo. As 
boundary conditions we choose: /n(yi) =  0.0 and fniVN) = 0.0. To start the integration from the 
left, we set fn{y2) = 10. This choice is arbitrary since the wave-functions obtained in this way are 
not normalised.
A shooting method is used to generate the numerical solution. We first guess two different 
values for the eigenstate: En^ and En \  Then we perform the integration using (2.59) to obtain 
the corresponding wave-functions fn^  and fn'^. The error values of the wave-functions with respect 
to the boundary condition: /n(yiv) =  0.0 can be used to get an improved guess of the eigenvalue 
En^. The numerical procedure presented above closely follows the approach of Harrisson [49].
In order to improve the stability of the method we integrate from the left (1 < i  < m )  and from 
the right {m < i  < N )  and match the first derivative of the solutions at the joining point (e.g. the 
middle point). We set: /n(yiv) =  1-0 as an additional initial condition to start the integration from 
the right. The improved guess of the eigenvalue is calculated using:
S r =  4 " )  -  (2.60)
where x  is a measure of the difference between the derivative of the left and right solution of (2.59) 
at the joining point m. The value of % is given by:
^(fc+l) /,l^“ ^)(î/m+l) -/n^~l)(2/m)] 4^)(ym) -  4^^(2/m+l) ~  4^^(?/m) (2.61)
In each iteration step an improved guess of the energy eigenvalue En is obtained. The iteration 
cycle is stopped once the value of % is lower than the targeted precision of the numerical solution. 
The wave-function generated in this way has to be normalised: /n(y) / n ( y ) / / f ^  \fn(y)\^dy.
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A further complication arises if the quantum well or the surrounding semiconductor layers 
are doped. In this case the potential Fb(y) depends on the wave-functions fn{y)- To obtain a 
self-consistent numerical solution we use a Schrodinger-Poisson integration scheme.
2 .4 .2  S elf-con sisten t S ch rod in ger-P o isson  In tegration
As numerical integration method, we will use the procedure described above. In each iteration 
step, we use the wave-function to calculate the electro-static potential due to the ion cores of 
ionized acceptors/acceptors and the mobile charge carriers. The electro-static potential is then 
added to the confinement potential Pb(y) and an improved energy eigenvalue and wave-function 
are calculated. We follow the numerical procedure presented by Harrison [49] p. 105.
In this work, we are focusing on p-doped semiconductor structures. Let {—psn) be the back­
ground density of ionized acceptors in the semiconductor structure and e the elementary charge
unit. Neglecting the influence of minority charge carriers, the 2-D charge density in a sheet of
width A y  is given by:
N
cT2D{yi) = e [/3iF"i/n(^i)P “  PzD{yi)] Ay where p f ^  =  ^ P 3D(y%). (2.62)
i= l
The definition of the 2-D charge density ct2D ensures charge neutrality: J2^iO'2D{yi) =  0. The 
electric field due to the sheet charge density cr^niyk) is given by:
Eeiiyi) = [c72£)(yfc)/2e]sign(yi -  y&). (2.63)
Due to the superposition principle, the total electric field can be calculated by:
N . I 1 for yi > yfc
EeiiVi) = X I  -^& ^8ign(y%  -  yt) where sign(yi -  y^) =   ^ 0 for y< =  y* (2.64)
k=i - 1  for yi < yk
The electro-static potential related to the electric field defined in (2.62) can be calculated using:
=  -2 A y E e f (y { )  H- I^^ ;(y i_ i), (2 .65 )
l^ ( y t - i )  =  2AyEei{yi)-}-V^i{yi+i), (2.66)
where the superscript I and r  indicate integration from the left or right. To start the integration 
using (2.65) and (2.66) we set the potential to zero at the boundary. We calculate the ‘symmetrized’ 
electro-static potential using: Vqi =  [Vj^  +  L2;]/2. The potential defined in this way has the
same functional form as Vji and but is shifted with respect to the energy scale such that:
|k^((yi)| =  \Vei{yN)\- The self-consistent Schrodinger-Poisson integration scheme is presented in 
diagram 2.4.
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Figure 2.4: Self-consistent Schrodinger-Poisson integration scheme.
As an application of the self-consistent Schrodinger-Poisson integration scheme, we present 
Fig. 2.5, illustrating the effect of p-doping on the band profile of an Ino.2 Gao.8As/GaAs QW. The 
QW includes a thin layer of Ino.65Gao.35As that simulates the wetting layer. We have assumed that 
the QW and the WL are p-doped with C at a concentration of 3 x 10^®cm~^. The doping leads 
to a bending of the band diagram. We notice a higher confinement energy with respect to the 
GaAs barrier for the symmetric layout [Fig. 2.5(a) and Fig. 2.5(c)]. The symmetry/asymmetry of 
the semiconductor structure is also reflected in the shape of the 2-D wave-functions describing the 
confinement in growth direction. The overall tilt of the band profile arises due to the applied bias 
voltage.
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Figure 2.5: Band diagram of a p-doped In0.2 Ga0.sAs/GaAs QW. A sheet of Ino.55Gao.35As po­
sitioned symmetrically [(a), (c)j and asymmetrically [(b),(d)] within the QW simulates the WL. 
The red curves represent the wave-functions, the broken blue lines indicate the energy level of the 
bound 2-D state.
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Having determined the energy levels of the quantum well sub-bands, we are now in a position to 
calculate the chemical potential of the doped semiconductor structure.
2 .4 .3  C hem ica l P o te n tia l o f  D o p e d  2 -D  S em icon d u ctor  S tru ctu res
In the following, we assume that electrons and holes in the 2-D layer surrounding the QDs are 
in quasi-equilibrium and follow the Fermi-Dirac distributions for electrons and holes, respectively 
[78]:
1 . . ,  1
f e { E ,  f i e )  —
®^P( Ub 't ) +  1
where iJbell^h is the chemical potential of electrons/holes, is the Boltzmann constant and T is the 
temperature. The approximation can be used since carrier-carrier and carrier-phonon scattering 
will lead to the relaxation of any non-equilibrium distribution to a quasi-Fermi distribution on a 
femtosecond time-scale [24].
Using this assumption the charge density for electrons and holes can be expressed as 
[80]:
Me Eji,e
(2.67)
e _^2D — /  ,
n = l
In 1 -F exp k s T (2 .68)
n = l
1 -f exp En,h — fJ-h k e T (2.69)
where the sum runs over the total number of 2-D electron and hole sub-bands, respectively. The 
effective mass for each sub-band is calculated using (2.56).
In the intrinsic case, the charge density of electrons equals the charge density of holes. If 
the semiconductor structure is doped, the condition of charge neutrality can be formulated as: 
+  Efj} =  ri2£) +  where N d and N a  are the concentration of ionized donors and acceptors, 
respectively. Inserting (2.68) and (2.69) into the charge neutrality equation and substituting the 
chemical potential of the valence band using: Me — =  eVwoa, we obtain:
E n,h  +  ^Vbias ~  Me^  r ^  E n ,h  +  eVbias — Me ^
n-1 ^
^  \  7Tft2 2kBTn = l ^
' 2 k s T
( ks^Tflj^ g Me ■S’n,+ In 2 cosh
2 cosh
Me ~~ Efi^g 
2A:gT
2 fc sT  
+  Aaj (2.70)
where we have used the relation: ln[l +  exp(æ)] = x /2  + ln[2cosh(æ/2)] in order to increase 
the numerical accuracy. The chemical potential of the conduction band fie can be determined
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numerically using (2.70). Finally, we can determine the charge density of the conduction and 
valence band, respectively using (2.68) and (2.69). The self-consistent calculation of the electron 
and hole charge density in a doped 2-D semiconductor structure is outlined in the flow-diagram  ^
shown in Fig. 2.6.
Bias voltage
Charge neutrality
Energy levels 2-D CB/VBWave-functions 2-D CB/VB
Density of states (Fermi-Dirac)
Chemical potential 2-D CB/VB- 2-D electron and hole charge density
Self-consistent Schrodinger-Poisson integration;
Numerical inversion of implicitly defined chemical potential
Material composition of 2-D QW Geometry of 2-D QW Doping concentration
Figure 2.6: Self-consistent calculation of the electron and hole charge density in a doped 2-D 
semiconductor structure.
2 .4 .4  2-D  C arrier D e n sity  D yn a m ics
In sections 2.4.1-2.4.3, we have outlined how to determine the quasi-equilibrium charge density 
of electrons and holes for a given 2-D semiconductor structure subject to a bias voltage. If we 
apply a forward bias voltage, carriers are injected into the device and depleted by electron-hole 
recombination processes or carrier scattering with the surrounding semiconductor structure (in our 
case the QDs). A quasi-equilibrium steady state is reached when carrier injection and carrier loss 
balance.
Depending on the 2-D carrier density in the WL and the population of the QDs with carriers 
QD<#^WL scattering may lead to carrier capture into the QDs or ejection of carriers from the QDs. 
At a sufficiently high 2-D charge carrier density (of the order of 10^  ^cm~^) the in-scattering of 
charge carriers dominates. Taking into account scattering processes between QD and WL described 
so far [compare with (2.50) - (2.52)], the dynamics of the WL carrier density is modeled by the 
following set of equations: [39]:
dx^ dz^ n
e2D
d
-  ^ l o s s  -  riQD ^  \ ^ n-
e —ph
WL
(2.71)
WL
^Input parameters and assumptions are marked with green text, while numerical procedures are marked with red. 
Blue text is used to label numerical results.
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_ n 2D -  J  -  Da dx^ dz"^ ”  ^loss — f^QD < — n'I " ' k  (2.72)WL )3 V
where the first term in both equations describes the carrier injection with current density J. Da 
is the ambi-polar diffusion coefficient [117] and uqd is the QD sheet density. The 2-D carrier 
loss rate Tfpgg includes contributions due to non-radiative, spontaneous and Auger-recombination, 
respectively, and is given by: Tioss = Inr +  Tap +  laug '^2d '’^ 2D'^2D- The last two terms
in (2.71) and (2.72) describe scattering between carriers confined to QDs and 2-D charge carriers.
We describe the injection current density in terms of the applied bias voltage Hias- As­
suming an Ohmic regime, we have: J  ~  crE± =  crHias/c?JL) where a  is the conductivity and d± 
is the device dimension perpendicular to the injection stripe. The conductivity is given by: 
a = e , where e is the electron charge, is the electron mobility, is the
hole mobility, is the 3D electron charge density, and is the 3D hole charge density. Addi­
tionally, we approximate the 3D charge density by: Since we include radiative and
non-radiative electron-hole recombination explicitly, we write the term describing carrier injection 
in (2.71) and (2.72) as:
J  = e ip.‘ntD +  A'*"2o ) ~  , (2.73)
where fie ~  A^ e(^ 2i)) =  /^/i(^2d) is the chemical potential of 2-D electrons in the conduction
band and 2-D holes in the valence band, respectively. Adjusting the bias voltage allows us to set 
the 2-D carrier density (at steady state) and implicitly the occupation probability of the QD states 
with charge carriers.
2.5 M odeling an E nsem ble of Self-O rganised Q uantum  D ots
Currently, the most promising fabrication methods of QDs involve the use of self-organised epi­
taxial growth. A common method of producing self-organised quantum dots is based on Stranski- 
Krastanow (SK) growth mode [61]. SK growth mode can be applied for material systems like 
InAs/GaAs, InGaAs/GaAs or InP/G alnP . All these semiconductor pairs show a substantial lattice 
mismatch. If e.g. InAs is grown on a GaAs substrate, the nucléation process starts at a critical 
thickness, leading to the formation of small islands. The size of SOQDs is remarkably uniform, the 
fluctuations being in the range of only 10 % [15]. The S-K growth method has been successfully 
applied using molecular beam epitaxy and metal-organic chemical vapour deposition. In general it 
is desired to produce QD arrays with high dot density in the range of 10^^/cm?. A further increase 
of the number of QDs can be achieved by stacking layers of QDs. The thickness of the barriers
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between the layers determines the degree of vertical alignment and electronic coupling [46]. Due 
to the strain field induced by the QDs in the first layer the islands in the next layer tend to form 
just above the QDs in the bottom layer [15].
The simulations presented in this work refer to an edge-emitting QDSOA with Ino.65Gao.35As 
QDs embedded in an In0.2Ga0.gAs QW which in turn is surrounded by GaAs. (see Fig. 2 .1 ). The 
QDs have the shape of a truncated pyramid with an average base length of 29.8 nm and an average 
height of 3.4nm. The width of the Ino.2 Gao.3As QW is 6.5nm. The active area contains 15 layers 
of QDs with a sheet density of 4.0 x lO^^cm"^ — 1 0 ^^  cm~^. We use the material parameters of 
the QD band structure as calculated by Stier et al. using 8 band k-p theory [116], [115].
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Figure 2.7: Band diagram of the QD structure showing the radiative transition between electron 
and hole QD ground state.
The band-lineup has been determined assuming that the energy gap (measured in eV) of the 
strained InxGai_xAs layer follows the relation [1 2 ], [13]: E g { x )  = 1.43 -  l . l l x  +  0.45x^, where ’x ’ 
is the In mole fraction. The conduction band-edge offset AEc  of the strained InxGai_xAs/GaAs 
QW is assumed to vary according to [143]: AEc{x) =  0.814x — 0.21x^. Fig. 2.7 shows the band 
diagram of the QD structure. Including spin degeneracy, there are 10 bound QD electron and 10 
hole states, respectively.
An optoelectronic device based on QDs (leaving out micro-cavity structures with a low number 
of QDs) has a size of the order of 10'^  fbir? and contains a large number of QDs (of the order of
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10® — 10®) that are excited simultaneously [112]. Equations (2.46), (2.47), and (2.48) describing 
the time evolution of the occupation probability of the bound QD states and the microscopic 
polarisation refer to a single QD. In order to simulate a QDSOA, it is therefore essential to make 
suitable approximations.
Spatially R esolved Statistical D escription o f an Ensem ble o f Quantum D ots
In our approach, the total number of QDs within a device is described by a statistically represen­
tative subgroup of QDs. The representative subset of QDs is formed by randomly choosing QDs 
from an ensemble assuming tha t they follow a normal distribution. The mean of the Gaussian 
distribution is given by the centre energy of the homogeneously broadened spectral line. The stan­
dard deviation of the normal distribution is given by: a = AEpwhm • [2\/2 In 2]~^, where AEfwhm 
is the FWHM of the spectral line due to the inhomogeneous broadening of the QD ensemble.
In order to integrate the two dimensional wave-equation (2.33) numerically, the area of the 
device is discretised in approximately 10'^  grid-points (depending on the dimensions of the device 
and the wave-length of the emitted radiation). Assigning one representative QD per numerical 
grid-point is a way to obtain the statistically representative subgroup of QDs. In this way a group 
of e.g. 10® QDs is represented by a subgroup of 10'^  QDs.
Physical properties described by parameters that vary fi’om dot to dot (like confinement ener­
gies, scattering rates, and the coefficients describing spectral broadening and shift) are calculated 
and assigned for each representative QD before starting the numerical integration. In this way, the 
inhomogeneous broadening, a characteristic property of an ensemble of QDs with varying sizes, is 
incorporated into the numerical model.
O ther physical properties tha t depend on the whole ensemble of QDs can be calculated by 
statistical averaging over the total number iVsim of representative QDs. For example the gain 
spectrum of the inhomogeneously broadened QDSOA can be calculated using [50]:
(2.75)
where da is the width of the active area and Ni is the number of QD layers. The index  ^ runs over 
all QDs in the statistical ensemble, whereas i and j  labels QD electron and hole levels, respectively. 
We have assumed that the transverse electric field is polarised in x-direction (compare with Fig.
2.1). As a result the dipole matrix element tensor is multiplied with the unit vector in x-direction
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Gx- Additionally, the following definitions have been used:
= 7j,i +  (2.76)
4  =  (2-77)
where jj^i = and A E ^ ^ ^ ^  is the FWHM of the homogeneously broadened QD
transition i j .  The quantity is the central frequency of the transition i j  oî sample QD 
whereas L(cj,o;|^^,7 |  J  is a non-normalised Lorentzian function characterizing the line-shape of 
the transition.
Using the definitions introduced in (2.76) - (2.78), the average change of refractive index due 
to carriers confined to QDs can be calculated using:
‘"M -  - S £ : Ç  { S  K  ® '■ - ■] I»')
The theory presented so far consists of the coupled differential equations (2.33), (2.46), (2.47), 
(2.48), (2.71) and (2.72) describing the time evolution of the cavity internal optical fields of a 
QDSOA, the material polarisation, the occupation probability of QD electron and hole states, and 
the 2-D charge density in the WL. These equations have been integrated numerically using an 
even-odd ’Hopscotch’ algorithm [43]. The model will be applied to describe pulse amplification 
and spatio-spectral hole-burning in homogeneously and inhomogeneously broadened QDSOAs.
2.6 M od eling  o f QD S em iconductor Lasers
In principle, the model presented in sections 2.1 to 2.5 can be used to describe both QDSOAs 
and QDLs. W ith an integration time-step of dt =  0.5 x 10"® ps and a typical discretization of 
1000 X 50 grid-points, around 1 hour of computational time on an AMD dual Opteron are required 
to simulate the device during 1 ps. When simulating lasers, we are interested in simulation times 
of the order of nano-seconds.
To make the simulation of a QDL feasible (with a computational effort of under 100 hours), 
we neglect some of the excited QD states. The approximations made are illustrated in Fig. 2.8. 
The figure on the left shows the multi-level band-diagram (compare with Fig. 2.7). Electrons and
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Figure 2.8: Multi-level band-diagram (left figure) and band-diagram corresponding to the simplified 
model used for simulating QDLs.
holes are pumped into the 2-D WL and relax to the QD GS via carrier-phonon and carrier-carrier 
scattering, respectively. The tilt of the bands indicates the applied bias voltage. The diagram on 
the right side of Fig. 2.8 represents the simplified band-structure, where some of the excited QD 
states have been neglected.
From simulations using the multi-level model, we know that scattering of 2-D charge carriers 
from the wetting layer to the QD GS occurs via the excited states. Moreover, WL<->QD relaxation 
rates are higher for less confined QD states. As a reasonable approximation, we calculate the 
relaxation of 2-D carriers from the WL to the QD with respect to the least confined QD electron 
and hole states, labelled with the indices and T , respectively. These rates are then used as 
in-scattering rates from the WL to the 1st excited QD state.
Additionally, we simulate intra-dot scattering between the GS and the 1st excited state of 
the QD. This approximation allows us to retain the transition energy dependent description of 
2-D^O-D carrier scattering. The dynamics of the QD level population and the corresponding 
material polarization is described by: 
d
E } . (2.80)
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(2.81)
(2.82)
where wq is the central angular frequency of the optical fields. This is a model parameter that in 
general is chosen close to the QD GS transition.
Since the QD transitions are subject to spectral broadening and shift due to elastic scattering 
with 2-D charge carriers, we introduce an additional degree of freedom by adjusting the central 
angular frequency coq dynamically. In the following, we introduce the numerical procedure used 
to simulate the frequency shift of the optical field towards a spectral region of higher gain. To 
estimate the frequency shift, we first calculate the gain spectrum in a neighbourhood around ojq. 
Let cjn = ooo -i-nôuj, where n  G {—iV, —{N  — 1 ) , . . . ,  jV — 1, N}.  We define the weight factor:
where g(uj) is given by (2.75). The new central frequency of the optical field is then calculated as:
UJQ
N
^  ] Q^n • 
n = —N
(2.84)
The choice of the parameters N  and ôuj depends on the particular gain spectrum . Since these cal­
culations have to be carried out during each integration time-step, we limit the number of intervals, 
by setting A” < 50. For our simulations we have found iV =  20 and =  0.5 meV suitable. The 
numerical procedure described above enables us to model a change of the lasing frequency induced 
by a varying QD level population and 2-D carrier density, respectively.
Spontaneous emission has been included in (2.81) and (2.82) as a loss channel. However, spon­
taneous emission also couples to the laser radiation field, inducing amplitude and phase fluctuations 
(noise). In order to model the impact of spontaneous emission noise on the optical fields, we add 
Langevin noise sources F{t) to the 2-D wave-equation (2.33):
A  j-dt ko 6p dz =
2
2ujq +  E(t)e*. (2.85)2 €o€p^p/ ^ cp
We have assumed that the transverse electric field is polarised in x-direction (compare with Fig. 
2.1). As a result the noise term F{t) is multiplied with the unity vector in x-direction e^. The
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Langevin noise term is given by [24] [50] [3]:
m  = I dt h3
1
exp{i27i:(f))  ^ (2.86)GoepV J
where V  is the volume of the optical resonator, and 0 is a random Gaussian variable with zero 
mean and unity variance. The quantity represents the ’electric field per photon’ [24]. To
calculate the coefficient of spontaneous emission we use the approximation [80]:
^ _ E   ^ ® (2-87)
where we have multiplied the dipole matrix tensor Aj^i 0  from the left and right with the 
standard unity vectors and summed over all spatial coordinates.
From a theoretical point of view each dissipative process induces noise. As such, not only 
(2.85) but also the equations describing the QD level populations, microscopic polarisation, and 
2-D carrier density should include Langevin noise terms. The cross-correlation of these noise terms 
is determined by the form of the coupled differential equations describing the interaction between 
the optical fields and the carrier density [24] [50] [3].
From a practical point of view, we have to keep in mind that the random variable (/> is a dynamic 
field quantity. As such, it has to be computed for every grid-point and at each integration step. 
Generating a large number of random variables represents a steep increase of computational effort. 
In our experience, the introduction of the noise terms described in (2.85) approximately doubles 
the computational time needed to perform a QDL simulation. We neglect noise terms related to 
the carriers density, since the dynamics and emission spectra of QDLs are mainly influenced by the 
noise due to fluctuations of the optical field amplitude and phase, respectively [3].
To illustrate the effect of noise on the dynamics of a QDL, we show the optical intensity at the 
output facet of a QDL during startup (Fig. 2.9). To focus on the influence of noise, we have fixed 
ujQ, the central angular frequency of the optical field, at the preset value of 1668ps“ .^
The upper graph in Fig. 2.9 refers to a  QDL simulation performed without including noise 
terms. The intra-cavity optical fields have been initialized with a phase tha t is randomly dis­
tributed across the numerical grid points. The initial field intensity has been set to a value of 
1.0 X 10“ ^^[ey/(e • nm)]^. Using these initial conditions, lasing starts approximately 120ps after 
’switching on’ the device. The output intensity shows strongly damped oscillations and relaxes to 
a quasi-steady state within further 180 ps.
The lower graph in Fig. 2.9 refers to a QDL simulation including the Langevin noise term 
described by (2.86). The initial boundary conditions related to the optical field are identical to
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Figure 2.9: Optical intensity at the output facet of a QDL with a cavity length of 200/um and 
an inhomogeneous broadening of 30 meV. The lower figure illustrates the influence of noise on the 
dynamics of the QDL during startup. The central optical frequency is denoted by ujq-
those used in the previously mentioned ’noise-less’ simulation. The additional random field sources, 
introduced to simulate spontaneous emission, lead to a faster rise of the intra-cavity optical field 
amplitude during the startup of the laser. Consequently, lasing starts approximately 40 ps after 
’switching on’ the device, compared to 120 ps in the previous example. The output intensity decays 
to a quasi-steady state within 300 ps. We attribute the fast oscillations of the output intensity to 
the superposition of several longitudinal modes.
Multi-longitudinal-mode dynamics in a semiconductor laser has been investigated by Serrât 
et al. [110]. using a wave propagation model that includes the effect of counter-propagating op­
tical fields. The authors do not make any ‘a priori’ assumption regarding the number of active 
longitudinal modes. Serrât et al. show that in multi-mode regime, the output power shows fast 
oscillations due to mode beating. Following their approach, we have performed a modal analysis 
of the output intensity using a filtering technique in the frequency domain. The first order mode
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corresponds to a standing wave with nodes at the laser facets, the second order mode has one node 
in central position in propagation direction, a.s.o. Fig. 2.10 shows the modal decomposition of the
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Figure 2.10: Modal decomposition of the optical intensity at the output facet of a QDL with a 
cavity length of 200 gm  and an inhomogeneous broadening of 30 meV. The lower figure illustrates 
the infiuence of noise on the dynamics of the QDL during startup. The acronym IMO stands for: 
intensity of modal order.
output intensity of a QDL with a cavity length of 200 p,m and an inhomogeneous broadening of 
30 meV. In Fig. 2.10, we show longitudinal modes up to fourth order, in a time-frame of 70 ps. 
The initial time-point coincides with first intensity burst during the start-up of the laser. The 
dynamics of the multi-mode optical signal, corresponding to the superposition of all longitudinal 
modes, is presented in Fig. 2.9. W ith respect to the mode envelopes, we notice a fast decay of 
the initial intensity peak. Relaxation oscillations are not discernible. A similar theoretical result 
has been reported by Chow et al. [25]. Their model is based on Maxwell-Bloch equations and 
describes non-equilibrium dynamics of QDLs. The authors also show that strong damping leads 
to a modulation response curve without a peak at the relaxation oscillation frequency. Ishida et
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al. [60] have measured the small-signal response of 1.3 yum InAs/GaAs QDLs. Their experimental 
results confirm that the modulation response curve shows no pronounced peak at the relaxation 
oscillation frequency.
The upper graph in Fig. 2.10 refers to a QDL simulation performed without including noise 
terms. During the startup phase of the laser, the average intensity of higher order modes is much 
lower compared to the first order mode. The lower graph in Fig. 2.9 refers to a QDL simulation 
including the Langevin noise term described by (2.86). Compared to the ’noise-free’ QDL simula­
tion, higher order modes show an increase of the average intensity. Under the influence of noise, 
the output intensity is repartitioned among the longitudinal modes. Omitting the fundamental 
mode, the highest intensity is carried by the fourth order mode.
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Figure 2.11: Modal decomposition of the optical intensity at the output facet of a QDL with a 
cavity length of 200 yum and an inhomogeneous broadening of 30 meV. The lower figure illustrates 
the influence of noise on the dynamics of the QDL. The acronym IMO stands for: intensity of 
modal order.
Fig. 2.11 shows the modal decomposition of the output intensity of a QDL (with a cavity length 
of 200 yum and an inhomogeneous broadening of 30 meV) in the time window of 420—450 ps. The 
upper graph in Fig. 2.11 refers to a QDL simulation performed without including noise terms.
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Compared to Fig. 2.10, higher order modes, with exception of the fourth order mode, show a 
significant intensity reduction. The intensity of the fourth order mode increases in time and leads 
to the instability observed in in the upper graph of Fig. 2.9. The influence of noise is visualized in 
the lower graph of Fig. 2.11. The fundamental mode appears constant in time, while higher order 
modes have a relatively low intensity (note the scaling factor). Due to the low intensity, higher 
order modes show fluctuations induced by the noise term used to simulate spontaneous emission. 
The mode analysis presented above shows that the observed intensity fluctuations are related to 
multi-mode operation.
For both simulation scenarios (with and without Langevin noise), the output intensity is not 
constant after reaching a quasi-steady state, but oscillates around a mean value. Fig. 2.12 shows the
Sampling Interval: 300 ps—599 ps
, d ,f QDL fwo fixed)QDL (cjQ fixed +  noise)
10
ENERGY [meV]
Figure 2.12: Fourier transform of the output intensity emitted by a QDL with a cavity length of 
200 jum and an inhomogeneous broadening of 30 meV.
Fourier transform of the QDL output intensity, sampled during the time interval 300 ps -  599 ps. To 
generate Fig. 2.12, we have subtracted the DC component from the signal (i.e. the output intensity). 
The spectra presented in Fig. 2.12 display distinct lines with a separation that corresponds to the 
spacing between consecutive longitudinal modes. (A detailed discussion of QDL emission spectra 
is presented in chapter 5.) The spectrum related to the QDL simulation without noise shows that 
the fourth order mode at 2 .8meV, corresponding to a frequency of 0.68ps~^, is dominant. The 
intensity of the side-modes is more than one order of magnitude lower. The spectrum related to 
the QDL simulation with noise shows several modes with a similar intensity.
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Figure 2.13: Auto-correlation function of the QD electron GS occupation probability and the output 
intensity of a QDL with a cavity length of 200 yum and an inhomogeneous broadening of 30 meV. 
Graphs marked with red colour refer to a QDL simulation including Langevin noise sources.
To investigate the correlation between QD level occupation and output intensity, we have 
plotted the auto-correlation function of QD electron GS occupation probability and the output 
intensity of a QDL with a cavity length of 200 /im and an inhomogeneous broadening of 30 meV 
(Fig. 2.13). The auto-correlation function has been calculated for a time-window extending from 
530—587 ps. As can be seen in Fig. 2.13, the QDL model without Langevin noise terms generates 
an electron GS occupation and output intensity showing periodic variations at the same frequency. 
As a consequence, the quasi-steady state is not stable, and the output intensity shows oscillations 
with an amplitude that increases in time (see upper plot of Fig. 2.9).
The auto-correlation function of the electron GS occupation probability, obtained with a model 
including noise, shows no visible periodic variations. Due to the influence of noise the feedback 
between QD level occupation and output intensity is damped, leading to a stable quasi-steady 
state.
The QDL rate of spontaneous emission, defined in (2.87), depends on the carrier occupation 
probability of discrete QD states. Fig. 2.14 shows the frequency spectrum of the rate of spontaneous 
emission calculated for a QDL with a cavity length of 200//m. We can identify the spectral modes 
already detected in the spectrum of the QDL output intensity (presented in Fig. 2.12). As defined
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Figure 2.14: Fourier Transform of the spontaneous emission rate related to a QDL with a cavity 
length of 200yum.
in Eq. (2.86), the Langevin noise terms depend on the rate of spontaneous emission. Therefore, 
fluctuations of the QD state occupation probability influence the optical laser fleld via stimulated 
and spontaneous emission. The contribution from stimulated emission is coherent with the optical 
fleld. The contribution from spontaneous emission has random phase, and consequently disturbs 
the phase correlation of the optical fleld. Disturbing the phase correlation between optical fleld 
and QD carrier level occupation has a stabilizing effect on the QDL dynamics. This is reflected in 
a nearly constant output intensity at steady state (Fig. 2.9, lower graph).
Sum m a ry : In this section, we have introduced a theoretical model describing QDLs. The model
includes the coupled differential equations: (2.71), (2.72), (2.80), (2.81), (2.82), and (2.85). These 
equations describe the dynamics of:
• the 2-D charge density in the WL,
• the material polarisation induced by carriers confined to QDs,
• the occupation probability of QD electron and hole states,
• the counter-propagating cavity-internal optical fields of a QDL.
The theoretical model will be applied to describe inhomogeneously broadened QDLs at constant 
and modulated injection current density. Details related to the numerical implementation of the
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model are presented in section 2.7.
2.7 N um erical Im p lem en tation  o f th e  T h eoretica l M od el
In the previous sections of this chapter, we have introduced a theoretical model that can be used 
to simulate QDSOAs/QDLs. The model consists of:
1. a set of coupled differential equations describing: the dynamics of the 2-D charge density in 
the WL, the material polarisation induced by carriers confined to QDs, the occupation prob­
ability of QD electron and hole states, and the counter-propagating cavity-internal optical 
fields,
2. a set of boundary conditions,
3. input parameters characterizing the physical system.
The coupled differential equations (2.71), (2.72), (2.80), (2.81), (2.82), and (2.85) are too complex to 
be solved analytically. In the following, we outline the transition from a theoretical to a numerical 
model. First, we will introduce the numerical integration scheme used to solve the differential 
equations mentioned above. Second, we will present an overview of the program layout in the form 
of a diagram.
2.7 .1  E ven -O d d  In teg ra tio n  S ch em e
The first step towards the numerical integration of a differential equation involves the discretiza­
tion of the differential operators. We illustrate this step using the hyperbolic partial differential 
equation:
dt ko €p dz
i (  c ^ \  P e a
2cuo \ e p  J  d x ^  2  e» kQ e ,  2 (2-88)Z €.Q6p
describing the dynamics of the optical fields counter-propagating inside the wave-guide of a semi­
conductor amplifier or laser. The differential operators occurring in (2.88) are discretized using 
central differences [136]:
^ -------------  2Ai------------------ ’
^ -------------  2Â ;------------------ ’
, E ^ { t , i , j  + l ) - 2 E ^ { t , i , j )  + E ^ ( t , i , j - l )  
dx^ (Ax)2 ’
where t denotes the time point, and the indices i and j  represent the position on the numerical grid
in longitudinal and transverse direction, respectively (see Pig. 2.15). For the derivative in transverse
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direction, we have used the approximation: =>- —^ ( f , t , j - i/2)  ^ jj^yoiving the field
at half-steps between grid points. Nevertheless, the second derivative (2.91) is well defined in terms 
of integer grid number locations.
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Figure 2.15: Numerical grid used for the discretization of the 2-D wave-equation (2.85). The grid- 
points marked with black and white refer to the even-odd numerical algorithm used to integrate 
the wave-equation.
Using the differential operators introduced in (2.89) - (2.91), the numerical approximation of (2.88) 
can be w ritten as;
2At
P C E y (t — 1,2 +  lyj )  ~  E y (t — 1,2 — 1, j)
h 2A^ + _ A —^2 £p k() €p 2 ^
J _  f ^ )  E $ ( t  -  l , i , j  +  1) -  2E$(t -  l , i , j )  + E ^ ( t  -  l , i , j  -  1) 
2wo Vep/ (Aæ)2
i(jQ F j.
2 €o€p (2.92)
From equation (2.92) we can determine E ^ ( t -|- the electric components of the optical field
at time point t -f 1 and spatial coordinate ( iA z , jA x ):
icûo ^eo-n P e a
2 €t ko €p 2 2At
* 2At
WQ \e p J  {A xY
-  1,« +  l , i )  -  E y (t -  l , i  -  1, j)]ko 6p A z
A t
cJo \ ^ p j  (Ax)^ [E y(t — l , i , j  +  1) +  E y ( t — 1,2, j  — 1)]
+2A t 2 €o€p (2.93)
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(2.93) is an explicit equation, since the quantities on the right side depend on the previous time 
step t  — 1. These variables are known either from the initial boundary conditions or from the 
previous integration step.
Alternatively, the spatial derivatives introduced in (2.90) and (2.91) can be evaluated at time 
step t +  1. In this case, the numerical approximation of wave-equation (2.88) is given by: 
E ± ( f - l - l , 2 , j ) - E ^ ( t - l , 2 , j )
2At
P C E ^ ( t  +  1, 2  + l ) i )  “  E ^ (t +  1, 2  — 1, j)  ^  iujQ P C (X
ko €p 2Az r -2 £p ko €p 2 _
2(jjo \e p J  (Aæ)2
^  'P t (^ +  1,2, j)  +  F{t -t-1,2, j)ex ,  (2.94)2 eo£p
From (2.94), the electric component of the optical field at time point t -f 1 and spatial coordinate 
( i Az , j Ax )  can be calculated using:
E ^ { t  -j- 1,2, j )  =  I  E ^ { t  — 1,2, j)  =F ^  —^  [E y(i +1,2-1- lyj) — E ^ ( t  +  1,2 — 1; j)]
(^) + i.*.i +1) + # ((  +1.*. J -1)] + + 1.».j)
+2A t [F{t +  1,2, j)ex] / < 1 — iujQÔeaj^ P c a i  ^ , i f  <^\ 2At2 €p ko Cp 2
In this case, the right side of (2.95) contains terms that refer to the previous time step: t — 1, and 
the new time step: t +1 .  In order to determine E ^ { t  +  1,2, j)  at all grid points, we would have to 
solve a system of linear equations during each iteration step. An integration algorithm of this type 
is called ‘implicit’. It requires additional computational effort, but adds numerical stability to the 
integration scheme [136].
A simplified implicit integration algorithm, established by Gourlay [43], can be formulated 
by observing tha t only terms containing the electric field at the nearest neighbouring grid points 
appear in (2.95). Marking the points of the numerical grid in the style of a checker board (compare 
Fig. 2.15), allows us to distinguish between ‘black’ and ‘white’ points. Points labelled with circles 
are called ‘even’, since the sum of their indices is an even number. Points highlighted with a black 
dot are denoted ‘odd’, since the sum of their indices is an odd number. Formally, these definitions 
are given by:
=  {(i , j )  \ i  + j  = 2 k , k e N , i e { l , - - - , N } , j  (2.96)
=  {(j, ,•) I i +  ,• =  2fc +  1, ft e  N, i 6 {1, • • •, JV}, i  6 {1, ■ • •, M } .} (2.97)
2.7. NUMERICAL IMPLEMENTATION OF THE THEORETICAL MODEL 67
where N  and M  are the number of numerical grid points in longitudinal and transverse direction, 
respectively.
Explicit integration step; Eq. (2.93) Implicit integration step; Eq. (2.95)
Determine: E ^{ t  +  1; (2, j)^^^) Determine: E ^ { t  +  1; (2, j ) ° ^ )
'
Explicit integration step; Eq. (2.93) Implicit integration step; Eq. (2.95)
Determine: E ^ ( t  +  3; (2, Determine: E ^ { t  +  3; (2, j)^^^)
Figure 2.16: Explicit/implicit integration scheme using a numerical grid divided in odd/even points 
arranged in checker board style (see Fig. 2.15).
The source term P ^ { t  +  1,2, j )  is calculated in a separate integration routine, while a random 
number generator with variable seed is used to determine F{t +  1, i , j ) .
Using (2.95), the optical field at even grid positions can the determined, if the field at odd grid 
positions (at the same time step) is known. The required field quantities can be calculated using 
the explicit equation (2.93). In the next integration step, the variables at odd grid positions are 
calculated first [using the explicit integration equation (2.93)]. Subsequently, the variables at even 
position can be calculated using (2.95). The integration scheme is visualized in the diagram 2.16 
The algorithm represented in 2.16 is used to integrate the optical field at inner grid points. In 
order to integrate along the longitudinal boundary, we have to take into consideration that optical 
fields propagating in positive direction are partially reflected at the rear laser facet. Similarly, fields 
propagating in negative direction are partially reflected at the front facet. For the integration along
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the front facet, we introduce an additional term in order to simulate the injection of an optical 
pulse:
E ÿ (t +  1,1, j )  =  (1 -  fli) n ( t ,  -  Ri  E ÿ(t, 1, j) . (2.98)
The term II(t, j)  is defined by the shape and duration of the pulse, tu'^ ^ is the central frequency 
of the optical pulse, and R± is the reflectivity of the front facet with respect to the optical field. 
For the injection of a Gaussian shaped pulse with a duration of Atp, a half-width in transverse 
direction of Awp^ and a maximum intensity of I q, II(t, j )  is given by:
t — to
2 Atp(2\/21n2) exp
1 j A x  -  xo (2.99)2 Awp(2V2ln2)
where to is the injection time-point and xq is the central injection position in transverse direction. 
The equation for the integration of E ÿ  along the front facet is given by:
-2\ 2At  ^E j,( t  +  1, 1; j )  — +
P C 2At  r
__
2 €p ko €p 2 _ 2 A t - — ‘Wo \€p J {AxY
+ ko A^z [Ej,{t — 1,2, j)  — Ej,(t — 1,1, j)]
A t
Wo \ ^ pJ  {A.X 
+2A t
ÿ [^j-(i — 1,1, j  +  1) +  E y(t — 1 ,1,_7 — 1)]
P y ( t  — 1 , 1 ,  j )  +  E ( t  — 1 , 1 ,  j»‘) e a2 eo6p
For the integration of the optical field along the output facet we use the equations:
(2 .100)
(2 .101)
E + (t +  l , iV, j )  =  h  + 2 €.p ko €p 2 Wo \ € p  J  ( A x ) ^
~ -  ii Af-  i , j )]
( )^ ( ^  + + ~
+2 At ^ 0 P + ( <  -  1, N , j )  +  F{t -  l , N , } ) e ,. z eo£p (2.102)
where i E {1,2, - - - ,iV} and N  is the number of numerical grid points in longitudinal direction. 
The integration of the optical fields along the longitudinal boundaries has been introduced using 
the explicit equation (2.93). The implicit equation (2.95) can be modified in a similar way to 
perform the integration along the longitudinal boundaries during the implicit cycle of the even-odd 
integration algorithm.
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The transverse boundary conditions are non-critical, if we extend the numerical grid (in trans­
verse direction) well beyond the region of the injection stripe. In this case, the optical fields are 
concentrated along a central axis in propagation direction, while regions on the left and right side 
of the injection stripe form the ‘lossy wings’, absorptive regions with a low 2-D carrier density. To 
integrate along the transverse boundary, one can use von Neumann boundary conditions, specify­
ing the spatial derivative of the variable. Alternatively, we can use Dirichlet boundary conditions, 
specifying the value of the variable at the boundary. In fact, both methods have been implemented, 
and switching between them does not change the simulation results significantly.
2 .7 .2  L ayout o f  N u m erica l P rogram
In the previous paragraphs, we have introduced an explicit/implicit algorithm for the integration 
of the coupled differential equations: (2.71), (2.72), (2.80), (2.81), (2.82), and (2.85). Before we can 
actually integrate these equations, we need to initialize the field quantities using suitable boundary 
conditions, and determine (or set) parameters tha t characterize the physical system simulated. The 
parameters required relate to the wave-guide geometry, the semiconductor hetero-structure, the 
operation mode (continuous wave, modulated, external pulse injection), the simulation duration, 
the integration time-step, the program output, etc. The layout of the program is presented in 
diagram 2.17.
An important step during stage ‘II’ of the program execution (see diagram 2.17) is the calcu­
lation of the effective refractive index, effective propagation constant, and the optical confinement 
factor. To perform these calculations, the following parameters are required: the refractive index 
of the cladding and active layer, respectively, the thickness of the active area, and the wave-length 
of the optical field. Due to the symmetry of the problem, the optical modes in vertical direction 
can be expressed in analytic form. In fact, they are solutions of (2.27). The influence of the (small) 
transverse variation of the refractive index is included via a perturbative approach (for more details 
see section 2.1.3).
A similar mathematical problem has to solved in order to obtain the QW sub-band energy levels 
for the conduction and valence band, respectively. In this case, it is not the optical field that is 
confined between layers of different refractive index, but charge carriers confined between sheets of 
semiconductor material with different energy gap. To include the influence of an external electric 
field (e.g. due to the applied bias voltage), and to be able to deal with a non-symmetric band
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I. Open relevant files
II. Initialize physical parameters
Read par am. related to geometry of wave-guide: cavity length, width, height,..
Calculate effective refractive index and optical confinement factor
Set up numerical grid Initialize differential operators
Read QD dipole matrix elements Read QD energy levels
Calc, sub-band energy levels, wave-functions, and effective mass of doped QW
Initialize inhomogeneously broadened QD ensemble
Calculate scattering rates
[ Calc, coeff. of spectral broadening/shift j
LO-phonon intra-dot 
LO-phonon QW<-»QD 
Auger QW<->QDL  ______________S
III. Set initial boundary conditionsI
Read optical par am.: facet reflectivity, refractive index of structure, wavelength, ...
________I
IV. Numerical integration loop
Integrate 2-D charge density
Integrate QD level occupation
Integrate material polarisation
Calc, random field variable
Integrate optical fields
^  Write results to output files ^
V. Close output files
Calc, central optical freq. j
Calc, injection current density j
Calc, intra-dot scattering rates j
Calc. QW-f-^WL scattering rates j
Calc, spectral broadening/shift j
Calc. 2-D/Ô-D carrier foss rate j
Calc, chemical" potential CB/VB 1
Figure 2.17: Layout of the program used to simulated QDSOAs/QDLs. The program is written 
in Fortran 90 and has been compiled and optimized with the Intel Fortran Compiler (Versions 9.0 
and 10.1).
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profile, the wave-functions and energy levels are calculated using a shooting method (see section
2.4.1). The doping profile of the semiconductor structures can be specified as an input parameter. 
To include the influence of doping on band profile, 2-D wave-functions, and 2-D energy levels, we 
use a self-consistent Schrodinger-Poisson integration scheme (see 2.4.2).
To initialize the ensemble of inhomogeneous broadened QDs, we use a spatially resolved sta­
tistical approach (compare with section 2.5). Scattering coefficients, and coefficients describing 
spectral broadening and shift are calculated and assigned for each QD.
Before starting the numerical integration, the initial boundary conditions have to be specified 
[stage ‘IIP in diagram (2.17)], At steady state, the 2-D charge density and the QD level occupation 
do not depend on the initial boundary conditions. Instead, these are determined by the bias voltage 
and the coefficients describing intra-dot and QW<->^QD carrier scattering. In order to reach the 
steady state as fast as possible, we found it useful to determine the 2-D charge density using (2.68), 
(2.69) and to use these values as initial boundary conditions. The electric component of the optical 
field is initialized at a low value (intensity of the order of 1.0 x 10~^'^[eV/{e • nm)]^.), and with a 
phase that is randomly distributed.
In many cases, it is advantageous to start the simulation with a system tha t has already reached 
steady state. For this purpose, we store a snap-short of all relevant dynamic variables at the end of 
the program execution. The field variables are w ritten to a file and include the 2-D charge density, 
the QD level occupation, the microscopic material polarisation, the optical fields, and the central 
optical frequency. We also store the sequence of random numbers used to initialize the inhomo­
geneously broadened QD ensemble. To resume a previously performed simulation, we generate 
the same QD ensemble using the random number sequence previously stored, read the stored field 
variables from the respective file, and use these field values as initial boundary conditions.
To determine the 2-D charge density, the QD state occupation probability, the material po­
larisation, and the optical fields at the next time step, we use the even-odd integration algorithm 
presented in diagram 2.16. The integration is performed in a loop structure, represented by block 
‘IV’ in table 2.17. At the end of every integration step, the variable representing time is incre­
mented by 2At [compare with (2.89)]. Scattering rates, loss rates, and the variables describing 
spectral broadening and shift, depend on the instantaneous value of the QD level occupation and 
the 2-D charge density. Therefore, these variables have to be recalculated during each integration 
step. The same holds for the central optical frequency, injection current density and the chemical 
potential of the CB and VB. A large amount of computational effort goes into the calculation of
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the random variable j) , used to describe the influence of spontaneous emission. The export
of numerical results to file occurs within the integration loop at pre-deflned time intervals.
2.8 C hapter Sum m ary
In this chapter, we have introduced a theoretical model that can be used to simulate QDSOAs/QDLs. 
The model describes the dynamics of:
•  the 2-D charge density in the WL,
» the material polarisation induced by carriers confined to QDs,
® the occupation probability of QD electron and hole states,
® the counter-propagating cavity-internal optical fields of a QDL.
The model includes scattering of carriers between QDs states and 2-D WL states, as well as 
intra-dot scattering (for more details see section 2.3). To simulate the inhomogeneous broadening of 
the QDs, we use a spatially resolved statistical approach (compare with section 2.5). For this pur­
pose, we assign one representative QD for each numerical grid point, assuming that the QD energy 
levels follow a Gaussian distribution. Scattering coefficients, and coefficients describing spectral 
broadening and shift are calculated and assigned for each QD. In this way, the inhomogeneous 
broadening, a characteristic property of an ensemble of QDs with varying sizes, is incorporated 
into the numerical model.
The model will be applied to describe pulse amplification and spatio-spectral hole-burning 
in homogeneously and inhomogeneously broadened QDSOAs. An approximation to this model 
(outlined in section 2.6) will be applied to describe inhomogeneously broadened QDLs at constant 
and modulated injection current density.
C hapter 3
P ulse A m plification in Q DSO As
In chapter 2, we have introduced a theoretical model describing the dynamics and interaction of 
charge carriers and optical fields in a QDSOA. The numerical model can be used to simulate:
® the pumping of charge carriers into the 2-D wetting layer and their diffusion in longitudinal 
and transverse direction,
• the scattering of charge carriers between 2-D wetting layer states and bound quantum dot 
states
® the amplification, diffraction, and wave-guiding of the light fields during their propagation 
along the optical cavity of the QDSOA,
® the inhomogeneous broadening of the QD ensemble forming the gain medium,
® the influence of doping on the 2-D carrier density and the QD level occupation probability.
In this chapter, we present simulation results that focus on the QD carrier occupation proba­
bility and the related gain spectra of homogeneously and inhomogeneously broadened QDSOAs. 
In this context a homogeneously broadened QDSOA is defined as a device with an active area con­
taining identical QDs. An inhomogeneously broadened QDSOA contains QDs with energy levels 
that are randomly distributed around the corresponding mean value (compare with 2.5).
The results presented in 3.1 show the carrier dynamics and corresponding gain spectra of 
homogeneously and inhomogeneously broadened QDSOAs before and after reaching a steady state. 
Section 3.2 focuses on the carrier dynamics of a single sample QD from a homogeneously broadened 
QDSOA after the injection of a short optical pulse. In 3.3, we contrast a homogeneously broadened 
and an inhomogeneously broadened QDSOA, discussing the effect of spatial disorder of the QD 
material on gain spectra, spatial and spectral hole-burning processes and the amplification and 
reshaping of an injected optical pulse.
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3.1 Q uantum  D ot Carrier O ccupation  P rob ab ility  at S tead y S tate
First, we simulate the carrier capture into initially empty QD states. We assume that charge 
carriers are pumped directly into the 2-D WL. From the WL, charge carriers are captured into 
the QDs via Auger and LO-phonon scattering processes. We simulate intra-dot relaxation to the 
QD GS via LO-phonon scattering. A (forward) bias voltage of 1.22 V [compare with (2.71) and 
(2.72)] is applied, resulting in a 2-D electron density of 2.65 x lO^^cm”  ^ and a 2-D hole density 
of 3.1 X lO^^cm” .^ These values have been obtained taking into consideration the p-doping of the 
QW surrounding the QDs with C at a doping density of 5.0 x lO^^cm"^.
Fig. 3.1 shows the carrier occupation probability of the bound QD states in an ideal QDSOA 
(containing identical QDs) in a time-frame of 30 ps. The steady state is reached after the rate of 
carrier loss (by non-radiative and spontaneous recombination) and carrier capture balance. The 
bias voltage and the p-doping have been chosen to obtain a similar occupation probability of the 
QD electron and hole GS. W ithout p-doping, the QD hole GS would show a considerably lower
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Figure 3.1: Occupation probability of the bound QD levels for electrons (a) and holes (b) in a 
homogeneously broadened QDSOA.
occupation probability. This is due to the high density of the 2-D hole states compared to the 
density of 2-D electron states. As a result the Fermi occupation probability F{Q),  [compare with
3.1. QUANTUM DOT CARRIER OCCUPATION PROBABILITY AT STEADY STATE 75
Eq. (2.50)], is lower for holes, compared to the corresponding value for electrons. This leads to a 
reduced hole WL<->QD LO-phonon relaxation rate. Another factor leading to a lower occupation 
probability of the QD hole states, compared to QD electron states, is the reduced confinement 
energy of the excited QD hole states with respect to the 2-D hole states (see band-diagram Fig. 2.7). 
This leads to an increased out-scattering of holes from excited QD hole states to the wetting layer. 
P-Doping of the semiconductor structure investigated here leads to a 2-D hole density that is almost 
one order of magnitude larger compared to the electron 2-D density. This is necessary to provide 
a high occupation probability of the QD hole GS and thus a high material gain of the inverted 
medium.
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Figure 3.2: Occupation probability of the QD electron GS (a) and QD hole GS (b) for 100 ’sample’ 
QDs from an inhomogeneously broadened QDSOA. Ellipse solid line: Carrier relaxation via Auger 
and LO-Phonon scattering. Ellipse broken line: Carrier relaxation via Auger scattering only.
We have shown in section 2.3 that the rates of carrier scattering depend strongly on the tran­
sition energy. Consequently, the occupation probability of the QD states in an inhomogeneously 
broadened QDSOA varies from dot to dot. As introduced in section 2.5, we model the inho­
mogeneously broadened ensemble of QD by assigning one representative QD for each numerical 
grid-point. Fig. 3.2 shows the occupation probability of the QD GS for 100 ’sample’ QDs from
3.1. QUANTUM DOT CARRIER OCCUPATION PROBABILITY AT STEADY STATE 76
an inhomogeneously broadened device in a time-frame of 30 ps. The majority of the QDs show 
a GS population dynamics that is similar to the homogeneously broadened device (compare with 
Fig. 3.1). A subgroup of QDs shows a reduced rate of carrier in-scattering to the GS. The con­
finement energy of these QD with respect to 2-D WL states exceeds the energy of one LO-phonon. 
Therefore, carrier capture via single LO-phonon scattering with 2-D WL carriers is prohibited. 
(Theoretical studies have shown that direct relaxation for the WL to the QD GS is possible via 
multiple LO-phonon scattering. Nevertheless, the scattering rates are orders of magnitude smaller 
compared to single LO-phonon scattering rates [109]). For the QD structure investigated here the 
energetic confinement of electron states is larger compared to that of hole states. This leads to a 
larger fraction of QDs with a reduced electron in-scattering rate (compared to the hole in-scattering 
rate).
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Figure 3.3: Absorption/gain spectra of a homogeneously broadened QDSOA (a) and an inhomo­
geneously broadened QDSOA (b) in a time frame of 30ps (the time interval between consecutive 
plots is 0.75ps).
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Having determined the energy level occupation probability of all QDs in the statistical ensemble 
(compare with Fig. 3.1 and 3.2), the corresponding absorption/gain spectra can be calculated using 
Eq. (2.75). The absorption/gain spectra of a homogeneously and an inhomogeneously broadened 
QDSOA are presented in Fig. 3.3(a) and 3.3(b), respectively.
The first curve in the lower half-plane corresponds to the absorption spectrum due to empty 
QDs at Ops. The other curves show the absorption/gain spectra calculated at intervals of 0.75ps. 
In the case of the ideal QDSOA [Fig. 3.3(a)] the GS shows positive gain already after 3.0ps. At 
the same time point the average gain due to the GS transition of the inhomogeneously broadened 
QDSOA is still negative (absorptive regime). This can be explained by the reduced carrier in­
scattering rates of QD with higher confinement energy (that contribute mainly to the gain at the 
low energy end of the gain spectrum).
3.2 Carrier D ynam ics o f th e  O p tica lly  E xcited  QD M edium
In a next step, we discuss the dynamic response of the QD level occupation probability after an 
optical excitation process. For this purpose, we perform a numerical experiment in which we inject 
an optical (Gaussian shaped) probe pulse with a duration of 500 fs, a central frequency cjq such that 
hcjQ =  1100 meV and an energy of 0.75 p j  into the active area. The pulse is injected at 64 ps (after 
a steady state is reached) and the reaction of the QD carrier occupation probability is monitored 
(Fig. 3.4). The QD GS transition occurs at an energy of 1093.4meV resulting in an offset with 
respect to the wave-length of the injected optical pulse of 6.85 nm.
The optical pulse leads to a depletion of the QD electron and hole GS by stimulated emission. 
The refilling of the QD GS occurs within 10-15 ps for electrons and 5-7 ps for holes. After the steady 
state is reached, the occupation probability of the 1st excited QD hole state is slightly higher com­
pared to the QD hole GS. A similar inversion occurs between the 2nd and the 3rd excited electron 
state. This can be explained by the energetic confinement of the 1st excited hole state and the 
3rd excited electron state with respect to the higher lying excited QD states, leading to a more 
efficient intra-dot relaxation of carriers compared to the hole GS and the second excited QD state, 
respectively. It is also an indication that the steady state with respect to the QD level occupation 
is not reached due to a thermodynamic equilibrium, but due to a balance between in-scattering, 
out-scattering, and loss processes. Nevertheless, with respect to the 2-D layers, tha t are continu­
ously pumped with charge carriers, we have assumed a quasi-Fermi equilibrium (see section 2.4).
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Figure 3.4: Charge carrier depletion (induced by an optical pulse of duration 500 fs and energy 
0.75 pJ) and population recovery of the QD electron (a) and hole (b) states.
The QD GS, represented in Fig. 3.4, is refilled mainly via intra-dot relaxation of charge carriers 
from excited QD states. In order to analyse the LO-phonon mediated refilling processes of the QD 
GS after the passing of the probe pulse, we have plotted the total intra-dot capture rate for every 
electron and hole level (Fig. 3.5). The relaxation rates depend on the difference between the 
LO-phonon energy and the transition energy (compare with Sec. 2.3.1). Due to the energy level 
structure of the QDs investigated here (see Fig. 2.7), effective relaxation can occur from the 1st 
and 2nd excited electron states to the electron GS and from the 3rd and 4th excited hole states to 
the hole GS.
The solid line in Fig. 3.5(a) shows the capture rate related to the scattering of electrons from 
the excited QD states to the GS. The negative capture rate (better termed emission rate) of the 
4th excited state (ES) reveals tha t this state is in fact the main electron source for the GS, even 
though relaxation occurs via the 1st or 2nd ES. Fig. 3.5(b) shows that the hole GS couples strongly 
to the 3th and 4th excited hole states and therefore refills faster compared to the electron GS.
Before the optical excitation by the light pulse, the intra-dot scattering rates of the 4th excited
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Figure 3.5: LO-Phonon mediated intra-dot carrier capture rates for each electron (a) and hole (b) 
level.
electron state and the 3th excited hole state are positive, indicating a net in-scattering of charge 
carriers. These QD states have an energy confinement with respect to the 2-D wetting layer states 
tha t is favourable for efficient W L ^Q D  carrier scattering. At steady state charge carriers are 
scattered from these QD states to the 2-D WL states. This is also shown in Fig. 3.6(a), displaying 
the rate of LO-phonon mediated carrier capture from the wetting layer to the 4th excited electron 
state and to the 3rd and 4th excited hole states. After the excitation by the optical pulse, we notice 
a fast increase of the WL<->QD scattering rate. The most efficient LO-phonon carrier in-scattering 
occurs from the WL to the 3rd excited QD hole state.
The relaxation of the WL-QD system after the passage of the optical probe pulse also involves 
carrier-carrier scattering processes. Fig. 3.6(b) and (c) shows the Auger carrier capture rates from
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Figure 3.6: Scattering rates related to the LO-phonon mediated capture of 2-D charge carriers from 
the wetting layer into the 4th excited QD electron level and the 3th and 4th excited QD hole level 
(a). Scattering rates related to the Auger carrier capture of 2-D charge carriers from the wetting 
layer into bound QD electron (b) and hole (c) states.
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the wetting layer to the QDs states. Auger scattering processes involving 0-D carriers are strongly 
dependent on the QD confinement energy, the scattering rates being higher for less confined QD 
states. At a 2-D charge density of approx. 10^^cm~^ Auger and LO-phonon mediated carrier 
capture rates involving 2-D carriers in the wetting layer and 0-D holes in exited QD states are of 
comparable magnitude. The injected optical pulse causes a carrier depletion of the QD states and 
leads to a temporary increase of the carrier in-scattering from the wetting layer.
3.3 Inhom ogeneously  B roadened  Q D SO A s
In this section, we compare gain spectra and the amplification and reshaping of an injected optical 
pulse in a homogeneously broadened and an inhomogeneously broadened QDSOA. The comparison 
will show how spatial fluctuations of the QD properties directly afifect QDSOA characteristics.
In order to illustrate the application of (2.75) we have generated the gain spectrum of a single 
QD and gain spectra obtained by successively averaging over an increasing number of inhomoge­
neously broadened QDs (Fig. 3.7). We have assumed a homogeneous (Lorentzian) broadening of
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Figure 3.7: (a): Gain spectra of a single QD and a varying number of inhomogeneously broadened 
QDs.
3 meV for the GS and 5 meV for transitions involving excited QD states. Together w ith the spectral 
broadening due to elastic scattering with 2-D carriers described in 2.46 this leads to a FWHM of
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approx. 6.5 meV for the GS transition. The QDs investigated here show four dominant transitions 
at energies of 1093.4meV, 1131.1 meV, 1166.1 meV, and 1179.8meV. The gain spectra of the en­
sembles containing an increasing number of QDs have been calculated assuming an inhomogeneous 
broadening of 35 meV for the GS transition and 50 meV for transitions involving excited states [15]. 
Similar spectra have been obtained experimentally by means of photo-luminescence spectroscopy 
of single mesas with edge sizes between 175 nm - 25 fim  containing a varying number of QDs [108].
3 .3 .1  S p atia l and  S p ectra l H o le  B u rn in g
In section 3.2 we have analysed the influence of an injected optical pulse on the carrier population of 
a single ‘sample’ QD. Here we discuss the interaction of an injected optical pulse with the ensemble 
of QDs contained in the active area of the QDSOA.
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Figure 3.8: Gain spectra of an inhomogeneously broadened QDSOA (a) and a homogeneously 
broadened QDSOA (b) during the amphflcation of an optical pulse with a duration of 500 fs injected 
at 64 ps.
Fig. 3.8 shows snapshots of the gain spectra of an inhomogeneously and a homogeneously
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broadened QDSOA, respectively, taken during the propagation the optical pulse along the wave­
guide cavity. In order to obtain comparable gain spectra (when averaged over the whole ensemble 
of QDs) for the homogeneously and the inhomogeneously broadened device, we have broadened the 
spectral line width of the QDs forming the gain medium of the homogeneously broadened QDSOA. 
The GS transition has been assigned a FWHM of 35meV and the transitions involving excited 
states a FWHM of 50 meV.
For the inhomogeneously broadened QDSOA [Fig. 3.8(a)] we observe a pronounced hole- 
burning at the energy of the injected optical pulse (1.1 eV). The spectra of the homogeneously 
broadened QDSOA show an overall reduction of the gain caused by stimulated emission via the 
GS transition and relaxation of carriers from the excited QD states to the GS. The ideal QDSOA 
contains identical QDs with a GS transition that is in resonance with the injected optical pulse. 
Therefore, every QD in the electrically pumped area participates in the process of stimulated 
emission and contributes to the amplification of the pulse.
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Figure 3.9: Snapshots of the cavity internal QDSOA gain during the passage of an optical pulse of 
duration 500 fs. The gain at the wavelength of the optical pulse is shown.
Fig. 3.9 shows snapshots of the spatial gain distribution (at the wave-length of the injected 
optical pulse) across the cavity of a homogeneously broadened QDSOA. Dark areas correspond 
to absorptive regions while light shading indicates a positive modal gain in an inverted medium. 
The optical pulse leads to an area of reduced gain (spatial hole-burning) that propagates along the 
cavity. Due to the amplification of the pulse the hole-burning is more intense towards the output 
facet of the QDSOA. Charge carriers confined to QDs provide the optical gain and also change the
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refractive index of the active area.
Fig. 3.10 displays snapshots of the spatially resolved carrier induced refractive index change 
during the passage of an optical pulse along the wave-guide of a QDSOA. The refractive index 
change at the wavelength of the optical pulse is shown. It has a negative value in areas with a high 
QD level occupation probability (compare with Eq. 2.79).
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Figure 3.10; Snapshots of the cavity internal QDSOA carrier induced refractive index change during 
the passage of an optical pulse of duration 500 fs. The refractive index change at the wavelength 
of the pulse is shown.
The inhomogeneously broadened QDSOA contains many different QDs and only a subgroup of 
the total ensemble has a GS transition that is in resonance with the injected optical pulse. This 
subgroup of QDs interacts strongly with the optical pulse. This process is illustrated by the plots in 
Fig. 3.11 showing the spatially resolved modal gain (along a central axis of the waveguide parallel 
to the propagation direction) at the wave-length of the injected optical pulse.
Note the striking difference between the spatially resolved gain of the ideal QDSOA [Fig. 
3.11(a)] and the inhomogeneously broadened QDSOA [Fig. 3.11(b)], respectively. Spatial hole- 
burning induced by the probe pulse (injected from the left at 64 ps) during its propagation through 
the QDSOA cavity is clearly visible. Dots that are in resonance with the optical pulse are strongly 
depleted and contribute to the absorption of light in the active area before they are refilled within 
a few picoseconds.
As shown in Fig. 3.9 and Fig. 3.11, respectively, the injected optical pulse leads to a local 
reduction of the gain and a local increase of the refractive index. In Fig. 3.12 we display the
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Figure 3.11: Spectral hole burning due to an injected optical pulse of duration 500 fs in a homoge­
neously broadened QDSOA (a) and an inhomogeneously broadened QDSOA (b). The plots shows 
the modal gain at the wavelength of the injected pulse along a central axis of the wave-guide in 
propagation direction. The optical pulse is injected from the left at 64 ps.
spatially resolved (carrier induced) change of refractive index at the wave-length of the optical 
pulse. The plots refer to the index change along a central axis of the wave-guide, parallel to the 
propagation direction. The index change induced by the probe pulse (injected from the left at 
64 ps) during its propagation through the QDSOA cavity is clearly visible.
In the case of the homogeneously broadened QDSOA, the carrier induced refractive index change 
is negative before the arrival of the optical pulse, having a value of approximately An =  3.0 x 10“ .^ 
The depletion of QD charge carriers, induced by the pulse, leads to a local increase of the refractive
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Figure 3.12: Carrier induced change of the refractive index due to an injected optical pulse of 
duration 500 fs in a homogeneously broadened QDSOA (left) and an inhomogeneously broadened 
QDSOA (right). The plots shows the index change at the wavelength of the injected pulse along a 
central axis of the wave-guide in propagation direction. The optical pulse is injected from the left 
at 64 ps.
index [see Fig. 3.12(a)]. In the case of the inhomogeneously broadened QDSOA, the local carrier 
induced refractive index An can be negative or positive, depending on the conditions:
An <C 0 4^ ^pulse ^  ^transf
An !> 0 4=^ ^pulse ^  ^transi (3.1)
where ujpuise is the central frequency of the injected optical pulse, and oJtrans is the frequency of 
the optical transition between QD states. Compared to the homogeneously broadened QDSOA, 
the maximum/minimum value of the:
• local carrier-induced refractive index change [compare Fig. 3.12(a) and Fig. 3.12(b)],
• local material gain [compare Fig. 3.11(a) and Fig. 3.11(b)].
is approximately one order of magnitude larger/smaller in the case of the inhomogeneously broad­
ened device. As we will show in section 3.3.2, this leads to a visible reshaping of the optical pulse 
during the propagation along the inhomogeneously broadened QDSOA.
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3.3 .2  O ptica l P u lse  R esh ap in g  due to  D isord er in  Q D  N an om ateria l
After discussing the effects of spatial and spectral hole-burning and the gain recovery of an optically 
excited QD medium, we finally focus on the injected optical pulse itself. The pulse is initially 
Gaussian shaped with a half-width of 4 .5//m and an energy of 0.75 pJ. It is injected at 64 ps and 
has a duration of 500 fs. Snapshots of the pulse intensity propagating along the homogeneously 
and the inhomogeneously broadened QDSOA are presented in Fig. 3.13.
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Figure 3.13: Snapshots of the intensity of an injected optical pulse of duration 500 fs during the 
propagation through a homogeneously broadened QDSOA (a) and an inhomogeneously broadened 
QDSOA (b). The shading indicates the field intensity in units of: [eV/(e • nm)]^.
The optical pulse is amplified and reshaped during its passage through the QDSOA cavity. 
The reshaping of the optical pulse is determined by the build-in transverse index step (compare
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with 2.28), the carrier-induced change of gain and refractive index, and the spatial and spectral 
hole-burning in the active area.
As indicated in Fig. 3.8, the averaged modal gain of the inhomogeneously broadened QDSOA 
(at the wave-length of the injected optical pulse) is higher compared to the gain of the homoge­
neously broadened device. Despite this fact, we observe a lower peak amplification of the optical 
pulse in the inhomogeneously broadened QDSOA [compare Fig. 3.13(a) and Fig. 3.13(b)], Depend­
ing on the homogeneous broadening, the peak gain of individual QDs from the inhomogeneously 
broadened device can be significantly larger compared to the modal gain of the homogeneously 
broadened QDSOA (see Fig. 3.11. If those QDs have a GS transition that is in resonance with the 
injected optical pulse, they are strongly depleted by the leading part of the pulse leading to a lower 
amplification of the trailing part of the pulse and a modulation of the intensity in propagation 
direction (Fig 3.13).
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Figure 3.14: (a): Energy of the optical pulse during the propagation through the QDSOA. (Com­
pare with Fig. 3.13.) (b): Total current injected into a single layer of QDs within the active 
area.
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In order to quantify the results presented in Fig. 3.13, we have calculated the total energy of 
the optical pulse and the current injected into one sheet of active material. Fig. 3.14(a) reveals 
that not only the peak intensity, but the total energy of the pulse amplified in the homogeneously 
broadened QDSOA is higher compared to the energy of the pulse passing through the inhomoge­
neously broadened QDSOA. Additionally, we have calculated the total current injected into the 
device. Fig. 3.14(b) shows that during the passage of the optical pulse the injected current is 
higher for the ideal device. [Compare with equations (2.71), (2.72), and (2.73)]. The reason for 
this is two-fold. First, only a subset of the inhomogeneously broadened QDs are in resonance with 
the optical pulse and therefore effectively via stimulated emission. Second, only a subgroup of the 
inhomogeneously broadened QDs have a confinement energy that is favourable for a fast refilling 
with charge carriers (compare with Fig. 3.2).
In this context, we would like to remark that the QD-QW hetero-structure has been optimized 
to facilitate single LO-phonon QW-^-QD electron capture. E.g. the width and composition of the 
QW can be selected in such a way that the confinement energy of excited QD electron states w .r.t. 
the 2-D CV band edge is smaller than the LO-phonon energy. A similar approach has been used 
in tunneling injection QDLs [31], where a direct LO-phonon mediated transition from 2-D states 
to the QD GS is used to improve the modulation properties of a QDL (for more details see page 
19).
C hapter 4
H igh Frequency M odulation o f  
Q uantum  D ot Lasers
In chapter 3, we have presented simulation results tha t focus on the properties of homogeneously 
and inhomogeneously broadened QD semiconductor optical amplifiers. These results were obtained 
using the multi-level model introduced in 2.2.
In this chapter, we discuss numerical results related to quantum dot semiconductor lasers. 
These results have been generated using the theoretical model discussed in 2.6. (In this model 
several excited QD states have been neglected in order to make simulation times of the order of 
nano-seconds feasible.)
The chapter is organized as follows: In section 4.1 we discuss simulations related to the 
carrier/gain dynamics and the nearfield intensity during the build-up of the laser field and af­
ter a steady state is reached. Hereby, we focus on QDLs with a relatively short cavity length 
( 2 0 0 -  600/zm) and a high QD sheet density (6.0 x lO^^nm"^ — 10^^nm“ ^).
The QDL structures presented in 4.1 are also investigated during direct modulation at frequen­
cies in the range of 10 GHz—60 GHz. Numerical results, showing the modulated 2-D carrier density, 
QD level population, and output intensity, are presented in 4.2. In the final section of this chapter, 
we discuss the influence of the inhomogeneous broadening (in the range of 20 meV — 40 meV) on 
the performance of directly modulated QDLs.
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4.1 QDLs during S tartup  and S tead y  S tate
When operating a semiconductor laser the most sensitive operation parameter is the applied bias 
voltage. At a bias voltage corresponding approximately to the band gap of the semiconductor 
structure, a small increase of the voltage leads to a large increase of the injected current density.
The applied voltage is also a crucial parameter when simulating a QDL using the theoretical 
model presented in 2.6. E.g. for a QDL with an inhomogeneous broadening of 30 meV, a cavity 
length of 400/im containing 15 QD layers with a dot density of 7.5 x lO^^nm"^ and facet reflectiv­
ities of 0.6 and 0.3, respectively, we have chosen a bias voltage of 1.19 V. Taking into consideration 
the p-doping of the 2-D structure with C at a density of 5.0 x 10^^cm~^, this leads to an initial 
2-D electron density of 2.03 x 10^^cm~^ and a 2-D hole density of 2.0 x 10^^cm~^, respectively.
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Figure 4.1: 2-D charge density during the startup of a QDL with a cavity length of 400 /im  and a 
bias voltage of 1.19 V.
As the simulation proceeds, QD-WL carrier scattering as well as all electron-hole recombination 
processes [compare with Eq. (2.71) - (2.72)] lead to a reduction of the 2-D charge density from 
the initial value (see Fig. 4.1). To balance the 2-D carrier loss, a current density [see Eq. (2.73)] 
is injected into the ’virtual’ device. Fig. 4.2 shows the injected current density in time frame 
of 400 ps. The initial increase of the current density is due to the capture of 2-D carriers into 
the QDs. The increase of the current density after 50 ps marks the onset of lasing. At 400 ps a 
constant current density of 4.58 x 10~®e/(ps • nm^) indicates that a steady state has been reached. 
This value corresponds to the current density injected into one single sheet of QDs. Expressed in
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conventional units, the total injected current density is 620 A/cm^. The geometry of the injection 
stripe being 2.0//mx400;um, the current injected into the device at steady state is 4.96 mA.
The broken line in Fig. 4.2 represents the loss current density due to non-radiative and radiative 
electron-hole recombination in the 2-D WL. It accounts for 65% of the total injected current density. 
At a bias of 1.19 V it shows little variation in time since the 2-D WL carrier density does not depart 
considerably from its steady state value. However, its dependence on the 2-D WL carrier density 
leads to a considerable rise of the loss current if the voltage is increased.
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current density ‘2D loss rate6.5
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Figure 4.2: Injected current density during the startup of a QDL with a cavity length of 400/um 
and a bias voltage of 1.19 V. The broken line represents the 2-D carrier loss rate.
The value of the bias voltage has been chosen such that the carrier occupation probability of 
the QD GS is above the transparency value at steady state. Fig. 4.3 shows the average carrier 
occupation of the QD states during the first 400 ps after ’switch-on’. As mentioned previously, we 
simulate only the GS and the 1st excited QD state (compare with section 2.6). The initial value of 
the QD level occupation probability with carriers is arbitrary and has been set to 0.5. Any value 
between 0 and 1 can be used, and will lead to the same occupation probability of the QD states 
(after a steady state is reached).
Since the QD GS is inhomogeneously broadened with a FWHM of 30 meV, each QD in the 
ensemble has a different energetic confinement w .r.t the 2-D WL. Consequently, each QD has a 
different level occupation for a given set of operating parameters. This finding has been presented 
in section 3.1. Instead of focusing on one particular QD, we are here considering the average
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Figure 4.3: Average QD level occupation probability during the startup of a QDL with a cavity 
length of 400//m and a bias voltage of 1.19 V.
carrier occupation probability of the bound 0-D states. In fact, we only average over a subgroup of 
QDs ’geometrically’ placed under the injection stripe. Regions outside the injection stripe are not 
reached directly by the injection current but via carrier diffusion in transverse direction. Therefore, 
QDs situated away from the injection stripe may have a level occupation below transparency, 
constituting an absorptive medium.
Fig. 4.3 shows the fast initial rise of the QD level occupation that saturates after approximately 
30 ps at values of 0.65 for the hole GS and 0.55 for the electron GS, respectively. The QD level 
occupation drops rapidly at approximately 50 ps due to the onset of lasing and is ’pinned’ at the 
steady state value. The steady state QD level occupation generates a material gain that is equal 
to the optical cavity losses.
Fig. 4.4 show the steady state gain spectrum of three QDL structures. Tabular 4.1 contains a 
comparison of parameters relevant to the three QDLs:
QDL Cavity Length
1 200 yum
2 400 fim
3 600 ^m
Stripe W idth
2/im  
2 fj,m 
2 fim
QD density
1.0 X lO^^nm” ^
7.0 X lO^Onm-2
6.0 X 10^*^nm~^
B ias V oltage 
1.20V 
1.19V
1.19V (4.1)
For the QDL with a cavity length of 400 fim the maximum value of the optical gain occurs at
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38.8 cm  ^ at an energy of 1.093 eV. The optical loss due the partial reflectivity of the facet mirrors 
is given by [117]:
1 r 1 /  1 M (4.2)^loss — p 2L \ R 1R 2
where F is the confinement factor, L  the cavity length and R\ and R 2 is the front and rear reflec­
tivity, respectively. For the waveguide considered here, we have determined an optical confinement 
factor of: F =  0.616. The optical mirros loss is therefore: a^oss =  34.79 cm~^. The actual steady 
state gain is higher due to internal light absorption and diffraction, respectively.
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■ cavity length 400 /xm
— cavity length 600 /xm^  60 
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Figure 4.4: Gain spectrum at steady state for QDLs with a cavity length of 200 /xm — 600 /xm. The 
inhomogeneous broadening of the QD GS is 30 meV.
A material gain above the transparency value leads to the amplification of the counter-propagating 
cavity internal optical field via stimulated light emission. Fig. 4.5 shows the nearfield intensity at 
the output facet for the three QDL structures mentioned above. The output intensity decays from 
a high initial value towards a (quasi) steady state. For QDL ’3’, with a cavity length of 600 /xm, 
we observe pronounced intensity relaxation oscillations (Fig. 4.5a). QDL T ’, with a cavity length 
of 200 /xm, has an active area with a higher QD density. It is operated at a higher bias voltage, in 
order to compensate for the higher distributed mirror losses. For this QDL configuration, relax­
ation oscillations are strongly damped leading to a fast decay of the output intensity to its steady 
state value.
The QDLs mentioned in tabular 4.1 have also been investigated during direct modulation of 
the injected current density. Related numerical result are presented and discussed in section 4.2.
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Figure 4.5: Nearfield intensity during the startup of QDLs with a cavity length of (a) 200 /xm, (b) 
400/xm, and (c) 600/xm. The shading indicates the field intensity in units of: [eV/(e • nm)]^.
4.2 H igh Frequency P erform ance o f D irectly  M odulated  QDLs
The output intensity of semiconductor lasers can be modulated by changing the injection current, 
an operation mode called direct modulation. In order to achieve a high extinction ratio, the laser 
diode is operated with a bias voltage below threshold, and the modulated current is superimposed 
on the DC bias [117]. For applications requiring high spectral purity, it is beneficial keep the bias 
voltage above threshold at all time, to avoid the multi-mode regime and relaxation oscillations 
during the startup phase of the laser diode (compare with section 5.2).
We simulate direct modulation of a QDL by applying a modulated bias voltage according 
to: V{t) =  Vb[l +  RmSin{(jJmt)]^ where Vq is the DC bias voltage, Rm is the modulation ratio 
and üüm is the angular modulation frequency. At the start of the simulation, the QDLs operate 
above threshold and have reached the steady state corresponding to the applied DC voltage. The 
simulations presented here refer to the QDL structures already presented in section 4.1.
Fig. 4.6(a) shows the injection current density of a QDL with a cavity length of 200/xm modu­
lated at a frequency of 20 GHz. The broken line represents, A/x, the difference between the chemical 
potential of the conduction and valence band, respectively. The quantity A/x is proportional to the 
applied bias voltage. The voltage is trailing the injection current density reflecting the capacitive 
character of the simulated opto-electronic device.
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Figure 4.6: (a): Current density injected into a QDL with a cavity length of 200//m during 
direct modulation at a frequency of 20 GHz. The broken line represents the difference between the 
chemical potential of the conduction and valence band, respectively, (b): Carrier density in the 
2-D WL surrounding the QDs.
As mentioned above, we simulate a sinusoidal voltage signal. As can be seen from Fig. 4.6
(b), this leads to a modulation of the 2-D carrier density that is in phase with the AC voltage. 
The electron 2-D density is approximately one order of magnitude lower compared to the hole 2-D 
density due to the p-doping of the semiconductor structure (see section 4.1).
The injection current density does not depend only on the voltage, but also on the loss and 
scattering processes of the WL-QD system. At high modulation frequencies WL-QD scattering 
processes may be out of phase w .r.t. to the modulation of the voltage signal, leading to an injection 
current that is not perfectly sinusoidal.
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4 .2 .1  S ca tter in g  P ro cesse s  du rin g  D irec t M o d u la tio n  o f  a Q D L
Direct modulation of a QDL leads to a variation of the 2-D carrier density in the WL. In the 
following, we investigate the dynamics of QW<-)-QD scattering processes leading to a change of the 
QD GS carrier occupation probability.
Fig. 4.7 shows the electron/hole intra-dot and WL—>QD relaxation rates for a QDL with a 
cavity length of 200/im during direct modulation at a frequency of 20 GHz. We note that direct 
scattering of carriers from the 2-D WL to the QD GS occurs with a rate that is 2-3 orders of 
magnitude lower compared to scattering from the WL to the excited QD states. Therefore, the 
dominant scattering path includes carrier capture from the WL to the excited QD states, followed 
by intra-dot relaxation to the QD GS.
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Figure 4.7: Electron/hole intra-dot and W L ^Q D  relaxation rates for a QDL with a cavity length 
of 200 //m during direct modulation at a frequency of 20 GHz.
Comparing the modulation of the electron intra-dot and WL-^QD relaxation rates, respectively, 
one can observe that the maximum of the intra-dot scattering rate occurs approximately 4.1 ps after 
the maximum of the WL—^QD scattering rate. The situation is different in the case of the hole 
scattering rates, where the maximum of the intra-dot scattering rate occurs approximately 1.1 ps 
before the maximum of the WL-^QD scattering rate. We also notice that the maximum of the 
hole WL—^QD scattering rate trails the maximum of the electron WL—^QD scattering rate by
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approximately 9.8 ps. These effects can be traced back to the increased density of 2-D hole states 
compared to the density of 2-D electron states in the WL. As a consequence, the same variation of 
the 2-D carrier density leads to a larger change of the chemical potential of the conduction band 
(/2g) compared to the corresponding change of the chemical potential of the valence band {jJ-h)- 
Prom the data represented in Fig. 4.8, we have determined a peak to peak variation of 5.5 meV for 
/ig and only 0.8 meV for /i/j.
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Figure 4.8: Chemical potential of the conduction and valence band, respectively, during the direct 
modulation of a QDL with a cavity length of 200 //m at a frequency of 20 GHz. The axis on the 
right side refers to the value of the Fermi function at the transition energy E q  [compare with 
Eq. (2.50)].
The chemical potential enters the calculation of W L ^Q D  relaxation rates via the Fermi func­
tion f{ri2£,i Fq), defined in section 2.3.2. For the QD/WL structure presented in this example, 
the modulation depth of the electron Fermi function is larger by a factor of 7.4 compared to 
the corresponding variation of the Fermi function for holes. Therefore, hole W L^Q D  relaxation 
rates depend only weakly on the modulation of the 2-D hole density. The modulation of hole the 
W L ^Q D  relaxation rate, presented in Fig. 4.7(a) is caused mainly by the depletion of the first ex­
cited QD hole state, which in turn is determined by the modulation of the QD hole GS occupation 
probability.
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The picture is totally different for electron WL<->QD scattering processes. In this case, the 
modulation of the relaxation rate is caused mainly by the modulation of the 2-D electron density. 
An increase of the 2-D electron density causes a rise of the WL<-^QD scattering to the 1st excited 
QD electron state. W ith a time delay of approximately 4.1 ps, the increased population of the first 
excited QD electron state leads to an increase of the intra-dot relaxation to the electron GS.
4 .2 .2  Q D  L evel O ccu pation  vs  O u tp u t In ten sity  o f a M o d u la ted  Q D L
In the previous section, we have pointed out the difference between electron and hole WL<->QD 
scattering processes. In the following, we are discussing how these differences affect the output 
intensity of the QDL during direct modulation at GHz frequencies. For this purpose we present 
Fig. 4.9, showing the output intensity of a QDL, as well as the average occupation probability of 
the QD electron and hole levels during direct modulation at a frequency of 20 GHz.
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Figure 4.9; Average carrier occupation of the QD states and field intensity at the output faced of 
a QDL with a cavity length of 200 //m modulated at a frequency of 20 GHz. The simulated QDL 
is inhomogeneously broadened with a FWHM of the QD GS of 30 meV.
We note that the mean occupation probability of the QD hole GS is higher compared to the 
mean occupation of the QD electron GS. This is due to the p-doping of the 2-D WL (for details 
see section 4.1). Comparing the occupation probability of the 1st excited QD electron and hole
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state, respectively, one can observe that the modulation amplitude is considerably larger for the 
electron ES. This is in accordance with the findings established in section 4.2.1. The dominant role 
of the minority carriers (electrons) in the modulation of QDLs is also evident at higher modulation 
frequencies. Fig. 4.10 shows the output intensity of a QDL, as well as the average occupation 
probability of the QD electron and hole levels during direct modulation at a frequency of 60 GHz 
As expected, the QD electron and hole level populations show a reduced modulation amplitude
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Figure 4.10: Average carrier occupation of the QD states and field intensity at the output faced of 
a QDL with a cavity length of 200 //m modulated at a frequency of 60 GHz. The simulated QDL 
is inhomogeneously broadened with a FWHM of the QD GS of 30 meV.
compared to the QDL operated at a frequency of 20 GHz. This leads to a smaller variation of the 
material gain, and consequently to a reduced modulation amplitude of the output intensity and an 
increase of the signal to noise ratio (compare with Fig. 4.9).
P h a se  D iag ram s A nalysis of M o d u la ted  Signals: The frequency and phase of the modulated
QD level occupation and QDL output intensity can be compared by means of phase diagrams. Their 
usefulness lies in the fact that small differences in the frequency of the analysed signals lead to a 
dramatic change of the diagram shape.
As an example we present Fig. 4.11, showing the phase diagrams used to compare the signal
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yo{t) with the signals yo{t),yi(t), • • • , 2/5 (for details see caption of Fig. 4.11). For sinusoidal sig­
nals, the phase diagrams correspond to Lissajous curves [102]. Signals that oscillate at the same
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Figure 4.11; Phase diagrams used for comparing the signal given by; yo{t) = sm(27r50.0t) with 
the signals described by; (a); yo{t), (b); yi(t) =  sm(27r50.0i +  J), (c); 7/2(() = sin{2n50.0t n),
(d); 2/3 (t) =  5m(27r50.002i), (e); 1/4 ( )^ =  sm(27r50.1t), (f); 1/5 (t) =  sm(27r50.5t)
frequency generate a phase diagram in the shape of an ellipsoid [Fig. 4.11(a) - Fig. 4.11(c)]. The 
ellipsoid degenerates to a line with a slope of 45° if the phase difference is zero [Fig. 4.11(a)]. In­
creasing the phase difference leads to an increase of the minor axis of the ellipsoid [Fig. 4.11(b)]. A 
phase difference of f  generates a circular diagram. At a phase difference of tt the diagram consists 
of a line through the origin with a slope of —45° [Fig. 4.11(c)]. (N.B. The slope has a value of 
45° only if both signals have the same modulation amplitude.) Signals with different oscillating 
frequencies generate complex graphs called Moiré patterns [Fig. 4.11(d) - Fig. 4.11(f)]. The shape 
of the Moiré patterns also depends on the sampling frequency. In this example we have used 400 
equidistant time points in the interval (0, • • •, IOtt).
In the following, we use phase diagrams in order to analyse the frequency/phase difference, 
of the output intensity and the QD GS level occupation of directly modulated QDLs. Fig. 4.12
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refers to a QDL with a cavity length of 200/im modulated at a frequency of 20 GHz. The phase 
diagrams indicate that the QD level occupation and the output intensity are modulated at same 
frequency. The diagram in Fig. 4.12(a) shows that the level occupation of the QD electron GS
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Figure 4.12: Phase diagrams of the modulated signals show in Fig. 4.9. (a): QD electron GS vs QD 
electron ES; (b): QD electron GS vs output intensity; (c): QD hole GS vs QD hole ES; (d) QD 
hole GS vs output intensity.
and first excited state, respectively, are approximately in phase. The shape of the phase diagrams 
presented in Fig. 4.12(b) and (c), indicate a positive dephasing between the QD electron GS and the 
output intensity, and between the QD hole GS and the excited hole state, respectively. Fig. 4.12(d) 
suggests a phase difference of nearly tt between the QD hole GS and the output intensity. This is also 
shown in in Fig. 4.9, where the maximum of the QD hole GS occupation coincides approximately 
with the minimum of the output intensity signal.
Phase diagrams can also be used to get a qualitative impression of how well the QDL structure 
operates at a given modulation frequency. Fig. 4.13 refers to a QDL with a cavity length of 200 //m
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modulated at a frequency of 60 GHz. The diagrams in Fig. 4.12 and Fig. 4.13 show that increasing 
the modulation frequency from 20 GHz to 60 GHz leads to a reduction of the modulation amplitude 
of the QD occupation level and the output intensity, respectively. The shape of the diagrams also 
changes, indicating a (small) frequency difference between the field intensity and the QD electron 
and hole GS. A frequency difference is also detectable between the QD hole GS and the 1st excited 
state. Therefore Fig. 4.13 offers a visual indication that the QDL structure ‘struggles’ to convert 
the high frequency direct modulation signal into an optical signal.
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Figure 4.13: Phase diagrams of the modulated signals show in Fig. 4.9. (a): QD electron GS vs QD 
electron ES; (b): QD electron GS vs output intensity; (c): QD hole GS vs QD hole ES; (d) QD 
hole GS vs output intensity.
The analysis presented in this section shows that electrons (as the minority carriers) play the 
dominant role in a p-doped InGaAs QDL operated in direct modulation mode. Nevertheless, the 
p-doping of the structure is essential to provide a high concentration of holes in the 2-D layer, a 
high occupation probability of the QD hole GS, and thus sufficient optical gain to surpass optical
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cavity losses.
In this section, we have discussed the relation between the QD occupation probability and 
the output intensity of a QDL during direct modulation at GHz frequencies. In section 4.2.3, we 
analyse the influence of the laser geometry on the modulation properties of QDLs.
4 .2 ,3  D irec t M o d u la tio n  o f  QD Ls; In flu en ce o f  th e  C av ity  L en g th
An important step in realizing semiconductor lasers that support direct modulation at frequencies in 
the GHz range is choosing the appropriate waveguide geometry. The simulation results presented 
in this section refer to QDls with an injection stripe width of 2 /im. A narrow injection stripe 
contributes to the stabilization of the transverse laser mode and to the suppression of relaxation 
oscillations [117].
Another critical geometric parameter is the length of the laser cavity L, The photon life-time 
Tp is related to the cavity length. It is defined by [122]: Tp = (ne///c)[o! +  0 .5 T lo g ( l/( i îiiÎ2))“ ,^ 
where ng// is the effective refractive index, c the velocity of light, a  the light absorption factor, R\  
is the reflectivity of the front facet, and jRg is the reflectivity of the rear facet.
Small-signal analysis shows that the square of the relaxation oscillation (RO) frequency is 
inversely proportional to the photon lifetime [117] p. 264. The small-signal modulation response 
function M{uj) of semiconductor lasers is proportional to [117] p. 263, [59]:
where uj is the angular modulation frequency, Wy is the angular RO frequency and 7  is the damping 
factor. The damping factor is given by: 7  =  where fr = tj^/27r is the RO frequency and
is the carrier recombination rate. Since relaxation oscillations represent an ’eigen resonance’ of 
the QDL, their frequency is an indication of the range of modulation frequencies supported by the 
laser. To realize laser diodes that support a high frequency modulation, it is therefore beneficial 
to reduce the cavity length, leading to a decrease of the photon lifetime and an increase of the RO 
frequency.
However, experimental results [60] and theoretical studies [25], [59] have shown that the mod­
ulation bandwidth of Fabry-Pérot QDLs is mainly limited by ‘strong damping determined by the 
K  factor’ [59]. The K  factor is given by: K  — 47r^(rp +  rcap), where Tcap is the carrier capture time 
from the WL to the QD GS.
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In order to systematically study the modulation properties of QDls, we have performed simula­
tions varying the parameters presented in table 4.1. This corresponds to a total of 90 simulations.
Param eter R ange Increm ent
Cavity length 200 jim — 600 fim 200 /j,m
Inhomogeneous broadening 20 meV—40 meV 5meV
Modulation frequency 10 GHz—60 GHz 10 GHz
Table 4.1: Parameters varied in order to generate simulations related to the modulation bandwidth 
of inhomogeneously broadened QDLs.
The main aim of this section and section 4.2.4 is to elucidate the combined influence of the laser 
cavity length and the inhomogeneous broadening on the modulation capability of QDLs.
Fig. 4.14 shows the nearfield intensity at the output facet of a QDL with a cavity length of 
200/zm and an inhomogeneous broadening of 30 meV, modulated at frequencies of 20, 40, and 
60 GHz, respectively. Due to carrier diffusion and light diffraction the output intensity is not 
strictly confined to a region below the injection stripe. Visual inspection shows tha t the optical 
field extends beyond the (2/im wide) injection stripe by approximately 0 .7/xm on each side.
Comparing Pig. 4.14(a) - Fig. 4.14(c), we notice a reduction of the intensity modulation ampli­
tude with increasing modulation frequency. We define the intensity modulation amplitude as the 
difference between the maximum and the minimum value of the output intensity at the center of 
the laser facet. In order to neglect intensity fluctuations, we refer to the average output intensity 
represented by gray curves in Fig. 4.15
The modulation amplitude of the output intensity decreases from 1.62 x 10"®[eV7(€ • nm)]^ to 
2.07 X 10“ ’^ [eV7(e • nm)]^, if the modulation frequency of the QDL is increased from 10 GHz (not 
shown) to 60 GHz. Visually, the modulation of the output intensity is still detectable, even at a 
modulation frequency of 60 GHz. In order to quantify the ‘quality’ of the modulated signal we use 
the eye-diagrams presented in Fig. 4.16. The eye-diagrams have been been obtained by sampling 
the signals shown in Fig. 4.15 with N /4 samples per trace, where N is the size of the (discrete) 
signal vector.
The eyediagram of the optical signal modulated at 40 GHz [Fig. 4.16(a)] is open, suggesting 
error free communication at this modulation frequency. The ’eye’ in the eye-diagram of the signal 
modulated at 60 GHz is starting to close (mainly) in vertical direction, indicating a reduction of the
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Figure 4.14: Nearfield intensity at the output facet of a QDL with a cavity length of 200 /im and an 
inhomogeneous broadening of 30 meV. The QDL is directly modulated at frequencies of 20 GHz (a), 
40 GHz (b), and 60GHz (c). The shading indicates the field intensity in units of: [eV/(e • nm)]^.
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Figure 4.15: Output intensity emitted by a QDL with a cavity length of 200 fim and an inhomo­
geneous broadening of 30meV, modulated at 40 and 60 GHz, respectively.
signal to noise ratio (SNR). Comparing Fig. 4.16(a) and Fig. 4.16(b) we notice that the noise level 
does not change significantly, while the modulation amplitude (or the eye amplitude) is reduced at 
a modulation frequency of 60 GHz.
Fig. 4.17 shows the nearfield intensity at the output facet of a QDL with a cavity length of 
400 yum and an inhomogeneous broadening of 30 meV, modulated at frequencies of 10, 20, and 
30 GHz, respectively. Qualitatively, we notice a reduction of the modulation amplitude of the 
output intensity, if the modulation frequency of the QDL is increased from 10 GHz to 30 GHz.
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Figure 4.16: Eye-diagram of the output intensity emitted by a QDL with a cavity length of 200 yum 
and an inhomogeneous broadening of 30 meV, modulated at 40 and 60 GHz, respectively.
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Figure 4.17: Nearfield intensity at the output facet of a QDL with a cavity length of 400 yum and an 
inhomogeneous broadening of 30 meV. The QDL is directy modulated at frequencies of 10 GHz (a), 
20 GHz (b), and 30 GHz (c). The shading indicates the field intensity in units of: [eV/(e • nm)]^.
Fig. 4.18 shows the nearfield intensity at the output facet of a QDL with a cavity length of 
600 yum and an inhomogeneous broadening of 30 meV, modulated at frequencies of 10, 20, and 
30 GHz, respectively.
As observed in the case of the QDL with a cavity length of the 200 and 400 yum, respectively, 
the modulation amplitude of the output intensity decreases with increasing modulation frequency. 
The quality optical signal decreases drastically when increasing the modulation frequency from
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Figure 4.18: Nearfield intensity at the output facet of a QDL with a cavity length of 600 /rm and an 
inhomogeneous broadening of 30 meV. The QDL is directly modulated at frequencies of 10 GHz (a), 
20GHz (b), and 30 GHz (c). The shading indicates the field intensity in units of: [eV/(e • nm)]^.
10 GHz to 30 GHz. This is best shown by means of the eye-diagrams in Fig. 4.19.
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Figure 4.19: Bye-diagram of the output intensity emitted by a QDL with a cavity length of 600 yum 
and an inhomogeneous broadening of 30 meV, modulated at 10 and 30 GHz, respectively.
While the ’eye’ in the eye-diagram of the optical signal modulated at 10 GHz [Fig. 4.19(a)] is 
open, the ’eye’ in the eye-diagram of the signal modulated at 30 GHz is starting to close. The 
closing of the eye occurs both, in vertical direction, indicating a reduction of the signal to noise 
ratio (SNR), and in horizontal (temporal) direction, suggesting that the modulation frequency is 
beyond the frequency range supported by the laser wave-guide.
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The reference (or mean) output intensity is defined as the intensity at which the crossing of the 
traces occur that limit the ’eye’ in temporal direction. Comparing Fig. 4.19(a) and Pig. 4.19(b), 
we notice an increase of the reference output intensity from 2.1 x 10~® to 2.3 x 10~^[eV/{e • nm)]^, 
respectively, if the modulation frequency is increased from 10 GHz to 30 GHz. For the QDL with 
a cavity length of 200/rm the reference output intensity is approximately constant (see Fig. 4.16), 
if the modulation frequency is increased from 20 GHz to 60 GHz.
In this section, we have investigated the influence of the laser cavity length on the modulation 
properties of QDLs. The simulation results presented in this section refer to QDLs with an inhomo­
geneous broadening of 30 meV. In section 4.2.4, we investigate the influence of the inhomogeneous 
broadening of the QD medium on the modulation properties of QDLs.
4 .2 .4  D irec t M o d u la tio n  o f  QDLs: In flu en ce o f  th e  In h om ogen eou sly  B road ­
en ed  Q D  M ed iu m
In section 4.2.3 we have discussed the impact of the wave-guide geometry on the modulation proper­
ties of QDLs. Here we present simulation results tha t visualize the influence of the inhomogeneous 
broadened QD medium on the optical output of modulated QDLs. For this purpose, we display 
the nearfield intensity of the modulated optical signal emitted by QDLs with an inhomogeneous 
broadening in the range of 20 meV to 40 meV. Additionally, we present eye-diagrams in order to 
analyze the optical signals. The findings are summarized in the final paragraphs of this section 
featuring Fourier transforms of the optical signals emitted by QDLs with varying inhomogeneous 
broadening, modulated at frequencies in the range of 10 GHz to 60 GHz.
Fig. 4.20 shows the nearfield intensity at the output facet of a QDL with a cavity length of 
200yum and an inhomogeneous broadening of 20meV (a), 30meV (b), and 40meV (c). The QDL 
is directly modulated at a frequency of 30 GHz. The sinusoidal modulation of the QDL leads to 
an optical output consisting of regular pulses. Fig. 4.20 shows one of these pulses, recorded in a 
time frame of 930ps to 975 ps. Comparing Fig. 4.20(a) to Fig. 4.20(c), we notice a reduction of 
the modulation amplitude and a deterioration of the pulse quality with increasing inhomogeneous 
broadening. This is consistent with the results discussed in 3.3.1 and 3.3.2, where we have shown 
that the inhomogeneous broadening leads to local variations of the gain and refractive index, and 
to a reduced QD carrier injection efficiency. Local variations of the refractive induce local phase 
changes of the optical field propagating along the QDL cavity. Together with the reduced car­
rier injection efficiency, this leads to a reduction of the modulation amphtude and an increase of 
output intensity fluctuations in the case of the QDL with an inhomogeneous broadening of 40 meV.
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Figure 4.20: Nearfield intensity at the output facet of a QDL with a cavity length of 200 yum 
and an inhomogeneous broadening of 20meV (a), 30meV (a), and 40meV (a). The QDL is di­
rectly modulated at a frequency of 30 GHz. The shading indicates the field intensity in units of: 
[eV/(e • nm)]^.
To analyse the optical signals, we use the eye-diagrams presented in Fig. 4.21. The eye-diagrams 
have been obtained by sampling the signals shown in Fig. 4.20(a) and Fig. 4.20(c) with N /4 samples 
per trace, where N is the length of the (discrete) signal vector. We have used the optical signal 
along the central axis corresponding to the origin ‘zero’ in transverse direction (see Fig. 4.20).
( a )  x 1 0 ”® I • noisy signal: 30 GHz —  fitted spline | ( b )noisy signal: 30 GHz fitted sphne
-20 -15 -10 -5  0 5
Tim e [ps
-20 -15 -10 -5  0 5
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Figure 4.21: Eye-diagram of the output intensity emitted by a QDL with a cavity length of 200 yum 
and an inhomogeneous broadening of 20meV (a) and 40 meV (b), respectively. The QDL is directly 
modulated at a frequency of 30 GHz.
The reference (or mean) output intensity is defined as the intensity at which the crossing of the
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traces occur tha t limit the ’eye’ in temporal direction. Comparing Fig. 4.21(a) and Fig. 4.21(b), we 
notice a reduction of the reference output intensity by a factor of approximately 2.5, and a decrease 
of the modulation amplitude by a factor of 3.5, if the inhomogeneous broadening increases from 
20meV to 40 meV. Since the noise level is approximately constant, a decrease of the modulation 
amplitude leads to reduction of the signal to noise ratio in the case of the QDL with an inhomo­
geneous broadening of 40 meV. Nevertheless, for both QDL configurations the ‘eye’ in Fig. 4.21(a) 
and Fig. 4.21(b) remains open.
The simulation results presented in Fig. 4.20 and Fig. 4.21 refer to a QDL modulated at a 
frequency of 30 GHz. In the following, we discuss the impact of the inhomogeneous broadening on 
the optical output of a QDL with the same specifications, but modulated at a frequency of 50 GHz. 
Fig. 4.22 shows the nearfield intensity at the output facet of a QDL with a cavity length of 200 jim 
and an inhomogeneous broadening of 20meV (a), 30meV (b), and 40meV (c), respectively.
Similarly to the results presented in Fig. 4.20, the sinusoidal modulation of the QDL leads to 
an optical output consisting of a pulse train. Fig. 4.22 shows one of these pulses, recorded in a time 
frame of 940 ps to 970 ps. Comparing Fig. 4.20 to  Fig. 4.22 we notice, as expected, a reduction of 
the pulse duration in the case of the QDL modulated at 50 GHz. But we also detect a reduction of 
the pulse width. This can be attributed to the reduced diffusion of carriers in transverse direction, 
due to the short pulse duration. Comparing Fig. 4.22(a) to Fig. 4.22(c), we notice a reduction of 
the modulation amplitude and the pulse quality with increasing inhomogeneous broadening.
To analyse the quality of the optical signals, we use the eye-diagrams presented in Fig. 4.23. 
Comparing Fig. 4.23(a) and Fig. 4.23(b), we notice a reduction of the reference output intensity 
by a factor of approximately 2.6, and a decrease of the modulation amplitude by a factor of 5.4, 
if the inhomogeneous broadening increases from 20meV to 40 meV. While the ’eye’ in diagram 
Fig. 4.23(a) is open, the ‘eye’ in the diagram Fig. 4.23(b) is starting to close. The closing of the 
eye occurs mainly in vertical direction, indicating a reduction of the signal to noise ratio.
Differential Gain o f Inhom ogeneously Broadened QDLs
As pointed out by [15] p. 293, the modulation bandwidth of a semiconductor laser is closely related 
to the differential gain. To estimate the differential gain of the QDL, we first determine the modal 
gain at steady state for several values of the bias voltage.
Fig. 4.24 shows the average modal gain of a QDL at varying values of the bias voltage. The average 
modal gain refers to a spatial region situated below the injection stripe. The QDs are initialized
4.2. HIGH FREQUENCY PERFORMANCE OF DIRECTLY MODULATED QDLS 112
« 9551» 955
0 2 
W idth f/tm
0 2 
Width [/xm
X 10'
10
0 2
W idth [/xm
Figure 4.22; Nearfield intensity at the output facet of a QDL with a cavity length of 200/rm 
and an inhomogeneous broadening of 20meV (a), 30meV (a), and 40meV (a). The QDL is di­
rectly modulated at a frequency of 50 GHz. The shading indicates the field intensity in units of: 
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Figure 4.23: Eye-diagram of the output intensity emitted by a QDL with a cavity length of 200 jim 
and an inhomogeneous broadening of 20meV (a) and 40 meV (b), respectively. The QDL is directly 
modulated at a frequency of 50 GHz.
with a level occupation probability of 0.5, while the initial 2-D carrier density is determined by the 
bias voltage.
At a low voltage charge carriers are ejected from the QDs, leading to a negative value of the 
material gain (absorptive medium). Increasing the bias voltage leads to a higher 2-D carrier density 
and an increased in-scattering of carriers form the WL to discrete QD states. For these specific 
simulations, we have set the facet reflectivities to zero, in order to prevent the device from lasing 
at higher voltage values. Fig. 4.24(a) refers to a QDL with an inhomogeneous broadening of 20
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Figure 4.24: Modal gain of a QDL with a cavity length of 200 fim and an inhomogeneous broadening 
of the QD GS of 20meV and 40meV, respectively. The gain is determined at an energy of 1.1 eV 
and at varying values of the bias voltage.
meV, whereas Fig. 4.24(b) refers to a QDL with an inhomogeneous broadening of 40 meV.
Fig. 4.25(a) shows the modal gain plotted versus the bias voltage, Fig. 4.25(b) shows the modal 
gain plotted versus the 2-D carrier density. The differential gain is approximated by the slope of 
the linear fit along the data points shown in Fig. 4.25. The numerical results indicate that the 
differential gain decreases with increasing inhomogeneous broadening of the QDL.
The values of the differential gain shown in Fig. 4.25(b) are expressed in units of cm. Many authors 
cite differential gain in units of cm^, denoting the change of gain with respect to a change of the 
3-D carrier density. To obtain the differential gain in conventional units, we multiply with the 
device height, dj_, also used in Eq. 2.73 (describing the injection current density). In conventional 
units, the differential gain has a value of (dg/dn) =  1.16 x 10“ ^^cm^ for a QDL with an inhomo­
geneous broadening of 20 meV, and (dg/dn) = 6.4 x lO'^^cm^ for a QDL with an inhomogeneous 
broadening of 40 meV.
Small signal analysis can be used to obtain a linearized system of equations describing the 
relation between carrier density and photon density in a QDL. Nagar a j an et al. derived the following
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Figure 4.25: Modal gain of a QDL with a cavity length of 200 fim and an inhomogeneous broadening 
of the QD GS of 20 meV and 40 meV, respectively. The differential gain with respect to the voltage 
and the 2-D density, respectively, is given by the slope of the lines fitted along the data points in 
(a) and (b).
expression for the RO frequency [15], [91]:
f r =  ^ Sb (4.4)27t \! \ n e f f j  Tp{l + eSb) \ d n j '
where c is the velocity of light, Uef /  is the effective refractive index, Sb is the bias photon density, 
Tp is the photon life-time, and e is the gain compression coefficient. The total photon density is 
assumed to be of the form: S{t) = Sb+s{t), where s{t) is the photon density modulation signal. The 
expression for the RO frequency in [15] also contains the confinement factor F in the denominator. 
We have omitted this term since it is already included in our expression of the modal differential 
gain.
The bias photon density Sb can be estimated using: Sb =  TpN th{h/Ith~^)/t  [117] p. 263, where 
Ib is the bias current, Ith is the threshold current. Nth is the 3-D threshold carrier density and r  
is the carrier recombination time. The threshold carrier density can be estimated from Fig. 4.25, 
using the fact that the threshold modal gain is given by the total optical losses [compare with 
Fig. 4.4]. We estimate the carrier recombination time by: =  7n r where
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is given by: =  Nth/d±. The quantity d± denotes the device dimension in vertical direction.
The recombination time is infered from the 2-D carrier loss rate used in Eq. (2.71), (2.72) and 
contains contributions due to non-radiative, spontaneous and Auger-recombination, respectively.
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Figure 4.26: Influence of the differential gain on the relaxation oscillation frequency of a QDL with 
a cavity length of 200 and 600 /xm, respectively.
Using Eq. (4.4), we have generated Fig. 4.26 showing the dependence of the QDL RO frequency 
on the differential gain. The curves refer to a QDL with cavity length of 200 and 600 /xm, respec­
tively. For the gain compression coefficient we have used a value of [15]: e =  4.0 x 10“ ^®cm .^ 
The RO frequency Wr is an indicator for the modulation bandwidth of the QDL. At modulation 
frequencies; u> > ujr, the modulation response of a semiconductor laser is proportional to 
[compare with Eq. (4.3)]. Fig. 4.26 shows that a short cavity length and a high differential gain are 
required to increase the modulation bandwidth of a QDL. Inhomogeneous broadening of QDL leads 
to a reduction of the differential gain, and consequently to a reduction of the QDL modulation 
bandwidth.
Sum m a ry : In section 4.2.3, we have discussed the impact of the wave-guide geometry on the
modulation properties of QDLs. In the previous paragraphs of this section, we have presented
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simulation results that visualize the influence of the inhomogeneous broadened QD medium on the 
optical output of modulated QDLs. Moreover, we have investigated the effect of inhomogeneous 
broadening on the differential gain of a QDL.
In the following, we summarize and quantify the numerical results related to the modulation 
response of inhomogeneously broadened QDLs using Fourier transforms of the modulated optical 
signal. Hereby, we use the fact that the intensity of the spectral lines is proportional to the 
modulation amplitude of the optical signal. Fig. 4.27(a) displays the influence of inhomogeneous 
broadening and modulation frequency on the modulation response of a QDL and is best explained 
in terms of the steps used to generate it:
1. initialization of parameters for the simulation of a QDL with a cavity length of 200 /xm and 
and inhomogeneous broadening of 20 meV,
2. simulation of the QDL during direct modulation at frequencies: 10, 20, 30, 40, 50, and 
60 GHz, respectively,
3. calculation of the Fourier transform of the modulated optical signals,
4. superposition of the spectra obtained for each modulated signal [see in Fig. 4.27(a)],
5. determination of the spectral intensity (indicated by black markers) at each modulation 
frequency and for each value of inhomogeneous broadening,
6. exponential curve fitting along the points obtained in the previous step and display of the 
curve in Fig. 4.27(a),
7. repetition of steps: 1—6, for a QDL with an inhomogeneous broadening of: 25, 30, 35, and 
40meV, respectively.
Prom Fig. 4.27(a) we infer tha t an increase of the modulation frequency leads to a reduction 
of the modulation amplitude of the optical signal. The dependence between modulation frequency 
and modulation amplitude is well described by a curve of the form: y = A  exp(-w/wo), where A  
is a prefactor. The quantity ujq is expressed in units of GHz and determines the exponential decay. 
Increasing the modulation frequency by ujq leads to a reduction of the modulation amplitude by a 
factor of 1/e. We also notice, tha t the reference frequency, coq, decreases with increasing inhomo­
geneous broadening. Therefore, the curve describing the relation between modulation frequency 
and modulation amplitude decays faster at a higher inhomogeneous broadening.
Fig. 4.27(b) shows the dependence between the modulation amplitude and the inhomogeneous 
broadening of the QDL. In this case, the modulation frequency is a constant parameter. The 
relation between inhomogeneous broadening and modulation amplitude can also be described by
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Figure 4.27: Fig. (a): Fourier transform of the optical signal emitted by a QDL with a cavity 
length of 200//m and an inhomogeneous broadening in the range of 20meV-40meV . The QDL 
is modulated at frequencies in the range of 10 GHz to 60 GHz. The broken lines show the fitted 
curves labelled with the respective marker. Fig. (b) shows the dependence on the inhomogeneous 
broadening with the modulation frequency as a parameter.
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an exponential decay curve of the form; y = B  exp(-^/^o), where B is a prefactor and has 
units of meV. For example, at a modulation frequency of 10 GHz, increasing the inhomogeneous 
broadening from 20 meV to 40 meV leads to a reduction of the modulation amplitude by a factor of 
2.6. We also notice, tha t the inverse of the decay constant, ^o, decreases with increasing modulation 
frequency. Therefore, the curve describing the relation between inhomogeneous broadening and 
modulation amplitude decays faster at a higher modulation frequency.
The simulation results presented in Fig. 4.27 refer to a QDL with a cavity length of 200 nm. In 
order to analyse the influence of the laser cavity length on the modulation response of a QDL, we 
have generated Fig. 4.28 and Fig. 4.29, referring to QDLs with a cavity length of 400 and 600 /.im, 
respectively.
Comparing Fig. 4.27(a), Fig. 4.28(a), and Fig. 4.29(a), we notice a significant reduction of the 
modulation amplitude with increasing cavity length. E.g. for a QDL with an inhomogeneous 
broadening of 20 meV, the inverse of the exponential decay constant, WQ, decreases from 33.8 GHz 
to 15.1 GHz, if the cavity length increases from 200 fim to 600/um.
Fig. 4.28(b) and Fig. 4.29(b) show the dependence between the modulation amplitude and the 
inhomogeneous broadening of a QDL with a cavity length of 400/.tm and 600^am. The simulation 
results suggest that an increase of the inhomogeneous broadening of the QD ensemble leads to a 
larger decrease of the modulation amplitude in the case of the QDL with the larger cavity length.
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Figure 4.28: Fig. (a): Fourier transform of the optical signal emitted by a QDL with a cavity 
length of 400/2m and an inhomogeneous broadening in the range of 20meV-40meV . The QDL 
is modulated at frequencies in the range of 10 GHz to 60 GHz. The broken lines show the fitted 
curves labelled with the respective marker. Fig. (b) shows the dependence on the inhomogeneous 
broadening with the modulation frequency as a parameter.
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Figure 4.29; Fig. (a): Fourier transform of the optical signal emitted by a QDL with a cavity 
length of 600/im and an inhomogeneous broadening in the range of 20 meV-40 meV. The QDL 
is modulated at frequencies in the range of 10 GHz to 60 GHz. The broken lines show the fitted 
curves labelled with the respective marker. Fig. (b) shows the dependence on the inhomogeneous 
broadening with the modulation frequency as a parameter.
C hapter 5
D ynam ic Gain and Em ission Spectra  
of QDLs
In chapter 3, we have presented simulation results related to pulse amplification and gain dynamics 
in QDSOAs. Chapter 4 focused on the dynamic response of charge carriers and optical fields of 
QDLs during direct modulation at GHz frequencies. Here we discuss sp e c tra l p ro p e r tie s  of the 
light emitted by QDLs:
» immediately after turn-on,
9 during cw operation,
® during direct modulation.
Hereby, we investigate the influence of the inhomogeneous broadening, revealing the relation be­
tween emission spectra and gain spectra of the active material. By analysing QDLs with varying 
cavity length we investigate the structure of the emission spectra, identifying different longitudinal 
modes. We also show tha t direct modulation of the injection carrier density leads to a broadening 
of the QDL emission spectra.
Before presenting the simulation results mentioned above, we first introduce the techniques 
used to generate the QDL emission spectra.
5.1 S p ectra  o f Frequency M od u lated  O ptical Signals
In order to generate the emission spectra, we record the electric component of the optical field at 
the output facet of the QDL, and perform a Discrete Fourier Transform. As mentioned in section 
2.1.1, we describe the forward ’+ ’ and backward propagating optical fields using the slowly
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varying amplitude approximation:
= (B± + (5.1)
where (3 is the propagation constant in longitudinal direction and ujq is the central frequency of 
the optical fields. Resolving the emission spectra at optical frequencies requires an impractically 
high sampling frequency. Therefore, we record the slowly varying amplitude of the electric field 
and centre the frequency axis at ujq-
One question still remains: What exactly is the value of wo? As discussed in section 2.6, w q  
is a parameter that is allowed to vary during the simulation, to account for a shift of the laser 
frequency towards a spectral region of higher gain. Fig. 5.1 shows the variation of w q  during the 
simulation of a QDL operated in cw mode (upper left figure) and during direct modulation (lower 
left figure). We notice a shift of the central frequency from the initial value towards the frequency 
at maximum gain. In the case of the modulated QDL, wq varies at the modulation frequency. The 
variation is caused by the spectral shift induced by the modulation of the 2-D charge density in 
the WL [compare with Eq. (2.46)].
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Figure 5.1: Left figure: Central optical frequency of a QDL with a cavity length of 200/zm and 
an inhomogeneous broadening of 30 meV, during cw operation and during direct modulation at a 
frequency of 60 GHz. Right figure: Optical frequency after subtracting average value.
After a simulation time of less than 100 ps, the central frequency is well described by the average 
frequency. Subtracting the average value from the total variation, we obtain the time dependence
of wo(t) -  wo(Q shown in the lower right and upper right graphs of Fig. 5.1. For the QDL operated 
in cw mode, we notice fast small scale fluctuations of the optical frequency. These are also present
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in the case of the modulated QDL, but are masked by the large sinusoidal variation of ujq at the 
modulation frequency.
It is instructive to analyse the frequency spectrum of the time series shown on the right side of 
Fig. 5.1. A plot of the corresponding Fourier transform is presented in Fig. 5.2. The spectra on
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Figure 5.2: FFT of the ’rescaled’ central frequency of a QDL with a cavity length of 200 //m and 
an inhomogeneous broadening of 30 meV, during cw operation and during direct modulation at 
a frequency of 60 GHz. Note the different scaling of the vertical coordinate in the left and right 
graph.
the left side of Fig. 5.2 show a broad ’noise’ band centered around the origin. As expected, we can 
identify the modulation frequency in the case of the modulated QDL. For the figures on the right 
side of Fig. 5.2, we have reduced the range of the vertical axis by two orders of magnitude. This 
view reveals a structure of the spectrum showing periodic peaks. The spacing between consecutive 
peaks corresponds to the separation between longitudinal modes. This shows that the fast small 
scale oscillation of the optical frequency are determined by the propagation of the optical fields 
along the optical cavity and by their reflection at the facet mirrors.
We include the influence of the small scale variation of the optical frequency, by centering 
the frequency axis at the average value cJq and multiplying the slowly varying amplitude with an 
exponential factor of the form: Fs{t) = exp{ iuJs {t )  t}, where lJs = uJo{t) — 0^. Using this notation, 
the optical signal takes the form:
=  (E ^  4- \  (5.2)
We can interpret the optical field described by Eq. 5.2 as a frequency modulated (FM) signal with
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carrier frequency Uq and a modulation frequency given by the time-dependence of cus(t). Signals 
of this kind are known e.g. from FM radio transmission. The spectrum of a FM modulated signal 
consist of a main peak at the carrier frequency surrounded by side modes with a separation given 
by the modulation frequency. For an FM modulated signal of the form:
(5.3)
the amplitude of side mode ’n ’ is given by the Bessel function of the first kind (J)n(?)- The 
modulation amplitude 7 , also known as the modulation index, determines how fast the amplitude 
of the side modes decays with increasing mode order.
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Figure 5.3: Emission spectrum of a QDL with a cavity length of 200/rm and an inhomogeneous 
broadening of 30 meV.
Fig. 5.3 shows the spectrum of an FM signal with a carrier frequency of 50ps~^ and a mod­
ulation frequency of 2ps~^. The (blue curve) represents the spectrum of the carrier wave. The 
(gray curve) shows the spectrum of the FM signal (with modulation index 7  =  0.5). Let A q be the 
amplitude of the spectral line of the carrier wave. Let • • • ,Bn} be the amplitude of the
mode in the spectrum of the FM signal. Then we have: B q/A q = J7b(0.5) =  0.7652; Bi/Ao = 
^ 1(0 .5 ) =  0.4401, a.s.o.
The net effect of the frequency modulation is a redistribution of emission intensity from the 
central spectral line to the side modes. We conclude, that variations of the central optical frequency 
cause a broadening of the emission spectra. This effect is discussed in section 5.4, where we compare 
the emission spectra of QDLs operated in cw mode and modulated at GHz frequencies, respectively.
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5.2 Transient E m ission S p ectra  o f QDLs
In the previous section, we have presented techniques used to calculate emission spectra from the 
corresponding time series of the optical field. In this section, we start the discussion of simulation 
results, presenting emission spectra related to the light emitted during the startup of a QDL.
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Figure 5.4: Transient emission and gain spectrum recorded during the startup of a QDL with a 
cavity length of 200yum and an inhomogeneous broadening of SOmeV. Fig. (a): Recording time 
1.78ps; Fig. (b): Recording time: 16.Ops.
Fig. 5.4(a) shows the broad frequency spectrum corresponding to the optical field emitted by 
a QDL during the first 1.78 ps after turn-on. For this simulation the QD GS was initialized with
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a level occupation probability of 0.5. Carrier capture from the 2-D WL carriers to the the QD 
states leads to an increase of the material gain, represented by blue curves. Similar to the process 
shown in Fig. 5.1, the central frequency of the optical field approaches the frequency at maximum 
gain. This can be seen in Fig. 5.4(b) showing the Fourier transform of the optical fields emitted 
by a QDL during the first 16 ps after turn-on. At the same time, the emission spectrum becomes 
narrower. The narrowing is determined by the reduced variation of the central optical frequency 
as it approaches a quasi steady state value (see Fig. 5.1).
To calculate the spectra presented so far, we have recorded the electric component of the optical 
field at a central position (w.r.t the transverse direction) of the rear facet. In order to obtain a 
spatially resolved emission spectrum, we have ’Fourier transformed’ the nearfield intensity at the 
QDL output facet. Spatially resolved transient emission spectra (recording time: Ops — 16ps) 
obtained for QDLs with varying cavity length and inhomogeneous broadening are presented in 
Fig. 5.5. The spectra shown in Fig. 5.5(a) and Fig. 5.5(b) refer to a QDL with a cavity length of
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Figure 5.5: Spatially resolved transient emission spectra (recording time: Ops — 16ps) obtained 
for QDLs with varying cavity length (CL) and inhomogeneous broadening (IB) of the QD GS. 
(a): CL =  200yam, IB =  20meV; (b): CL =  200yum, IB =  40meV; (c): 600yum, IB =  30meV;
(d): 600 yum, IB =  40 meV.
200 yum and an inhomogeneous broadening of 20 meV and 40 meV, respectively. Comparing them, 
one observes additional spectral components in the energy range of 1120 meV—1150 meV in the 
spectrum referring to the QDL with the higher inhomogeneous broadening. Corresponding spectral
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components at the lower energies w .r.t the central frequency are suppressed. This can be attributed 
to the higher Q D ^W L  confinement energy of QDs contributing to the gain at this frequency range. 
In section 3.1, we have shown that a higher confinement energy leads to lower carrier in-scattering 
rates. The asymmetric broadening of the gain and emission spectrum is especially pronounced for 
QDLs with a relatively large inhomogeneous broadening and for short time periods after ‘switching 
on’ the device.
Fig. 5.5(b) and Fig. 5.5(d) refer to a QDL with an inhomogeneous broadening of 40meV, 
and a cavity length of 200 /xm and 600 /xm, respectively. Both emission spectra show the spectral 
components in the energy range of 1120 meV—1150 meV discussed in the previous paragraph. These 
spectral components are enhanced in the case of the QDL with the longer laser cavity.
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Figure 5.6: Transient emission spectra recorded during the startup of a QDL with a cavity length of 
200 /xm and an inhomogeneous broadening of 30 meV. The corresponding QDL emission intensity 
is presented in Fig. 4.5.
The emission spectra presented in Fig. 5.4 to Fig. 5.5 refer to a sampling time of up to 16 ps 
after turning on the laser. At this time-point the carrier population of the QDs provide a positive 
optical gain and the intensity of the cavity internal optical fields increases exponentially. After the 
field intensity has reached a certain level, the carrier population of the QDs drops and is ’pinned’
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at a value that provides sufficient gain to overcome optical losses. During this transition, the 
QDL performs damped oscillations of the light intensity and carrier population called relaxation 
oscillations.
The change of the QDL emission spectrum during the build-up of the laser field and the tran­
sition to a steady state is illustrated in Fig 5.6, referring to a QDL with a cavity length of 200 /xm 
and an inhomogeneous broadening of 30 meV. A plot of the QDL nearfield intensity in a time frame 
of 0—600ps is presented in Fig. 4.5(a). The relaxation oscillations of the QDL output intensity 
begin approximately 50 ps after ‘switch-on’, while the steady state is reached after approximately 
200 ps.
Fig 5.6(a) shows the emission spectrum recorded during the build-up of a coherent optical 
field. The broad emission spectrum arises due to a Langevin noise source [see Eq. (2.86)], that has 
been included to simulate spontaneous emission. The emission spectrum presented in Fig 5.6(b) 
corresponds to the time window during which the QDL shows relaxation oscillations. The optical 
feedback provided by the mirrors leads to a build-up of the laser field, and to a selection of 
longitudinal modes supported by the laser wave-guide. These modes are reflected in the spectrum 
as a series of sharp equidistant spectral lines. Finally, Fig 5.6(c) shows the emission spectrum of 
the QDL at steady state. We notice several sidelines and one dominant spectral emission mode. 
The dependence of QDL emission spectra on the waveguide geometry will be further explored in 
section 5.3.
5.3 E m ission  S pectra  o f QDLs O perated  in C W  M od e
In general, the spectral composition of the light emitted by a QDL depends on various parameters 
including;
» the gain spectrum of the active material,
•  the laser cavity (width, length, refractive index of the facet mirrors),
® the operation conditions (cw, direct modulation),
® the temperature,
® the pump level ( above/below threshold).
Fig. 5.7, presented next, illustrates the influence of the cavity length and the carrier injection 
pump level on the emission spectra of QDLs, The top figure in Fig. 5.7(a) refers to a QDL with 
a cavity length of 200/xm operated in cw mode at a bias voltage of 1.2 V and an injection current 
of 40 mA. The spectrum shows one dominant central mode with few side modes excited at low
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Figure 5.7: Emission spectra of QDLs with a cavity length of 200/xm, 400/xm, and 600/xm. The 
QDLs are inhomogeneously broadened with a FWHM of SOmeV. Fig. (a) shows the full range of 
the spectral emission intensity. Fig. (b) focuses on the spectral side modes (by reducing the range 
of the vertical coordinate by approx. one order of magnitude).
intensity. This is a typical emission spectrum of a semiconductor laser operating essentially in 
single longitudinal mode, at an injection current density well above threshold.
The QDL with a cavity length of 600 /xm is operated at a bias voltage of 1.19 V and an injection 
current of 12.1 mA. The longer cavity length reduces the distributed mirror losses and the required 
threshold gain, compared to the QDL with a cavity length of 200 /xm. Therefore, the QDL can 
be operated at a lower voltage. The spectrum of the light emitted by this QDL is asymmetric, 
exhibiting three dominant central modes and several side modes.
Finally, the QDL with a cavity length of 400/xm is operated at a bias voltage of 1.19 V and 
an injection current of 6.04 mA. The emission spectrum is broader, compared to the the spectra 
mentioned previously, exhibiting two dominant modes and numerous side modes.
In order to focus on the side modes of the spectra shown in Fig. 5.7(a), we present the same 
spectra in Fig. 5.7(b), but reduce the range of the vertical coordinate by approximately two orders 
of magnitude. One can observe many spectral lines with a larger spacing between them in the case 
of the short cavity (200/xm) QDL, and a reduced spacing in the case of the QDL with a cavity 
length of 600 /xm.
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In the following, we will show that the spectral lines visible in Fig. 5.7(b) can indeed be iden­
tified as longitudinal modes. The separation between consecutive longitudinal modes of an edge- 
emitting semiconductor laser is given by [1] :
chA u = A E  = (5.4)2 L { r i e f f  +  ric) 2 L ( n g / /  - f  Uc) ’
where A u  is the frequency difference, c is the velocity of light, and L is the cavity length. The 
formula on the right side refers to the separation in units of energy, and h denotes Planck’s constant. 
The effective and carrier induced refractive index is denoted by ng// and ng, respectively The 
effective refractive index of the QDL waveguide has been calculated and its values is: rig// =  3.2386.
Fig. 5.8 shows the carrier induced change of refractive index calculated for a QDL with a cavity 
length of 200 /im, and an inhomogeneous broadening of 30 meV. We notice that the carrier induced
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Figure 5.8: Carrier induced change of refractive index calculated for a QDL with a cavity length 
of 200 /im, and an inhomogeneous broadening of 30 meV.
refractive index approaches zero in the spectral range around 1098rheV. This corresponds to the 
lasing frequency (see Fig. 5.7). To calculate the energy separation between consecutive longitu­
dinal modes we can neglect the carrier induced refractive index, since it is 2 orders of magnitude 
smaller compared to the transverse variation of the refractive index (see section 2.1.3).
Using Eq. (5.4), we calculate an energy separation between consecutive longitudinal modes of 
0.3190 meV, 0.4785 meV, and 0.9571 meV for the QDL with a cavity length of 600 //m, 400 yum.
5.3. EMISSION SPECTRA OF QDLS OPERATED IN CW MODE 131
X 10-6 cavity length: 200/im
0.96 meV 1
1098 1099
X 10“®2
1100 1101 1102 1103 1104 1105
 cavity length: 400/im
, j3.
■t
g
1=5
, c é ,
i
p;
0.48 meV ._JL
1098 1099
X 10"®2r
1100 1101 1102 1103 1104
— cavity length: 600/im
0.32 meV
«A, , .A, 1,1
1098 1099 1100 1101 1102 1103
ENERGY [meV]
1104
1105
1105
Figure 5.9: Emission spectra of QDLs with a cavity length 200/im, 400yum, and 600/im. The 
QDL GS is inhomogeneously broadened with a FWHM of SOmeV. The spacing (in units of meV) 
between consecutive longitudinal modes is displayed.
and 200/im, respectively. Fig. 5.9 shows the spectra presented in Fig. 5.7(b) in the spectral range 
of 1098 meV to 1108 meV. At this resolution we can identify equidistant spectral lines with an 
energy separation that identifies them as longitudinal modes. The calculated values of the energy 
separation between neighbouring longitudinal modes match the values determined graphically using 
the spectra presented in Fig. 5.9.
To calculate the spectra presented in Fig. 5.9, we have recorded the electric component of the 
optical field at a central position (w.r.t the transverse direction) of the rear facet. In order to obtain 
a spatially resolved emission spectrum, we have ’Fourier transformed’ the nearfield intensity at the 
QDL output facet. Fig. 5.10 includes spatially resolved emission spectra obtained for QDLs with a 
cavity length of 200 yum, 400 //m, and 600 yum, respectively. For the different QDL configurations we
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Figure 5.10: Spatially resolved emission spectra of QDLs with a cavity length (a): 200/tm, (b) 
400 yum, and (c) 600 yum.
can identify the dominant spectral emission lines also visible in Fig. 5.7(a). The region of increased 
emission intensity along a central position of the cavity corresponds to the current injection stripe. 
The light emitted by the QDLs has a wavelength of approximately 1.13//m. Relative to the 
wavelength, the injection stripe is narrow, being only 2 /xm wide. Therefore, we expect the QDLs 
to operate in single transverse mode. We notice that the position of individual spectral lines does 
not vary in transverse direction, an indication that the QDLs indeed operate in single transverse 
mode.
The simulation results discussed in this section show that the length of the laaer cavity has a 
strong influence on the emission spectra of QDLs. The cavity length is inversely proportional to 
the spectral separation between consecutive longitudinal modes. Therefore, a short cavity laser 
supports a fewer number of longitudinal modes and is more likely to operate in single longitudinal 
mode. Another important parameter that influences the dynamics in longitudinal direction is the 
reflectivity of the facet mirrors. The optical feedback provided by the mirrors leads to the build-up 
of a laser field, and to the selection of the longitudinal modes that are supported by the laser 
wave-guide.
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In Fig. 5.11 we compare the emission spectrum of a QDL with a cavity length of 200 /xm, with 
the emission spectrum of a QDSOA with the same cavity length. The QDL and the QDSOA have 
an inhomogeneously broadened QD GS with a FWHM of 30 meV. Both devices are operated at a 
voltage of 1.2V. The only difference is the (intensity) reflectivity of the facet mirrors. In the case of 
the QDL these are: 0.6 for the front facet, and 0.3 for the rear (output) facet. For the (AR coated) 
QDSOA, we have assumed a reflectivity of 1.0 x 10""^  for the front and rear mirror, respectively.
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Figure 5.11: Emission spectrum of a QDL and a QDSOA, respectively, with a cavity length of 
200 /xm and an inhomogeneous broadening of 30 meV. The lower left figure shows the modal gain 
of the QDL/QDSOA. The figure on the right represents the spatially resolved emission spectrum 
of the QDSOA.
The QDL (top left figure) operates in single longitudinal mode, the emission spectrum showing 
one dominant mode at 1098.7 meV. At a different intensity scale we can identify several spectral 
emission lines corresponding to longitudinal modes (see Fig. 5.10). The QDSOA shows a broad 
emission spectrum that extends over the spectral region of positive gain.
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In Fig. 5.11 we also notice that the main spectral line of the QDL emission spectrum shows a 
blue-shift of 2.7 meV compared to the central peak of the QDSOA emission spectrum. The blue- 
shift can be partly explained by the difference between the 2-D carrier density of the QDSOA and 
the QDL, respectively. In the case of the QDL, the lasing field leads (via stimulated emission) 
to the pinning of QD level occupation at the steady state value. At this value the material gain 
corresponds to the optical cavity losses. (The reduction of the material gain in the case of the QDL 
is visualized in the lower left graph in Fig. 5.11.) Due to the reduced QD level occupation in the 
QDL, WL<->QD carrier scattering is enhanced and leads to a depletion of carriers from the 2-D WL 
layer. This leads to a reduction of the QDL 2-D carrier density of approximately 4.3xl0^®cm“  ^
compared to the 2-D electron density in the QDSOA. The spectral shift of the QD transitions is 
attributed to elastic scattering between 0-D carriers in the QDs and 2-D charge carriers in the 
wetting layer [see Eq. (2.45)].
As pointed out in section 5.1, the optical frequency of a QDL operated in in cw mode shows 
fast small scale fluctuations. The frequency spectrum of these fluctuations shows periodic peaks 
corresponding to longitudinal modes supported by the laser cavity. In Fig. 5.12, we show the 
Fourier transform of the time variation of the central optical frequency for the QDL and the 
QDSOA, respectively. In the case of the QDL, the frequency spectrum shows sharp spectral 
features. Due to the reduced mirror reflectivity, these are missing in the frequency spectrum 
related to variations of the optical frequency of the QDSOA.
QDL cw QDSOA
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Figure 5.12: Fourier transform of the temporal variation of the central optical frequency of a 
QDL/QDSOA with a cavity length of 200/xm and an inhomogeneous broadening of 30 meV. The 
QDSOA is anti-reflectivity coated (intensity reflectivity: 1.0 x 10“^).
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5.4 E m ission  S pectra  o f D irectly  M odu lated  QDLs
In the previous sections of this chapter, we have discussed spectral properties of the light emitted 
by QDLs immediately after ‘turning on’ the device, as well as during operation in cw mode. In 
this section, we present simulation results showing spectra related to the light emitted by QDLs 
modulated at frequencies in the GHz range.
Fig. 5.13 shows the dominant longitudinal mode of a QDL with a cavity length of 200/im 
operated in cw mode, and during direct modulation at 60 GHz, respectively. As already discussed 
in section 5.1, the optical frequency of a modulated QDL varies at the modulation frequency. The
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Figure 5.13: Emission spectra of a QDL with a cavity length of 200/im and an inhomogeneous 
broadening of 30 meV during cw operation and during direct modulation at 60 GHz.
variation is due to the spectral shift induced by the modulation of the 2-D charge density in the 
WL, which in turn is caused by the modulation of the injection current density. An additional 
mechanism leading to a modulation of the optical frequency is the variation of the carrier-induced 
refractive index, [117] p. 278, due to the modulation of the QD level occupation.
The sinusoidal direct modulation of the QDL generates sharp equidistant side-modes with a 
spacing that corresponds to the modulation frequency. Contrary to the simple example presented 
in Fig. 5.3, the spectrum is not symmetric, the side-modes on the higher energy side having a
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larger amplitude.
In Fig. 5.14 we show the dominant longitudinal mode and the side modes generated by direct 
modulation of a QDL at 20 GHz and 60 GHz, respectively. As discussed in 5.1, the modulation
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Figure 5.14: Emission spectra of a QDL with a cavity length of 200/im during during direct 
modulation at 20 GHz and 60 GHz, respectively. The QDL modulated at 60 GHz has an inhomo­
geneously broadened QD GS with a FWHM of SOmeV. The QDL modulated at 20GHz has an 
inhomogeneously broadened QD GS with a FWHM of 40 meV.
index 7  controls how fast the amplitude of the side modes decays with increasing mode order. 
In this example 7  has a value of 0.25 for the QDL operated at 60 GHz, and 0.37 for the QDL 
modulated at 2 0  GHz. This explains the difference between the amplitude of the side-modes in the 
two cases presented.
Comparing Fig. 5.13 and Fig. 5.14, we note a spectral red-shift of approximately ImeV in 
the case of the QDL modulated at 20 GHz. However, the red-shift is not caused by the direct 
modulation but by the larger inhomogeneous broadening of the QDL operated at 20 GHz. (The 
QDL modulated at 60 GHz has an inhomogeneously broadened QD GS with a FWHM of 30 meV. 
The QDL modulated at 20 GHz is also inhomogeneously broadened but with a FWHM of the QD 
GS of 40 meV.) The larger inhomogeneous broadening leads to a reduced injection efficiency of 
carriers from the WL to the QDs. The build-up of carriers in the WL of the QDL modulated 
at 20GHz, leads to a 2-D electron concentration difference of approximately 7 .7xl0^cm“ .^ The 
spectral shift of the QD transitions is attributed to elastic scattering between 0-D carriers in the 
QDs and 2-D charge carriers in the wetting layer [see Eq. (2.45)].
Chapter 6
Conclusion
In this work; a theoretical model for the description of carrier and light dynamics in inhomo­
geneously broadened quantum dot lasers/amplifiers has been presented. The model is based on 
Maxwell-Bloch equations and takes into account the scattering of charge carriers between 2-D 
wetting layer states and discrete QD states, intra-dot scattering between bound dot states, the in­
fluence of p-doping on the 2-D wetting layer states, the amplification, diff'raction, and wave-guiding 
of the light fields in the optical cavity.
The inhomogeneous broadening of the QDs is included via a spatially resolved statistical 
method, where QDs with varying physical properties at diff'erent locations form the statistical 
ensemble. In this way, the inhomogeneously broadened gain spectrum is incorporated into the 
model. The inhomogeneous broadening of the QDs is also reflected by transition energy dependent 
carrier-LO-phonon and carrier-carrier scattering rates (calculated separately for each QD in the 
ensemble).
S im u la tion  R esu lts  Q DSOA: The numerical results presented in chapter 3 have been gener­
ated using the multi-level QDSOA model introduced in chapter 2 and visualize the dynamics of 
the following processes:
# carrier capture from the wetting layer to  the QDs,
# intra-dot relaxation of carriers to the QD ground state,
® amplification of an injected optical pulse during the propagation along the QDSOA cavity,
# depletion of QD carrier states due to the interaction with the optical field,
© change of local gain and carrier induced refractive index.
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The simulation results show tha t inhomogeneous broadening leads to a dot-to-dot variation of 
carrier in-scattering rates. Time resolved gain/absorption spectra of inhomogeneously broadened 
QDSOAs show that the high energy end of the spectrum reaches positive gain first. This is in 
agreement with results that have been obtained by time-resolved measurements of the spontaneous 
emission spectrum of an optically excited QD-WL system, showing a shift of the luminescence 
intensity peaJc from higher to lower energy values [87].
Excitation of an inverted QD medium by a short optical pulse that is in resonance with the QD 
GS has been simulated. Monitoring the QD level population and the scattering contributions due 
to carrier-carrier and carrier-phonon interaction, one can conclude that: 1) The refilling of the QD 
GS occurs within 10-15 ps for electrons and 5-7 ps for holes. 2) Scattering rates for direct capture 
of carriers from the WL to the QD GS are low compared to capture rates to excited QD states. 
As a consequence, carriers are first scattered to excited QD states and then relax to the QD GS.
To estimate the effect of inhomogeneous broadening on the device performance, an ideal QD­
SOA, containing identical QDs, and an inhomogeneously broadened QDSOA have been compared. 
In the ideal QDSOA, each QD contributes to the gain at the wave-length of the injected optical 
pulse, whereas in the inhomogeneously broadened QDSOA only a subset of QDs are in resonance 
with the pulse. The high local gain provided by this subset of QDs leads to a strong interaction with 
the optical pulse and an increased depletion of the QD GS. As a consequence, a more pronounced 
spectral hole-burning and reshaping of the amplified pulse, respectively, in the inhomogeneously 
broadened QDSOA is observed.
Despite the fact that the averaged gain (at steady state) is higher for the inhomogeneously 
broadened QDSOA, the peak intensity and the total energy is higher for the pulse that is amplified 
in the ideal QDSOA. This is again a consequence of the fact that in the inhomogeneously broadened 
device the gain at the wave-length of the optical pulse is provided only by a subgroup of QDs. 
Additionally, it has been observed that from the total number of QDs in the active medium of an 
inhomogeneously broadened QDSOA only a subset have a confinement energy that is favourable 
for a fast refilling with charge carriers.
These findings show that in the quest of realizing high power QDSOAs with a broad gain 
spectrum one has to take into account tha t a large inhomogeneous broadening of the QDs may 
lead to a reshaping of the amplified optical pulse. Dot-to-dot variations of the QD confinement 
energy w ith respect to the wetting layer leads to a whole range of QD<-»WL carrier scattering rates, 
generating subgroups of QDs with differing carrier dynamics and pumping efficiency.
_______________________________________________________________________________________ I M
S im ulation  R esu lts  QDL: Starting from the multi-level QDSOA model mentioned above, an
approximate model has been derived by neglecting some of excited QD states (for details compare 
with section 2.6). Additionally, a dependence of the central optical frequency on the instantaneous 
gain spectrum has been introduced in order to model a shift of the lasing frequency towards a spec­
tral region of higher modal gain. Simulations of QDLs with an injection stripe width of 2 /i,m and 
a cavity length in the range of 200—600/im show that noise, used to model spontaneous emission, 
leads to a stabilization of the multi-mode intensity output at steady-state (see p. 57 and following).
Simulating direct modulation of QDLs at frequencies in the range of 1.0—60 GHz, the dynamics 
of the following processes has been investigated; 
o carrier pumping,
® QWe-^QD carrier capture and intra-dot relaxation,
@ modulation of the output intensity.
Modulation p-doping of the InGaAs/GaAs QD structure investigated in this work, leads to 
a 2-D hole density that is approximately one order of magnitude larger compared to the 2-D 
electron density. Carrier pumping is described in terms of a symmetric injection of electrons and 
holes, maintaining overall charge neutrality of the device. The results indicate that the modulation 
depth of the electron Fermi function (at the LO-phonon transition) is significantly larger compared 
to the corresponding variation of the Fermi function for holes (see page 98). LO-phonon mediated 
2-D/O-D capture rates depend on the Fermi function (compare with section 2.3.2). Consequently, 
modulation of the 2-D hole density leads to a relatively small variation of the W L ^Q D  hole capture 
rates. Therefore electrons (as the minority carriers) play the dominant role in p-doped InGaAs 
QDLs operated in direct modulation mode. Nevertheless, p-doping of the structure is essential to 
provide a high concentration of holes in the 2-D layer, a high occupation probability of the QD 
hole GS, and thus sucient optical gain to surpass optical cavity losses.
The influence of laser geometry and inhomogeneous broadening of the QD material on modula­
tion properties of QDLs is discussed in sections 4.2.3 and 4.2.4, respectively. Hereby, the nearfield 
intensity during the emission of a train of optical pulses caused by a sinusoidal modulation of the 
QDL bias voltage is monitored. It is shown that an increase of the inhomogeneous broadening 
leads to a decrease of the differential gain and an increase of the signal to noise ratio. QDLs with 
a cavity length of 200, 400 and 600/im, respectively, and an inhomogeneous broadening of the 
QD GS in the range of 20—40meV, have been investigated numerically. Modulation of these QDL 
structures at frequencies of 10, 20, 30, 40, 50 and 60 GHz reveals a decrease of the modulation 
amplitude with increasing modulation frequency.
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Additionally, transient emission spectra of QDLs immediately after ‘turn-on’ of the device have 
been studied. Numerical results reveal a narrowing of an initially broad QDL emission spectrum 
during the transition towards steady state. The spectral narrowing occurs due to feedback provided 
by the laser mirrors and the selection of supported longitudinal modes. It is important to note 
that no a priori assumption regarding the number of supported longitudinal modes has been made. 
Simulations show that mode formation and mode intensity is determined by the gain spectrum, 
the wave-guide geometry, the reflectivity of the laser mirrors, and the pump level.
Analysis of the emission spectrum of modulated QDLs reveals a spectral broadening due to 
high frequency modulation of the central optical frequency. Simulations show that modulation of 
a QDL generates an emission spectrum consisting of a comb of spectral lines with a separation 
corresponding to the modulation frequency. The intensity of the side-modes depends on the mod­
ulation amplitude of the optical frequency and decays with increasing mode order.
The most important aspect of the theoretical models and the numerical results presented in this 
work is to further elucidate the effect of inhomogeneous broadening on the performance of QDSOAs 
and QDLs. As mentioned in section 1.1, semiconductor lasers and amplifiers based on QDs have 
recently become available commercially. This shows tha t theoretically predicted benefits of 0-D 
gain media like: very broad lasing spectra, low threshold current, etc. have led to the development 
of a new generation of opto-electronic devices.
A ppendix A
M aterial Param eters
Symbol Value Unit
A h
B h
Q e
Q /,
Chh
i 0 .8  X 10^ [134] 1 
{ 1 . 5  X 10^ [134]  ^
{ - 5  X 102 [134] 1 
i - 5  X 102  [134]  ^
Pd 2 0  [133] ^
Î 1.9 X 10  ^ [133] 1 
«  1.3 [133] 1 
10.2 X 10^[133] 1 
: 2.8 X 10® [133] 1
nm^ps~^
nm^ps“ ^
nm^ps” ^
nm^ps"^
nm^ps~^
nm'^ps“ ^
nm^ps~^
nm'^ps"^
nm^ps“ ^
Table A .l: Broadening coefficients and Auger scattering coefficients.
^CoeiRcients depend on the QD confinement energy and are calculated for each dot in the ensemble. Only 
approximate values are given.
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Symbol Value Unit
10.89
ÊC 9.81
3.6 X 10-G
Coo 12.3 -  1.4a; [^58]
Cfitai 15.1+  0.67a;2 -2 .87a;  ^ [58]
290.0 -  32.4a;2 -  18.6a;  ^ [12] cm~^
/3 17.385
o;o 1610.41 ps~^
r 0.6016
d 330 nm
a 10-® nm“ ^
d"U}l 0.7 nm
d q w 6.5 nm
"QD 6.5 X 10-^ nm~^
3.0 for (i < 2 , j  < 2) eV
5.0 for (% >  2 J  >  2) eV
Isp 5.0 X 10-® [130] nm^ps“ ^
I n r 2.35 X 10-^ [130] p s-i
'yaug 2.01 [130] nm'^ps-^
N i 15
d a 3.4 nm
^bias 1.21 V
D a 3 X 10^ [58]: nm^ps~^
T 300 K
Table A.2: Physical parameters relevant to the numerical model.
^The letter x denotes the molar fraction of Ga in Ini-a,Ga^ As.
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