Introduction
The human visual system by far still surpasses any computer vision system in terms of performance, speed, accuracy and richness of the processed information. In a way, the human visual system is still the ultimate image processing machine. There are, however, many cases where a human observer is presented with very complex imagery, and successfully Australia Michael. Jones@gu.edu.au carrying out a particular visual task, such as target detection, navigation or classification, is tremendously difficult or even impossible without additional aid. Such assistance could be provided by systems which enhance our vision by, for example, offering additional information either derived by means of computer analysis of the same image or coming from other image sources or modalities. Vision, however, is only one of the senses we use to gather information about the world around us and to interact with it. The human brain is perhaps the best example of a data fusion system that integrates multi-sensorial information, i.e. sight, sound, smell, taste, and touch data, and thus makes inferences regarding the surrounding environment.
Humans routinely perform simple and complex tasks in which ambiguous auditory, visual, tactile, etc. data is combined in order to support accurate perception and decision making. In contrast, automated approaches for processing multi-modal data sources still lag far behind [I]. This was one of the primary motivations for designing the proposed system for gaze-contingent image analysis and multi-sensorial image display with the human being the central part of this system.
Muti-Sensorial Systems and Information Fusion
How exactly the brain combines information from different sensory modalities is still one of the great mysteries of human perception. Several recent projects around the world are trying t o find answers to this difficult problem by studying how people process and fuse information from different senses. Until recently, most of the techniques needed to study two or more senses a t once were not available. Hence little research has been done so far to investigate how the brain 2003 0 lSlF creates a coherent perception of the world from the diverse information it receives.
As already discussed, humans use multiple sources of sensory information to estimate environmental properties. For example, the eyes and hands both provide relevant information about an object's shape. The eyes estimate shape using information about binocular disparity, perspective projection, etc., while the hands supply haptic shape information by means of tactile and proprioceptive cues [Z] . Ernst and Biilthoff at the Max Planck Institute for Biological Cybernetics in Tiibingen, Germany, and Martin Banks at the University of California at Berkeley, have been studying visual-haptic systems and interfaces for a number of years. They recently discovered that the human brain fuses visual and haptic information in a statistically optimal fashion. In [3] they proposed a general principle, which minimises variance in the final estimate and determines the degree to which vision or haptics dominates. This principle is realised by using maximum-likelihood estimation to combine the inputs. Thus, the authors suggest that the nervous system seems to combine visual and haptic information in a fashion that is similar to a maximum-likelihood integrator (31. Visual dominance occurs when the variance associated with visual estimation is lower than that associated with haptic estimation.
Some very recent studies conducted at the University of California at Berkeley, found that when the human brain is presented with conflicting information about an object from different senses, it finds a remarkably efficient way t o sort out the discrepancies. Hillis and colleagues [Z] found that when sensory cues from the hands and eyes differ from one another, the brain effectively 'splits' the difference to produce a single mental image. This middle ground can be considered a "weighted average" because in any given individual, one sense may have more influence than the other. When the discrepancy is too large, however, the brain reverts t o information from a single cue to make a judgement about what is true. Thus, combining information across cues can improve estimation of object properties but may come at a cost: loss of single-cue information. The results from the experiments described in [Z] show that single-cue information is indeed lost when cues from within the same sensory modality (disparity and texture gradients in vision) are combined, but not when different modalities (vision and haptics) are combined.
Lynne Bernstein and her team at the House Ear Institute, USA, are conducting experiments t o study whether speech is processed by the brain in the same manner as it processes other types of stimuli. This project uses both brain and behavioural methods to investigate how the speech perceiving brain combines auditory and visual speech under noisy conditions. The main aim of the project is to try to explain the fact that being able to see a talker under noisy conditions dramatically improves the ability t o hear that talker's speech. When measured, this effect is equivalent in some cases to almost quadrupling the loudness of the speech signal. A fundamental question is whether this effect occurs because listeners correlate speech information from the talker's lips and face with speech sounds or whether the effect occurs whenever a visual object is paired with speech.
Fisher and Darrell at the MIT Artificial Intelligence have designed and studied multi-modal (audio-video) perceptual user interfaces. In [I] they present an information theoretic approach for fusion of multiple modalities. They also present some empirical results demonstrating audio-video localisation and consistency measures.
Gaze-Contingent Displays
The human visual system can only resolve detailed information within a very small area at the centre of vision. Resolution rapidly drops in the visual periphery. This is probably due to the spatial density of cone receptors in the fovea and the retinal ganglion cells in the periphery. Effectively, at any one time our visual system processes information only from a relatively small region centred around the current fixation point. Real-time monitoring of gaze position, using various kinds of eye-tracking devices, permits the introduction of display changes that are contingent upon the spatial or temporal characteristics of eye movements. Such displays, called gaze-contingent displays (GCD), have been described in numerous publications and have been used in various applications, e.g. reading, image and scene perception, and visual search studies (see for example [4, 5, 6 , 71). In GCDs a window centred around the observer's fixation point is modified while the observer moves their eyes around the display. In its classical form, this technique obscures all objects from view except those within the window. In reading research the moving mask and moving window paradigms have proven to be invaluable in determining the chronometric and spatial characteristics of processing written text [8] .
Due to technical limitations, gaze-contingent window paradigms have frequently been applied to reading studies, but more rarely to scene perception.
Two types of gaze-contingent image displays which have been proposed in the literature in recent years include gaze-contingent multi-resolution displays (GCMRD) and gaze-contingent multi-modality displays (GCMMD). GCMRDs are GCDs in which image resolution varies with high resolution information being presented at the centre of vision and low resolution information in the periphery. Such displays can lead to great processing and bandwidth saving. An alternative name under which the same idea is described is foveated displays or foveated imaging [9, 101. The earliest and best known application of GCMRDs is in flight simulators. Some other areas where 2-D GCMRDs have been successfully used include virtual reality, large immersive displays, videoconferencing and tele-operation. A number of studies (11, 12) have been carried out to determine display parameters (window size and border, peripheral degradation) of both imperceptible and perceptible GCMRDs.
GCMMDs (131 are GCDs in which information from one image modality is presented at the centre of vision while information from another (different) modality is presented in the periphery. Some applications of 2-D GCMMDs include image fusion [13] and multi-layered geographical map displays [14] . An example multilayered road map of Benton County (Washington) is shown in Figure 2 Several hardware and software gaze-contingent display implementations have been proposed in the literature, see for example [S, 71. Our initial 2-D GCD implementation using an EyeLink I system (from SR Research Ltd.) is described in detail in [13] . A newer implementation using the same eye-tracker but based on texture mapping and OpenGL, which achieves much better performance, is presented in [17]. For more information about the 3-D GCD display we have built around a 3-D stereo eye-tracker refer to [16] .
While much research has been done on defining visual ROIs, trying to estimate fixation positions, and correlating the two (see for example [18] ) very few studies have been carried out to locally analyse the image content at and around the fixation point. Reinagel and Zador [19] studied natural scene statistics at the centre of gaze and reported that active selection affected the statistics of the stimuli encountered by the fovea. They found two related effects [19] : (a) that subjects look at image regions that have high spatial contrast; and (b) that in these regions the intensities of nearby image pixels were less correlated with each other than in images selected a t random. All the processing they did was off line, i.e. fovea-sized square ROIs (lo x lo or 23 x 23 pixels in their experiments), centred at the observer's point of gaze, were recorded to file every 20 ms, and were then processed and analysed afterwards. As far as we are aware no previous experiments have been carried out to locally analyse image content around the fixation point in real time. The new system we have developed is very different from the GCDs described above. It implements a multi-sensorial GCD, where information from a ROI around the current fixation point is processed and analysed by a computer in real time and then the output is send to several of the senses of the observer, thus enhancing and complementing their visual experience and perception. The new system comprises a number of modules: (a) an image display (ID) subsystem; (b) a gaze-tracking (GT) subsystem; (c) an image processing (IP) subsystem; (d) an image analysis (IA) subsystem; and (e) an image sensation and perception (ISP) subsystem. Figure 3 illustrates the general architecture of our system. Below we will describe the role of each subsystem. The image display (ID) subsystem loads a 2-D image from a file and displays it on the screen. The gaze-tracking (GT) subsystem provides real-time information about the observer's fixation point. This subsystem uses an eye-tracking device. The methodology used for measuring eye movements is irrelevant, i.e. any such can be used, e.g. video-oculography or video-based combined pupil and corneal reflection. However, the eye-tracker which is used must provide fast sampling rates (usually around 250Hz or better) and high spatial resolution (better than 0.2O in most cases, although for some applications high resolution may not be needed). The image processing (IP) subsystem, obtains in real-time a circular region-of-interest (ROI), centred around the current fixation point, from the GT subsystem and processes it simultaneously by n filters (or filter sequences) t o produce n filtered ROIs ( R I , R2, ..A,) . Then, the image analysis (IA) subsystem derives a set of features ( F I , F2 , ... F,) from each one of the filtered ROIs (R1,R2, ..A,) . The image sensation and perception (ISP) subsystem then uses the computed features (F1, F2, ... F,) or the filtered ROIs ( R I , R2, ... R,) to generate m sensation maps (SI , S2, . . .Sm). These sensation maps are presented t o the observer simultaneously using multiple channels, e.g. by visualisation (replacing the ROI by a filtered ROI), sonification (generating an auditory display of a computed feature) and tactile feedback (generating a tactile representation of a computed feature). Thus a multi-sensorial image display is constructed. 
Gaze-contingent 2-D image analysis and
The new system for gazecontingent analysis of 3-D (volumetric) images which we constructed has very similar architecture to the 2-D system described above. It consists of the same number and type of subsystems. Figure 4 shows the general architecture of the proposed 3-D system. The main differences between the 3-D and 2-D systems are explained below. The ID subsystem in this case loads a 3-D volumetric image from a file and displays it on the screen, e.g. by using direct volume rendering. The G T subsystem provides real-time information about the observer's point of gaze in 3-D space. The eye-tracker must be capable of computing also the depth of the fixation point. The eye-tracker used in our system is a stereo eye-tracker which provides fast sampling rates and high spatial resolution (see [16] for more details about this system). The IP subsystem takes a spherical ROI centred around the current fixation point and processes it simultaneously by n filters (or filter sequences) to produce n filtered 3-D ROIs F I , F2, ... F,) or the filtered ROIs (RI, Rz, ... R,). Similar to the 2-D case, these sensation maps are sensed and perceived by the observer at the same time using multiple input channels, e.g. by visual, audio and tactile feedback.
System Profiling
There are various definitions of 'real-time systems' amongst different communities, such as researchers, software developers, control engineers, etc. The Oxford Dictionary of Computing [20] gives us the following definition of a real-time system: 'A system in which the time at which the output is produced is significant. This is usually because the input corresponds to some movement in the physical world, and the output has to relate to that same movement. The lag (delay) from the input time to output time must be suficiently small for acceptable timeliness'. Another definition that is provided in the Journal of Systems and Control Engineering [21] is 'Real-Times Systems are those which must produce correct responses within a definite time limit. Should computer responses exceed these time bounds then performance degradation and/or malfunctions results'. In the context of this research we will define a real-time system to be one where the results from the image analysis done locally around the h ation point are computed and channelled simultaneously to a number of our senses with very small delay so that this information is perceived and processed by the observer as coming from a source around the point of gaze. The main question then is how much time do we have for gaze-tracking, display, image processing and analysis, image sensation and perception, for a system to have such real-time performance, and what can be done in that time. Below are some general considerations about the different subsystems and their performance which are valid for a wide range of applications.
1. ID -The time needed to display an image or a volume, or to update a ROI on the screen, very much depends on the system architecture, and the graphics card and the display in particular.
2. GT -The relationship between saccade duration T (in ms) and saccade amplitude A (in degrees), is well described by the expression T = 2.2A + 21 [22] . So a typical 10" saccade will take about 40ms. Following the saccade there is a period during which the eye lens is distorted as a result of the movement. The duration of this distortion varies with saccade size and individual but typically can be of the order of 5-20ms. During this period vision will be at least partially compromised. Fixation durations, when the eye is still, last for somewhere between 100 and 300ms [23] with typical fixation duration of about 250ms. The time span of a fixation and the time used by the IP and IA, and ISP subsystems are illustrated in Figure  5 . Generally, at most 50ms is available for image analysis, with another 50-100ms for visual, auditory or tactile feedback (multi-sensorial display). 
4.
pends on the computer architecture and the computational complexity of the operators used. A dual-processor Intel Pentium I11 or IV PC, for example, is generally capable of analysing in software small 2-D ROIs (0.5' x 0.5' or 13 x 13 pixels) for some simple operators like the Roberts and Sobel edge detectors with almost no delay. In an OpenGL implementation of a GCD it is possible to achieve real-time image processing and analysis using OpenGL extensions such as the ARB-IMAGING imaging subset included 
Examples and Applications
Several demonstrations have been developed which embody the ideas described above. Two simple examples include a demo which measures the 'edgedness', i.e. the amount of edges (using Roberts or Sobel edge detectors), of the area around the fixation and produces a short 'beep' if this amount is above a certain threshold. This information can be useful in terms of finding edge-rich regions (Figure 6 (top) ). Computing various texture properties can be done in a similar way. Another demo determines the orientation of certain objects in an image and if they are within a predefined range again 'beeps' when the observer's gaze is over such an object. For instance, such a system will warn the observer when they are looking at 'horizontal' (in this case defined as having their main axis in the range [-0.5°,+0.50]) rice grains in the image in Figure 6 (bottom). Various kinds of image analysis can be performed depending on the application. Some applications which could perhaps benefit most from the use of gazecontingent image analysis are: (a) analysis and understanding of complex imagery, e.g. 2-D remote sensing or medical images, natural scenes, fused images or multi-modality displays, 3-D medical, seismic, or sonar volumes; (b) target detection and pattern or object recognition in such images, e.g. camouflaged target detection in remote sensing images, crack detection in industrial inspection, detection of irregularities in textures; and (c) prompting and alerting systems.
Conclusion
A new system for real-time gaze-contingent image analysis has been described. The essential properties of such a system include: (a) the ability to record eye movements using eye-trackers with fast refresh rates and high accuracy; (b) a fast display system which can update ROIs on the screen with minimal delay and flicker; (c) a computer which can perform various image analysis tasks in very short periods of time (usually less than 50ms), and perhaps in parallel, and can compute speedily various sensation maps; and (d) the ability to feed back in real time the information from the sensation maps using several of the observer's senses. All these properties of the system very much mimic some of the characteristics of the way we humans sense, perceive and process information from the surrounding world. However, in many cases where we may fail in difficult visual analysis and detection tasks, a system for gaze-contingent image analysis using a multi-sensorial display could be a valuable prompting and alerting tool that can hopefully complement and enhance our otherwise wonderful vision. Further studies are needed to investigate which tasks can be aided by only local (gaze-contingent) image analysis and to what degree, and also how we combine this local information to build high-level semantic models of the world we view. The way our brain fuses multi-sensorial information is still very much an open issue which will undoubtedly be investigated in various applications in the years to come, with an increasing number of multi-modal interfaces and systems being designed and used in everyday life.
