Consider comparing between two treatments a response variable, whose expectation depends on the value of a continuous covariate in some nonlinear fashion. We fit separate segmented linear models to each treatment to approximate the nonlinear relationship. For this setting, we provide a simultaneous confidence band for the difference between treatments of the expected value functions. The treatments are said to differ significantly on intervals of the covariate where the simultaneous confidence band does not contain zero. We consider segmented linear models where the locations of the changepoints are both known and unknown. The band is obtained from asymptotic results.
Introduction and Background
In many settings, one wants to compare the effects of two treatments when the expected treatment responses depend on the values of a covariate. If the expected response is linear in the covariate and the treatment effect is identical regardless of the covariate value, i.e., parallel response functions, analysis of covariance is the standard approach. However, when the treatment effect varies depending on the value of the covariate, the parallelism assumption fails to hold. In the linear case, Potthoff (1964) recommended constructing a simultaneous confidence band about the difference of the regression lines for the two treatments, so that the treatments are considered to be significantly different at level α on intervals of the covariate where the 100(1 -α)% simultaneous confidence band for the difference does not contain zero.
Potthoff's approach controls the family-wise error rate in declaring these differences.
When a linear regression model does not adequately describe the effect of a covariate on the expected response, continuous segmented linear functions have been used for more general modeling. The segmented linear model has theoretical justification for a number of physical and biological processes (Julious (2001) ) and can be used to approximate continuous functional relationships. For our purposes, we assume the number of segments to be modeled is known; other authors have addressed the problem of determining the appropriate number of segments from the data (e.g., Hinkley (1988) ). It is difficult to compare two treatments when the expected treatment responses in terms of the covariates are segmented linear models which differ in their intercepts, in the slopes of each segment, and the locations of the change points. In this paper, we provide a method which identifies in this setting the regions of the covariate values where the two treatments significantly differ, while controlling the family-wise error rate in doing so. Our approach is analogous to Potthoff's (1964) because we construct a simultaneous confidence band 3 about the difference of the two segmented linear models. To do this, we extend results of Cox and Ma (1995) who give a general approach to construct a simultaneous confidence band for a single nonlinear regression function. Also we briefly discuss how to check for parallelism of the segmented linear functions, and indicate how to test for treatment effect if they were parallel.
In Section 2, we describe the segmented linear model in our setting and in Section 3 we provide asymptotic theory and the necessary extensions of Cox and Ma's (1995) methodology to derive our simultaneous confidence band. In Section 4 we present our segmented linear model both for the case where the locations of the changepoints are unknown and for the case where they are known. Computational and practical issues are presented in Section 5. In Section 6, we apply our methods to a surfactant data set discussed in Bacon and Watts (1971) . Simulations to describe the coverage probabilities for our simultaneous confidence band are provided in Section 7 and Section 8 gives a discussion of the results.
Segmented Linear Model with Unknown Change Points for Two Treatments
Let f define an m-segment continuous piecewise linear function with parameter vector
is the indicator function of the set A. The parameters have the following interpretations:  11 is the y intercept of the first segment;  12 is the slope of the first segment; for k = 2, …, m;  k1 is the x coordinate of the changepoint of the k th segment;  k2 is the change in slope of the k th segment relative to the (k -1) st ; where we assume, without loss of generality, that the changepoints are ordered 21 1 m   . The function f is continuous in x, but has discontinuities of the first derivative with respect to x at the (m -1) changepoints 21 1 ,, m  . Cox and Ma (1995) give a method for constructing a simultaneous confidence band about the mean function for generalized nonlinear regression models. Following their notation, we let Y 1 ,…, Y n be n independent random variables with associated covariates x 1 ,…, x n , and CDF's Cox and Ma (1995) provide simultaneous confidence band for the mean E θ (Y) = g(x,θ) viewed as a function of x, where g(x,θ) is a known (suitable) function depending on an unknown parameter θ.
They require that the parameter estimates ˆn θ of θ, based upon a sample of size n, have an asymptotic joint normal distribution, that is, ( ) n n  θθ L  N(0, Σ). Further, they require that there is a consistent estimator ˆn  of the covariance matrix of ˆn θ , so that ˆn n  P  Σ. Finally, due to their use of a Taylor series expansion, they require that the partial derivatives with respect to the parameters exist. When there is no risk of ambiguity, we suppress the notation showing the dependence of the estimators on the sample size n. Cox and Ma's (1995) asymptotic 100(1 -α)% simultaneous confidence band for g(x, θ) is:
, , ( , )
we can obtain a consistent estimator of the asymptotic covariance matrix of the estimators of the joint parameters; and (c) the partial derivatives of the difference function (2.2) with respect to the parameters in θ exist.
Asymptotic Normality Requirement
The necessary asymptotic distribution theory appropriate to linear segmented regression was obtained by Feder (1975, Corollary 4.5, p. 71) . For normally distributed errors, asymptotic normality holds whenever the model is identifiable and the covariates have certain properties.
Identifiability in our context is equivalent to: (i) the changepoints (given by () interior points of (A, B). Condition (v) assures that if the model is identifiable based on the sample, then it will remain identifiable in the limit. Conditions (iv) and (v) are clearly satisfied when the covariates are drawn at random from a distribution F satisfying (vi). Certain nonrandom schemes for selecting the covariates also satisfy these conditions (e.g. choosing covariates equally spaced on (A, B)). Feder (1975) used a different parameterization for the segmented linear model than we have chosen; however, from his results and by use of the 7 multivariate delta method, the parameter estimates for our parameterization also have an asymptotic joint normal distribution (Yothers (2003) , Appendix D). For the i th group, the asymptotic distribution of the MLE () i θ is given by
upon the Fisher's information I(·) about θ (i) contained in a single observation, which depends on
We use the inverse of the plug-in estimator of the information matrix, i.e., () 
, as our estimator of the covariance matrix of () i θ . As shown in Appendix A, the estimator is consistent under certain regularity conditions because ()
It follows by independence that θ has an asymptotic normal distribution with covariance  = Diag( 1 ,  2 ) where  1 and  2 are the asymptotic covariance matrices of (1) θ and
(2) θ .
The Estimated Covariance Matrix of the Parameter Estimates
It follows that a consistent estimator ( )  θ , of Σ, is given by:
Equations (3.3) and (3.4) are derived in Appendix A where there is also a discussion of the nonexistence of some of the partial derivatives at the (m 1 + m 2 -2) covariate values coinciding with the values of the changepoints () 1 ,2 i k k   . Equation (3.4) substitutes the limiting value of the partial derivative as the parameter approaches the covariate from the left for these partials when they do not exist.
Notice that, unlike Potthoff's (1964) method for the difference of linear models which is based on an F-distribution, we do not assume a common error variance for the two treatments.
Because Cox and Ma's (1995) band is asymptotic, and essentially assumes the covariance is known there appears to be no compelling reason from the mechanics of estimation or inference for this problem to assume a common variance; however, should this assumption be appropriate one simply substitutes the pooled variance estimate of the MSE, 2
 ] / (n 1 + n 2 -2m 1 -2m 2 ), for 2 1  and 2 2  in the formula for the estimated information (3.3).
(See Yothers (2003) , Section 4.3.2).
Simultaneous Confidence Band
The approach we follow in obtaining simultaneous confidence bands is to first apply the ideas of Cox and Ma with the awareness that certain continuity requirements are at issue for the general case of unknown changepoints. As a follow-up to this, we show that in the simpler case of known changepoints, Cox and Ma's approach can be directly applied to obtain simultaneous confidence bands. For the model with unknown changepoints, the essence of the concern is that the resulting band for covariate values in the neighborhood of the changepoints may not have the required asymptotic confidence level. As carefully pointed out by the referee, the nonexistence of the partial derivatives in (3.4) when the covariate x coincides with the changepoint () 1 i k  can 9 cause difficulties with the confidence intervals on a non-ignorable set of covariate values surrounding each of the estimated changepoints in addition to the changepoints themselves. The difficulty with applying to our setting the approximation obtained by Cox and Ma can be seen by a careful re-examination of the underlying Taylor series argument. In particular, there is a lack of uniform convergence in x around changepoints of a particular term involved in the Taylor series expansion of f(x, θ) in (2.1) Segmented Linear Models with Unknown Changepoints Note that for fixed x:
θ is given by (3.4). If we were to ignore the discontinuity of the gradient for x at the values () 1 ( 2) i k k   , we could use the results in (3.1) of Cox and Ma (1995) to obtain our new
The band is undefined for
where k{2, …, m i } and i{1, 2}. This will occur at m 1 + m 2 -2 covariate values coinciding with the estimated changepoints. With the noted exceptions, this band holds over the range of the observed covariate values and in theory could be extrapolated if we were to assume the functional form of d holds beyond the range of the observed data.
As noted in Section 2, only 2(m1 + m2 -1) parameters are actually necessary to describe the segmented line d as opposed to the 2(m1 + m2) parameters in θ. Although our parameterization is chosen for convenience, one could reparameterize the model to have two less parameters. In doing so, nonetheless the quantity under the radical sign in (4.1) would be identical to the value derived from such a reparameterized model. However, it is necessary to use the degrees of 10 freedom for the χ2 multiplier from the reduced model, which explains why the degrees of freedom in (3.5) are not equal to the number of elements in θ.
This asymptotic simultaneous confidence band should be somewhat conservative for large samples. The underlying probability inequality used by Cox and Ma (1995) in deriving their band is a sharp inequality for the space of all linear combinations of the parameters, but the set of linear combinations of the parameters necessary to approximate the segmented linear function d is only a small subset of this space. It appears that, in most cases, the resulting approximating set of linear functions will not be large enough to make the underlying inequality sharp, resulting in conservativeness in the coverage probability. In practice, the band is generally used over the observed range of the covariate rather than the entire line, which adds to the conservative nature of the band.
Segmented Linear Models with Known Changepoints
To directly apply the approach of Cox and Ma to the case of known changepoints, a few minor changes allow the preceding technique to be applied to this case. To do so, reparameterize the model as
 are the known changepoints; and ε i ~ N(0, ζ i 2 ), i = 1, 2. Define the joint parameter vector for the two treatments as
The gradient of f given in (3.4) becomes
resulting in a simpler ( )  θ in (3.2). The degrees of freedom change for the simultaneous confidence band for the difference d so that equation (4.1) becomes:
where the degrees of freedom are again adjusted to reflect the number of free parameters necessary to describe the segmented line d.
All of the arguments of the previous section go through unchanged except that we no longer have the problem of the non-existence of the confidence band at a finite number of points and the previous asymptotic issues are not of concern for known changepoints. It is worth observing that the band produced when the changepoints are known is continuous but may have a discontinuity of the first derivative at the changepoints.
Practical Issues
To handle the numerical difficulties of fitting segmented linear models with unknown changepoints to data we follow Larson's (1992) for equality of the two intercept terms. Given a reasonable basis for the number of segments to be modeled for each treatment and ruling out the possibility of a parallel segmented model, our simultaneous confidence band approach for comparing two treatments would be applicable.
Application
Our method is illustrated with data from R.A. Cook's unpublished PhD dissertation as published in Bacon and Watts (1971) 
from which (by (4.1))we can compute a 95% simultaneous confidence band for the difference.
This band is depicted by the light solid lines in Figure 2 .
With a family-wise error rate of 5%, we can conclude the surfactants are significantly different in stagnant surface layer height for any interval of flow rate where zero is not contained in the 95% simultaneous confidence band for the difference. Specifically, for flow rates between exp(-1.079) and exp(0.122) and for flow rates in excess of exp(0.685), the stagnant surface layer height for surfactant 1 is significantly greater (at the 0.05 level) than for surfactant 2. One would need to exercise caution in extrapolating the difference function and associated confidence intervals much beyond the maximum observed log[flow rate] of 1.19. 14 We simulated the coverage probabilities for a particular pair of 2-segment linear models with varying common error variances, sample sizes, and sets of observed covariates. For the first treatment group, f(x, θ (1) ) = (x -6)  [x>6] and for the second treatment group f(x, θ (2) ) = 0.25 x + (x -4)  [x>4] . The simulations used fixed covariates equally spaced on (0, 10), here x ij = 10j / (n i + 1), j = 1, …, n i . The choices for the common sample size were n 1 = n 2 = 10, 20, 50, 80, 150, 250, and 500 and for the common error variance  1 =  2 = 0.1, 0.5, and 1.0. Limited combinations of these sample sizes and variances were employed. The nominal asymptotic coverage probability of our band which assumed a common error variance was 95%. We performed 10,000 iterations for each sample size/variance combination. The detailed results are given in Table 1 .
For this model, the estimated non-coverage probabilities in Table 1 are close to the nominal non-coverage probability of 0.05 for small sample sizes and become increasingly conservative as the sample size increases. Two interrelated factors may help to explain these behaviors. First, as indicated in Section 3.3, the inequality used to derive the simultaneous bounds is not sharp and non-coverage is checked only for the range of covariates in the observed sample. Second, the  2 multiplier used to achieve simultaneous coverage is appropriate when the covariance matrix is
known. An F-critical value might be more appropriate for an estimated covariance matrix.
Thus, if the critical value were appropriate to the sample size, we would expect to see conservative coverage, something that is apparent for the larger sample sizes. However, for smaller sample sizes, with a liberal critical value, the two factors appear to negate each other and coverage is reasonably close to the true level. 15 Another approach to the problem of constructing a simultaneous confidence band about the difference of segmented linear models might be to naïvely apply the Working-Hotelling band (for example, Kutner et al. (2005, p. 230 ) for a single regression line or Potthoff (1964) for the difference of two regression lines) to each segment of the difference with a Bonferroni correction for the confidence level. A comparison of this approach to our simultaneous confidence band is described in detail in Yothers (2003, Section 4.8) . A naïve application of the Working-Hotelling band does not constitute a simultaneous confidence band for the case where the locations of the changepoints are unknown, but does for the case of known changepoints. In the limited simulations performed, our simultaneous confidence band was narrower than the band obtained from a naïve application of the Working-Hotelling band for the case of known changepoints.
In conclusion, even though the necessary regularity conditions are not strictly met for unknown changepoints, our heuristic arguments lend support to the validity of our result.
Moreover, our simulations certainly indicate the conservativeness of the noted simultaneous confidence band for unknown changepoints.
Appendix A: Derivation of the Plug-in Estimator of the Information Matrix
We derive here the plug-in estimator of the information matrix of the parameters given in equation (3.3) and show its consistency.
For a single treatment we have (suppressing notation dealing with treatment group) a set of responses Y 1 , …, Y n and associated covariates x 1 , …, x n such that
We now have a proxy for the gradient which exists for all x, and hence, the proposed estimator of the information (A.1) will always exist for any observed set of covariates. Any subsequent reference to the estimated information (A.1) will imply the substitution of the proxy (A.3) for the gradient.
In order to use our extension of Cox and Ma (1995) , we need to show that ( , and, by assumption, the x ℓ are 18 selected in such a way that the empirical distribution F n of the covariates formed from the sample, x 1 , …, x n , converges in distribution to that of a random variable X having distribution F.
Let X n be a random variable with distribution given by the empirical distribution F n of x 1 , …, x n .
It is clear that n X L  X. By the definition of the empirical distribution function, we can write (A.4) as:
  , , , 1 n n n n n n n n n n n n n n
(A.5)
The corresponding elements for which we wish to show convergence of (A.5) are given by: 
From Lehmann (1999, Thm. 2.4.1, p. 51) , we have that
which is sufficient to prove the convergence of cell (1, 1).
In order to proceed, we require two further assumptions; for some positive δ; (i) E(|X n | 2 + δ ) < ∞ for all n and (ii) E(|X| 2 + δ ) < ∞. The first assumption implies that the random variables X n and X n 2 are uniformly integrable and the existence of the expectations in (A.6) is guaranteed by the second assumption. Since E(|X n | 2 + δ ) < ∞ and X n L  X, it follows that E(X n )→E(X) and E(X n 2 )→E(X 2 ) (Billingsley, 1995, corollary to Thm. 25.12, p. 338) . The convergence of cells (1, 2) and (2, 2) then follows from 2 1/ P  2 1/ by Slutsky's Theorem.
Two Lemmas are required to prove convergence of cells (1, 3) and (3, 3).
Lemma A.1: Let G n be a sequence of distributions and G be a distribution such that G n (y)→G(y) at all continuity points of G. For every continuity point a of G there exists a neighborhood R of a such that G n (y)→ G(y) uniformly for y  R. That is, for every ε > 0 there exists N(ε) > 0 such that n ≥ N(ε) implies that |G n (y) -G(y)| < ε for every y  R.
Proof: The proof follows the gridding argument used in the proof of Polya's Lemma given in Roussas (1997, pp. 206-207) . A detailed proof is given in Yothers (2003) , Appendix D. ■ Lemma A.2: Assume A n is a sequence of random variables such that A n P  a, G n is a sequence of distributions and G is a distribution such that G n (y)→G(y) at all continuity points of G, and a is a
Proof: It suffices to show that for arbitrary δ > 0 and ε > 0, we can choose N, depending on δ and ε, such that n > N implies P{|G n (A n ) -G(a)| > δ} < ε. We have:
n n n n n n n n n n n n n n
so that it remains to show that n > N implies P{|G n (A n ) -G(A n )| > δ/2} < ε/2 and P{|G(A n ) - 
< / 2 n n n n n n n n n n n n n n n
The result follows if we choose N = max(N 1 , N 2 , N 3 ). ■
Returning to our argument regarding the convergence of the elements of the information, we can write the expectations in cells (1, 3) and (3, 3) of (A.5) and (A.6) as:
21 21 21 21
By assumption (Section 3.1), the changepoints (θ k1 , k ≥ 2) occur at continuity points of F and F n →F at all continuity points of F. We finish by considering cell (2, 4), the remaining cells can be proven by similar argument.
Write the expectations as: , and hence we have the convergence of the entries in cell (2, 4). 0.1 10,000 0.0376 0.0019 20 0.5 10,000 0.0611 0.0024 50 1.0 10,000 0.0635 0.0024 80 1.0 10,000 0.0495 0.0021 150 1.0 10,000 0.0313 0.0017 250 1.0 10,000 0.0221 0.0015 500 1.0 10,000 0.0149 0.0012 
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