Abstract. In this paper we determine the first Hochschild homology and cohomology with different coefficients for gentle algebras and we give a geometrical interpretation of these (co)homologies using the ribbon graph of a gentle algebra as defined in [29] . We give an explicit description of the Lie algebra structure of the first Hochschild cohomology of gentle and Brauer graph algebras (with multiplicity one) based on trivial extensions of gentle algebras and we show how the Hochschild cohomology is encoded in the Brauer graph. In particular, we show that except in one low-dimensional case, the resulting Lie algebras are all solvable.
Introduction
Gentle algebras have gained much traction in recent years due to their pivotal role in several different areas of mathematics. They appear in the guise of Jacobian algebras of quivers with potential from unpunctured marked surfaces in cluster theory [15, 4, 9, 1, 2] , they play a role in certain gauge model theories in theoretical physics in the work of Cecotti, where they appear as Jacobian algebras of quivers and superpotentials corresponding to a Gaiotto A 1 -theory with only irregular punctures and at least one such puncture [5] and they are an important element in homological mirror symmetry of 2-manifolds, in that the derived category of a differential graded smooth gentle algebra is equivalent to the partially wrapped Fukaya category of a surface with stops [12, 18] . In the trivially graded case these categories are equivalent to the bounded derived category of the (ungraded) gentle algebra and based on the ribbon graph of a gentle algebra defined in [29] , a geometric surface model of this category (coinciding with the model underlying the partially wrapped Fukaya category) has been given in [23] .
It is clear that the derived category of a gentle algebra is a key tool in this setting. By the work of Happel there is a fully faithful embedding of the bounded derived category of a finite dimensional algebra into the stable module category of its repetitive algebra. The repetitive algebra is closely linked to the trivial extension of the algebra. Therefore, understanding the trivial extension of an algebra A works towards understanding the derived category of A.
In this paper we take this point of view by determining the Lie algebra structure of the first Hochschild cohomology groups of both gentle algebras and their trivial extensions, which cover all Brauer graph algebras with trivial multiplicities. We will exhibit an example of a Brauer graph algebra which can be obtained both as a trivial extension of a gentle algebra with finite global dimension and also as a trivial extension of a gentle algebra with infinite global dimension, showing in this way that this invariant plays no role in the Lie algebra structure of the first Hochschild cohomology space of the trivial extension.
The Hochschild cohomology of an algebra A is an important tool attached to the algebra. Given a K-algebra A, the graded vector space HH * (A) is a derived invariant [26] , as is the Hochschild homology HH * (A). However, HH * (A) has a richer structure:
• it is a graded commutative algebra via the cup product;
• it is endowed with the Gerstenhaber bracket: These structures are related by the Poisson identity, meaning that the bracket is a graded biderivation with respect to the cup product.
All this together endows HH * (A) with a Gerstenhaber algebra structure, which is also a derived invariant, see [14] . In particular, the first Hochschild cohomology space HH 1 (A) which is isomorphic to the quotient of the derivations of A modulo the inner derivations of A, becomes a Lie algebra whose bracket is induced by the commutator of derivations, and for all n ∈ N, HH n (A) is a Lie HH 1 (A)-module.
In characteristic p, HH 1 (A) is a restricted Lie algebra, and this is again a derived invariant [38] . When working in characteristic different from 2, the squaring maps sq i : HH 2i (A) → HH 4i−1 (A) are defined by a → 1 2 [a, a], for i ≥ 1. This gives HH * (A) the structure of a strict Gerstenhaber algebra [10] . Note that in particular, sq 1 : HH 2 (A) → HH 3 (A) provides possible obstructions to infinitesimal deformations.
In general, determining even the first Hochschild cohomology group of an algebra requires a fair amount of more or less involved calculations. Moreover, the structural invariants related the Gerstenhaber bracket are not easy to compute, since they are defined in terms of the Bar resolution. The cup product is better understood, since it can be expressed in terms of a diagonal ∆ A : P A → P A ⊗ A P A , where P A is any projective resolution of A as A-bimodule. Also, it coincides with the Yoneda product of extensions, which is sometimes useful for computations.
In spite of the existence of results obtained by Stasheff [32] , Schwede [31] and Keller [14] , the Gerstenhaber bracket remains elusive. Several examples of computations are known, see for instance [25] , where the authors prove that in characteristic different from 2 the bracket of the class of an n cocycle with the class of an m cocycle is null for n, m even and positive. Moreover, some methods have been developed recently by Negron and Witherspoon [21] and [22] , Volkov [37] , Negron, Volkov and Witherspoon [20] and, via a different approach, by Suárez-Álvarez [35] .
In this article we will give a description of the Lie algebra structure of the first Hochschild cohomology space of gentle algebras and any Brauer graph algebra with multiplicity 1, using the fact that the latter algebras are in 1-1 correspondence with trivial extensions of gentle algebras. In particular, we will show how the ribbon graph of a gentle algebra and the Brauer graph of the Brauer graph algebra encode the bracket. Furthermore, we show the following.
Theorem. Let A be a gentle algebra K-algebra, and let B be the Brauer graph algebra isomorphic to T A. Suppose charK = 2. Then The aforementioned correspondence allows us to use results by Cibils, Marcos, Redondo and Solotar [6] and Cibils, Redondo and Saorín [7] that provide an explicit decomposition of the first cohomology space of a trivial extension algebra A in terms of the centre of the algebra, its Hochschild cohomology in degree 1, its Hochschild homology in degree 1 and another space denoted Alt A (DA) that we will recall in Section 3.4. We will also use the description of the bracket given by Strametz [33] . More precisely, given a gentle algebra A, the trivial extension T A = A ⋉ DA of A by its minimal cogenerator DA is a symmetric special biserial algebra [24, 27, 28] and hence a Brauer graph algebra. There is an embedding of HH 1 (A) into HH 1 (T A) -see [33] -, given by the map sending the class of a K-linear derivation ϕ A,A :
where we identify the centre Z(A) with Hom A−A (DA, DA) and
Gentle algebras and Brauer graph algebras are -as it is well-known-algebras of tame representation type, their first Hochschild cohomology space is proved here to be a solvable Lie algebra. It is already known that this happens for other tame algebras, such as the special biserial algebras considered in [19] and the toupie algebras with no branches of length one -that is, exactly the tame ones-, see [3] . In view of these results, we formulate the following question.
Question: Is it true that, except in some low dimensional cases, the first Hochschild cohomology space of any finite dimensional algebra of tame representation type is a solvable Lie algebra?
We will assume that all algebras are indecomposable and finite dimensional.
Background
Let A be a finite dimensional associative unital algebra, denote by DA its K-linear dual endowed with the usual A-bimodule structure. In what follows, we will write V * to denote the K-linear dual of the vector space V . Following [6] , we denote by Alt A (DA) the set of skew-symmetric bilinear forms α over DA such that α(f a, g) = α(f, ag) for all a ∈ A and f, g ∈ DA. Recall from [6] that there is an isomorphism of vector spaces
and that, in particular, we have HH 1 (T A) = 0, since Z(A) is never zero. In [7] , the authors provide the dimensions of HH 1 (A), HH 1 (A) and Alt A (DA) in terms of the quiver of A.
Recall from [29] that if Λ is a Brauer graph algebra with multiplicity function identically equal to one, then there exists a gentle algebra A such that Λ = T A.
We recall this in more detail now. For that let p be a path in Q, if p = p 2 e v p 1 for possibly trivial paths p 1 and p 2 then we write v ∈ p.
Let A be a gentle algebra and let M = soc A e A where A e = A ⊗ K A op . Denote by V 0 the set of vertices v in Q such that one of the following holds
• v is a source of a single arrow in Q,
• v is a sink of a single arrow in Q,
• v is the start of an arrow a and target of an arrow b where ab ∈ I and there is no other arrow starting or ending at v.
Note that every vertex of Q appears exactly twice in M. Given an element m in M denote by β m a new arrow such that s(β m ) = t(m) and t(β m ) = s(m). Then Q ∪ {β m |m ∈ M} is the quiver of T A. We recall the following definitions from [29] and [30] .
Definition 2.1. We define the ribbon graph of a gentle algebra A = KQ/I to be the graph with vertices given by M and for m, m ′ ∈ M there is an edge between m and m ′ if there exists a vertex v ∈ Q such that v ∈ m and v ∈ m ′ . The cyclic ordering of the edges at vertex m is given by the cyclic closure of the linear order of the vertices induced by m.
The marked ribbon graph Γ A of A is given by marking two successive edges of the ribbon graph of A corresponding to s(β m ) and t(β m ). We often write Γ for Γ A if the algebra is clear from the context and we write Γ 0 for the vertices of Γ and Γ 1 for the edges of Γ. Figure 1 . Marked ribbon graph of the Kronecker algebra. For illustration purposes we have also included the arrows of the quiver of the algebra.
Components of the first cohomology group of trivial extensions of gentle algebras
From now on assume that A = KQ/I is a gentle algebra where I is generated by a minimal set R of paths of length 2, Q is a connected quiver and A is not a point or a single loop. The cases of a point and a single loop will be treated separately in Section 3.6.
Let B be the set of paths of Q which do not contain any path of R. Note that B is a K-basis of A. We will interpret the first and second summands of the decomposition of HH 1 (T A) in terms of parallel paths (see [33] ); that is, paths which share source and target.
Definition 3.1. Two paths p, q of Q are called parallel if s(p) = s(q) and t(p) = t(q). If X and Y are sets of paths of Q, the set X||Y of parallel paths is formed by the pairs (p, q) in X × Y such that p and q are parallel paths. We denote by K(X||Y ) the vector space with basis the set X||Y .
Given a path p in Q and (a, q) ∈ Q 1 ||B, we denote by p (a,q) the sum of all nonzero paths obtained by replacing one appearance of the arrow a in p by the path q. If the path p does not contain the arrow a or if every replacement of a in p by q is not a path in B, we set p (a,q) = 0. The function χ B : Q n → {0, 1} denotes the indicator function which associates 1 to each path p ∈ B and 0 to p / ∈ B. Given a graph G (or a quiver Q) and v a vertex in G (or Q), denote by val(v) the number of edges (or arrows) incident with v. Then for any graph G, we have 2|G 1 | = v∈G 0 val(v). 
3.1. Centre of a gentle algebra. For the convenience of the reader we briefly recall the structure of the centre of a gentle algebra. (1)
p = a n . . . a 1 in B such that t(a n ) = s(a 1 ), a n a 1 ∈ I and val(t(a n )) = 2.
Proof. Let p be a cycle in B with length n ≥ 1, it is clear that if (e, p) ∈ Q 0 ||B and val(e) = 2, then (e, p) ∈ Ker d 0 .
Note that if (e, p) ∈ Q 0 ||B with val(e) > 2 and n ≥ 1, then Now, suppose that (e, p) = (e ′ , p ′ ) and both satisfy the above conditions, then the summands of d 0 (e, p) do not appear amongst the summands of
On the other hand, note that d 0 (e, e) = b∈Q 1 e (b, b) − b∈eQ 1 (b, b) = 0 if and only if val(e) = 2 and e is the vertex of a loop. Finally, if Q has at least two vertices and is connected, then the associated matrix to the system d 0 (e, e) = 0 has column vectors with two inputs different to zero and with values 1 and −1, or the zero vector that correspond to a loop, and row vectors with at most four inputs nonzero, with at most two inputs equal to −1 and with at most two inputs equal to 1. Furthermore, the rank is |Q 0 | − 1 and
The following local configurations in the ribbon graph of A each contribute an element to a basis of Z(A).
an−1 an (2.b) Figure 3 . Local configurations in the marked ribbon graph of a gentle algebra, each giving rise to a basis element of Z(A).
3.2. HH 1 (A) of a gentle algebra A. Let A = KQ/I be a gentle algebra. In the case of a gentle algebra which is given by a Jacobian algebra of a quiver with potential from a triangulation of an unpunctured surface, in [36] the Hochschild cohomology and a geometric interpretation have been given. Furthermore, in addition to [16] , the second author has had a private communication from S. Ladkani detailing the Hochschild cohomology of a gentle algebra [17] .
The case of a gentle algebra consisting of a single loop with relation or a single point are being treated as a separate case in Section 3.6, this is in order to keep the statements as concise as possible.
The following theorem is the main result of this section. The interpretation of the different cases in Theorem 3.4 in terms of the ribbon graph of the gentle algebra is given in Figures 4, 5, 6 and the notion of fundamental cycle is defined in 3.2.1 below. In the following, we use the notation introduced in Definition 3.1. (1) (p, q) such that p does not appear in q and p is not in any relation in I. We say that p is a shortcut for q.
(2) (p, q) such that q = q 2 pq 1 with q 1 , q 2 / ∈ Q 0 and p is not in any relation in I. We say that q is a deviation via p. In terms of the ribbon graph of the gentle algebra A, we have the following local configurations:
qn−1 qn Figure 4 . Where on the left hand side the marking × is between any two edges except inside the two-cycle. This corresponds to a shortcut as in Theorem 3.4 (1). Figure 5 . This local configuration corresponds to a deviation q via p as in Theorem 3.4 (2).
The interpretation of basis elements corresponding to arrows in fundamental cycles in case (3) in Theorem 3.4 is given in Figure 7 , and requires the definition of a fundamental cycle given in 3.2.1. 3.2.1. Fundamental cycles. Let Q be a finite connected quiver and G Q be the unoriented graph underlying Q with V vertices and E edges. We now recall some standard notions from graph theory. A simple cycle is a cycle in G Q such that each vertex appears only once. A spanning tree is a subgraph T of G Q which is a tree such that each vertex of G Q is in T and such that adding any edge e ∈ G Q \ T to T , then T ∪ e is not a tree. Thus each edge e ∈ G Q \ T creates a cycle and these are the fundamental cycles of G Q . Note that the number of edges in the spanning tree T is V − 1 and so there are E − V + 1 fundamental cycles in G Q . By definition, χ(G Q ) = V − E. So the number of fundamental cycles is 1 − χ(G Q ).
The heart H of G Q is the union of all simple cycles in G Q . Let D i , for 1 ≤ i ≤ r, be the connected components in H and T j , for 1 ≤ j ≤ k, the trees connecting the D i .
From now on we will identify H, the D i and the T j -which are subsets of G Q -with the respective subquivers of Q, that is, taking into account the orientation of the arrows. (2) The tree f is a branch of Q if it is a connected maximal subquiver and the arrows in H or the skeleton S do not appear in f . Denote by F the union of the branches of Q. 
Proof. Let k be the number of trees connecting the D i and for each i, let r i be the number of connected components D j adjacent to the tree T i . We have that
Since the T i are trees, we have that χ(T i ) = 1. Thus we need to show that r = 1 − k + k i=i r i . We show this by induction on r. For r = 1, it is clear. Suppose that r = 1 − k r + kr i=1 r i . Suppose that we have r + 1 connected components in the heart. Then there are two cases, either k r+1 = k r + 1 or k r+1 = k r . In the first case, we have 1
By the induction hypothesis, this is r − 1 + r k r+1 . Since the new tree T k r+1 is adjacent to one existing connected component of the heart and the new one, r k r+1 = 2. In the other case, we can choose a numbering of the connecting trees T j such that the new connected component is adjacent to Before proving the proposition we show how to identify a set of arrows in the fundamental cycles of the ribbon graph of A such that the corresponding elements are linearly independent in HH 1 (A). By Corollary 3.7, to each fundamental cycle in G Q corresponds a fundamental cycle in Γ A . Furthermore, by [29] the arrows in G Q are in bijection with the (non-marked) angles in Γ A -an angle, is given by two consecutive (in the cyclic ordering) half-edges incident to the same vertex. Choosing an arrow a in each fundamental cycle in G Q corresponds to cutting Γ A at the (non-marked) angle corresponding to a. Conversely any cut at a nonmarked angle corresponds to an arrow in G Q and a minimal set of cuts in Γ A such that the cut graph is a tree gives rise to a subset of basis elements of HH 1 (A) of the form (a, a) corresponding to a choice of one arrow in each fundamental cycle in G Q . Figure 7 . Example of a minimal set of cuts given by the arrows {c, f } corresponding to two basis elements (c, c) and (f, f ) in HH 1 (A).
We now prove a series of lemmas which we will use in the proof of Proposition 3.9.
Lemma 3.10. Let A = KQ/I be a gentle algebra and let a be an arrow in Q,
Proof.
(1) This follows immediately from the definitions since d 1 (a, a) = q∈R (q, q (a,a) ) = q∈R,a∈q (q, q) = 0 where the second sum runs over those q ∈ R such that a is an arrow in q.
(2) Let e be the vertex of a with valency 1, then d 0 (e, e) = ±(a, a). Hence (a, a) does not belong to Im d 0 .
Lemma 3.11. Let A = KQ/I be a gentle algebra and let p 0 be a branch of Q. If a is an arrow in p 0 , then the class of (a, a) in HH 1 (A) is zero.
Proof. Let P 0 := {a ∈ Q 1 |a is an arrow in p 0 , val Q (s(a)) = 1 or val Q (t(a)) = 1}. Note that P 0 = ∅. By Lemma 3.10 we know that (a, a) is a 1-coboundary for each arrow a in P 0 . Let p 1 be the subtree of p 0 without the arrows in P 0 . If p 1 is trivial then the result follows. Now suppose that p 1 is not trivial and set
Hence, P 1 = ∅ and every a ∈ P 1 has at least one vertex which connects with at least one arrow b ∈ P 0 . If e is this vertex then
where b 1 , b 2 and b 3 are the arrows in P 0 which connect to e. So the class (a, a) can be written as the sum of zero classes in HH 1 (A). Since Q is a finite quiver, repeating this process there is some natural t such that P t = ∅.
Lemma 3.12. Let A = KQ/I be a gentle algebra with skeleton S. Given an arrow a in S, the class of (a, a) in HH 1 (A) is zero.
Proof. By Lemma 3.11 we can assume Q has no branches. Note that by the minimality property in the definition of the skeleton, there exists a connected component D in H such that only one arrow of S is incident to D. Let x be this arrow. Denote by D 0 the vertices in D, since
we have that (x, x) is a 1-coboundary. Now, consider the subquiver Q (1) consisting of Q\D and the vertex of (x, x) that belongs to D. If Q (1) has a branch, then x belongs to this branch and val Q (1) (s(x)) = 1 or val Q (1) (t(x)) = 1. We can subsequently delete in this way all the classes (b, b), for each b in the branch, up to the moment when we find an arrow with a vertex of valency greater than 2; if this arrow is incident to another connected component of H, then we can start the process again, if not, we just delete this part of the branch and start the process again. If Q (1) does not have a branch, there exists a connected component D (1) in H \ D such that only one arrow of S is incident to this component, and we repeat the process, starting from H \ D.
Finally, since Q is a finite quiver, H is the union of r connected components, and we conclude that the class (a, a) is zero in HH 1 (A) for each a in S. Therefore, the arrows in T are linear combinations of arrows of U in HH 1 (A) and the class of (a, a) in HH 1 (A) is not zero for each a in U . Note that the pairs (a, a) with a ∈ U are linearly independent, because if not we would have a row with zero entries in the U positions and with nonzero scalars in the other positions. Now, if D has loops, these loops are fundamental cycles and the result is obtained by Lemma 3.10.
The proof of Proposition 3.9 now easily follows from Lemmas 3.10 to 3.13.
Shortcuts, deviations and loops.
In this subsection we show how to find the other elements in the basis of HH 1 (A).
Proposition 3.14. Let A = KQ/I be a gentle algebra and let (a, p), (a ′ , p ′ ) ∈ Q 1 ||B be such that q (a,p) = 0 for any q ∈ R. We have q (a,p) = q (a ′ ,p ′ ) if and only if one of the following holds:
• q = aa ′ , p = ar and p ′ = ra ′ , where r is not a trivial cycle in B.
Proof. Suppose that 0 = q (a,p) = q (a ′ ,p ′ ) , then the arrows a and a ′ appear in q. If a = a ′ and q = aq ′ , we have q (a,p) = pq ′ = p ′ q ′ , hence p = p ′ ; similarly we get the same if q = q ′ a. Therefore (a, p) = (a ′ , p ′ ).
If a = a ′ , let us assume without loss of generality that q = aa ′ , then q (a,p) = pa ′ = ap ′ = q (a ′ ,p ′ ) , thus a is the first arrow of p and a ′ is the last arrow of p ′ , i.e. p = ar and p ′ = r ′ a ′ for some cycles r, r ′ ∈ B. So ara ′ = ar ′ a ′ and r = r ′ . The converse immediately follows from the definitions. (1) Let p be a shortcut for q, then (p, q) is not a 1-coboundary, this immediately follows from the definition of d 0 . Since p is not in any relation in I, the element (p, q) is a 1-cocycle. Note that if p appears in at least one relation, by Proposition 3.14 it is not possible for (p, q) to be a 1-cocycle.
(2) Let q = q 2 pq 1 , then we have three cases:
is not a 1-coboundary. If q is not a deviation for p then there exists a path r ∈ R such that p is an arrow in r and (r, r (p,q) ) = 0. By Proposition 3.14 the element (p, q) is not a 1-cocycle. if q is a deviation for p then (p, q) is a 1-cocycle.
(ii) If q 1 / ∈ Q 0 and q 2 ∈ Q 0 then q = pq 1 and we have two cases. The first is when t(p) is not a vertex in q 1 and the second when t(p) is a vertex in q 1 . In the first case there exists at most an arrow a which is not the last arrow of q 1 and t(a) = s(p). If there exists a then ap is in R because A is gentle. So, if a exists, this implies that (p, pq 1 ) is not a 1-cocycle. In addition (p, pq 1 ) − (a, q 1 a) is zero in HH 1 (A). On the other hand, if a 1 does not exist then (p, pq 1 ) is zero in HH 1 (A).
Similarly, if t(p) is a vertex in q 1 , then q 1 = r 2 t(p)r 1 with r 1 and r 2 paths in B and there exists at most an arrow a such that t(a) = s(p) and pa is in R. The differentials are as above and we obtain the same conclusion.
(iii) If q 1 ∈ Q 0 and q 2 / ∈ Q 0 the proof is similar to the previous case.
Part (3) follows from Proposition 3.9 and part (4) follows from Corollary 3.17. ✷
As a consequence of Theorem 3.4 we immediately recover Theorem 1 in [8] .
3.3. HH 1 (A, DA) of a gentle algebra A. We will interpret the dual HH 1 (A) * of the first Hochschild homology group HH 1 (A) in terms of cyclic pairs. Before stating the main theorem of this section, let us fix some notation.
Definition 3.18. Two paths p, q of Q are called a cyclic pair if s(p) = t(q) and t(p) = s(q). If X and Y are sets of paths of Q, the set X ⊙ Y of cyclic pairs is formed by couples (p, q) in X × Y such that p and q are a cyclic pair. Also, X ⊙ Y * is the set formed by (p, q * ) ∈ X × Y * with (p, q) ∈ X ⊙ Y and denote by K(X ⊙ Y * ) the vector space with basis the set X ⊙ Y * .
We denote by B * the dual basis of the vector space DA. (1) (p, q * ) − (q, p * ) ∈ K(Q 1 ⊙ B * ) and pq, qp ∈ I.
(2) (p, e * ) ∈ K(Q 1 ⊙ B * ).
(3) If charK = 2 in addition to the above, we have the elements
Note that in cases (2) and (3) it follows from the fact that A is finite dimensional and gentle that p 2 ∈ I. Figure 10 . Local configurations giving rise to basis elements of HH 1 (A) * as described in Theorem 3.19 (1) and (2) (and (3)).
Proposition 3.20. Let A = KQ/I be a monomial algebra, the dual of the Hochschild homology of A in low degrees is the cohomology of the cochain complex
Proof. The proof is similar to the one of Theorem 4.2.2 (iii) in [33] .
Note that K(Q 0 ⊙ B * ) is generated by (e, e * ), for every e ∈ Q 0 , and (s(p), p * ) where p is a cycle in B. The differential d 0 is as follows:
is generated by the elements
• (p, s(p) * ) and (p, p * ) where p is a loop,
• (p, q * ) where pq is a cycle in Q, p ∈ Q 1 , q ∈ B \ Q 0 and pq, qp ∈ I,
• (p 1 , (p n ...p 2 ) * ) and (p n , (p n−1 ...p 1 ) * ) with p n ...p 1 a cycle in B and n ≥ 2.
Given q = q m ...q 1 in B with q 1 , ..., q m arrows, the differential d 1 is given by:
The proof of Theorem 3.19 is a direct consequence of the above formulas.
3.4.
Alt A (DA) of a gentle algebra A. We use the notation and results of [7] to find the following basis of Alt A (DA). given by ψ (e,p) (q * ) = r if p = qr or p = rq and zero otherwise, and
Then the set consisting of the functions φ (p,q) with (p, q) as in (1), ψ (e,p) and ψ (p,p) with p as in (2) is a basis of Alt A (DA).
In terms of the ribbon graph of A, the basis elements of Alt A (DA) correspond to the following local configurations in the ribbon graph Γ A . To prove the theorem recall that
By adjunction we have
It is clear that {p * ⊗ A−A q * | (p, q) ∈ B ⊙ B} generates DA ⊗ A−A DA.
Definition 3.22. A cyclic pair (p, q) ∈ B ⊙ B is said to be neat if the following conditions hold:
i) if qa ∈ B (resp. aq ∈ B) for some a ∈ Q 1 then a is the last (resp. first) arrow in p.
ii) if pb ∈ B (resp. bp ∈ B) for some b ∈ Q 1 then b is the last (resp. first) arrow in q.
Define a equivalence relation ∼ on B ⊙ B generated by
where a, b ∈ Q 1 and p, q ∈ B. An equivalence class under this relation will be called neat when all its elements are neat. Denote by N the set of neat equivalence classes.
In [7] 
Note that if there are other arrows adjacent to the vertices e, e i and e j , then the corresponding cyclic pair is not neat.
(1) The classes (p, q) and (q, p) consist of only one element each and υ(p, q) = (q, p), thus
(2) The class (e, e) = {(e, e)} is symmetric with regard to the involution υ, thus ψ (e,e) ∈ Alt A (DA) if and only if charK = 2. The cycle p = cba is as in the case (2) and the class (e 1 , p) 
3.5. Hochschild cohomology of Brauer graph algebras as trivial extensions of gentle algebras. Let Λ be a Brauer graph algebra with multiplicities all equal to 1. Using the fact that Λ is a trivial extension of a gentle algebra A and the vector space isomorphism
, we summarise the results of the previous sections and obtain the following basis of HH 1 (Λ). 
pq, qp ∈ I, and val(s(p)) = val(s(q)) = 2 and given by the zero otherwise.
If charK = 2, in addition to the above we have the following basis elements:
||B where p is a loop and val(s(p)) = 2 or 3, Then the local configurations in Figure 3 (2.b) , and Figures 4, 5, 6, 7, 8, 9, 10 and 11 give rise to a basis of HH 1 (Λ).
It follows from [29] that given a Brauer graph algebra Λ with multiplicity one, there exists a gentle algebra B such that Λ = T B and that the gentle algebra B is not unique. In the next corollary we prove that there always exists a choice of a gentle algebra B such that such that Alt B (DB) = 0. Proof. Consider the ribbon graph Γ A and remove the marking, this gives the Brauer graph of T A. Then one can always choose an admissible cut such that a local configuration (including the marking) as in Figure 11 does not appear appear. The marked ribbon graph corresponding to this cut determines a gentle algebra B with Alt B (DB) = 0 and T A ∼ = T B.
However, given a Brauer graph algebra Λ with multiplicity one, it is not always possible to find a gentle algebra A such that Λ ∼ = T A and HH 1 (A) = 0.
Example. Let Λ be the Brauer graph algebra with the following Brauer graph where k ≥ 3. Then for any admissible cut with cut algebra A which by [29] is gentle with Λ ∼ = T A, we have HH 1 (A) = 0.
3.6. Two particular cases. Suppose first that A = K. In this case the quiver Q A is just one vertex with no arrows, and so we have A = KQ A . The centre is K, the Hochschild homology and cohomology are both zero in positive degrees and Alt A (DA) is also zero when charK = 2. If charK = 2 then it is the K-vector space with one generator ψ (e,e) corresponding to the map ψ (e,e) : DA → A such that ψ (e,e) (e * ) = e. Thus
We will illustrate in this case the quiver Q A , the ribbon graph Γ A and the quiver Q T A :
Now, suppose that A = KQ/I where Q has one vertex e and one loop x, and I = x 2 . The centre of A is A while HH 1 (A) and HH 1 (A) depend on charK (see [11, 13] ). More precisely
and
The corresponding quivers and ribbon graph are We begin this section by recalling detailed results on how the first Hochschild (co)homology spaces of a monomial algebra embed into the first Hochschild cohomology space of its trivial extension. We also recall some known results on the Gerstenhaber brackets and a well-known comparison map before explicitly determining the Lie algebra structure of the first Hochschild cohomology group of gentle algebras and Brauer graph algebras.
Let A be a finite dimensional monomial algebra. In [33, Théorème 4.1.0.3] it is shown that the following K-linear map is an isomorphism Ψ :
where
This morphism also induces a linear isomorphism in cohomology
Furthermore, it is shown in [33, Théorème 2.2.2.1] that the bracket defined by (1) The image of HH 1 (A) with the usual bracket is a Lie subalgebra of HH 1 (T A). The factors Z(A), H 1 (A, DA) and Alt A (DA) are abelian Lie subalgebras of HH 1 (T A).
(2) The action of the Lie algebra HH 1 (A) on the centre Z(A) is given by:
for any z ∈ Z(A), ϕ A,A ∈ HH 1 (A) and ϕ A,DA ∈ H 1 (A, DA). 
for any ϕ A,DA ∈ H 1 (A, DA) and ϕ DA,A ∈ Alt A (DA).
We will use well-known comparison morphisms of A-bimodules between our resolution and the Bar resolution, inducing the following linear morphisms, where ε = a n ...a 1
4.1. The Lie algebra structure of HH 1 (A). Given a gentle algebra A, in this section we determine the Lie algebra structure of HH 1 (A).
We note that in general for (p, q) and (p ′ , q ′ ) in HH 1 (A), we have
The nonzero brackets are the following:
• if (p, q) is a shortcut and (a, a) is determined by a fundamental cycle, then
• if (p, q) is a deviation via p and (a, a) is determined by a fundamental cycle,
if a is an arrow in q, 0 otherwise.
• if charK = 2, (a, a) is determined by a fundamental cycle and p is a loop with s(p) = e j and val(e j ) ∈ {2, 3} then
We summarise the above in a table.
[ Table 1 . Bracket in HH 1 (A).
4.2.
The Lie algebra structure of the first Hochschild cohomology space of a Brauer graph algebra. Let Λ be a Brauer graph algebra with multiplicity 1 and let A be a gentle algebra such that Λ = T A. We have the following brackets in HH 1 (Λ) = HH 1 (T A).
(1) Bracket between Z(A) and HH 1 (A): if z ∈ Z(A) and f (p,q) is an element of the basis of
• if p is a cycle in A with val(s(p)) = 2 and e i = s(p), then
−(e i , e i ) if p = p ′ is a loop with charK = 2 and q ′ = e i , −(e i , p) if p ′ = q ′ and p ′ is an arrow in p, 0 otherwise.
• if z = 1 A = e i ∈Q 0 e i , then
We summarize the above in the following table
e∈Q0 (e, e) 0 0 0 0 Table 2 . Bracket between Z(A) and HH 1 (A).
(2) Bracket between Z(A) and
is a summand of g we have
where [z, (p, q * )] g is the corresponding summand in [z, ς 1 (g)]. Using Theorems 3.3 and 3.19 we complete the corresponding entries in Table 3 .
(3) Bracket between HH 1 (A) and H 1 (A, DA): Let f (p,q) ∈ HH 1 (A) and g ∈ H 1 (A, DA) with g (p ′ ,q ′ * ) and [−, −] g as in (2) above. Then
Thus,
where q = q n ...q 1 . Using Theorems 3.4 and 3.19 we complete the calculations and record the results in Table 3 .
otherwise. (4) Bracket between Z(A) and Alt A (DA):
• Let ψ (e j ,p ′ ) , ψ (p ′ ,p ′ ) and φ (p ′ ,q ′ ) be as in Theorem 3.21. We identify (e i , p) with p ∈ Z(A). Then we have (1)
{r|(q,r)∈(e j ,p ′ )} pr = −p if q = p and e i = e j , 0 otherwise.
= 0 because p ′ = pq and q ′ = pq for any q ∈ A.
• Let ψ be an element in Alt A (DA), since e i ∈Q 0 e i = 1 A , we have
(5) Bracket between HH 1 (A) and Alt A (DA): Let f (p,q) ∈ HH 1 (A) and ψ ∈ Alt A (DA):
Using Theorems 3.4 and 3.21 we complete the calculations and record the results in Table 4 .
Similarly to the above, we write g (p,q * ) and (p ′ * → q ′ ). Now using Theorems 3.19 and 3.21 we can calculate the brackets in Table 4 . 
for all (p, q) in the basis of HH 1 (A), we have p = q.
Proof. Suppose that the four conditions are satisfied. Then HH 1 (T A) = K ⊕ HH 1 (A) and HH 1 (A) has a basis composed of elements (a, a) with a determined by fundamental cycles. But we have already shown that the bracket of two such elements is zero, as well as their action on Z(A) = K.
For the converse, we will prove that if one of the four conditions is not satisfied, then HH 1 (T A)) is not nilpotent. We will show in each case how the nilpotency of HH 1 (T A) fails.
For ( If the graph of A is a tree, then T A is of finite representation type and HH 1 (T A) is a nilpotent abelian Lie algebra. However the converse is not true. Namely if HH 1 (T A) is a nilpotent or, in particular, an abelian Lie algebra then T A is not necessarily of finite representation type:
Example. Let A be the gentle algebra with ideal and ideal I = ba, db given by the following quiver and ribbon graph. We note that if A is the Kronecker algebra then T A ∼ = T B where B is the radical square zero Nakayama algebra with two simple modules. We recall the quivers of both these algebras Table 5 . Bracket for HH 1 (A) where A is the Kronecker algebra.
Hence, (HH 1 (A)) (1) = HH 1 (A). Now, if A is not the Kronecker algebra then no element (a, a) with a determined by a fundamental cycle appears in (HH 1 (A)) (1) (see Table 1 ), so (HH 1 (A)) (2) = 0.
(2) If A is different from the algebras mentioned in the statement, then the elements 1 A and (a, a) with a determined by a fundamental cycle do not appear in HH 1 (T A) (1) , thus HH 1 (T A) (2) = 0. Finally, if A is the Kronecker algebra then (HH 1 (T A)) (1) = HH 1 (A) that is not solvable, note that since the trivial extensions of both algebras are isomorphic, we do not need to prove the other case.
Let A be the Kronecker algebra and B the Nakayama algebra with 2 simple modules and radical square zero. As we already know T A ∼ = T B. In the next corollary, we show that if charK = 2 then the Lie algebra structure of T A is given by gl(2, K). This is noteworthy since for the Nakayama, algebra HH 1 (B) is solvable whereas for the Kronecker algebra HH 1 (A) is not solvable. b 1 ) → e. Now, since Z(A) = K we have that HH 1 (T A) ∼ = K ⊕ sl(2, K).
If charK = 2, it follows from Table 5 that HH 1 (A) is solvable also in the case that A is the Kronecker algebra.
