This paper describes a parallel genetic algorithm (GA) which is linked to aerodynamic and structural analysis for multidisciplinary optimisation of wings. The method has been applied to 2D aerodynamic section design, to the aerodynamic optimisation of wings and to combined aerodynamic and structural optimisation. The parallel genetic algorithm commences with the subdivision of the entire population of trial solutions into semi-isolated sub-populations, (so-called`demes'). The paper describes a model in which one or more demes may be mapped to a given processor; each processor concurrently executes the CFD and structural analysis for its deme(s). The algorithm is applied to various test problems; it is shown that this form of GA implementation provides advantages both in terms of search e ciency, and for parallel implementation.
Introduction
The development of computational methods which attempt automatically to optimise the design of airfoils and wings is comparatively recent; nevertheless there are several quite di erent approaches currently being developed. The various approaches may be divided roughly into two classes: those which apply numerical methods, together with some assumptions on the di erentiability of the design variables, and those which use only values of the solution`cost' for given values of the design variables to drive the optimisation. Genetic algorithms, tabu search, simulated annealing and such methods belong in the second class methods in the second class have no inherent diculty either in treating discontinuities (from whatever source they arise) or in addressing completely discontinuous problems (such as that of choosing combinations of discrete items). These schemes are thereby generally more robust; GAs in particular have been shown to be quite adept at nding global optima in highly multimodal problems 14] . The computational cost of applying GAs to aeronautical optimisation is however generally found to be much higher than the cost of the alternative optimisation approaches. Assuming the problem to be such that one of the more conventional alternatives could be used, the use of a GA may still be justi ed if it can be shown to produce a better overall solution.
Some progress in applying the GA to aeronautical optimisation problems has been made: previous applications include the problem of multipoint and multiobjective optimisation 12] and 11] respectively; 17] also treated direct airfoil optimisation. There is no doubt but that the e ciency of the GA needs to be improved. The present paper seeks to address some of these issues: rstly it describes a parallel implementation of the GA and shows it o ers improved performance compared to the sequential GA, and secondly it outlines a procedure for applying a GA to a range of aeronautical optimisation problems (of increasing complexity).
GAs in Optimisation 2.1 Sequential Genetic Algorithms
The principles of the genetic algorithm were originally laid out by Holland in 6], and its operation, together with applications, are described in excellent texts such as that by Goldberg 5] . The key aspects may be summarised as: encoding the design variables initialisation of the population tness evaluation selection reproduction by mutation and crossover Thus the GA always starts with a population of trial solutions. A trial solution corresponds to a particular speci cation of the set of n design variables, which are encoded as a string. Initially, or for the`traditional' GA, the string was given a binary representation, however for this work we utilise an array of real numbers. In either case, the string can be viewed as a chromosome in which the array positions correspond to positions along the string and are analogous to genes. The j-th chromosome (or trial solution) in the population can be expressed as: c j = fr 1 ; : : :; r i ; : : :; r n g in which the r i represent the values of each of the n design variables. The choice of appropriate design variables, and the way in which these are encoded, have a large e ect on the e ciency of the GA optimisation. As discussed by Goldberg 5] , it is important to begin with an encoding of the problem for which appropriate`building blocks' can be easily distinguished.
To illustrate the encoding, consider the purely aerodynamic optimisation of a 2D airfoil section. It is then su cient for the design variables to specify only the aerodynamic shape of the section. Here encoding refers to how the design variables are translated into a shape; and as expected, this a ects the algorithm e ciency.
Two commonly used procedures, which we have employed for 2D sections, are either to de ne the shape as that of a basic airfoil plus a set of weight functions, or to directly encode the shape from the location of a set of spline control points. In the former, each r i may specify merely the amplitude of the i-th weight function (whose position is xed), whilst in the latter, each r i could represent the y-ordinate of a B-spline control point, as in g. 1.
The initial set of trial solutions is randomly generated for the problems addressed in this work; the population is then allowed to evolve from one generation to the next. In each generation, the tter individuals are selected for reproduction. Fitness for reproduction is evaluated by the ow solver, normally far more expensive in CFD optimisation than other GA operations. Selection plays a central role in controlling the performance of the GA; if over-extreme, it can produce too rapid convergence. The selection schemes used comprise binary tournament and roulette wheel selection 5]. The simple reciprocal relation between the values of the cost returned by the evaluation and corresponding tness values is altered here by remapping the distribution of tness values, (termed` tness scaling') in order to in uence selection by modifying the tness.
Elitist' selection is also used, i.e. the best of a generation is always carried through to the next; a uniformly slightly mutated copy of the best is also carried through. Reproduction involves the mutation and crossover of genes to produce new o spring. Mutations occur to a selected chromosome, say c j , and change the value of the i-th gene, c j i], so that c j i] ?! c j i] + with probabilityp:
Here is a random increment, and p is typically 0.005 initially. Mutation`creep' refers to the adjustment downwards of to improve convergence, and upwards to broaden the search space. The effectiveness of mutation creep is demonstrated in 1].
Parallel Genetic Algorithms

Distributed Genetic Algorithm
Aerodynamic optimisation has a large appetite for computational resources. Whilst this is particularly evident if Euler or Navier-Stokes ow analysis is employed, it is di cult to achieve rapid results for complex multi-point or multidisciplinary analyses even with simpler solution methods. Parallel computing is therefore often required to allow reasonable total computing times. Most applications to date of GAs, however, have employed sequential rather than parallel GAs. When GAs have been used with CFD, parallel computing has generally been used only for the tness evaluation, i.e. ow solution. Apart from the issue of parallel efciency (with e ciency rapidly decreasing as the proportion of sequential to parallel work rises), a distributed genetic algorithm (e.g. 14]) has been found to outperform the conventional sequential GA in a variety of applications, including CFD optimisation 1].
In the distributed GA, the population is subdivided into semi-isolated subpopulations or demes. Recombination and genetic exchange between subpopulations is restricted, occuring only through migration of individuals between subpopulations. Various classi cations of distributed and parallel GA are described by 8] , and a particular model of a distributed GA is brie y outlined in 1, 2]. The distributed GA adds to the parameters (operator probabilities, selection mode, etc.) of the basic GA those of the exchange (migration) strategy between demes and the sizing, number and connections of the demes. The migration strategy includes as parameters the following: number of individuals which migrate migration frequency geographical exchange radius deme connection topology Clearly the distributed GA can be implemented on a sequential machine; the previous work, which is referred to, indicates that a performance improvement should be expected by distributing the population into semi-isolated groups. This should favour diversity, at least in the short term, of a few exchanges cycles; the mechanism(s) which help the distributed GA to perform well beyond this are not resolved here. In related studies 9], the e ects of population size and migration rate are shown to have an e ect. In`real world' genetics, the theories of`shifting balance' ( 16] , in which small local populations can drift around the tness landscape, exploring it more thoroughly than a single well-mixed population) and`punctuated equilibria' ( 4] , where speciation develops in isolated groups, and the injection of new individuals produces a new period of rapid evolution) propose alternative explanations.
Implementation using MPI
The limitation of exchange between demes renders the distributed GA ideally suited for coarse grain parallelisation, on a parallel supercomputer or network of workstations. The relative merits of alternative parallel implementations are discussed more fully in 2]. In the present work, each processor is entirely responsible for all the operations on one or more demes. In g. 2 a`stepping stone ' 8] array topology is shown, where exchange occurs to and from nearest neighbours (N,E,S,W) only. The implementation of the GA using MPI is very straightforward in that a separate process manages each deme. As mentioned several processes maybe placed on a given processor. The implementation requires only a few MPI calls to be executed.
Firstly, it is required to set up the array of processes, i.e. the number of processes, their identication number, and the communication network between the processes. The later simply amounts to providing each process with a list of its neighbours. The above operations involve calls to the MPI routines MPI COMM RANK and MPI COMM SIZE.
The next step is to transfer, before the start of the optimisation loop, to each of the processes the parameters of the GA and the analysis module which are common, e.g. the target pressure for an inverse design. This is accomplished by the MPI BCAST routine.
Finally, there are two types of operations to be considered in the implementation of the GA evolution loop. The rst type consists of operations such as mutation, and tness evaluation that are local to a process and do not require exchange of information. The evaluation is by far the most demanding in terms of CPU time in the present application. The second type of operations, such as migration of individuals from one deme to another, require the transfer of information (chromosome arrays) between separate populations and, therefore, communication between processes some of which are on remote processors. This is implemented by using a periodic exchange (every few generations) of the top chromosomes for each process. The routine MPI SENDRECV is used for this task.
To minimize the communication cost, a toroidal array of processes is used ( g. 2). The reason for this is that, for this con guration on a dedicated parallel computer with one process per processor, global instructions can be used to achieve a synchronised exchange of individuals along rows and columns of the array; for instance, all the processors export to their neighbour to the East and import from their Western neighbour, then export to the North and import from the South, and so on. This arrangement is particularly e cient in reducing the interprocessor communication overhead.
2D Airfoil Optimisation
An advantage for the implementation of the GA is that it is easy to make completely independent of the CFD analysis. Here the parallel genetic algorithm is coupled to the viscous-inviscid panel method of 3]; whilst in 2] it is also coupled to an unstructured mesh based Euler solver 7]. For airfoil section aerodynamic optimisation, the GA only needs to interface with the ow solver through the translation of the chromosome into the de nition of the surface geometry. It is worthwhile however to screen out so-called`killer genes' which can be generated by mutation or crossover, and which would destroy the viability of the geometry (the`phenotype') corresponding to the expression of the chromosome. Screening depends on predicting the viability of the phenotype, here, if successful, it means avoiding wasted computations in the evaluation of impossible geometries (for instance, lower surface crossing upper surface). Such screening is unnecesary if the encoding is such as to implicitly deny such possibilities; however this can limit the freedom of the GA to search. Lastly local (gene) repair can be e ected, as described for this problem in 9].
Inverse Design
The parallel genetic algorithm has been applied to the inverse design of the natural laminar ow airfoil NLF(1)-0115, described in detail in 13]. Starting with an initial population of 20 randomly generated airfoil shapes arranged in the 3 3 toroidal network of g. 2, an inviscid panel solver was used to nd the geometry corresponding to the pressure distribution computed from the actual surface coordinates given in 13]. Migration of the local best chromosome to each neighbouring deme occurs every 6 generations.
The tness of an airfoil shape is de ned as Z where C p1 and C p2 denote the computed and target distributions of C p on the airfoil surface S, respectively. The convergence histories for the sequential and the parallel GAs are compared in g. 3. It is immediately clear that the parallel algorithm is far more e cient than the sequential algorithm even though the total population sizes used were identical. The parallel version was implemented on a network of 9 workstations connected via ethernet, and required about 15 minutes to converge. A detail of the convergence history is depicted in g. 4 which shows that the subpopulation on process 4 produced a large improvement in local tness between generation 90 and 96. Those processes connected to process 4, such as numbers 5 and 7 received this individual after the next migration, generation 102. However processes such as 0 had to wait another migration step and receive this chromosome at generation 108.
Multipoint Design
The viscous-inviscid code XFOIL 3] has been coupled to the parallel genetic algorithm optimiser and applied to direct and inverse design of airfoils in range of Reynolds numbers from 400,000 to 6 million respectively. As an example of direct multi-point optimisation, it was required to optimise the mean L/D ratio for a 2D section at 4 and 7 degrees incidence, whilst ensuring that the absolute value of the moment coe cient remained below 0.1, and with a constraint on the minimum section thickness. The moment constraint was achieved through reducing, by approximately a half, the the tness of those airfoils which did not satisfy the constraint.
For this problem, the airfoil surface was represented by a B-spline, with 10 control vertices on the upper and lower surfaces respectively. The total population size was 80, divided into 4 demes of 20 individuals each; the application was run for 90 generations on a 4-processor SUN workstation under MPI. The initial population was generated by assigning random values to the B-spline ordinates.
If the viscous-inviscid analysis was unable to converge successfully for any individual (e.g. due to gross separation from a wavy surface), the tness was automatically assigned a very low value. In fact, initially some sub-populations did not contain a single valid individual; after several generations however, each deme contained some geometries capable of at least coping with one of the selected incidences. To ease the burden on the analysis, the tness de nition was adjusted during the evolution so that the objective initially was to optimise the mean L/D at 2 and 4 degrees of incidence, and after 30 generations, to optimise for 4 and 7 degrees. An important feature of the parallel genetic algorithm lies in its ability to maintain diversity; starting the problem in this way provides a good challenge.
The results for the optimal geometry found after 90 generations are included in g. 7(a). The geometry could still be improved, particularly near the leading edge and it would be worthwile allowing the GA to continue beyond 90 generations. Nevertheless, for an incidence of 7 degrees, the show that the C p distribution is fairly typical of sections known to produce high L/D ratios at this Reynolds number. It is fairly at for the lower surface, and on the upper surface a nearly constant C p over the rst portion is followed by a pressure recovery region with low skin friction, g. 7(b), not far from separation. A slight e ective ap near the trailing edge is noticeable, which improves lift at the lower incidence. At this incidence, the boundary layer is laminar from the leading edge ( 
Wing Optimisation
As already described, the GA can be linked to any analysis method with comparative ease. Whilst it is now possible to perform Euler or Navier-Stokes calculations for a complete wing, the computational requirements are presently too large to consider such methods to analyse each individual in a routine GA optimisation. However, the feasibility of such an approach has been demonstrated, using (by current standards) prodigious computing resources, by 10]. Optimisation of a complete wing greatly increases the number of parameters which de ne the design. The need to limit the number of design variables thus has a comparatively more restrictive e ect in 3D. Considering the aerodynamic optimisation, the contribution to tness is determined solely by the shape, which de nes the aerodynamic performance. The possible constraints include minimum lift at takeo incidence, good L/D at cruise, limited aerodynamic moments and so on. Some of these can be partly achieved with additional control surfaces, and it is common to concentrate primarily on the cruise lift and L/D ratio. The wing shape can be de ned by interpolating between a number of sections from root to tip. The aerodynamic design variables are then partitioned into those de ning the geometry at a number of sections, and those which de ne the geometry along the span. The possibility exists that either may be zero; in the rst case for a prescribed section, and in the second for a prescribed planform. The spanwise speci cation may also be reduced to a single variable, the aspect ratio AR, for a given planform. Rather than allowing complete geometric freedom for each section, a basic pro le can be selected with a few modifying parameters, such as the thickness and twist.
The structural optimisation often seeks to reduce the overall weight of the structure which meets requirements of structural rigidity and maximum stress levels. The cost of manufacture or the material technology required to fabricate the structure may also be included according to a relative weighting between performance and build cost.
In the simplest case for a beam analysis of the structure, possible variables are the structural rigidities to bending and torsion at a su cient number of sections (with an assumed relation between rigidity and weight or cost) to estimate the stresses and de ections everywhere in the wing.
The complete chromosome thus has the following structure: c j = fr 1 ; : : :; r a ; r a+1 ; : : :; r a+s g where a and s represent the number of aerodynamic and structural variables respectively. The structural variables used for the simple test case described here are the sectional rigidities to bending and torsion, and the aerodynamic variables are the sectional chord and geometric angle of incidence.
Aerodynamic Model
The simplest procedure to compute the viscous or inviscid low speed ow about a wing is to combine a 2D viscous/inviscid sectional analysis with lifting line theories. Placing a single row of horseshoe vortex elements at the 1 4 chord point of the airfoil sections allows the downwash due to the distribution of circulation on a planar or swept wing at small incidence to be approximated, as in the method of Weissinger 15] . The approach su ers from limitations, particularly near the root and tip regions but is adequate at least for preliminary optimisation.
Structural Model
The wing is modeled as a straight beam according to the Euler-Bernoulli theory of bending. The deformation of the wing planform is assumed to be negligible, i.e. we adopt a linear model for the wing bending. The torsional behaviour is considered to be independent of the bending. For an unswept wing the assumption that the e ects of torsion and bending on the wing section incidence are uncoupled is a fairly reasonable approximation. This is not the case for a swept wing in which the nonlinear e ects due to bending have to be considered in both the aerodynamics and the structural analysis of the wing. These assumptions mean that the values of the aerodynamic loads (section lift and moment) are only a ected by the structural twist of the wing which modi es the section angle of incidence.
The nonlinear deformation of the wing is accounted for in torsion only. The changes in the sectional twist caused by the presence of the geometry dependent aerodynamic loads are computed through a sequence of aerodynamic load increments in which a linear approximation for the behaviour of the structure is used.
Planform Optimisation
For the rst problem, the optimisation of either the lift or the lift to drag ratio, L/D, of a plane unswept wing without structural constraints is performed. For simplicity, a constant section (i.e. same pro le shape at each section) untwisted wing is used in this example. The root chord and tip chord are given; the wing span and a total of 9 intermediate sections uniformily distributed along the span are used to de ne the wing planform. The GA seeks only to optimise the chord at each section to produce the most e ective planform. A population of 8 wings with random section chord lengths ( root chord) was utilised. For a pure L/D optimisation, the GA will attempt to drive the aspect ratio up as large as possible so the chord length shrinks for all the intermediate sections. Fig. 8 shows the planform shape found after 20 generations for equal weight of lift and L/D ratio from which it can be seen to approximate an elliptic planform. 
Aeroelastic Wing Optimisation
A combined aerodynamic and structural optimisation GA has been applied to seek a suitable design for a low speed high aspect ratio wing. Here the section shape chosen is that of the NLF(1)-0115 airfoil, and the optimal performance is sought for a high incidence of 10 degrees. The root chord is prescribed , as is the tip chord, and the planform is assumed to taper linearly to 1 3 of the root chord at the tip. The design variables are the aspect ratio, the preloaded twist at each section and the sectional rigidity (assumed constant along the wing). The relative weighting assigned to the design variables favours the aerodynamic performance, with the optimal being a very high aspect ratio close to AR = 20. The structural optimisation results in a decrease in the required sectional rigidity by 40% over the course of the evolution. The interaction can be seen in the tness history of g. 9.
The overall aeroelastic tness f is the sum of the aerodynamic and structural tnesses, f = f a +f s , where f a is taken to be the L/D ratio, and f s is proportional to the relative increment of structural rigidity with respect its initial value. Fig. 9 shows that the overall tness and the aerodynamic tnesses follow similar, but not identical, paths. 
Conclusions
The present paper shows that distributing the population into semi-isolated sub-populations improves the e ciency of the GA. The implementation of the algorithm on a network of workstations or dedicated parallel machine has been shown to be straightforward. The parallel GA has been coupled to viscous-inviscid analysis and applied to inverse and direct multi-point airfoil section design, as well as to approximate 3D wing design. It has been demonstrated that structural analysis can be incorporated without modi cation to the GA optimisation, though it is necessary to decide carefully on the appropriate design variables, and relative weighting of assigned to aerodynamic and structural tnesses. Further work will report on the relative e ciency of various encoding strategies for 3D wing de nition, on the structural representation and level of analysis, and on the supervision of the parallel GA by software agents.
