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We adopted the GPU (graphics processing unit) to accelerate the large-scale finite-difference simulation of
seismic wave propagation. The simulation can benefit from the high-memory bandwidth of GPU because it is a
“memory intensive” problem. In a single-GPU case we achieved a performance of about 56 GFlops, which was
about 45-fold faster than that achieved by a single core of the host central processing unit (CPU). We confirmed
that the optimized use of fast shared memory and registers were essential for performance. In the multi-GPU
case with three-dimensional domain decomposition, the non-contiguous memory alignment in the ghost zones
was found to impose quite long time in data transfer between GPU and the host node. This problem was solved
by using contiguous memory buffers for ghost zones. We achieved a performance of about 2.2 TFlops by using
120 GPUs and 330 GB of total memory: nearly (or more than) 2200 cores of host CPUs would be required to
achieve the same performance. The weak scaling was nearly proportional to the number of GPUs. We therefore
conclude that GPU computing for large-scale simulation of seismic wave propagation is a promising approach as
a faster simulation is possible with reduced computational resources compared to CPUs.
Key words: Seismic wave propagation, finite-difference method, GPU, parallel computing, three-dimensional
domain decomposition.
1. Introduction
Simulation of seismic wave propagation is essential in
modern seismology: the effects of irregular topography,
irregular internal discontinuities, and internal heterogeneity
on the seismic waveforms must be precisely modeled in
order to probe the Earth’s and other planets’ interiors, to
study earthquake sources, and to evaluate the strong ground
motions due to earthquakes. Developing methods for large-
scale, high-performance simulation is important because
in real applications more than one billion grid points are
required (e.g., Olsen et al., 2008; Furumura, 2009).
The GPU (graphics processing unit) is a remarkable de-
vice due to its multi-core architectures and high memory
bandwidth (Fig. 1). The GPU delivers extremely high com-
puting performance at a reduced power and cost compared
to conventional central processing units (CPUs). Simula-
tion of seismic wave propagation is a memory intensive
problem which involves a large amount of data transfer be-
tween the memory and the arithmetic units, while the num-
ber of arithmetic computations is relatively small. Thus, the
simulation can benefit from the high-memory bandwidth of
the GPU, and several approaches to adopt GPU to the sim-
ulation have been proposed recently (e.g., Abdelkhalek et
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al., 2009; Aoi et al., 2009; Komatitsch et al., 2009, 2010;
Micikevicius, 2009; Okamoto et al., 2009; Miche´a and
Komatitsch, 2010).
We describe here our approach to adopt GPU computing
to the large-scale simulation of seismic wave propagation
based on the finite-difference method (FDM). First, we dis-
cuss the implementation of the core part of the simulation
for the single-GPU case. Second, we discuss the multi-GPU
case in order to treat large-scale problems.
2. Single-GPU Case
We apply the time-domain, staggered-grid, three-
dimensional (3D) finite-difference scheme (e.g., Graves,
1996). The field variables are particle velocity (vi : three
components) and stress (τi j : six components). Assuming
isotropic and elastic material, we need three material pa-
rameters (Lame´ coefficients and density). Thus, twelve
variables are assigned to a unit cell (i.e., a heterogeneous
formulation: Fig. 2(a)). The precision of finite-difference
is fourth-order in space and second-order in time. We ap-
ply a free-surface condition at the top boundary, the absorb-
ing boundary condition (Cerjan et al., 1985) near the side
and the bottom boundaries, and the A1 absorbing condition
(Clayton and Engquist, 1977) at the bottom. A periodic
condition is imposed on the side boundaries. A homoge-
neous half-space and an isotropic source are used for all
calculations performed and reported in this paper.
We use the TSUBAME-1.2 grid cluster in the Global Sci-
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Fig. 1. A simpliﬁed diagram of a GPU used in this study. A GPU has 30
multiprocessors, and each multiprocessor has eight processor cores (240
cores in total). The shared memory can be accessed from every core in
a multiprocessor, while registers are local to each core. Several tens
of registers are typically available for a thread. Latency of the shared
memory is two orders of magnitude lower than that of global memory
(Abdelkhalek et al., 2009; Micikevicius, 2009).
entiﬁc Information and Computing Center, Tokyo Institute
of Technology. The processors of the host nodes are eight
dual-core AMDOpteron 880 (16 cores per 1 node, 2.4 GHz)
and the interconnect is Inﬁniband (10 Gbps). The GPUs in-
stalled in the cluster are NVIDIA Tesla S1070s (1.44 GHz):
each S1070 has four GPUs, and each host node is connected
to two GPUs in a S1070 via a PCI-Express 1.0×8 (i.e., two
GPUs per 1 node). We use NVIDIA CUDA C for the GPU
programs. For the FDM program on the host CPU, we use
PGI Fortran. Single-precision arithmetic is used in all of
the computations on both the GPU and CPU. The theoret-
ical peak single-precision performances are 9.6 GFlops for
a single core of the host CPU and 1036 GFlops for a single
GPU in the S1070 unit: the GPU is 108-fold faster in terms
of computation time than a single core of the host CPU. The
memory bandwidths are 5.4 GB/s (gigabyte/s) for a single
host CPU and 102 GB/s for a single GPU: GPU is 19-fold
faster in bandwidth than the host CPU.
In GPU computing, all data are stored in the global mem-
ory (Fig. 1). As described above, the bandwidth of the
global memory is much higher than that of CPUs (e.g.,
25.6 GB/s in the case of Intel Core i7). However, 400–600
clock cycles of memory latency still occurs in transferring
the data between the global memory and the multiproces-
sors. Thus, we must use the fast (but small) memories in the
multiprocessors, i.e., the registers and the shared memory,
as software-managed cache memories to reduce the amount
of data transfer from the global memory. That is, we ex-
plicitly copy the data in a small part (a block) of the FDM
domain from the global memory to the shared memory and
registers, and we reuse the data stored in the shared mem-
ory and registers (e.g., Aoki, 2009). Also, the transfer rate
is better for grouped memory transaction using blocks of
the proper size than that for serialized, one-by-one memory
transaction.
We assign a 2D block in the shared memory to store the
variables on a XY -plane (Fig. 2(b)), because the size of the
shared memory (16 kB) is not sufﬁcient for a 3D block.
The variables which are not on the XY -plane are stored in
the registers (Fig. 3). As the calculation loop proceeds to
the next XY -plane, the data in the registers are moved to
the shared memory and vice versa: for this movement, no
data access to the global memory occurs. The use of the















Fig. 2. (a) Schematic illustration of the unit cell. (b) Example of 2D block
assigned to the shared memory. The blocksize is 16 × 16 (red). For














Fig. 3. Example of the use of the shared memory and registers. Values
on red points are stored in shared memory and those on black points in
registers. In the computations for k-th depth, the stress component τxz
is stored in the register. For the next depth, the value in the register is































Fig. 4. Performance comparison between the single GPU and single-core
of host CPU. The triplet values denote the number of unit cells.
by Abdelkhalek et al. (2009) and Micikevicius (2009) for
the acoustic case, and by Miche´a and Komatitsch (2010)
and Okamoto et al. (2010) for the elastic case. Also, we
deﬁne the material parameters only at the center of the unit
cell. The material parameters at the grid points for parti-
cle velocities and shear stresses are computed at every time
step to reduce the access to the global memory. In comput-
ing the material parameters, we apply a method proposed by
Takenaka et al. (2009), as this method allows land topogra-
phy and irregular ﬂuid-solid interface (e.g., ocean bottom)
to be incorporated in a uniﬁed manner.
The performance of the single-GPU ﬁnite-difference
code is shown in Fig. 4. For Flops, we counted the number
of ﬂoating point operations in the code, including those for
the computations of the material parameters, and divided
the number of operations by the time required for the time-
step loop. For the fourth-order ﬁnite-difference, the Flop
counts of the GPU and CPU programs are 185 and 176 per 1
unit cell, respectively (note that we omit the absorbing con-
dition (9 Flops count) in the CPU program). With the GPU
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program, a maximum performance of 56 GFlops (3.3 ms
per 106 unit cells per time step) was achieved for a FDM
domain with a size of 384 × 384 × 384 (about 2.7 GB of
memory). This was about 45-fold faster than that achieved
by the CPU program (1.2 GFlops for the same FDM do-
main). Thus, we conﬁrm that GPU can accelerate the simu-
lation of ﬁnite-difference seismic wave propagation.
In the examples above, we have ﬁxed the blocksize to
16 × 16 (Fig. 2(b)). When we reduced the blocksize to 2
× 2, the performance markedly decreased to 3.5 GFlops
for the FDM domain of 384 × 384 × 384. The reason
for this is that, for small blocksize, the access to the global
memory increases and the memory transfer rate decreases.
Thus, the optimized use of the fast memories is essential for
performance.
3. Multi-GPU Case
We divide the FDM domain into subdomains and allo-
cate computation for a single subdomain to a single GPU
by using the MPI library. We adopt 3D domain decompo-
sition (Fig. 5) because the communication time decreases
with decreasing size of the subdomain: the communication
time is proportional to the surface area of the subdomain,
and the surface area decreases with the size of the subdo-
main. On the other hand, with 1D domain decomposition
(e.g., Micikevicius, 2009), the domain can be extended only
along one direction, and the communication time does not
decrease with the size (or the thickness) of the subdomain
because of the ﬁxed size of the ghost zones (Fig. 5).
It is possible to extend the memory array of the internal
grid points to cover the ghost zones on the side faces of the
subdomain (Fig. 6(a)). However, we found that it took quite
a long time to separately send the resultant non-contiguous
data from GPU to the host node by repeated calls of mem-
ory transfer function. (Note that direct communication be-
tween GPUs is not available. The data must be sent from
GPU to the host node in order that the data be exchanged
with the other nodes (Fig. 1).) Thus, we prepare contiguous
memory buffers for ghost zones (Fig. 6(b)) so that we are
able to copy the data from GPU to the host node by a single
call of memory transfer function. For the outermost blocks
we copy the data in the memory buffer to the ghost points
in the shared memory (Fig. 2(b)) and vice-versa.
Also, we overlap the communication and computation
by using the asynchronous GPU–host data transfer function
and non-blocking MPI functions (e.g., Abdelkhalek et al.,
2009; Aoki, 2010; Ogawa et al., 2010): the former function
is used for data transfer between GPU and the host con-
current with the computations in GPU, and the latter func-
tions for data transfer between the nodes concurrent with
the computations. Since we adopt the 3D domain decom-
position, we ﬁrst compute for the ghost points—not only on
the top and bottom but also on the sides: 16 × 16 points
(Fig. 2(b)) in the outermost blocks on the sides are pro-
cessed. Second we start the computation for the remaining
internal grid points and the communication procedures si-
multaneously. For the asynchronous data transfer between
GPU and host, we must use the page-locked host memory
(Fig. 1) which is not compatible with the MPI library on
TSUBAME-1.2. Thus, we further copy the data to a (usual)
Fig. 5. Schematic illustration of 1D and 3D decomposition. Blue region
indicates the ghost zones.
Fig. 6. Schematic illustration of ghost zone of a subdomain. Arrows de-
note the alignment of memory. (a) Non-contiguous memory alignment
in the ghost zone (red arrows). The memory array of the internal points
is extended to cover the ghost points. (b) Contiguous memory align-























Fig. 7. Scalability of multi-GPU computing with 3D decomposition.
Each triplet value shows the size of the FDM domain. The complete
scalability (proportional to the number of GPUs, N ) and a scalability
proportional to N 2/3 are denoted by gray lines, respectively. For GPU,
we used CUDA C and MPI library. For CPU, we parallelized the
single-CPU Fortran code by using OpenMP and executed the program
on a single host node.
memory buffer (“memcpy” in Fig. 1): this results in addi-
tional time on TSUBAME-1.2.
The performance of our multi-GPU code thus pro-
grammed is shown in Fig. 7. The largest subdomain size
was 384 × 384 × 384 in each case (e.g., 2 × 2 × 2 (= 8)
subdomains were used in the case of 768 × 768 × 768 with
8 GPUs). Obviously, the performance increased with the
number of GPUs. That is, the program was effectively par-
allelized. We achieved a performance of 2.2 TFlops by us-
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Table 1. Part-wise processing time (s) of the multi-GPU program.
Computation Communication
Side Inner GPU–
# GPUs points points host Memcpy MPI
1 35.8 34.2 — — —
4 13.8 7.4 10.1 10.1 8.1
8 7.0 3.7 6.5 6.9 5.2
FDM domain size: 384 × 384 × 384. Time steps: 200.
ing 120 GPUs for a domain size of 1920 × 3072 × 1152
with about 330 GB of total memory (0.083 ms per 106 unit
cells per time step).
The weak scaling, defined for a fixed subdomain size, is
observed as the variation in performance in the cases with
smallest number of GPUs for each domain size. It was
nearly proportional to N , i.e., near ideal (Fig. 7).
In Fig. 7, we also compared the performance of the GPU
and CPU programs. The performance of the CPU program
scaled with the number of cores up to eight but not beyond
that (partly because we used OpenMP and 1D decomposi-
tion for the CPU program). Even if a complete scalability
beyond eight cores were to be assumed, nearly 2200 cores
of CPU would be required to obtain the same performance
as that achieved by 120 GPUs.
Based on the above results, we conclude that GPU com-
puting for the large-scale simulation of seismic wave propa-
gation is a promising approach: faster simulation is possible
at reduced computational resources compared to CPUs.
4. Discussion
The strong scaling, defined as the performance variation
for a fixed total FDM domain size, was not proportional to
the number of GPUs, N , but appeared to be proportional
to N 2/3. This (non-ideal) scalability was the result of long
communication and computation times for the ghost points
because the number of the ghost points was proportional to
the surface area of the subdomain, and the surface area was
proportional to N−2/3. Indeed, we measured the time for
processing the side points (including ghost points), internal
points, and the communications separately and determined
that the communication time was the longest (Table 1).
As already pointed out by Aoki (2010) and Ogawa et al.
(2010), the time for copying the data between the page-
locked memory and the MPI buffer (“memcpy” time) was
about one-third of the total communication time. As a re-
sult, in the above cases, the “memcpy” time was longer than
the computation time for internal points. Nevertheless, the
overlapping method is important as the technology for elim-
inating the “memcpy” procedure has recently been released.
Peripheral bus and interconnect faster than those adopted by
TSUBAME-1.2 cluster are now also available.
We also found that the time for side points was long: the
memory mapping procedure between the ghost points in the
shared memory and the contiguous memory buffer took a
long time (Table 1). As a result, single-GPU performance
fell by about 47% (from 55.8 GFlops for the single-GPU
program to 29.7 GFlops for the multi-GPU program) due
to the processing time for ghost point mapping. Further
optimization is necessary for the mapping procedure.
In real applications, not only performance but also accu-
racy is important. We compared the waveforms computed
by multi-GPUs (GPU-waveforms) and multi-CPUs (CPU-
waveforms) for a case of 512 × 512 × 256 and 1500 time
steps (7.5 s). The root mean square residuals between the
CPU- and GPU-waveforms normalized by the RMS ampli-
tude of corresponding CPU-waveforms were (2–9)×10−6.
Thus, we confirmed that both waveforms were almost iden-
tical.
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