We say a real number : is uniformly approximable if the upper bound in Dirichlet's theorem, from diophantine approximation, of 1Â(Q+1) q may be sharpened to c(:)Â(Q+1) 2 for all sufficiently large Q. Here we begin by showing that the set of uniformly approximable numbers is precisely the set of badly approximable numbers. In additition, the optimal lower bound of c(:), referred to as the uniform approximation constant, is explicitly given. This allows us to introduce the notion of a uniform approximation spectrum. We conclude with a determination of the smallest values of this new spectrum and a comparison of this spectrum with other spectra.
INTRODUCTION
In 1842 Dirichlet [3] published his celebrated theorem from diophantine approximation: for any real number : and integer Q>1, there exists a rational number pÂq such that 1 q Q and If : is irrational, it follows that there are infinitely many distinct rational solutions to (1.2) . In fact, by a well-known theorem from the theory of continued fractions, the convergents associated with : are an infinite collection of rationals each of which satisfies (1.2). Inequality (1.2) naturally leads to many important questions regarding the diophantine approximation properties of :. Here we wish to investigate an inequality that is stronger than (1.1).
We say that an irrational number : is uniformly approximable if there exists a constant C(:)>0 so that for all sufficiently large integers Q, there exists a rational number pÂq such that 1 q Q and
(1.3)
Thus, : is uniformly approximable if, for all sufficiently large Q, inequality (1.1) of Dirichlet's theorem may be improved to (1.3) . The first objective of this paper is to classify all real numbers that are uniformly approximable.
We recall that an irrational number : is badly approximable if there exist a constant c(:)>0 so that for all rationals pÂq, Moreover, these are the only numbers : for which &(:) 1.756809.
As .=(1+-5)Â2 is the``most badly approximable number'', it is not surprising that the smallest value of & is attained for all numbers equivalent to .. Of course, this same phenomenon occurs in the Markoff spectrum (see [1] ..] with a n # [1, 2] for all n and a n =2 for infinitely many n, then
It is interesting and unexpected that the uniform approximation constant &(:), in some sense, detects both the size and parity of the larger partial quotients associated with : (see Lemma 8) . T. W. Cusick made the intriguing observation that the smallest point of the uniform approximation spectrum, (5+3 -5)Â10, is exactly the smallest point of the dispersion spectrum. The dispersion spectrum was introduced by E. Hlawka [4] and later generalized by H. Niederreiter [7] . It was then studied by H. G. Kopetzky and F. J. Schnitzer [6] and more recently by A. Tripathi [9] . Let : be an irrational number. For each integer n 1, let x n be the fractional part of n: and let
Niederreiter showed in [7] that D(:) is finite if and only if : is badly approximable and determined the first two smallest values of D:
and
(note that the second smallest value of D is attained at the same point as the second smallest value of the Markoff constant). Although the uniform approximation spectrum and the dispersion spectrum have their smallest values in common, the rest of the spectra appear to have dramatically different structures. The determination of the first point of U appears to be difficult problem. The smallest accumulation point we have found is 12879511&3639951 -5 2655878 =1.784845...
which we state in a precise form below.
Theorem 4. For n 1, let : n to be the quadratic irrational given by
where the bar denotes the period and [k] t denotes k repeated t times. Then
In particular, 
where :Ä n denotes the conjugate of : n . Thus,
The limit above follows immediately from the explicit values of &(: n ) for n 1 together with the fact that
The values of &(: n ) are computed directly from the formula in Theorem 2.
As we have no reason to conjecture that the accumulation point given in Theorem 4 is the smallest in U, we do not include the computationally involved, but straightforward proof of Theorem 4. We are able, however, to give a description of the general structure of all numbers : for which &(:) is less than the first accumulation point. In particular we prove:
Theorem 5. Let * be the smallest accumulation point of the uniform approximation spectrum U. Then
Moreover, suppose that : is a real number such that &(:)<*. Then either
, where a n # [1, 2, 3] for all n; each value, 1, 2 and 3, occurs infinitely often in the sequence of partial quotients and in the sequence [a n ], every 1 is followed by either a 1 or a 3; every 2 is followed by a 1; every 3 is followed by a 2 or a 3; and the subsequence (1, 3, 2, 1, 3, 2, 1, 3, 2) cannot occur infinitely often in [a n ]. [1] 2n+1 , 3, 2])=1.790325..., where the sequence in the limit is monotonically increasing. Finally, we remark that the notion of uniformly approximable numbers is related to a problem studied by Davenport and Schmidt [2] in which they considered an improvement to Dirichlet's theorem in a different direction. Specifically, they replaced inequality (1.1) by
where k(:) is a constant. They say that an improvement on Dirichlet's theorem is possible if there exists a constant k(:)<1 such that for all sufficiently large Q, (1.4) is solvable with 1 q Q. They then showed that an improvement on Dirichlet's theorem is possible if and only if : is badly approximable.
DIOPHANTINE APPROXIMATION AND CONTINUED FRACTIONS
In this section we quickly review the necessary basics from the theory of continued fractions and its connection with diophantine approximation (for further details see [5] or [8] ).
For a real number :, we write :=[a 0 , a 1 , ...] for the simple continued fraction expansion of :. That is,
where all the a n are integers and a n >0 for all n>0 and we denote the n th convergent of : by p n Âq n =[a 0 , a 1 , ..., a n ]. We let : n =[a n , a n+1 , ...] be the nth complete quotient of :. Given the above it follows that for all n 1,
We recall that the set of convergents [ p n Âq n ] is precisely the set of best (rational ) approximates to :. That is, if 1n and pÂq{p n Âq n then |:q n & p n | <|:q& p|.
The secondary convergents associated with : are rational numbers between p n&1 Âq n&1 and p n+1 Âq n+1 defined by
for each n 1. The analogue of identity (2.1) for secondary convergents is given by
where a is an integer, 1 a a n+1 &1.
We
It follows that every good approximation to : is either a convergent or a secondary convergent of : (see [5] ). As the convergents are best approximates, it follows that every convergent is a good approximation. It is not the case, however, that every secondary convergent is a good approximation. We do note that if (ap n + p n&1 )Â(aq n +q n+1 ) is a good approximation, then (a$p n + p n&1 )Â(a$q n +q n&1 ) is also a good approximation for each integer a$, a a$ a n+1 &1. Finally it will be useful to recall that for all n 1,
PROOF THEOREM 2 AND A SIMPLE BOUND ON &(:)
For an irrational number :, it will be convenient for us to define a function f : Z + Ä (0, ) by
Also for a fixed positive integer n and integer a, 1 a a n+1 , we define the interval of integers I n (a) by
and for a{1,
We note that from our remarks in Section 2, the only possible good approximation to : having a denominator in I n (a), with a{1, is ((a&1) p n + p n&1 )Â((a&1) q n +q n&1 ).
Suppose now that Q>1 is an integer. Then there exists a unique pair of integers (n, a), with 1 a a n+1 , such that Q # I n (a). Thus it follows that the closest good approximation pÂq to : with 1 q Q is either p n q n or (a&1) p n + p n&1 (a&1) q n +q n&1 .
UNIFORMLY APPROXIMABLE NUMBERS
As this will not change if Q increases to the right endpoint of I n (a), aq n +q n&1 &1, we conclude that for Q # I n (a), F(Q) is maximized when 
which establishes the first part of the theorem. We now assume that : is badly approximable with all the partial quotients of : bounded above by the integer B. Then
Hence &(:) is finite.
Next, we assume that : is not badly approximable. Thus there must exist an infinite subsequence of partial quotients such that 1<a n1 <a n2 <a n3 < } } } .
Plainly selecting a to be [a n Â2], where [x] denotes the integer part of x, at the n th stage in the limit superior would produce a value less than or equal to &(:). This observation yields
which completes the proof. It follows from the definition of the uniform approximation constant that U is an unbounded set. In fact the previous proof immediately provides simple bounds for &(:). We state this useful observation explicitly in the following proposition.
Proposition 6. Let :=[a 0 , a 1 , . ..] be a badly approximable number and suppose that lim sup n Ä a n =B, with B>1. Then 
THE UNIFORM APPROXIMATION SPECTRUM
We let * denote the smallest accumulation point of the uniform approximation spectrum. Thus from Theorem 4 we have that * 1.784845... . We begin by showing that if &(:)<1.784845..., then the limit superior of the partial quotients of : is at most 3. In view of Proposition 6, we see that the limit superior of the partial quotients cannot exceed 8; refining Proposition 6 slightly, we now show that it cannot exceed 3.
Lemma 7. Let :=[a 0 , a 1 , ...] be a badly approximable number and let lim sup n Ä a n =B. Proof. As each of the five parts of the lemma is proven in a similar manner, we only prove part (i). If B=4 then for all sufficiently large n, 1 a n 4, and a n =4 infinitely often. Thus a lower bound on &(:) may be computed by taking the limit occuring in Theorem 2 along the infinite subsequence where a n =4 and selecting a=3. That is, 
where
A simple analysis of the function f 4 reveals that the infimuum over the square S will always occur at one of the vertices of the square. In this case one may check that the infimuum is attained when x=(1+-2)Â2 and y=2+2 -2 and
which gives the inequality in part (i). The other four parts follow using an analogous argument.
..] with a n # [1, 2, 3] for all sufficiently large n. 
Proof.
As the arguments for the three different cases are similar, we again only consider the first one. In this case we know that for all sufficiently large n, a n is either 1 or 3 and each value is taken on infinitely often. Thus one of the subsequences: (1, 3, 1) or (3, 3, 1 ) must occur infinitely often in the sequence of partial quotients. We now define the function f 2 (r; x, y) by
, and the square S in the xy plane by
(note (3+-21)Â6= [1, 3] and (3+-21)Â2= [3, 1] ). If we view r as a fixed positive integer, then one may verify that f 2 (r; x, y) attains its minimum value on S at some vertex on the boundary of S. Therefore if the subsequence (1,3,1) occurs infinitely often, then a lower bound on &(:) may be computed by taking the limit occurring in Theorem 2 along the infinite subsequence where a n =3 (the middle 3 in (1, 3, 1) ) and selecting a=3. , where a n # [1, 2, 3] and if two of these values: 1, 2 or 3, occur infinitely often in the sequence [a n ] of partial quotients, then all must occur infinitely often.
Given the above, we may now restrict our analysis to numbers (equivalent to those) having partial quotients bounded above by 3. Refining the method used in the proof Lemma 8, we are able produce sharper lower bounds for &(:) given that a certain triple, say (r, s, t), occurs infinitely often in the sequence [a n ]. This is accomplished by specifying which element of the triple will play the role of a n and then selecting an a, 1 a a n . Using these, we then proceed to define an auxiliary function f ((r, s, t), a; x, y) in sympathy with the limit in Theorem 2, as in the proof of Lemma 8,  One may verify that the function f will always attain its minimum value on S at a vertex along the boundary of S. Thus we need only check the four corners to compute the infimuum. The table below provides this information for all possible admissible triples except (1, 1, 1) and (3, 3, 3) . 
The entries for which the singleton ( ) appears are one for which bounds may be given using other entries in the table. For example, we note that if (2, 2, 1) occurs infinitely often then either (1, 2, 2), (2, 2, 2) or (3, 2, 2) must occur infinitely often. The smallest bound for these triples is 1.87576... (arising from the triple (1, 2, 2)), so this also provides a lower bound for (2, 2, 1). We know from Corollary 9 that for sufficiently large n, a n is bounded by 3. Suppose that there are infinitely many partial quotients equal to 2. Then form the above table we conclude that the six possibilities: (2, 2, V) and (2, 3, V) all produce values for & that contradict inequality (4.2). Therefore for all but finitely many 2's, each 2 must be followed by a 1. Similarly all but finitely many 1's must be followed by a 3 and all but finitely many 3's must be followed by a 2. Hence from some point on, the sequence of partial quotients must become periodic with period (2, 1, 3 (1, 3, 2, 1, 3, 2,  1, 3, 2 ) occurred infinitely often in the sequence partial quotients of :, then selecting a n to be the middle 3 and a to equal 2 in the limit of Theorem 2, one may show that &(:) 1.789480 (the minimum occurs at (x, y)=((3+-21)Â6, (3+-21Â2). The theorem now follows from the table together with our previous observation.
Proof of Theorem

