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ON INTEGRALITY PROPERTIES OF
HYPERGEOMETRIC SERIES
ALAN ADOLPHSON AND STEVEN SPERBER
Abstract. Let A be a set of N vectors in Zn and let v be a vector in CN that
has minimal negative support for A. Such a vector v gives rise to a formal
series solution of the A-hypergeometric system with parameter β = Av. If v lies
in Qn, then this series has rational coefficients. Let p be a prime number. We
characterize those v whose coordinates are rational, p-integral, and lie in the
closed interval [−1, 0] for which the corresponding normalized series solution
has p-integral coefficients. From this we deduce further integrality results for
hypergeometric series.
1. Introduction
The p-integrality properties of hypergeometric series were first examined by
Dwork[8, 9], later contributions are due to Christol[5] and the authors[1]. Here
we deduce further integrality properties from [1, Theorems 1.5 and 3.5], whose
proofs are included to make this article self-contained. Recently Delaygue[6] and
Delaygue-Rivoal-Roques[7] applied certain integrality criteria for hypergeometric
series in their study of mirror maps. The integrality criterion of Theorem 5.6 gen-
eralizes those criteria. The recent work of Franc-Gannon-Mason[10] motivated us
to study the p-adic unboundedness of hypergeometric series, which is described in
Section 7.
Let A = {a1, . . . , aN} ⊆ Z
n and let L ⊆ ZN be the lattice of relations on A:
L =
{
l = (l1, . . . , lN ) ∈ Z
N
∣∣∣∣
N∑
i=1
liai = 0
}
.
Let β = (β1, . . . , βn) ∈ C
n. The A-hypergeometric system with parameter β is the
system of partial differential operators in λ1, . . . , λN consisting of the box operators
(1.1) l =
∏
li>0
(
∂
∂λi
)li
−
∏
li<0
(
∂
∂λi
)−li
for l ∈ L
and the Euler or homogeneity operators
(1.2) Zi =
N∑
j=1
aijλj
∂
∂λj
− βi for i = 1, . . . , n,
where aj = (a1j , . . . , anj). If there is a linear form h on R
n such that h(ai) = 1 for
i = 1, . . . , N , we call this system nonconfluent; otherwise, we call it confluent.
Let v = (v1, . . . , vN ) ∈ C
N . The negative support of v is the set
nsupp(v) = {i ∈ {1, . . . , N}| vi is a negative integer}.
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Let
Lv = {l ∈ L | nsupp(v + l) = nsupp(v)}
and put
(1.3) Φv(λ) =
∑
l∈Lv
[v]lλ
v+l,
where
[v]l =
N∏
i=1
[vi]li
and
[vi]li =


1 if li = 0,
1
(vi + 1)(vi + 2) · · · (vi + li)
if li > 0,
vi(vi − 1) · · · (vi + li + 1) if li < 0.
Note that since l ∈ Lv, we have li < −vi if vi ∈ Z<0, so [vi]li is always well-defined.
The vector v is said to have minimal negative support if there is no l ∈ L for which
nsupp(v + l) is a proper subset of nsupp(v). The series Φv(λ) is a formal solution
of the system (1.1), (1.2) for β =
∑N
i=1 viai if and only if v has minimal negative
support (see Saito-Sturmfels-Takayama[13, Proposition 3.4.13]).
Let p be a prime number. In [8, 9], Dwork introduced the idea of normalizing
hypergeometric series to have p-adic radius of convergence equal to 1. This involves
simply replacing each variable λi by πλi, where π is any uniformizer ofQp(ζp). Thus
ordp π = 1/(p − 1). (For further applications, Dwork chose π to be a solution of
πp−1 = −p.) We define the p-adically normalized hypergeometric series to be
(1.4) Φv,pi(λ) =
∑
l∈Lv
[v]lπ
∑
N
i=1 liλv+l
(
= π−vΦv(πλ)
)
.
Note that for nonconfluent A-hypergeometric systems one has
∑N
i=1 li = 0, so in
that case we have Φv,pi(λ) = Φv(λ), i.e., the normalized series is just the usual one.
In this paper we study the p-integrality of the coefficients of the λv+l in Φv,pi(λ).
Let N denote the set of nonnegative integers and N+ the set of positive integers.
Every t ∈ N has a p-adic expansion
t = t0 + t1p+ · · ·+ tb−1p
b−1, 0 ≤ tj ≤ p− 1 for all j.
We define the p-weight of t to be wtp(t) =
∑b−1
j=0 tj . This definition is extended to
vectors of nonnegative integers componentwise: if s = (s1, . . . , sN ) ∈ N
N , define
wtp(s) =
∑N
i=1 wtp(si).
Let Rp be the set of all p-integral rational vectors (r1, . . . , rN ) ∈ (Q ∩ Zp)
N
satisfying −1 ≤ ri ≤ 0 for i = 1, . . . , N . For r ∈ Rp choose a power p
a such that
(1 − pa)r ∈ NN and set s = (1 − pa)r. We define a weight function wp on Rp by
setting wp(r) = wtp(s)/a. The positive integer a is not uniquely determined by r
but the ratio wtp(s)/a is independent of the choice of a and depends only on r.
Note that since 0 ≤ (1 − pa)ri ≤ p
a − 1 for all i we have 0 ≤ wtp(s) ≤ aN(p− 1)
and 0 ≤ wp(r) ≤ N(p− 1).
We consider A-hypergeometric systems (1.1), (1.2) for those β for which the set
Rp(β) =
{
r = (r1, . . . , rN ) ∈ Rp
∣∣∣∣
N∑
i=1
riai = β
}
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is nonempty. Define wp(Rp(β)) = inf{wp(r) | r ∈ Rp(β)}. Trivially, if v ∈ Rp(β)
then wp(v) ≥ wp(Rp(β)). Our first main result is the following statement.
Theorem 1.5. If v ∈ Rp(β), then the series Φv,pi(λ) has p-integral coefficients if
and only if wp(v) = wp(Rp(β)). If wp(v) > wp(Rp(β)), then the coefficients of
Φv,pi(λ) are p-adically unbounded.
Note that we do not assume in Theorem 1.5 that v has minimal negative support,
so the series Φv(λ) is not necessarily a solution of the system (1.1), (1.2).
Direct application of Theorem 1.5 is limited by the fact that we do not know a
general procedure for computing wp(Rp(β)) or for determining whether there exists
v ∈ Rp(β) such that wp(v) = wp(Rp(β)). However, we do give a lower bound for
wp(Rp(β)) (Theorem 4.6). In many cases of interest, one can find v ∈ Rp(β) for
which wp(v) equals this lower bound. This implies by the definitions that wp(v) =
wp(Rp(β)), hence, by Theorem 1.5, Φv,pi(λ) has p-integral coefficients. This leads
to a useful condition for certain classical hypergeometric series to have p-integral
coefficients (Theorem 5.6) and for the series Φv(λ) to have integral coefficients
(Theorem 6.3).
In the other direction, we use Theorem 1.5 to show that if the series (1.4) fails
to have p-integral coefficients for some prime p for which v is p-integral, then it
fails to have p-integral coefficients for infinitely many primes. This will imply by
a generalization of a theorem of Eisenstein that if Φv(λ) is an algebraic function,
then it must have p-integral coefficients for all primes p for which v is p-integral
(see Section 7).
2. Proof of Theorem 1.5
For t ∈ N, set
αp(t) =
t− wtp(t)
p− 1
∈ N.
Theorem 1.5 will follow from the well-known formula
(2.1) ordp t! = αp(t).
For k ∈ N, k ≤ t, put
βp(t, k) = αp(t)− αp(t− k) =
k − wtp(t) + wtp(t− k)
p− 1
∈ N.
Then
(2.2) ordp
t!
(t− k)!
= ordp
k−1∏
i=0
(t− i) = βp(t, k).
We extend (2.2) to t ∈ Zp. Write
t =
∞∑
i=0
tip
i, 0 ≤ ti ≤ p− 1 for all i,
and set t(b) =
∑b−1
i=0 tip
i ∈ N. Then t ≡ t(b) (mod pb).
Lemma 2.3. Let k ∈ N with k ≤ t(b). One has
k−1∏
i=0
(t− i) ≡
k−1∏
i=0
(t(b) − i) (mod pβp(t
(b),k)+1).
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Proof. Write t = t(b) + pbǫ, where ǫ ∈ Zp. We have
k−1∏
i=0
(t− i) =
k−1∏
i=0
(t(b) − i) +
k∑
j=1
∑
0≤i1<···<ij≤k−1
M(i1, . . . , ij),
where
M(i1, . . . , ij) = t
(b)(t(b) − 1) · · · ̂(t(b) − i1) · · · ̂(t(b) − ij) · · · (t
(b) − k + 1)(pbǫ)j .
We have 0 < t(b) − ij < · · · < t
(b) − i1 ≤ p
b − 1, so each of these j positive integers
has p-ordinal < b. This implies that
ordp M(i1, . . . , ij) > ordp
k−1∏
i=0
(t(b) − i) = βp(t
(b), k),
where the last equality follows from (2.2). 
Corollary 2.4. For t ∈ Zp, k ∈ N, k ≤ t
(b), one has
ordp
k−1∏
i=0
(t− i) = βp(t
(b), k).
We apply Corollary 2.4 to determine the p-divisibility of the coefficients of the
series (1.4). For v = (v1, . . . , vN ) ∈ Z
N
p , we write the p-adic expansions of the vi as
vi =
∞∑
j=0
vijp
j , 0 ≤ vij ≤ p− 1 for all j,
and we set
v
(b)
i =
b−1∑
j=0
vijp
j .
We put v(b) = (v
(b)
1 , . . . , v
(b)
N ) ∈ {0, 1, . . . , p
b − 1}N .
Proposition 2.5. Let v ∈ ZNp and let l ∈ Z
N with nsupp(v + l) = nsupp(v). For
all sufficiently large positive integers b, one has
(2.6) 0 ≤ v
(b)
i + li ≤ p
b − 1 for i = 1, . . . , N ,
in which case
(2.7) ordp [v]lπ
∑
N
i=1 li =
wtp((v + l)
(b))− wtp(v
(b))
p− 1
.
Proof. We show first that (2.7) follows from (2.6). Fix i, 1 ≤ i ≤ N . If li < 0, then
[vi]li =
−li−1∏
k=0
(vi − k),
so by Corollary 2.4
ordp [vi]li = βp(v
(b)
i ,−li) =
−li − wtp(v
(b)
i ) + wtp(v
(b)
i + li)
p− 1
.
If li > 0, then
[vi]li =
( li−1∏
k=0
(vi + li − k)
)−1
,
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so by Corollary 2.4
ordp [vi]li = −βp((vi + li)
(b), li) =
−li +wtp((vi + li)
(b))− wtp(v
(b)
i )
p− 1
.
Note that (2.6) implies that (v + l)(b) = v(b) + l, so
ordp [v]l =
wtp((v + l)
(b))− wtp(v
(b))−
∑N
i=1 li
p− 1
.
This implies (2.7).
To prove (2.6) we consider three cases. Suppose first that vij = 0 for all suffi-
ciently large j. Then vi is a nonnegative integer and for all large b we have vi = v
(b)
i .
If li < 0, then vi+ li ≥ 0 since nsupp(v+ l) = nsupp(v). If li > 0, we can guarantee
that vi + li ≤ p
b − 1 simply by choosing b to be sufficiently large.
Suppose next that vij = p− 1 for all sufficiently large j. In this case we have for
all sufficiently large b
vi =
b−1∑
j=0
vijp
j + pb
∞∑
j=0
(p− 1)pj =
b−1∑
j=0
vijp
j − pb,
i.e., vi is a negative integer. If li < 0, we will have v
(b)
i + li ≥ 0 for b sufficiently
large: since vij = p− 1 for all sufficiently large j, we can make v
(b)
i arbitrarily large
by choosing b large. If li > 0, then vi + li < 0 since nsupp(v + l) = nsupp(v). But
vi + li = v
(b)
i − p
b + li, so v
(b)
i + li < p
b.
Finally, suppose that there are infinitely many j for which 0 < vij < p − 1.
Suppose that li < 0. Since vij > 0 for infinitely many j, we can make v
(b)
i arbitrarily
large by choosing b large and thus guarantee that v
(b)
i + ll ≥ 0. Suppose that li > 0.
Since vij < p− 1 for infinitely many j, there are infinitely many b such that
v
(b)
i ≤
b−2∑
j=0
(p− 1)pj + (p− 2)pb−1 = pb − 1− pb−1.
By choosing such a b large enough we can guarantee that v
(b)
i +li ≤ p
b−1. But when
this inequality holds for one b, it automatically holds for all larger b as well. 
When v ∈ Rp, one has more control over the right-hand side of (2.7). If b ∈ N is
chosen so that (1− pb)v ∈ NN , then (1− pb)v = v(b), so
wtp(v
(b)) = bwp(v).
If b is sufficiently large and l ∈ ZN satisfies nsupp(v + l) = nsupp(v), then (2.6)
implies that v+(1− pb)−1l ∈ Rp as well, so (1− p
b)v+ l = v(b) + l = (v+ l)(b) and
wtp((v + l)
(b)) = bwp(v + (1− p
b)−1l).
For v ∈ Rp, Proposition 2.5 becomes the following.
Corollary 2.8. Let v ∈ Rp and let l ∈ Z
N with nsupp(v+ l) = nsupp(v). Then for
all sufficiently large b ∈ N+ satisfying (1− p
b)v ∈ NN we have v+(1− pb)−1l ∈ Rp
and
(2.9) ordp [v]lπ
∑N
i=1 li =
b
p− 1
(
wp(v + (1− p
b)−1l)− wp(v)
)
.
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To complete the proof of Theorem 1.5 we need a lemma.
Lemma 2.10. Let v ∈ Rp(β). Then r ∈ Rp(β) if and only if r = v + (1 − p
b)−1l
for some b ∈ N+ satisfying (1 − p
b)v ∈ NN and some l ∈ Lv.
Proof. If l ∈ Lv, then Corollary 2.8 implies that v + (1 − p
b)−1l ∈ Rp(β) for
sufficiently large b satisfying (1 − pb)v ∈ NN . Conversely, let r ∈ Rp(β) and let
b ∈ N+ be chosen so that (1− p
b)v, (1− pb)r ∈ NN . Put l = (1− pb)(r− v), so that
r = v + (1 − pb)−1l. We claim that l ∈ Lv. Since −1 ≤ vi ≤ 0 for all i, to show
that nsupp(v + l) = nsupp(v) we need consider only the cases vi = −1 and vi = 0.
Suppose that vi = −1 for some i. Then 0 ≤ ri−vi ≤ 1 so 1−p
b ≤ li ≤ 0 and vi+ li
is a negative integer. If vi = 0 for some i, then −1 ≤ ri − vi ≤ 0, so 0 ≤ li ≤ p
b − 1
and vi + li ∈ N. 
Proof of Theorem 1.5. Fix v ∈ Rp(β). By Lemma 2.10
Rp(β) = {v + (1− p
b)−1l | b ∈ N+, (1− p
b)v ∈ NN , l ∈ Lv,
and v + (1− pb)−1l ∈ Rp}.
The first sentence of Theorem 1.5 then follows from Corollary 2.8. If wp(v) >
wp(Rp(β)), then there exists r ∈ Rp(β) with wp(r) < wp(v). Choose b ∈ N+ such
that (1−pb)v, (1−pb)r ∈ NN . For each positive integer c, define l(c) = (1−pbc)(r−v).
The proof of Lemma 2.10 shows that l(c) ∈ Lv and Corollary 2.8 gives
ordp [v]lπ
∑
N
i=1 l
(c)
i =
bc
p− 1
(
wp(v + (1− p
bc)−1l(c))− wp(v)
)
=
bc
p− 1
(
wp(r)− wp(v)
)
.
Since wp(r) − wp(v) < 0 and c is an arbitrary positive integer, this implies the
second sentence of Theorem 1.5. 
3. Elementary observations
To avoid interrupting the discussion below, we give here some definitions and
elementary results that will play a role in what follows.
Let r be a rational number in the interval [−1, 0] and let D be a positive integer
such that Dr ∈ Z. Let h be a positive integer with (h,D) = 1. One checks that
there is a unique rational number r′ ∈ [−1, 0] with Dr′ ∈ Z such that r − hr′ ∈
{0, 1, . . . , h−1}. We define φh(r) = r
′. We denote the k-fold interation of this map
by φ
(k)
h .
Similarly, let r be a rational number in the interval [0, 1] and let D be a positive
integer such that Dr ∈ Z. Let h be a positive integer with (h,D) = 1. There is a
unique rational number r′ ∈ [0, 1] with Dr′ ∈ Z such that hr′−r ∈ {0, 1, . . . , h−1}.
We define ψh(r) = r
′.
These two maps are related as follows.
Lemma 3.1. Let r be a rational number in the interval [0, 1], let D be a positive
integer such that Dr ∈ Z, and let h be a positive integer with (h,D) = 1. Then
ψh(r) = −(φh(−r)) and ψh(r) − 1 = φh(r − 1).
We record for later use the following proposition, whose proof is straightforward.
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Proposition 3.2. Let r ∈ [−1, 0] (resp. r ∈ [0, 1]) be a rational number, let D be
a positive integer for which Dr ∈ Z, and let h1 and h2 be positive integers such
that (h1, D) = (h2, D) = 1. If h1 ≡ h2 (mod D), then φh1(r) = φh2(r) (resp.
ψh1(r) = ψh2(r)).
4. Lower bound for wp
(
Rp(β)
)
Let ∆ be the convex hull of the set A ∪ {0} and let C(∆) be the real cone
generated by ∆. For γ ∈ C(∆), let w∆(γ) be the smallest nonnegative real number
w such that w∆ (the dilation of ∆ by the factor w) contains γ. It is easily seen
that
(4.1) w∆(γ) = min
{ N∑
i=1
ti
∣∣∣∣ (t1, . . . , tN ) ∈ (R≥0)N and
N∑
i=1
tiai = γ
}
.
If γ ∈ Qn∩C(∆), then we may replace (R≥0)
N by (Q≥0)
N in (4.1). For any subset
X ⊆ C(∆), define w∆(X) = inf{w(γ) | γ ∈ X}.
We give another formula for the weight function wp on Rp. For r a p-integral
rational number in [−1, 0], we have defined φp(r) in Section 3. This definition is
extended to elements of Rp componentwise: if r = (r1, . . . , rN ) ∈ Rp, put φp(r) =
(φp(r1), . . . , φp(rN )).
It is clear that, as element of Zp, a p-integral rational number r in [−1, 0] has
p-adic expansion
(4.2) r =
∞∑
µ=0
(φ(µ)p (r) − pφ
(µ+1)
p (r))p
µ.
If we choose a positive integer a such that (1−pa)r ∈ N, i. e., such that φ
(a)
p (r) = r,
then
(1− pa)r =
a−1∑
µ=0
(φ(µ)p (r)− pφ
(µ+1)
p (r))p
µ.
Since r = φ
(0)
p (r) = φ
(a)
p (r), this gives
wtp((1− p
a)r) = (1− p)
a−1∑
µ=0
φ(µ)p (r).
The definition of the weight function wp on Rp then gives the desired formula: if
r = (r1, . . . , rN ) ∈ Rp and (1− p
a)r ∈ NN , then
(4.3) wp(r) =
(1− p)
a
a−1∑
µ=0
N∑
i=1
φ(µ)p (ri).
Let σ−β be the smallest closed face of C(∆) that contains −β, let T be the set
of proper closed faces of σ−β , and put
σ◦−β = σ−β \
⋃
τ∈T
τ.
By the minimality of σ−β , −β 6∈ τ for any τ ∈ T , so −β ∈ σ
◦
−β .
Lemma 4.4. For all r ∈ Rp(β) and all µ, −
∑N
i=1 φ
(µ)
p (ri)ai ∈ σ
◦
−β.
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Proof. Since −β ∈ σ−β and −
∑N
i=1 riai = −β we must have ri = 0 for all i such
that ai 6∈ σ−β . But ri = 0 implies φ
(µ)
p (ri) = 0, so −
∑N
i=1 φ
(µ)
p (ri)ai ∈ σ−β . Fix
τ ∈ T . Since −β 6∈ τ , we have ri 6= 0 for some i such that ai 6∈ τ . But ri 6= 0
implies that φ
(µ)
p (ri) 6= 0, so −
∑N
i=1 φ
(µ)
p (ri)ai 6∈ τ . 
If r, r˜ ∈ Rp(β), then
∑N
i=1(ri − r˜i)ai = 0, which implies that for all µ
−
N∑
i=1
φ(µ)p (ri)ai ≡ −
N∑
i=1
φ(µ)p (r˜i)ai (mod ZA),
where ZA denotes the abelian group generated by A. We may thus choose β(µ) ∈ Qn
such that −
∑N
i=1 φ
(µ)
p (ri)ai ∈ −β
(µ) + ZA for all r ∈ Rp(β). It now follows from
(4.1) and Lemma 4.4 that for all r ∈ Rp(β),
−
N∑
i=1
φ(µ)p (ri) ≥ w∆
(
−
N∑
i=1
φ(µ)p (ri)ai
)
≥ w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
.
Equation (4.3) therefore gives: if r ∈ Rp(β) and (1− p
a)r ∈ NN , then
(4.5) wp(r) ≥
p− 1
a
a−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
.
Note that the right-hand side of (4.5) is independent of the choice of a: if e is
the smallest positive integer such that −β(e) + ZA = −β + ZA, then e divides a
and one has
a−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
=
a
e
e−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
.
Equation (4.5) now shows that
wp(r) ≥
p− 1
e
e−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
for all r ∈ Rp(β), which establishes the following result.
Theorem 4.6. With the above notation, we have
wp(Rp(β)) ≥
p− 1
e
e−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
.
The following corollary is now an immediate consequence of Theorem 1.5.
Corollary 4.7. If v ∈ Rp(β) satisfies
(4.8) wp(v) =
p− 1
e
e−1∑
µ=0
w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
,
then the series Φv,pi(λ) has p-integral coefficients.
We make Corollary 4.7 more precise. Let v ∈ Rp(β) with (1 − p
a)v ∈ NN . Set
βµ =
N∑
i=1
φ(µ)p (vi)ai.
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Then −βµ ∈ −β
(µ) + ZA, so
−
N∑
i=1
φ(µ)p (vi) ≥ w∆(−βµ) ≥ w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
,
where the first inequality follows from (4.1). It follows from (4.3) that (4.8) can
hold only when
−
N∑
i=1
φ(µ)p (vi) = w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
for µ = 0, 1, . . . , a− 1.
Corollary 4.9. Let v ∈ Rp(β) satisfy (1− p
a)v ∈ NN . If
(4.10) −
N∑
i=1
φ(µ)p (vi) = w∆
(
σ◦−β ∩ (−β
(µ) + ZA)
)
for µ = 0, 1, . . . , a− 1, then the series Φv,pi(λ) has p-integral coefficients.
Let D ∈ N satisfy Dv ∈ ZN . Note that, except for the factor (p− 1), the right-
hand side of (4.8) is independent of p. And by Proposition 3.2 the right-hand side
of (4.3), except for the factor (1 − p), depends only on p (mod D). We thus have
the following result.
Proposition 4.11. When (4.8) holds for one prime p, it also holds for all primes
congruent to p modulo D. In this case, the series Φv,pi′(λ) has p
′-integral coefficients
for all primes p′ congruent to p modulo D (where ordp′ π
′ = 1/(p′ − 1)).
5. Classical hypergeometric series
To illustrate the information contained in Corollary 4.9, we derive an integrality
condition for certain classical hypergeometric series. For z ∈ C, k ∈ N, we use the
Pochhammer notation (z)k for the increasing factorial (z)k = z(z+1) · · · (z+k−1).
Let cjs, dks ∈ N, 1 ≤ j ≤ J , 1 ≤ k ≤ K, 1 ≤ s ≤ r, and let
Cj(x1, . . . , xr) =
r∑
s=1
cjsxs,(5.1)
Dk(x1, . . . , xr) =
r∑
s=1
dksxs.(5.2)
To avoid trivial cases, we assume that no Cj or Dk is identically zero. We also
assume that for each s, some cjs 6= 0 or some dks 6= 0, i. e., each variable xs
appears in some Cj or Dk with nonzero coefficient. We make the hypothesis that
(5.3)
J∑
j=1
Cj(x1, . . . , xr) =
K∑
k=1
Dk(x1, . . . , xr),
i. e.,
(5.4)
J∑
j=1
cjs =
K∑
k=1
dks for s = 1, . . . , r.
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Let Θ = (θ1, . . . , θJ) and Σ = (σ1, . . . , σK) be sequences of p-integral rational
numbers in the interval (0, 1]. Consider the series
(5.5) F (t1, . . . , tr) =
∞∑
m1,...,mr=0
(θ1)C1(m) · · · (θJ )CJ (m)
(σ1)D1(m) · · · (σK)DK(m)
tm11 · · · t
mr
r .
These series are all A-hypergeometric (see [3]) and include, for example, the four r-
variable Lauricella series FA, FB , FC , FD. For a nonnegative integer µ and a positive
integer h that does not divide the denominator of any θj or σk we put
ψ
(µ)
h (Θ) = (ψ
(µ)
h (θ1), . . . , ψ
(µ)
h (θJ)) and ψ
(µ)
h (Σ) = (ψ
(µ)
h (σ1), . . . , ψ
(µ)
h (σK)).
We will apply Corollary 4.9 to obtain a condition for F (t) to have p-integral coef-
ficients. Define a step function on Rr (analogous to that of Landau[11])
ξ(Θ,Σ;x1, . . . , xr) =
J∑
j=1
⌊1− θj + Cj(x1, . . . , xr)⌋ −
K∑
k=1
⌊1− σk +Dk(x1, . . . , xr)⌋.
Theorem 5.6. Let D be a positive integer such that Dθj , Dσk ∈ N for all j, k. Let
h be a positive integer prime to D and choose a such that ha ≡ 1 (mod D). The
series (5.5) has p-integral coefficients for all primes p ≡ h (mod D) if
ξ
(
ψ
(µ)
h (Θ), ψ
(µ)
h (Σ);x1, . . . , xr
)
≥ 0
for µ = 0, 1, . . . , a− 1 and all x1, . . . , xr ∈ [0, 1).
Corollary 5.7. If the hypothesis of Theorem 5.6 is satisfied for positive integers
h1, . . . , hϕ(D) representing all the residue classes modulo D that are prime to D,
then F (t) has p-integral coefficients for all primes p not dividing D.
Remark. It follows from the proof of Delaygue-Rivoal-Roques[7, Proposition 1]
that when the hypothesis of Corollary 5.7 is satisfied there exist positive integers
b1, . . . , bm such that F (b1t1, . . . , bmtm) has integral coefficients.
We do not know whether the converse of Corollary 5.7 is true, but it does hold
in some special cases. When θj = 1 for all j and σk = 1 for all k, the coefficients
of F (t) are ratios of products of factorials and one may take a = 1. In this case
Theorem 5.6 reduces to one direction of a result of Landau[11], who also proved
the converse. The converse of Corollary 5.7 holds as well in the one-variable case
when J = K and
(5.8) F (t) =
∞∑
m=0
(θ1)m · · · (θJ)m
(σ1)m · · · (σJ )m
tm
by a theorem of Christol[5] (see also the discussion in [7]).
Beukers and Heckman[4, Theorem 4.8] have characterized those series (5.8) that
are algebraic functions. It follows from their characterization that when (5.8) is an
algebraic function the hypothesis of Corollary 5.7 is satisfied, so the coefficients of
(5.8) are p-integral for all primes p not dividing D. Using Theorem 1.5, we show
later (Proposition 7.5) that the same conclusion holds more generally for the series
(1.3) when it is an algebraic function.
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The A-hypergeometric system associated to the series (5.5) is the one introduced
in [3]. Put n = r+ J +K. Let a1, . . . , an be the standard unit basis vectors in R
n
and for s = 1, . . . , r let
an+s = (0, . . . , 0, 1, 0, . . . , 0, c1s, . . . , cJs,−d1s, . . . ,−dKs),
where the first r coordinates have a 1 in the s-th position and zeros elsewhere. Our
hypothesis that some cjs or some dks is nonzero implies that a1, . . . , an+r are all
distinct. Put N = n + r and let A = {ai}
N
i=1 ⊆ Z
n. Let ∆ be the convex hull of
A∪{0}. Under (5.4) the elements of the set A all lie on the hyperplane
∑n
i=1 ui = 1
in Rn, so the weight function w∆ of (4.1) is given by
(5.9) w∆(γ1, . . . , γn) =
n∑
i=1
γi.
We choose
v = (−1, . . . ,−1,−θ1, . . . ,−θJ , σ1 − 1, . . . , σK − 1, 0, . . . , 0) ∈ Q
N ,
where −1 and 0 are repeated r times, so that
β =
N∑
i=1
viai = (−1, . . . ,−1,−θ1, . . . ,−θJ , σ1 − 1, . . . , σK − 1) ∈ R
n.
As noted in [3] one has
(5.10) L = {l = (−m1, . . . ,−mr,−C1(m), . . . ,−CJ (m),
D1(m), . . . , DK(m),m1, . . . ,mr) | m = (m1, . . . ,mr) ∈ Z
r}
and
(5.11) Lv = {l = (−m1, . . . ,−mr,−C1(m), . . . ,−CJ(m),
D1(m), . . . , DK(m),m1, . . . ,mr) | m = (m1, . . . ,mr) ∈ N
r}.
After a calculation one sees that the series (1.3) is
(5.12) Φv(λ) =
(λ1 · · ·λr+J)
−1
∞∑
m1,...,mr=0
J∏
j=1
(θj)Cj(m)
K∏
k=1
(σk)Dk(m)
K∏
k=1
λ
Dk(m)
r+J+k
r∏
s=1
λmsn+s
r∏
s=1
(−λs)
ms
J∏
j=1
(−λr+j)
Cj(m)
.
Furthermore, the hypothesis (5.4) implies that we are in the nonconfluent case, so
there is no normalizing factor of π to include. We can thus apply Corollary 4.9 to
get an integrality condition for the series (5.12) and hence an integrality condition
for the series (5.5).
Using Lemma 3.1 and the definition of v, we see that the left-hand side of (4.10)
is given by
(5.13) r +
J∑
j=1
ψ(µ)p (θj) +
K∑
k=1
ψ(µ)p (1− σk).
Theorem 5.6 then follows from Corollary 4.9, Proposition 3.2, and the following
proposition. Note that ZA = Zn in this case.
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Proposition 5.14. For each µ one has
(5.15) w∆
(
σ◦−β ∩ (−β
(µ) + Zn)
)
= r +
J∑
j=1
ψ(µ)p (θj) +
K∑
k=1
ψ(µ)p (1− σk)
if and only if
(5.16) ξ
(
ψ(µ)p (Θ), ψ
(µ)
p (Σ);x1, . . . , xr
)
≥ 0 for all x1, . . . , xr ∈ [0, 1).
Proof. It suffices to prove this when µ = 0, the other cases being analogous in view
of Lemma 3.1. By (5.9) w∆(−β) equals the right-hand side of (5.15) when µ = 0,
so we are reduced to proving that
(5.17) w∆
(
σ◦−β ∩ (−β + Z
n)
)
= w∆(−β)
if and only if
(5.18)
J∑
j=1
⌊1− θj + Cj(x1, . . . , xr)⌋ −
K∑
k=1
⌊1− σk +Dk(x1, . . . , xr)⌋ ≥ 0
for all x1, . . . , xr ∈ [0, 1).
The set A and the associated polytope ∆ and cone C(∆) were discussed in [3].
Since θj > 0 for all j, it follows from [3, Lemma 2.5] that −β is an interior point
of C(∆), hence σ◦−β = C(∆)
◦, the interior of C(∆). Equation (5.17) thus becomes
w∆
(
C(∆)◦ ∩ (−β + Zn)
)
= w∆(−β).
Fix u ∈ Zn such that −β + u is an interior point of C(∆) with
(5.19) w∆(−β + u) = w∆
(
C(∆)◦ ∩ (−β + Zn)
)
.
Then (5.17) is equivalent to
w∆(−β + u) = w∆(−β).
The inequality w∆(−β + u) ≤ w∆(−β) is trivial from (5.19), so we are reduced to
showing that the inequality
w∆(−β + u) ≥ w∆(−β)
holds if and only if (5.18) holds for all x1, . . . , xr ∈ [0, 1). By (5.9) we have
w∆(−β + u) = w∆(−β) +
n∑
i=1
ui,
so this is equivalent to showing that, for u satisfying (5.19),
(5.20)
n∑
i=1
ui ≥ 0
if and only if (5.18) holds for all x1, . . . , xr ∈ [0, 1).
By [3, Lemma 2.4] we may write
(5.21) − β + u =
N∑
i=1
ziai
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with zi ≥ 0 for all i and zi > 0 for i = 1, . . . , r+J . Note that since the coordinates
of each ai sum to 1, Equation (5.9) implies that
(5.22) w∆(−β + u) =
N∑
i=1
zi.
We must have zi ≤ 1 for all i. For if some zi0 > 1, then
(5.23) − β + u− ai0 = (zi0 − 1)ai0 +
N∑
i=1
i6=i0
ziai
is an element of −β + Zn interior to C(∆) since every ai with > 0 coefficient in
(5.21) occurs with > 0 coefficient in (5.23). But w∆(−β + u− ai0) < w∆(−β + u)
by (5.22), contradicting (5.19).
We claim that zi < 1 for i = r + J + l, l = 1, . . . , N . If zi0 = 1 for some
i0 ∈ {r + J + 1, . . . , N}, then (5.23) becomes
−β + u− ai0 =
N∑
i=1
i6=i0
ziai.
But since zi > 0 for i = 1, . . . , r+J , the point −β+u−ai0 is an element of −β+Z
n
interior to C(∆) by [3, Lemma 2.5], and again w∆(−β + u − ai0) < w∆(−β + u),
contradicting (5.19).
We have proved that in the representation (5.21) one has
(5.24) zi ∈ (0, 1] for i = 1, . . . , r + J
and
(5.25) zi ∈ [0, 1) for i = r + J + 1, . . . , N .
We now examine (5.21) coordinatewise. For s = 1, . . . , r we have
(5.26) 1 + us = zs + zn+s.
By (5.24) and (5.25) we have zs ∈ (0, 1] and zn+s ∈ [0, 1). Since us ∈ Z, Equa-
tion (5.26) implies
(5.27) us = 0 for s = 1, . . . , r
and
(5.28) zs = 1− zn+s for s = 1, . . . , r.
For j = 1, . . . , J we have
(5.29) θj + ur+j = zr+j + Cj(zn+1, . . . , zn+r).
Since ur+j ∈ Z and zr+j ∈ (0, 1] we have
(5.30) zr+j = 1 +
⌊
− θj + Cj(zn+1, . . . , zn+r)
⌋
−
(
− θj + Cj(zn+1, . . . , zn+r)
)
for j = 1, . . . , J , which implies by (5.29)
(5.31) ur+j = 1+
⌊
− θj + Cj(zn+1, . . . , zn+r)
⌋
for j = 1, . . . , J .
For k = 1, . . . ,K we have
(5.32) 1− σk + ur+J+k = zr+J+k −Dk(zn+1, . . . , zn+r).
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Since ur+J+k ∈ Z and zr+J+k ∈ [0, 1) we have
(5.33) zr+J+k = 1− σk +Dk(zn+1, . . . , zn+r)−
⌊
1− σk +Dk(zn+1, . . . , zn+r)
⌋
for k = 1, . . . ,K, which implies by (5.32)
(5.34) ur+J+k = −
⌊
1− σk +Dk(zn+1, . . . , zn+r)
⌋
for k = 1, . . . ,K.
Adding (5.27), (5.31), and (5.34) gives
(5.35)
n∑
i=1
ui =
J∑
j=1
⌊
1− θj + Cj(zn+1, . . . , zn+r)
⌋
−
K∑
k=1
⌊
1− σk +Dk(zn+1, . . . , zn+r)
⌋
.
This shows that if (5.18) holds for all x1, . . . , xr ∈ [0, 1), then (5.20) holds.
The argument can be reversed to show that (5.20) implies (5.18). If there exist
x1, . . . , xr ∈ [0, 1) for which (5.18) fails, define zn+s = xs for s = 1, . . . , r, define zs
for s = 1, . . . , r by (5.28), define zr+j for j = 1, . . . , J by (5.30), and define zr+J+k
for k = 1, . . . ,K by (5.33). The right-hand side of Equation (5.21) then defines an
element of C(∆). It equals the left-hand side of (5.21) with u given by Equations
(5.27), (5.31), and (5.34), so it is also an element of −β + Zn. Furthermore, (5.35)
holds, so if (5.18) fails, then (5.20) fails also. 
The argument above closely follows the proof of [3, Theorem 2.1(a)]. One can
also derive an analogue of [3, Theorem 2.1(b)] by following that proof. Define
D(Θ,Σ) ⊆ [0, 1)r to be the subset where
1− θj + Cj(x1, . . . , xr) ≥ 1 for some j
or
1− σk +Dk(x1, . . . , xr) ≥ 1 for some k.
Clearly ξ(Θ,Σ;x1, . . . , xr) = 0 on the complement of D(Θ,Σ).
Proposition 5.36. The point −β is the unique interior point of C(∆) satisfying
w∆(−β) = w∆
(
C(∆)◦ ∩ (−β + Zn)
)
if and only if ξ(Θ,Σ;x1, . . . , xr) ≥ 1 for all x ∈ D(Θ,Σ).
6. Integral coefficients
Corollary 4.9 leads to a simple condition for the series Φv(λ) to have integral
coefficients. We suppose that we are in the nonconfluent case, so the set A lies
on a hyperplane h(u) = 1 in Rn and there is no normalizing factor of π. We also
suppose that the coordinates of v equal either 0 or −1, say,
v = (−1, . . . ,−1, 0, . . . , 0)
where −1 is repeated M times and 0 is repeated N −M times. We then have
Lv = {l = (l1, . . . , lN) ∈ L | li ≤ 0 for i = 1, . . . ,M
and lj ≥ 0 for j =M + 1, . . . , N}.
The series (1.3) becomes
(6.1) Φv(λ) = (λ1 · · ·λM )
−1
∑
l∈Lv
(−1)
∑
M
i=1 li
∏M
i=1(−li)!∏N
j=M+1 lj !
λl.
ON INTEGRALITY PROPERTIES OF HYPERGEOMETRIC SERIES 15
In this case we have β = −
∑M
i=1 ai ∈ ZA and Equation (4.10) becomes
(6.2) M = w∆
(
σ◦−β ∩ ZA
)
.
Since h(ai) = 1 for i = 1, . . . , N , it follows from (4.1) that w∆(γ) = h(γ) for
γ ∈ C(∆). In particular, w∆(−β) =M . Equation (6.2) thus asserts that on the set
σ◦−β∩ZA, the function w∆(= h) assumes its minimum value at the point −β. Since
v lies in Rp(β) for all primes p, we can apply Corollary 4.9 to obtain the following
conclusion.
Theorem 6.3. With the above notation, if w∆
(
σ◦−β ∩ ZA
)
= M , then the series
(6.1) has integral coefficients.
Example. Let
(6.4) fλ =
N∑
i=1
λjx
bj ∈ K[λ1, . . . , λN ][x0, . . . , xn]
be a homogeneous polynomial of degree d, where λ1, . . . , λN are indeterminates
and K is a field. Put aj = (bj , 1) and let A = {ai}
N
i=1 ⊆ Z
n+2. We make the
hypothesis that d divides n+1, say, n+1 = de. Note that this generalizes the case
of Calabi-Yau hypersurfaces in Pn where d = n+ 1. The points of A all lie on the
hyperplane
∑n
i=0 ui = dun+1 in R
n+2. We suppose also that there exist monomials
xb1 , . . . , xbe such that
xb1 · · ·xbe = x0 · · ·xn.
Take β = (−1, . . . ,−1,−e). Then −β is the unique point of σ◦−β ∩ ZA where w∆
assumes its minimum value, namely, w∆(−β) = e. Set
v = (−1, . . . ,−1, 0, . . . , 0),
where −1 is repeated e times and 0 is repeated N − e times. Then
N∑
i=1
viai = −a1 − · · · − ae = (−1, . . . ,−1,−e) = β.
Since (6.2) holds in this case (with M = e), Theorem 6.3 implies that the resulting
series (6.1) has integral coefficients. In [2], we used this fact to give a p-adic analytic
formula for the (unique) reciprocal root of the zeta function of fλ = 0 of minimal
p-divisibility when K is a finite field.
7. Unboundedness of hypergeometric series
Let Φv,pi(λ) be as in (1.4). If this series does not have p-integral coefficients, then
by Theorem 1.5 there exists v′ ∈ Rp(β) for which wp(v
′) < wp(v). Equation (4.3)
then implies that if (1− pa)v, (1− pa)v′ ∈ NN , then
(7.1)
a−1∑
µ=0
N∑
i=1
φ(µ)p (v
′
i) <
a−1∑
µ=0
N∑
i=1
φ(µ)p (vi).
Proposition 7.2. Let v, v′ ∈ Rp(β) with wp(v
′) < wp(v) and let D be a positive
integer such that Dv,Dv′ ∈ NN . Let p′ be any prime such that p′ ≡ p (mod D)
and let π′ satisfy ordp′ π
′ = 1/(p′ − 1). Then the series Φv,pi′(λ) does not have
p′-integral coefficients and is p′-adically unbounded.
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Proof. Since p ≡ p′ (mod D) we have (1− (p′)a)v, (1− (p′)a)v′ ∈ NN . By (7.1) and
Proposition 3.2
a−1∑
µ=0
N∑
i=1
φ
(µ)
p′ (v
′
i) <
a−1∑
µ=0
N∑
i=1
φ
(µ)
p′ (vi).
Equation (4.3) then implies that wp′(v
′) < wp′(v), so the assertion of the proposition
follows from Theorem 1.5. 
Since there are infinitely many primes p′ such that p′ ≡ p (mod D), we get the
following corollary.
Corollary 7.3. If the series Φv,pi(λ) does not have p-integral coefficients, then there
are infinitely many primes p′ for which the series Φv,pi′(λ) does not have p
′-integral
coefficients and is p′-adically unbounded.
In the nonconfluent case, this corollary gives the following result.
Corollary 7.4. If the series Φv(λ) of (1.3) has p-integral coefficients for all but
finitely many primes p, then it has p-integral coefficients for all primes p for which
v is p-integral.
We apply this corollary to the case of hypergeometric series which are also alge-
braic functions.
Proposition 7.5. Suppose that Φv(λ) is algebraic over Q(λ) and the set Lv lies in
a cone in RN with vertex at the origin. Then Φv(λ) has p-integral coefficients for
all primes p for which v is p-integral.
Proof. By the multivariable version of Eisenstein’s theorem on algebraic functions
(see Sibuya-Sperber[14, Theorem 37.2] and the remark below), there exist positive
integers b0, b1, . . . , bN such that the series b0Φv(b1λ1, . . . , bNλN ) has integral coef-
ficients. This implies that Φv(λ) has p-integral coefficients for all but finitely many
primes. The assertion of the proposition then follows from Corollary 7.4. 
Remark. Since the reference [14] seems not to be readily available, we include
a proof of the multivariable version of Eisenstein’s Theorem in the next section.
Example. Proposition 7.5 implies that if the series F (t1, . . . , tr) defined in (5.5)
is an algebraic function, then its coefficients are p-integral for all primes p for which
all θj and σk are p-integral. In particular, if θj = 1 and σk = 1 for all j and k
(so that the coefficients of F (t1, . . . , tr) are ratios of products of factorials) then
these coefficients are integers. When r = 1, this observation is due to Rodriguez-
Villegas[12].
8. Multivariable Eisenstein’s Theorem
The notation of this section is independent of the rest of the paper. We leave
it to the reader to prove (for example, by induction on n) that if C is a cone in
Rn generated by vectors in Zn and with a vertex at the origin, then there exists a
basis E for Zn such that every element of C is a linear combination of elements of
E with nonnegative coefficients. This implies that the Q-algebra of formal power
series of the form ∑
u∈Zn∩C
cuX
u, cu ∈ Q,
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is a Q-subalgebra of a power series ring isomorphic to Q[[X1, . . . , Xn]]. Thus for
the version of Eisenstein’s theorem used in the proof of Proposition 7.5, it suffices
to prove it for Q[[X1, . . . , Xn]].
We recapitulate an old result of Sibuya-Sperber[14] which gives an analogue in
the setting of several variables of Eisenstein’s classical one-variable result giving
necessary conditions on the coefficients of a power series g(X) ∈ Q[[X ]] in order
for it to be an algebraic function over Q(X). This argument is taken entirely from
the account in [14]. We repeat it here for convenience since the original publication
may not be easily accessible.
We will proceed more generally and prove the following multivariable analogue
of Eisenstein as a corollary.
Theorem 8.1. Let g(X1, . . . , Xn) =
∑
|α|≥0C(α)X
α ∈ Q[[X1, . . . , Xn]] be alge-
braic over Q(X1, . . . , Xn). Then there exists a positive integer N such that
(8.2) N |α|C(α) ∈ Z
for all α with |α| > 0.
This result is an easy consequence of the following somewhat stronger result.
Theorem 8.3. Let A be a commutative integral domain with identity of character-
istic zero and let K be its field of fractions. Let f(X) =
∑∞
m=0 cmX
m ∈ K[[X ]] be
algebraic over K(X). Then there exist positive integers M and M ′ with M ≥ M ′
such that the power series
f˜(X) =
∞∑
m=M+1
cmX
m−M ′
satisfies an equation of the form
ρf˜(X) = XF0(X, f˜),
where ρ ∈ A and F0 ∈ A[X,Z].
Before turning to the proof of Theorem 8.3 we show how Theorem 8.1 follows
from Theorem 8.3.
Proof of Theorem 8.1. Let g(X1, . . . , Xn) be as in the statement of Theorem 8.1.
Let {t, Y1, . . . , Yn} be a collection of n+ 1 variables and set
f(t, Y1, . . . , Yn) = g(tY1, . . . , tYn) =
∞∑
m=0
c˜mt
m,
where c˜m =
∑
|α|=mC(α)Y
α. Since we assume g to be algebraic over the field
Q(X1, . . . , Xn) it follows that f is algebraic over Q(t, Y1, . . . , Yn). To apply Theo-
rem 8.3, we take A = Z[Y1, . . . , Yn] with field of fractions K = Q(Y1, . . . , Yn). Then
according to Theorem 8.3 there are positive integersM and M ′ with M ≥M ′ such
that f˜(t) =
∑∞
m=M+1 c˜mt
m−M ′ satisfies
(8.4) ρf˜(t) = tF0(t, f˜),
where ρ ∈ Z[Y1, . . . , Yn] and F0 ∈ Z[Y1, . . . , Yn][t, Z]. We rewrite f˜ =
∑∞
m=0 γmt
m,
(so γm = c˜m+M ′ for m ≥ M + 1 −M
′ and γm = 0 for m = 0, . . . ,M −M
′) and
F0(t, f˜) =
∑
(j,h)∈J µj,ht
j f˜h with γm ∈ Q[Y1, . . . , Yn], J a finite subset of N
2, and
µj,h ∈ Z[Y1, . . . , Yn].
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The first possibly nonzero coefficient of f˜ is γM+1−M ′ , and from (8.4) we compute
ργM+1−M ′ = µM−M ′,0 ∈ Z[Y1, . . . , Yn].
For general m, identifying coefficients of tm in Equation (8.4) and multiplying by
ρm−1 gives the recursions
ρmγm =
∑
(j,h)∈J
σ1+···+σh=m−1−j
µj,hρ
j(ρσ1γσ1)(ρ
σ2γσ2) · · · (ρ
σhγσh).
This implies by induction on m that ρmγm ∈ Z[Y1, . . . , Yn] for all m > 0.
We write ρ = τ ρˆ, where ρˆ ∈ Z[Y1, . . . , Yn] has Gauss content equal to 1 and
τ ∈ Z. Also for each m we write γm = νmγˆm with γˆm ∈ Z[Y1, . . . , Yn] having
Gauss content equal to 1 and νm ∈ Q. Clearly then by unique factorization in
Z[Y1, . . . , Yn] we have τ
mνm ∈ Z. Thus τ
m clears denominators for γm = c˜m+M ′
for m ≥ M + 1 −M ′, so taking provisionally N = τ in (8.2) above we see that
(8.2) holds for all α with |α| ≥M + 1. Multiplying N by a suitable factor to clear
denominators in the coefficients of the lower degree terms completes the proof. 
Proof of Theorem 8.3. We are given that Z = f satisfies a non-trivial polynomial
equation F (X,Z) = 0 where F is a polynomial in X and Z with coefficients in K.
We fix a choice of F of minimal degree in Z. If we put FZ = ∂F/∂Z, then clearly
FZ(X, f) 6= 0. We may write
FZ(X, f(X)) = X
µφ(X),
where µ ∈ N and φ(0) 6= 0. Set M = 2µ + 1 and M ′ = µ + 1. Let fM (X) =∑M
m=0 cmX
m. Since M > µ, we may write
FZ(X, fM (X)) = X
µφM (X),
where φM (X) ∈ K[X ] and φM (0) 6= 0. Also, since F (X, f(X)) = 0 and f ≡ fM
(mod XM+1), we have F (X, fM (X)) = X
M+1ψM (X), where ψM (X) ∈ K[X ].
From the Taylor series we get
F (X, fM (X) +W ) = F (X, fM (X)) + FZ(X, fM (X))W +W
2GM (X,W )
with GM ∈ K[X,W ]. But then for f˜ defined as in Theorem 8.3,
F (X, fM (X) +X
M ′ f˜) =
XM+1ψM (X) +X
µ+M ′φM (X)f˜ +X
2M ′ f˜2GM (X,X
M ′ f˜).
Since f = fM (X) +X
M ′ f˜ , multiplying throughout by X−(µ+M
′) gives
0 = X−(µ+M
′)F (X, fM +X
M ′ f˜)
= φM (X)f˜ +X
M+1−µ−M ′ψM (X) +X
M ′−µf˜2GM (X,X
M ′ f˜)
= φM (0)f˜ +X
(
X−1(φM (X)− φM (0))f˜ +X
M−µ−M ′ψM (X)
+XM
′−µ−1f˜2GM (X,X
M ′ f˜)
)
.
It follows then that
(8.5) φM (0)f˜ = XF1(X, f˜)
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with (using the definitions of M and M ′ above)
F1(X,Z) = −
(
X−1(φM (X)− φM (0))Z + ψM (X) + Z
2GM (X,X
µ+1Z)
)
.
This shows that F1 ∈ K[X,Z]. Multiplying by a suitable element of A to clear
fractions on both sides of (8.5) gives Theorem 8.3. 
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