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One of the most important and interesting problems in the the-
ories of equilibrium problems and variational inequalities is to
develop the methods which give efﬁcient and implementable
algorithms for solving equilibrium problems and variational
inequalities. These methods include projection method and
its variant forms, linear approximation, descent and Newton’s
methods, and the method based on auxiliary principle
technique.
It is well known that the projection method and its variants
cannot be extended for mixed equilibrium problems involvingnon-differentiable term. To overcome this drawback, one uses
usually the auxiliary principle technique. This technique deals
with ﬁnding a suitable auxiliary problem and prove that the
solution of an auxiliary problem is the solution of original
problem by using ﬁxed-point approach which was used by
[1]. Recent work in [2–8], is an extension of this technique to
suggest and analyze a number of iterative methods for solving
various classes of variational inequalities and equilibrium
problems.
Motivated by recent work going in this direction, in this
paper, we extend auxiliary principle technique to a generalized
mixed equilibrium problem (for short, GMEP) in Hilbert
space. We prove existence of the unique solution of an auxil-
iary problem related to GMEP, which enable us to construct
an algorithm for ﬁnding the approximate solution of GMEP.
Further we prove that the approximate solution is strongly
convergent to the unique solution of GMEP. The algorithms
and results of this paper are new and different from the algo-
rithms and results of [5]. The results presented here generalize
the techniques and results of [2,3].
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Let H be a real Hilbert space whose inner product and norm
are denoted by h:; :i and k:k, respectively, and let K be non-
empty, closed and convex subset of H. Given the single-valued
mappings T;S : H ! H;N; g : HH ! H and a bifunction
f : HH ! R such that fðx; xÞ ¼ 08x 2 H, then we consider
the generalized mixed equilibrium problem (GMEP) of ﬁnding
x 2 K such that
fðx; yÞ þ hNðTx;SxÞ; gðy; xÞi þ bðx; yÞ  bðx; xÞP 0; 8y 2 K;
ð2:1Þ
where the bifunction b : HH ! R, which is not necessarily
differentiable, satisﬁes the following properties:
(i) b is linear in the ﬁrst argument;
(ii) b is bounded, that is, there exists a constant c > 0 such
that bðx; yÞ 6 cjjxjjjjyjj; 8x; y 2 H ;
(iii) bðx; yÞ  bðx; zÞ 6 bðx; y  zÞ; 8x; y; z 2 H ;
(iv) b is convex in the second argument.
Some special cases:
(I) If NðTx; SxÞ ¼ BðxÞ; bðx; yÞ ¼ 0 and gðy; xÞ ¼ y  x 8x; y
2 K, where B : K ! K, then GMEP (2.1) reduces to
the mixed equilibrium problem of ﬁnding x 2 K such
that
fðx; yÞ þ hBx; y xiP 0; 8y 2 K; ð2:2Þ
which has been studied in [9].
(II) If f ðx; yÞ ¼ 0; bðx; yÞ ¼ 0 and NðTx; SxÞ ¼ BðxÞ 8x; y 2 K,
where B : K ! K, then GMEP (2.1) reduces to the vari-
ational-like inequality problem of ﬁnding x 2 K such
that
hBx; gðy; xÞiP 0; 8y 2 K: ð2:3Þ
This problem has been studied in [10].
(III) If NðTx; SxÞ ¼ 0 8x 2 K, then GMEP (2.1) reduces to the
generalized equilibrium problem of ﬁnding x 2 K such
that
fðx; yÞ þ bðx; yÞ  bðx; xÞP 0; 8y 2 K: ð2:4Þ
This problem has been studied in [5].
(IV) If, in (III), bðx; yÞ ¼ 0 8x; y 2 K, thenGMEP (2.1) reduces
to the equilibrium problem of ﬁnding x 2 K such that
fðx; yÞP 0; 8y 2 K: ð2:5Þ
This problem has been studied in [11].
(V) If NðTx; SxÞ ¼ BðxÞ; bðx; yÞ ¼ /ðyÞ  /ðxÞ 8x; y 2 K,
where / : K ! R and f ðx; yÞ ¼ 08x; y 2 K, then GMEP
(2.1) reduces to the problem of ﬁnding x 2 K such that
hBx; gðy; xÞi þ /ðyÞ  /ðxÞP 0; 8y 2 K: ð2:6Þ
This problem has been studied in [12] in Rn.
(VI) If, in (V), gðy; xÞ ¼ y  x 8x; y 2 K, then GMEP (2.1)
reduces to the variational inequality problem of ﬁnding
x 2 K such that
hBx; y xi þ /ðyÞ  /ðxÞP 0; 8y 2 K: ð2:7Þ
This problem has been studied in [13].3. Auxiliary problem and existence of solutions
First related to GMEP (2.1), we consider the auxiliary problem
and then establish an existence theorem for the auxiliary
problem:
Auxiliary problem (AP). Given x 2 K, ﬁnd z 2 K such that
qfðz; yÞ þ hAz Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0; 8y 2 K; ð3:1Þ
where q > 0 is a constant and A : K! H is not necessarily
a linear mapping.
We observe that if z ¼ x, clearly z is a solution of GMEP
(2.1).
Now, we give the following deﬁnitions and concepts.
Deﬁnition 3.1 14. Let K be a subset of a topological vector
space X. A set-valued mapping T : K ! 2X is called Knaster–
Kuratowski–Mazurkiewieg mapping (KKM mapping), if for
each nonempty ﬁnite subset fx1; x2; . . . ; xng  K, we have
Cofx1; . . . ; xng 
Sn
i¼1TðxiÞ.
Lemma 3.1 [14]. Let K be a subset of a topological vector space
X and let T : K ! 2X be a KKM mapping. If for each
x 2 K;TðxÞ is closed and for atleast one x 2 K;TðxÞ is compact,
then
\
x2K
TðxÞ–;:
Deﬁnition 3.2. Let f : K K! R;N : HH ! H;T;S : K !
K and g : HH ! H. Then:
(a) T is said to be a-strongly monotone if there exists a con-
stant a> 0 such that
fðx; yÞ þ fðy; xÞ þ akx yk2  0; 8x; y 2 H;
(b) g is said to be d-Lipschitz continuous if there exists a con-
stant d > 0 such that
kgðx; yÞk 6 dkx yk; 8x; y 2 H;
(c) A is said to be s-strongly g-monotone if there exists a
constant s > 0 such that
hAx Ay; gðx; yÞiP skx yk2; 8x; y 2 H;
(d) N is said to be -strongly mixed g-monotone with respect
to T and S, if there exists a constant  > 0 such that
hNðTx;SxÞ NðTy;SyÞ; gðx; yÞiP kx yk2; 8x; y 2 H;
(e) N is said to be ðb1; b2Þ-Lipschitz continuous if there exist
constants b1; b2 > 0 such that
kNðx1; y1Þ Nðx2; y2Þk 6 b1kx1  x2k þ b2ky1  y2k;
8x1; x2; y1; y2 2 H;
(f) f and A are said to be simultaneously hemicontinuous if
for k 2 ½0; 1; yk :¼ ky þ ð1 kÞz; y; z 2 K, we have
fðyk; pÞ þ hAðykÞ; pi!Fðz; pÞ þ hAðzÞ; pi
as k ! 0þ for any p 2 K.
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H. Let g : K K! K be afﬁne in the ﬁrst argument and contin-
uous in the second argument such that gðy; xÞ þ gðx; yÞ ¼
08x; y 2 K; let b : K K! R be convex in the second argument
and continuous; let f : K K! R be convex and lower semicon-
tinuous in the second argument and fðx; xÞ ¼ 08x 2 K; let
A : K ! H be g-monotone and let f and A be simultaneously
hemicontinuous. If there exists a nonempty compact subset D
of H and z0 2 D \ K such that for any z 2 K nD, we have
 qfðz0; zÞ þ hAz0  Axþ qNðTx;SxÞ; gðz0; zÞi
þ q½bðx; z0Þ  bðx; zÞ < 0; ð3:2Þ
for given x 2 K. Then AP (3.1) has a solution. Moreover, in
addition, if A is s-strongly g-monotone then the solution is
unique.
Proof. Deﬁne the set-valued mappings P;Q : K ! 2K as
PðyÞ ¼ fz 2 K : qfðz; yÞ þ hAz Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0g; ð3:3Þ
and
QðyÞ ¼ fz 2 K : qfðy; zÞ þ hAy Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0g; ð3:4Þ
for y 2 K, respectively.
We claim that P is a KKM-mapping. Indeed, let
fz1; z2; . . . ; zmg be a ﬁnite subset of K and let
ki P 0; 1 6 i 6 m with
Pm
i¼1ki ¼ 1. Suppose that
z ¼Pmi¼1kizi R Smi¼1PðziÞ. Then
qfðz; ziÞ þ hAz Axþ qNðTx;SxÞ; gðzi; zÞi
þ q½bðx; ziÞ  bðx; zÞ < 0; 8i:
Since f and b is convex in the second argument and g is
afﬁne in the ﬁrst argument, using above inequality we have
0 ¼ qfðz; zÞ þ hAz Axþ qNðTx;SxÞ; gðz; zÞi
þ q½bðx; zÞ  bðx; zÞ ¼ qf z;
Xm
i¼1
kizi
 !
þ hAz Axþ qNðTx;SxÞ; g
Xm
i¼1
kizi; z
 !
iq
b x;
Xm
i¼1
kizi
 !

Xm
i¼1
kibðx; zÞ
" #
6
Xm
i¼1
ki½qfðz; ziÞ þ hAz Axþ qNðTx;SxÞ; gðzi; zÞi
þ qðbðx; ziÞ  bðx; zÞÞ < 0;
which is absurd. Thus z 2 Smi¼1PðziÞ. Since z was an arbitrary
element of Cofz1; z2 . . . ; zmg, hence
Cofz1; z2 . . . ; zmg 
Sm
i¼1PðziÞ. Thus P is a KKM mapping.
Now, we claim that PðyÞ  QðyÞ for every y 2 K. Indeed, let
z 2 PðyÞ, we have
qfðz; yÞ þ hAz; gðy; zÞiP hAx qNðTx;SxÞ; gðy; zÞi
 q½bðx; yÞ  bðx; zÞ: ð3:5Þ
Since f and A are monotone, then we haveqfðy; zÞ þ hAy; gðy; zÞiP qfðz; yÞ þ hAz; gðy; zÞi: ð3:6Þ
From (3.5) and (3.6), we have
 qfðy; zÞ þ hAy Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0;
that is, z 2 QðyÞ. Thus Q is also a KKM mapping.
Since f is lower semicontinuous and g is continuous in the
second argument, and b is continuous, it follows that QðyÞ is
closed for each y 2 K.
Finally, we claim that, for z0 2 D \ K;Qðz0Þ is compact.
Indeed suppose that there exists z^ 2 Qðz0Þ such that z^ R D.
Since z0 2 D \ K and z^ 2 Qðz0Þ, we have
 qfðz0; z^Þ þ hAz0  Axþ qNðTx;SxÞ; gðz0; z^Þi
þ q½bðx; z0Þ  bðx; z^ÞP 0: ð3:7Þ
Since z^ R D, by hypothesis (3.2), we have
 qfðz0; z^Þ þ hAz0  Axþ qNðTx;SxÞ; gðz0; z^Þi
þ q½bðx; z0Þ  bðx; z^Þ < 0;
which is contradiction to (3.7). Hence Qðz0Þ  D. Since D is
compact and Qðz0Þ is closed, Qðz0Þ is compact.
Hence by Lemma 3.1, it follows that
T
z2KQðyÞ–;, that is,
there exists a z 2 K such that
 qfðy; zÞ þ hAy Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0; 8y 2 K:
Since K is convex, for any k 2 ð0; 1 and any y; z 2 K we have
yk :¼ kyþ ð1 kÞz 2 K. Hence for given x 2 K, we have
 qfðyk; zÞ þ hAyk  Axþ qNðTx;SxÞ; gðyk; zÞi
þ q½bðx; ykÞ  bðx; zÞP 0:
Since b is convex in the second argument and g is afﬁne in
the ﬁrst argument, preceding inequality reduces to
 qfðyk; zÞ þ khAyk  Axþ qNðTx;SxÞ; gðy; zÞi
þ qk½bðx; yÞ  bðx; zÞP 0;
where we have used gðz; zÞ ¼ 0.
Now, using (3.8), we have
0 ¼ qfðyk; ykÞ 6 qkfðyk; yÞ þ qð1 kÞfðyk; zÞ
6 qkfðyk; yÞ þ ð1 kÞ½khAyk  Axþ qNðTx;SxÞ; gðy; zÞi
þ qk½ðbðx; yÞ  bðx; zÞÞ
Dividing by k, we have
qkfðyk; yÞ þ ð1 kÞhAyk  Axþ qNðTx;SxÞ; gðy; zÞi
þ ð1 kÞq½bðx; yÞ  bðx; zÞP 0:
Since f and A are simultaneous hemicontinuous, then let-
ting k ! 0þ, we have
qfðz; yÞ þ hAz Axþ qNðTx;SxÞ; gðy; zÞi
þ q½bðx; yÞ  bðx; zÞP 0; 8y 2 K:
Therefore z 2 K is a solution of AP (3.1).
158 S.A. KhanUniqueness of solution Let z1 and z2 be two solutions of AP
(3.1). Then, for all y 2 K,
qfðz1; yÞ þ hAz1  Axþ qNðTx;SxÞ; gðy; z1Þi
þ q½bðx; yÞ  bðx; z1ÞP 0; ð3:9Þ
qfðz2; yÞ þ hAz2  Axþ qNðTx;SxÞ; gðy; z2Þi
þ q½bðx; yÞ  bðx; z2ÞP 0: ð3:10Þ
Taking y ¼ z2 in (3.9), y ¼ z1 in (3.10) and adding these
inequalities, we have
qðfðz1; z2Þ þ fðz2; z1ÞÞ  hAz1  Az2; gðz1; z2ÞiP 0;
since gðx; yÞ þ gðy; xÞ ¼ 0 for all x; y 2 K.
Since f is monotone and A is s-strongly g-monotone, then it
follows from preceding inequality that
skz1  z2k2 6 0:
Since s > 0, we have z1 ¼ z2. This completes the proof. h4. Algorithms and convergence analysis
Based on Theorem 3.1, we construct an algorithm for GMEP
(2.1). Further, we prove the existence of solutions for GMEP
(2.1) and discuss the convergence criteria for the sequence gen-
erated by our algorithm.
For given x0 2 K, we know from Theorem 3.1 that the AP
(3.1) has a solution, say, x1 2 K, that is,
qfðx1; yÞ þ hAx1  Ax0 þ qNðTx0;Sx0Þ; gðy; x1Þi
þ q½bðx0; yÞ  bðx0; x1ÞP 0; 8y 2 K:
By Theorem 3.1, again, for x2 2 K, AP (3.1) has a solution
x2, that is,
qfðx2; yÞ þ hAx2  Ax1 þ qNðTx1;Sx1Þ; gðy; x2Þi
þ q½bðx1; yÞ  bðx1; x2ÞP 0; 8y 2 K:
Hence by induction, we have:
Algorithm 4.1. For a given x0 2 K, compute an approximate
solution xn 2 K satisﬁes the following condition:
qFðxnþ1; yÞ þ hAxnþ1  Axn þ qNðTxn;SxnÞ; gðy; xnþ1Þi
þ q½bðxn; yÞ  bðxn; xnþ1ÞP 0 8y 2 K; n ¼ 0; 1; 2; . . . ;
ð4:1Þ
where q > 0 is a constant and A : K ! H is not necessarily a
linear mapping.
Some special cases:
(I) If gðy; xÞ ¼ y x and bðx; yÞ ¼ 0;NðTx;SxÞ ¼ BðxÞ
8x; y 2 K, where B : K! H, then Algorithm 4.1 reduces to
the following algorithm for problem (2.2).
Algorithm 4.2. For a given x0 2 K, compute an approximate
solution xn 2 K satisfy
qfðxnþ1; yÞ þ hAxnþ1  Axn þ qBxn; y xnþ1ÞiP 0; 8y 2 K;n ¼ 0; 1; 2; . . ., where q > 0 is a constant and A : K! H is not
necessarily a linear mapping.
If A ¼ h0, where h0 is the derivative of a given strictly convex
function h on K, then Algorithm 4.2 reduces to the algorithm
studied in [9].
(II) If NðTx;SxÞ ¼ 0 and gðy; xÞ ¼ y x8x; y 2 K, then
Algorithm 4.1 reduces to the following algorithm for problem
(2.4).Algorithm 4.3. For a given x0 2 K, compute an approximate
solution xn 2 K satisfy
qfðxnþ1;yÞþhAxnþ1Axn;yxnþ1Þiþq½bðxn;yÞbðxn;xnþ1Þ
P 0; 8y2K;
n ¼ 0; 1; 2; . . ., where q > 0 is a constant and A : K! H is not
necessarily a linear mapping. Algorithm 4.3 is different from
one considered in [5].
(III) If NðTx;SxÞ ¼ 0; bðx; yÞ ¼ 0 and gðy; xÞ ¼ y x 8x; y
2 K, then Algorithm 4.1 reduces to the following algorithm for
Problem 2.5.Algorithm 4.4. For a given x0 2 K, compute an approximate
solution xn 2 K satisfy
qfðxnþ1; yÞ þ hAxnþ1  Axn; y xnþ1ÞiP 0;
8y 2 K; n ¼ 0; 1; 2; . . . ;
where q > 0 is a constant and A : K ! H is not necessarily a
linear mapping.
Theorem 4.1. Let K be a nonempty, closed and convex subset in
H. Let g : K K ! K be d-Lipschitz continuous and be such that
g is afﬁne in the second argument and gðx; yÞ þ gðy; xÞ ¼ 0 for all
x; y 2 K. Let T;S : K ! H be t-Lipschitz continuous and s-Lips-
chitz continuous mappings, respectively; let N : HH ! H be
-strongly mixed g-monotone with respect to T and S, and
ðb1; b2Þ-Lipschitz continuous; let f : K K! R be convex and
lower semicontinuous in the second argument and a-strongly
monotone; let A : K! H be s-strongly g-monotone and r-Lips-
chitz continuous; let f and A be simultaneously hemicontinuous
and let b : HH ! R satisﬁes properties (i)–(iv). If hypothesis
(3.2) of Theorem 3.1 holds and q > 0 satisfy
q  lðc aÞðls kÞ
b2  l2ðc aÞ2


<
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½ lðc aÞðls kÞ2  ½b2  l2ðc aÞ2½d2  ðls kÞ2
q
b2  l2ðc aÞ2
 > lðc aÞðls kÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½b2  l2ðc aÞ2½d2  ðls kÞ2
q
b2 > l2ðc aÞ2; d2 > ðls kÞ2; c > a; ls > k; k < l
k :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2  2sþ r2
p
; l ¼ 1
d
; b ¼ b1tþ b2s: ð4:2Þ
Then the sequence fxng generated by Algorithm 4.1 converges
strongly to x 2 K, where x is the unique solution of GMEP
(2.1).
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qf ðxn; yÞ þ hAxn  Axn1 þ qNðTxn1;Sxn1Þ; gðy; xnÞi
þ q½bðxn1; yÞ  bðxn1; xnÞP 0; ð4:3Þ
and
qf ðxnþ1; yÞ þ hAxnþ1  Axn þ qNðTxn;SxnÞ; gðy; xnþ1Þi
þ q½bðxn; yÞ  bðxn; xnþ1ÞP 0: ð4:4Þ
Taking y ¼ xnþ1 in (4.3) and y ¼ xn in (4.4), respectively, we
have
qf ðxn; xnþ1Þ þ hAxn  Axn1 þ qNðTxn1;Sxn1Þ; gðxnþ1; xnÞi
þ q½bðxn1; xnþ1Þ  bðxn1; xnÞP 0; and ð4:5Þ
qf ðxnþ1; xnÞ þ hAxnþ1  Axn þ qNðTxn;SxnÞ; gðxn; xnþ1Þi
þ q½bðxn; xnÞ  bðxn; xnþ1ÞP 0: ð4:6Þ
Adding (4.5) and (4.6), we have
q½fðxnþ1; xnÞ þ Fðxn; xnþ1Þ þ hAxnþ1  Axn; gðxnþ1; xnÞi
6 hAxn  Axn1  q½NðTxn;SxnÞ
NðTxn1;Sxn1Þ; gðxnþ1; xnÞi þ q½bðxn1; xnþ1Þ
 bðxn; xnþ1Þ þ ðbðxn; xnÞ  bðxn1; xnÞ:
Since f is a-strongly monotone, A is s-strongly g-monotone
and b is linear in the ﬁrst argument, preceding inequality
becomes
qakxnþ1xnk2þskxnþ1xnk26 ½kAxnAxn1gðxn;xn1Þk
þkgðxn;xn1Þq½NðTxn;SxnÞ
NðTxn1;Sxn1Þkkgðxnþ1;xnÞk
þq½bðxnxn1;xnÞbðxnxn1;xnþ1Þ:
Using properties (ii) and (iii) of b and d-Lipschitz continuity
of g, we have
ðsþ qaÞkxnþ1  xnk2 6 ½dkAxn  Axn1  gðxn; xn1Þk
þ dkgðxn; xn1Þ  q½NðTxn;SxnÞ
NðTxn1;Sxn1Þk þ qckxn  xn1k
 kxnþ1  xnk ð4:7Þ
Since N is -strongly mixed g-monotone with respect to T
and S, and ðb1; b2Þ-Lipschitz continuous, and T and S are
t-Lipschitz continuous and s-Lipschitz continuous, respec-
tively, we estimate
kgðxn; xn1Þ  q½NðTxn;SxnÞ NðTxn1;Sxn1Þk2
¼ kgðxn; xn1Þk2  2qhNðTxn;SxnÞ
NðTxn1;Sxn1Þ; gðxn; xn1Þi þ q2kNðTxn;SxnÞ
NðTxn1;Sxn1Þk2
6 d2kxn  xn1k2  2qkxn  xn1k2
þ q2kNðTxn;SxnÞ NðTxn1;Sxn1Þk2; ð4:8Þ
kNðTxn;SxnÞ NðTxn1;Sxn1Þk
6 b1kTxn  Txn1k þ b2kSxn  Sxn1k
6 ðb1tþ b2sÞkxn  xn1k: ð4:9ÞFrom (4.8) and (4.9), we have
kgðxn; xn1Þ  q½NðTxn;SxnÞ NðTxn1;Sxn1Þk
6 ðd2  2qþ q2ðb1tþ b2sÞ2Þ
1
2kxn  xn1k: ð4:10Þ
Since A is s-strongly g-monotone and r-Lipschitz continu-
ous, we estimate
kAxn  Axn1  gðxn; xn1Þk 6 ðd2  2sþ r2Þ
1
2kxn  xn1k:
ð4:11Þ
From (4.7), (4.10) and (4.11), we haveðsþqaÞkxnþ1xnk26 d ðd22sþr2Þ
1
2þðd22qþq2ðb1tþb2sÞ2Þ
1
2
 
þqc
 
kxnxn1kkxnþ1xnk or kxnþ1xnk6hkxnxn1k;
ð4:12Þ
where
h :¼ d
sþqa
 	
ðd22sþr2Þ
1
2þðd22qþq2ðb1tþb2sÞ2Þ
1
2þqc
d
 
:
By assumption (4.2), h < 1 and hence it follows from (4.12)
that fxng is a Cauchy sequence in K  H. Let xn ! x 2 H as
n !1. x 2 K as K is closed. Thus by the continuity of
f;A;T;S;N; g it follows from (4.1) that
qfðx; yÞ þ hAx Axþ qNðTx;SxÞ; gðy; xÞi
þ q½bðx; yÞ  bðx; xÞP 0; 8y 2 K:
Since q > 0, we have
fðx;yÞ þ hNðTx;SxÞ;gðy; xÞi þ bðx;yÞ  bðx; xÞP 0; 8y 2 K;
that is, x is the unique solution of GMEP (2.1). This com-
pletes the proof. h
We have the following consequences of Theorem 4.1.
Corollary 4.1. Let K be a nonempty, closed and convex subset in
H. Let B : K! H be -strongly monotone and b-Lipschitz
continuous; let f : K K! R be convex and lower semicontin-
uous in the second argument, fðx; xÞ ¼ 08x 2 K, and a-strongly
monotone; let A : K! H be s-strongly g-monotone and r-
Lipschitz continuous; let f and A be jointly hemicontinuous. If
there exists a nonempty compact subset D of H and z0 2 D \ K
such that for any z 2 K nD, we have
qfðz0; zÞ þ hAz0  Axþ qBx; z0  zi þ q½bðx; z0Þ  bðx; zÞ
< 0;
for given x 2 K, and if q > 0 satisfy
q þ aðs kÞ
b2  a2

 <
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½þ aðs kÞ2  ðb2  a2Þ½1 ðs kÞ2
q
b2  a2
þ aðs kÞ >
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb2  a2Þ½1 ðs kÞ2
q
;
b > a; s > k; k < 1;
160 S.A. Khanwhere k :¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 2sþ r2p . Then the sequence fxng generated by
Algorithm 4.2 converges strongly to x 2 K, where x is the unique
solution of problem (2.2).
Corollary 4.2. Let K; f;A be same as Corollary 4.1, and let
b : HH ! R be satisfy properties (i)-(iv). If there exists a
nonempty compact subset D of H and z0 2 D \ K such that for
any z 2 K nD, we have
qfðz0; zÞ þ hAz0  Ax; z0  zi þ q½bðx; z0Þ  bðx; zÞ < 0;
for given x 2 K and if q > 0 satisfy kþ qc < sþ qa, where
k ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 2sþ r2p . Then the sequence fxng generated by Algo-
rithm 4.3 converges strongly to x 2 K, where x is the unique
solution of problem (2.4).
Corollary 4.3. Let K; f;A be same as Corollary 4.1. If there
exists a nonempty compact subset D of H and z0 2 D \ K such
that for any z 2 K nD, we have
qfðz0; zÞ þ hAz0  Ax; z0  zi < 0;
for given x 2 K and if q > 0 satisfy k < sþ qa, where
k ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 2sþ r2p . Then the sequence fxng generated by Algo-
rithm 4.4 converges strongly to x 2 K, where x is the unique
solution of Problem 2.5.
We remark that the technique presented in this paper can
be applied for the mixed equilibrium problems involving set-
valued mappings. Such problem will be the generalization of
problems considered by [4,6–8].
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