A probability-updating method in probabilistic expert systems is considered in this paper based on the minimum discrimination information. Here, newly acquired information is taken as the latest true marginal probabilities, not as newly observed data with the same weight as previous data. Posterior probabilities are obtained by updating prior probabilities subject to the latest true marginals. To apply to probabilistic expert systems, we extend Ku and Kullback(1968)'s the minimum discrimination information method for saturated models to log-linear models, discuss localization of global updating, and show that Deming and Stephan's iterative procedure can also be used to find the posterior probabilities. Our updating method can also be used to handle uncertain evidences in probabilistic expert systems.
Introduction
Updating and acquisition of knowledge in probabilistic expert systems have discussed by many investigators, such as Spiegelhalter and Lauritzen(1990) and Spiegelhalter, Dawid, Lauritzen and Cowell(1993) . In their discussions, new acquired information is taken as data, and then probabilities in a expert system are updated with the new data and prior probabilities or previous data by using Bayesian method or the likelihood method. However, with the development of new tools and methods for acquiring information, the newly acquired information becomes more and more precise and believable such that it must be taken as the latest true probabilities to replace the prior probabilities, not as the new data with the same weight as the previous data. Usually such information is hard to be complete or global for a large system. Therefore, we ought to deal with the incomplete information as the latest true marginal probabilities, and we update the prior probabilities subject to the specified marginal probability restriction such that discrimination information between the prior and the posterior probabilities is minimized. Ku and Kullback(1968) and Ireland and Kullback(1968) discussed an updating method for saturated models of contingency tables based on the minimum discrimination information. In this paper, we shall extend their method to log-linear models, discuss localization of global updating, and we shall show that Deming and Stephan's iterative procedure can also be used to find the posterior probabilities. Our updating method can also be used to handle uncertain evidences in probabilistic expert systems. The uncertain evidences are specified by marginal probabilities, and then the posterior probabilities are found conditional on the specified marginals.
In section 2, we shall discuss how to localize the minimum information updating of global probabilities. Section 3 shows that Deming and Stephan's iterative procedure can be used to obtain the posterior probabilities for log-linear models.
Local updating for log-linear models
Let V be a set of all variables. Let q(i V ) denote prior probabilities in a full contingency table, q(i A ) = i V \A q(i V ) be marginal probabilities of variables in A, and q(i A|C ) = q(i A∪C )/q(i C ) be probabilities of variables in A conditional on variables in C, where A and C are subsets of V . Assume that the prior probabilities are strictly positive. Similarly, let p(i V ) be posterior probabilities obtained by updating the prior q(i V ) based on a newly acquired information. The newly acquired information is several probability marginals and indicated by a class of marginal configurations, T = {t 1 , · · · , t K }, where t k is a subset of variables and means that the marginal posterior probabilities of variables in t k are specified as
for all i t k and k = 1, . . . , K. Assume that the specified marginals are consistent, that is,
Denote a log-linear model with a generating class
and C ⊆ e for some e in E, and if E = E A ∪ E B in the sense of a generating class, then we say that C separates A from B in V , and call C a separator of A and B. If C is a separator of A and B, then log-linear models of marginal probabilities p(i A ) and p(i B ) are E A and E B respectively, see Andersen(1974) and Haberman(1974) .
Discrimination information I(p V : q V ) between the prior and the posterior probabilities is
In order to obtain the posterior probabilities p(i V ), we minimize the discrimination information I(p V : q V ) subject to the restriction on the log-linear model E and the restriction that the marginals of p(i V ) are consistent with the latest true marginals P t (i t ) for all i t and all t in T . Using Lagrange's method, we minimize
where ψ(E) is the restriction on the log-linear model E and ϕ [.] is the restriction on the marginals. We first consider how a global updating can be done locally when the newly acquired information is included in a separable subset of V . Let 
Theorem 1 Let C be a separator of A and B in V . If A contains all the marginal configurations t in T (i.e., A ⊇ t, ∀t ∈ T ), then the posterior probabilities p(i
From the above theorem, we can see that when the information is only on a separable subset A, the global updating can be done locally on the subset A and p(i A ) = p A (i A ).
Next we consider a case that the global updating can be decomposed into several local updatings. If there is a specified marginal configuration t * in T which contains a separator C and if any marginal configuration t which is not contained in one of the two separated subsets must contain the C, then we can first decompose the global updating into two local updatings and then get the global posterior from the marginal posteriors.
Theorem 2 Let C be a separator of A and B in V , and
and if each t in T contains C, then the posterior probabilities p(i V ) can be factorized as
. For each t in T , the specified marginal P t (i t ) can be factorized into since the t contains C. Thus the restriction p(i t ) = P t (i t ) is equivalent to 
Since both D(p A : q A ) and D(p B : q B ) include the restriction on their common marginal probabilities of variables in
When the conditions in theorem 2 are satisfied, the global calculation of posterior probabilities p(i V ) in a large contingency table can be decomposed into two local ones of p A (i A ) and p B (i B ) in two small tables, and it can be seen that p(i A ) = p A (i A ) and 
Procedure for finding posterior probabilities
In this section, we discuss calculation of posterior probabilities p(i V ). For a given loglinear model, it is possible that there are not such probabilities p(i V ) that are consistent with the specified marginal probabilities P t (i t ). A simple example is an independent model with E = {[1], [2]}, but the independence may not hold in the specified probabilities P [12] (i [12] ). To avoid the inconsistency, we assume below that any marginal configuration t is contained in a generator e, that is, for any t ∈ T , there exists an e such that t ⊆ e. If there exists in fact a specified marginal configuration t which is not contained in any generator e in E, either the t as a new generator is added into the generating class to contain the newly acquired interactions of variables, or the newly acquired information P t (i t ) is projected on the existed generators, that is, P t (i t ) are projected to P t∩e (i t∩e ) for all e. The first method does not lose information on interactions of variables, but changes the original model. In a probabilistic expert system, its model of probabilities usually is a decomposable model and it is not expected to change its original model rashly. The second one does not change the model, but loses the information on interactions.
Given marginals in a T , posterior probabilities can be easily found by using the following Deming and Stephan's iterative procedure:
for all i V , where δ is a desired accuracy.
In a way similar to that of Ireland and Kullback(1968) and Bishop, Fienberg and Holland(1975) , it can be shown that this iterative procedure is convergent and that the sequence of p(i V ) (LK) converges to the minimum information estimators p(i V ). Here we only show that the original log-linear model remains unchanged after the iterations. For a model with E = {e 1 , . . . , e M }, the prior probabilities q(i V ) can be written as
where a em (i em ) (0) is a non-negative real function for m = 1, . . . , M. Since there exists an e in E for each t in T such that t ⊆ e, we have for N = 0, 1, 2, . . .,
where a em (i em ) (N ) and a em (i em ) (N +1) are non-negative real functions for m = 1, . . . , M . This means that the log-linear model remains unchanged after each iteration.
The posterior probabilities p(i V ) can be calculated in two ways. The first one is to use the iterative procedure directly for calculating p(i V ). The second way is that we first localize and decompose the global updating into several local updatings as mentioned in section 2, then use the iterative procedure to calculate the posterior marginals which cannot be further localized or decomposed, and finally we obtain p(i V ) from these marginals.
Discussion
For probabilistic expert systems with log-linear models as their qualitative knowledges, an updating method of probabilities has been discussed in this paper to deal with the newly acquired incomplete information as the latest true marginal probabilities. The posterior probabilities are obtained based on the minimum discrimination information subject to the specified marginal probability restriction. We discussed localization of global updating, gave the conditions of local updatings. We show that Deming and Stephan's iterative procedure can be used to find the posterior probabilities under the assumption that every configuration t is contained in some generator e. Without the assumption, posterior probabilities may be found by using an optimization method for nonlinear constraints, although a simple iterative method need to be considered further.
Our updating method can also be used to handle uncertain evidences in probabilistic expert systems. Here the minimum information estimators of probabilities are called posterior probabilities since the estimators may be described as the probabilities conditional on the given marginals
Posterior probabilities with certain evidences can be defined as the conventionally conditional probability P r(A = i A |B = i B ) as follows:
. Williams(1980) has proved that posterior probabilities p(·) that minimize the discrimination information subject to the restriction p(i B ) = P B (i B ) = 1 is P r(·|B = i B ).
To handle an uncertain evidence in Bayesian inference, Spiegelhalter(1986) presented a method in which a new variable must be introduced temporarily. By using our method, uncertain evidences can be handled as specified marginals, and the probabilities conditional on the uncertain evidences can be considered as the posterior probabilities, i.e. the minimum information estimators.
