Introduction
Artificial intelligence methods produce enormous amounts of rules. The problem of rules discovering from large databases is one of the most challenging research subjects and the topic of numerous studies. However, rules discovering generally results in a large number of found rules, and analysts must identify manually the useful ones. When the number of conditions in a decision rule increases, and the overall number of rules is approximately 20-50, it is extremely difficult to analyze and extract the knowledge [1] . "Sifting manually through large sets of rules is time consuming and strenuous" [2] .
In this situation, methods and tools that enable rules visualization are of great importance. Visualization can help to improve the intelligibility of the large rule sets, carry out the manipulation inside them, and discover the rules. "However, most rule visualization techniques are still falling short when it comes to a large number of rules" [2] .
In this paper we present the project of the NV rough sets module for rules analysis and visualization.
Related Work
In recent years, several visualization techniques have been developed, and various new techniques to visualize the classification rules or association rules and decision rules have been created.
One of the most popular techniques for rules visualization is the scatter plot [3] and its new version -twokey plots [4] .
Graph-based interactive visualization and exploration platforms for networks and graphs have been presented in different works [5] [6] [7] [8] [9] [10] .
Another way of representing the rule sets is the matrixbased approach as a directed 2D graph and its 3D interpretation. In their paper [2] , M. Hahsler and S. Chelluboina presented "most interesting rules" by coloring and positioning them in a special way in a grouped matrix. In [11] , the authors presented a version of the 2D matrixbased visualization technique in which the interest measure is represented by color shading of squares at the intersection. An alternative method is to use 3D bars at the intersections [12] .
Another popular method -parallel coordinates -could be used to visualize different types of rules [13, 14] . A fascinating technique features Hofmann and Wilhelm's mosaic plots, which are inspired from parallel coordinates [15] . The authors also introduced double-decker plots to visualize a single association rule [16] .
A creative proposition was made in work [17] . The authors present the rules as the spheres put on top of cones in the landscape, thus obtaining three straightforward graphical characteristics to represent quality measures: sphere diameter, cone height, and color.
The relatively new concept of rules visualization is to combine the different visualization techniques. The new visualization technique proposed by Włodyka et al. is based on two methods of the rules visualization: decision trees (AQDT-2 algorithm) and rule-diagrams. Grzegorz Ilczuk and Alicja Wakulicz-Deja also proposed a rules visualization method based on iDecision trees [18] . The SARV tool provides the three synchronized views: the matrix view featuring a global view of the rules, the graph view illustrating relationships of the rules, and the detailed view of selected rules or items [19] .
A more advanced technique is the Virtual Reality approach, which is introduced for the problem of decision rules generated by inductive methods, rough set algorithms, and others [20] . More propositions for rules visualization are presented in other works [21] [22] [23] [24] [25] [26] [27] [28] .
However most of the visualization techniques have different weaknesses. The most widespread problem involves the processing of large data sets. Several visualizations are overloaded with labels and crossing lines. Some of them are useful just for singe rule analysis.
NovoSpark Visualizer Software
The NovoSpark® Visualizer is a tool for the analysis and visualization of multidimensional data. Currently, Visualizer supports traditional methods for multidimensional data analysis for classification of parameters, observations and individual data sets: discriminant analysis, cluster analysis, regression analysis, factor analysis, self-organizing maps, and descriptive statistics.
NovoSpark® Visualizer is a desktop application implementing the multi-SDI windowing paradigm (see Fig. 1 ) [29] . Each window holds a separate project that can be persisted to a project file and manipulated independently from other project windows. At the core of each NovoSpark® Visualizer project is an OpenGL-based rendering component that shows a composite multidimensional image of all datasets loaded into the project window. The renderer comes with a number of data visualization and transformation options. The structure and contents of each dataset can be viewed and/or modified in a window hosting a powerful FlexCell grid optimized to work with potentially large volumes of data.
NovoSpark® Visualizer hosts a framework of pluggable data analysis and visualization modules that can be downloaded and installed separately from the main application [29] . This feature makes it easy to plug the new module into the system platform. The underlying data layer forms a basis for retrieval and formatting of datasets loaded from external data sources [29] . 
by using the following rule [30] : This point can be "painted" in accordance with the function values. It is called by authors a "spectrum" of the multidimensional point-observation (see Fig. 2 ) [30] .
2) For multidimensional interval of the point X at a position z [30, 31] :
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) ... , ( satisfies the following equation [30, 31] : The image of a multidimensional interval is a twodimensional region between the "minimum" and "maximum" images [30] in the coordinate system {f, t} (see Fig.3 ). The authors term this a "cloud" of a multidimensional interval. Boundaries of the cloud are obtained from a linear combination of separate images from the coordinate space of the originals [30] .
The rough sets module for NV tool
The proposed module is pluggable, as are the other data analysis modules, and it is integrated with the existing visualization modules. The system will generate a report with the main rough sets measures. The rules are treated as function-curves in a multidimensional space. The procedure of rules discovering is performed as follows:
1. Introduction or downloading of data into the system. 2. Creating the global view using parallel coordinates. 3. Finding reducts by excluding columns from the dataset and analyzing the image changes.
4. Grouping elementary sets -creating the image of a "cloud" by adjusting the confidence interval.
5. Elementary sets comparison using spectrum images. 6. Rules creation and attractiveness analysis [32] .
Experiment
During the experiment, the ability to create useful rules based on examples of numerical data was tested. The data from Tab. 1 was introduced into the system, where C 1 -C 4 -are condition attributes. First, we created a global view of the decision situation (see Fig. 5 ). The first parameter has the highest value is shown in red. Analyzing the portion of the image representing the second and third parameter, we note that the overall level of ratings is similar. The last, fourth parameter, is a constant; it's value shown in purple. The next step is the reducts identification done by excluding columns from the entire dataset. The attributes elimination causes changes in the shape of the "cloud" image or in the number of curves. The more the shape changes, the greater the importance of the attribute. Reducing attribute C 1, we notice that the image changes significantly, which means that the attribute is not redundant (see Fig. 7a Reducing attribute C 2 , we notice that the image is changing, but to a lesser extent than the previous one (Fig.  7b) . This means that the attribute is not redundant, but its importance is less than the importance of attribute C 1 .
Reducing attribute C 3 , we notice that the picture is changing; it adopts a similar form as the previous one (see Fig. 7c ). This means that the attribute is not superfluous, but its importance is less than the importance of C 1 . An attempt to reduce the attribute C 4 ended successfully, as clearly shown in Fig. 7d . The next step is the rules grouping, using the cloud images. During the experiment, the 1.0 confidence interval was applied. As a result, the following collections were received: E1 {4, 16, 17, 18, 23, 28, 36 Each of these sets can further be analyzed to determine the similarity between rows. Figure 8 shows the "spectrum" image of E8 {3, 9, 20, 29, 30, 43, 44, 45}. An interesting case is row number 45, which is identical to this group. Although the value of C 3 is equal to 2, not 3 as in the other rows within this group (9, 20, 29, 44) , due to the large value of the support measure system immediately shows that we can create a rule, without the risk of error occurring. Similarly, we can analyze other groups of rows.
As a result, we obtain the following rules: R1 {3, 43}, R2  {9, 20, 29, 44, 45}, R3 {12, 25}, R4 {30}, R5 {11}, R6 {19,  33}, R7 {35}, R8 {34, 42}, R9 {2, 24}, R10 {8, 13}, R11 {15,  26, 32}, R12 {38}, R13 {22}, R14 {31}, R15 {27, 40}, R16 {1,41}, R17 {4, 18}. The next step is the addition of decision attribute (d). We received the following results: Therefore, the confidence interval was reduced to 1.0. In this case we execute the rules search mechanism from general to specific, decreasing and gradually narrowing the search range and dividing the row groups into subgroups.
The nine useful rules were obtained. Here we treated the rule with the confidence ratio> 0.5 as useful.
We concluded that the system allows for visualization of the large number of rows without loss of transparency.
Conclusion
Experiments suggest that the visualization algorithms used in NovoSpark software can be successfully applied during the rules discovering using rough sets theory. The advantages of the designed module are ease of implementation and the possibility of rough set theory combination with other analyses. "Global view" images allow a comprehensive look at the dataset; "cloud" images help to group rows; "spectrum" image show similarity, which creates the possibility of quick rules discovery. Created rules can be stored in the system in the form of images.
The disadvantage of the above visualization is the lack of possibility to include information about the rules attractiveness measures directly on the image. However, a separate image can be created to analyze the measures. We also need to create a new table (Table 2) to analyze the main rules attractiveness measures such as coverage, support, and usability.
