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Abstract—Real-world applications such as magnetic resonance
imaging with multiple coils, multi-user communication, and
diffuse optical tomography often assume a linear model where
several sparse signals sharing common sparse supports are ac-
quired by several measurement matrices and then contaminated
by noise. Multi-measurement vector (MMV) problems consider
the estimation or reconstruction of such signals. In different
applications, the estimation error that we want to minimize
could be the mean squared error or other metrics such as
the mean absolute error and the support set error. Seeing that
minimizing different error metrics is useful in MMV problems,
we study information-theoretic performance limits for MMV
signal estimation with arbitrary additive error metrics. We also
propose a message passing algorithmic framework that achieves
the optimal performance, and rigorously prove the optimality
of our algorithm for a special case. We further conjecture the
optimality of our algorithm for some general cases, and back it
up through numerical examples. As an application of our MMV
algorithm, we propose a novel setup for active user detection in
multi-user communication and demonstrate the promise of our
proposed setup.
Keywords: Active user detection, error metric, message
passing, multi-measurement vector problem.
I. INTRODUCTION
Many systems in science and engineering can be approxi-
mated by a linear model, where a signal x ∈ RN is recorded
via a measurement matrix A ∈ RM×N , and then contaminated
by a measurement channel,
w = Ax, ym = Z(wm),∀m ∈ {1, . . . ,M}, (1)
where ym,m ∈ {1, . . . ,M}, are the entries of the measure-
ments y ∈ RM , and the measurement channel Z(·) is char-
acterized by a probability density function (pdf), f(ym|wm).
The goal is to estimate x from the measurements y given
knowledge of A and a model for the measurement channel
f(ym|wm),∀m. We call such a system the single measurement
vector (SMV) problem.
In many applications, the signal acquisition systems are
distributed, where J measurement matrices measure J dif-
ferent signals individually. The key difference between such
a system and J individual SMV’s, is that these J signals
are somewhat dependent. An example of a model containing
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such dependencies is the multi-measurement vector (MMV)
problem [1–7]. The MMV problem considers the estimation of
a set of dependent signals, and has applications such as mag-
netic resonance imaging with multiple coils [8, 9], active user
detection in multi-user communication [10, 11], and diffuse
optical tomography using multiple illumination patterns [5].
In MMV, thanks to the dependencies among different signals,
the number of sparse coefficients that can be successfully
estimated increases with the number of measurements. This
property was evaluated rigorously for noiseless measurements
using l0 minimization [12], if the underlying signals share the
same sparse supports. A non-rigorous replica analysis of MMV
with measurement noise also shows the benefit of having more
signal vectors [13, 14].
Related work: There are many estimation approaches
for MMV problems. These include greedy algorithms such
as SOMP [1, 15], l1 convex relaxation [16, 17], and M-
FOCUSS [2]. REduce MMV and BOost (ReMBo) has been
shown to outperform conventional methods [3], and subspace
methods have also been used to solve MMV problems [6,
7]. However, these algorithms cannot handle the case of J
different measurement matrices. Statistical approaches [18] of-
ten achieve the oracle minimum mean squared error (MMSE).
However, when running estimation algorithms for MMV prob-
lems, one might be interested in minimizing some other error.
For example, if estimating the underlying signal is important,
one could use the mean squared error (MSE) metric; when
there might be outliers in the estimated signal, using the
mean absolute error (MAE) metric might be more appropriate.
Seeing that there is no prior work discussing the optimal
performance with user-defined error metrics, we study the
optimal performance with user-defined additive error metrics
in MMV problems where the signals share common sparse
supports, and each entry of the measurements is contaminated
by parallel measurement channels (i.e., the channel in (1)
satisfies f(y|w) = ∏Mm=1 f(ym|wm)). Note that a specific
error metric, the MSE, has been studied in Zhu et al. [13],
which focuses on the MSE performance limits (i.e., the
MMSE) of MMV signal estimation. In contrast, this work
explores performance limits and designs an algorithm that can
minimize arbitrary additive error metrics beyond MSE.
Contributions: This paper combines insights from Zhu et
al. [13] and Tan and coauthors [19, 20], thus yielding a stronger
understanding of the MMV problem, which could be extended
in future work to other distributed signal acquisition settings,
ar
X
iv
:1
80
1.
00
55
2v
2 
 [c
s.I
T]
  1
4 A
ug
 20
18
2beyond MMV. To be more specific, we make several contribu-
tions in this paper. First, by extending Tan and coauthors [19,
20] we provide an algorithm based on a message passing
(MP) framework [21, 22] that can be adapted to minimize
the expected error for arbitrary additive error metrics. Our
algorithm first runs MP until it converges or reaches some
stopping criteria, and we then denoise MP’s output using
a denoiser that minimizes the given additive error metric.
Second, we prove rigorously that our algorithm is optimal in
a specific SMV case,1 and further conjecture the optimality
of our algorithm in MMV. Third, as an example, we derive
performance limits for MAE and mean weighted support set
error (MWSE) by designing the corresponding optimal denois-
ers, based on the scalar channel noise variance (Section II-B)
derived from replica analysis (Appendix B) [13]. Simulation
results show the superiority and optimality of our algorithm.
We note in passing that having more signal vectors in MMV
helps reduce the estimation error. Finally, as an application
of MMV and our algorithm, we propose a novel setup for
active user detection in multi-user communications (details in
Section VI) and demonstrate the promise of our proposed setup
through simulation.
Organization: The remainder of the paper is organized as
follows. We introduce our problem setting and MP algorithms
in Section II. Our algorithmic framework, which can minimize
arbitrary additive error metrics, is proposed in Section III-A;
we rigorously prove the optimality of our algorithm for an
SMV case and conjecture the optimality of our algorithm for
MMV cases in Section III-B. For some example error metrics,
we derive the corresponding optimal algorithms, together with
the theoretical limits for these errors, in Section IV. Synthetic
simulation results are discussed in Section V, followed by an
application of our metric-optimal algorithm to a real-world
problem in Section VI. We conclude in Section VII.
Notations: In this paper, bold capital letters represent matri-
ces, bold lower case letters represent vectors, and normal font
letters represent scalars. The m-th entry (scalar) of a vector z
is denoted by zm.
II. PROBLEM SETTING AND BACKGROUND
A. Problem setting
Signal model: We consider an ensemble of J signal vectors,
x(j) ∈ RN , j ∈ {1, . . . , J}, where j is the index of the
signal. Consider a super-symbol xn = [x
(1)
n , . . . , x
(J)
n ], n ∈
{1, . . . , N}; all super-symbols in this paper are row vectors.
The super symbol xn follows a J-dimensional distribution,
f(xn) = ρφ(xn) + (1− ρ)δ(xn), (2)
where ρ ∈ (0, 1) determines the percentage of non-zeros
in the signal and is called the sparsity rate, φ(xn) is a
1In SMV, our algorithm closely resembles the one proposed by Tan and
coauthors [19, 20], with the difference being Tan and coauthors rely on relaxed
belief propagation (relaxed BP, an MP algorithm) [23] and do not provide
rigorous proofs for the optimality of their algorithm.
J-dimensional pdf, and δ(xn) =
{
1, xn = 0,
0, else.
Definition 1 (Joint sparsity with common supports):
Ensembles of signals are called jointly sparse signals with
common sparse supports when they obey (2).
Note that there are other types of joint sparsity [24] that fit
into the MMV framework. For example, an MMV model with
signal vectors that have slowly changing supports is discussed
in Ziniel and Schniter [25]. Since this paper only focuses
on the MMV problem with signals sharing common sparse
supports (2), we refer to joint sparsity with common sparse
supports as joint sparsity for brevity.
Measurement models: Each signal x(j) is measured by a
measurement matrix A(j) ∈ RM×N before being corrupted
by a random measurement channel,
w(j) = A(j)x(j), y(j)m = Z(w(j)m ),
m ∈ {1, . . . ,M}, j ∈ {1, . . . , J}, (3)
where y(j)m ,m ∈ {1, . . . ,M} are the entries of the mea-
surements y(j), and the measurement channel Z(·) is char-
acterized by the pdf f(y(j)m |w(j)m ). In this paper, we only
focus on independent and identically distributed (i.i.d.) parallel
measurement channels, i.e., the pdf’s f(y(j)m |w(j)m ),∀m, j, are
identical and there is no cross-talk among different channels;
our proposed algorithm is readily extended to parallel channels
with different f(y(j)m |w(j)m ),∀m, j. When the number of signal
vectors J = 1, we call this MMV model (3) an SMV
problem (1).
Definition 2 (Large system limit [26]): The signal length
N scales to infinity, and the number of measurements M =
M(N) depends on N and also scales to infinity, where the
ratio approaches a positive constant R,
lim
N→∞
M(N)
N
= R > 0.
We call R the measurement rate.
For MMV problems, we are given the matrices A(j) and
measurements y(j), ∀j, as well as knowledge of the measure-
ment channel (3). Our task is to estimate the underlying signal
vectors x(j), ∀j. Suppose that the estimate is x̂(j). Define
X = [x(1), · · · ,x(J)] and X̂ = [x̂(1), · · · , x̂(J)]. Therefore,
X = [xT1 , · · · ,xTN ]T , where {·}T denotes transpose. The
estimation quality is quantified by a user-defined error metric
DUD(X, X̂), where the subscript UD denotes “user-defined.”
We define this additive error metric DUD(·, ·) as
DUD(X, X̂) =
N∑
n=1
dUD(xn, x̂n),
where dUD(·, ·) : RJ × RJ → R is an arbitrary user-defined
error metric on each super-symbol. The smaller the DUD(·, ·)
is, the better the estimation is.
3Fig. 1. Factor graph for SMV (left) and MMV (right).
B. Message passing algorithms
Message passing (MP) algorithms consider a factor
graph [21, 22, 27], which expresses the relation between the
signals x and measurements y. We begin by discussing the
factor graph for SMV, followed by that of MMV.
Factor graph for SMV: The left panel of Fig. 1 illustrates
the factor graph concept for an SMV problem (1) with i.i.d.
entries in the signal x. The round circles are the variable
nodes (representing the distribution of the signal), and the
squares denote the factor nodes (representing the measurement
channel). The variables xn, ∀n, are driven by each factor node
f(xn) individually, because the signal has i.i.d. entries xn.
There are two types of messages passed in the factor graph
shown on the left panel of Fig. 1: the message passed by the
variable node xn to the factor node ym, Mn→m(xn), and
the message passed by the factor node ym to the variable
node xn, M̂m→n(xn). According to the literature on MP
algorithms [21, 22, 27], we have the following relation:
Mn→m(xn) = 1
Zn→m
f(xn)
∏
m̂6=m
M̂m̂→n(xn),
M̂m→n(xn) = 1
Zm→n
∫
f(ym|x)
∏
n̂6=n
Mn̂→m(xn̂)
∏
n̂ 6=n
dxn̂,
where we use a single integral sign to denote a multi-
dimensional integration for brevity, and Zn→m and Zm→n are
normalization factors. The aim of this paper is not the detailed
derivation of MP algorithms. Instead, the key property of MP
utilized in this paper is that MP converts (1) into the following
equivalent scalar channel,
q = x + v,
where q is the noisy pseudo data, and v is the equivalent
scalar channel additive white Gaussian noise (AWGN) whose
variance ∆v can be approximated. After obtaining q and ∆v ,
each variable node xn updates the estimate x̂n by denoising
qn. If the signal entries are i.i.d. and the matrix is either i.i.d.
or sparse and locally tree-like, then MP algorithms yield a
density function f(xn|qn) that is statistically equivalent to
f(xn|y) [21].
Factor graph for MMV: An MMV problem with jointly
sparse signals can be expressed as the factor graph shown in
Algorithm 1 Metric-optimal algorithm for MMV
1: Inputs: Measurements y(j) and matrices A(j),∀j
2: Part 1 (Algorithm 2): Obtain pseudo data q(j), ∀j, and
scalar channel noise variance ∆v from MP(y(j),A(j),∀j)
3: Part 2 (examples in Section IV): Obtain optimal estimate
x˜(j) from denoiser using q(j),∆v,∀j
4: Outputs: x˜(j), ∀n
the right panel of Fig. 1. We can see that the MP in each
channel is similar to an SMV problem. The only difference is
that the J variable nodes x(j)n , j ∈ {1, . . . , J}, for fixed n are
driven by one factor node f(xn). By grouping the entries from
different signal vectors together into super-symbols as in (2),
we have i.i.d. super-symbols. The noisy super-symbol pseudo
data qn = [q
(1)
n , . . . , q
(J)
n ] is denoised, in order to update the
estimate for xn = [x
(1)
n , . . . , x
(J)
n ].
III. MAIN RESULTS
We first present our metric-optimal algorithm in Sec-
tion III-A and then in Section III-B we rigorously prove that
our metric-optimal algorithm is optimal in the SMV case under
certain conditions.2 Based on our proof for the SMV case, we
conjecture that the proposed algorithm is optimal for arbitrary
additive error metrics in the MMV case.
A. Achievable part: Metric-optimal estimation algorithm
The metric-optimal algorithm consists of two parts, as
illustrated in Algorithm 1. We first run an MP algorithm
(Algorithm 2 provides an implementation of an MP algorithm)
to get the noisy pseudo data q(j),∀j, and the noise variance
∆v (details below). Next, we denoise q(j),∀j, using an
optimal denoiser tailored to minimize the given error metric.
The following discusses both parts in detail.
MP algorithm: For the first part, we modify the generalized
approximate message passing (GAMP) algorithm [21], which
is an implementation of MP, and list the pseudo code in
Algorithm 2. The notation diag(Θ(j)) denotes a diagonal
matrix whose entries along the diagonal are Θ(j), and the
power-of-two in Lines 5 and 12 is applied element-wise. The
function gout in Lines 8 and 9 is given by
gout (k, y,Θ) =
1
Θ
(E[w|k, y,Θ]− k), (4)
where we omit the subscripts and super-scripts for brevity, and
the expectation is taken over the pdf,
f(w|k, y,Θ) ∝ f(y|w)exp
[
− (w − k)
2
2Θ
]
. (5)
2Our proof is based on the approximate message passing algorithm [28],
while Tan and coauthors [19, 20] rely on relaxed BP and do not provide
rigorous proofs.
4Algorithm 2 GAMP for MMV
1: Inputs: Maximum number of iterations tmax, threshold ,
sparsity rate ρ, noise variance ∆z , measurements y(j), and
measurement matrices A(j),∀j
2: Initialize: t = 1, δ = ∞,k(j) = y(j),Θ(j)m = 0, s(j)n =
ρ∆z, x̂
(j)
n = 0, h
(j)
m = 0,∀m,n, j
3: while t < tmax and δ >  do
4: for j ← 1 to J do
5: Θ(j) = (A(j))2s(j)
6: k(j) = A(j)x̂(j) − diag(Θ(j))h(j)
7: for m← 1 to M do
8: h
(j)
m = gout
(
k
(j)
m , y
(j)
m ,Θ
(j)
m
)
9: r
(j)
m = − ∂
∂k
(j)
m
gout
(
k
(j)
m , y
(j)
m ,Θ
(j)
m
)
10: end for
11: // Scalar channel noise variance
12: ∆
(j)
v =
{
1
N 1
T
[
(A(j))T
]2
r(j)
}−1
13: q(j) = x̂(j) + ∆
(j)
v (A(j))Th(j) // Pseudo data
14: â(j) = x̂(j) // Save current estimate
15: end for
16: ∆v =
∑J
j=1 ∆
(j)
v
17: for n← 1 to N do
18: x̂n = fan(∆v,qn) // Estimate
19: sn = [s
(1)
n , . . . , s
(J)
n ] = fvn(∆v,qn) // Variance
20: end for
21: t = t+ 1 // Increment iteration index
22: δ = 1NJ
∑N
n=1
∑J
j=1
(
x̂
(j)
n − â(j)n
)2
// Change
23: end while
24: Outputs: Estimate x̂(j), pseudo data q(j), ∀j, and scalar
channel noise variance ∆v
For the special case of AWGN channels,
y = w + z, (6)
where z ∼ N (0,∆z), we obtain gout(k, y,Θ) = y−k∆z+Θ [21].
In Appendix A, we also briefly present the derivation for an
i.i.d. parallel logistic channel,
f(y|w) = δ(y−1) 1
1 + exp(−aw) +δ(y)
exp(−aw)
1 + exp(−aw) , (7)
where a is a scaling factor.3
For the special case of i.i.d. joint Bernoulli-Gaussian signals
where φ(xn) ∼ N (0, I) in (2) and I is an identity matrix, fan
and fvn in Lines 18 and 19 are given below,
fan(∆v,qn) =
ρ
C(∆v + 1)
qn, (8)
fvn(∆v,qn)=−[fan(∆v,qn)]2+
ρ
C(∆v + 1)
[
q2n
∆v + 1
+∆v
]
,
3Byrne and Schniter [29] describe without detail how to derive gout(·) (4)
for i.i.d. parallel logistic channels (7); we present a detailed derivation for
completeness in Appendix A, and do not claim it as a contribution.
where q2n =
[(
q
(1)
n
)2
, . . . ,
(
q
(J)
n
)2]
and
C = ρ+ (1− ρ)
(
1 +
1
∆v
) J
2
exp
[
− qnq
T
n
2∆v(∆v + 1)
]
.
Notice that in Line 12 we take the mean of a vector to obtain
a scalar ∆(j)v , which is the average of the variances for the
estimates of signal entries x(j)n . This is because the super-
symbols xn,∀n, of the signals are i.i.d and the J measurement
channels are i.i.d. For the same reason, ∆(j)v , j ∈ {1, . . . , J},
should be close to each other; hence, Line 16. Note that
Algorithm 2 assumes that the entries of A(j) scale with 1√
N
,
and is a more generic form of an algorithm from our prior
work with Krzakala [13].
Metric-optimal denoiser: The second part of our metric-
optimal algorithm takes as inputs the noisy pseudo data
qn = xn+vn and the estimated variance of vn, ∆v , from the
MP algorithm. Using Bayes’ rule, we can derive the posterior
f(xn|qn) and use f(xn|qn) to formulate the optimal estimator
in the sense of the user-defined error metric. The optimal
estimate is
x˜n = arg min
x̂n
∫
dUD(xn, x̂n)f(xn|qn)dxn. (9)
B. Converse part: The optimal estimate
The reason why (9) is optimal is based on the insight
from Rangan [21] that in SMV the density function f(xn|qn)
converges to the posterior f(xn|y). A rigorous proof for
a certain SMV case is provided below, followed by our
conjecture that (9) is optimal in the MMV case.
Lemma 1 (Optimality of Algorithm 1 in SMV):
Consider an SMV (1) in the large system limit
(Definition 2) with an AWGN measurement channel,
f(ym|wm) = 1√
2piσ2Z
exp
[
(ym−wm)2
2σ2Z
]
,∀m. The estimate
x˜n (9) is optimal in the sense that
lim
N→∞
1
N
N∑
n=1
dUD(x˜n, xn) = MUDE, (10)
where MUDE denotes the minimum user-defined error, if all
the conditions below hold.
1) The entries of the measurement matrix are i.i.d. Gaus-
sian, Amn ∼ N (0, 1N ),
2) the signal entries are i.i.d. with bounded fourth moment
E[X4] < B, where B is some constant,
3) the free energy given by replica analysis has one fixed
point [13, 22, 30],4
4Free energy is a term brought from statistical physics and is used to
describe the interaction between the signals and the measurement matrices in
linear models [13, 22, 30]. When the free energy has two fixed points, (G)AMP
is not optimal with i.i.d. Gaussian matrices, and neither is Algorithm 1. We
refer interested readers to the literature for detailed discussions [13, 22, 30].
54) the user-defined error metric dUD(·, ·) is pseudo-
Lipschitz [31],5
5) the optimal estimator (9) as a function of qn, x˜n(qn) :
R→ R , is Lipschitz continuous, and
6) Part 1 converges before entering Part 2 in Algorithm 1.
Proof: According to Theorem 1 in Bayati and Monta-
nari [31], we know that limN→∞ 1N
∑N
n=1 dUD(x˜n(qn), xn) =
E [dUD(x˜n(X + ∆vZ), X)], where X is a random vari-
able following the same distribution as the signal entries,
Z ∼ N (0, 1), and ∆v is given in Line 16 of Algo-
rithm 2. The question boils down to showing that MUDE =
E [dUD(x˜n(X + ∆vZ), X)]. In fact, when Algorithm 2 con-
verges, ∆v corresponds to the scalar channel noise variance
associated with the MMSE given by replica analysis [31, 32].
In addition, the MMSE provided by replica analysis is proved
to be exact under the conditions asserted in Lemma 1 [33].
Therefore, E [dUD(x˜n(X + ∆vZ), X)] is indeed the MUDE.
Hence, we proved (10), and the estimator (9) is optimal.
Remark 1: The optimality of the metric-optimal estimator
x˜n (9) is stated in the sense that the ensemble mean user-
defined error converges almost surely to the MUDE. It is
possible that there exist other estimators that achieve the
MUDE.
Remark 2: The proof is made possible by linking three rig-
orous proofs [31–33] from the prior art. That said, numerical
examples in Section V demonstrate that Algorithm 1 yields
promising results even if the conditions required by Lemma 1
are not met.
After proving the optimality of our metric-optimal algorithm
in the SMV scenario with certain conditions, we state the
following conjecture.
Conjecture 1: In the large system limit, for the MMV
model (3) with the signal in (2) and the user-defined additive
error metric dUD(xn, x̂n), the optimal estimate of the signal
vectors is
x˜n = arg min
x̂n
E[dUD(xn, x̂n)|qn].
As the reader can see from the proof of Lemma 1, in
order to rigorously prove Conjecture 1, we need to show
(i) the MMSE given by the replica analysis for the MMV
case [13] is exact, (ii) the scalar channel noise variance ∆v
in Algorithm 2 corresponds to the MMSE given by replica
analysis, and (iii) a result similar to Theorem 1 in Bayati
and Montanari [31] holds. None of these three results exists
in the prior art, so we do not foresee what exact conditions
are needed for Conjecture 1. Proving these three results (and
hence Conjecture 1) is beyond the scope of this work. Instead,
we provide some intuition that explains why we believe
Algorithm 1 is optimal in the MMV scenario.
5Pseudo-Lipschitz is a concept discussed in Bayati and Montanari [31]: For
k ≥ 1, we say a function φ : Rm → R is pseudo-Lipschitz of order k if
there exists a constant L > 0 such that for all x,y ∈ Rm: |φ(x)−φ(y)| ≤
L(1 + ‖x‖k−1 + ‖y‖k−1)‖x− y‖.
In the SMV case, f(xn|qn) converges to the posterior
f(xn|y) in relaxed BP [21]. As an extension to the MMV
case, we intuitively think that f(xn|qn) would converge to the
posterior f(xn|{y(j)}Jj=1), based on two observations: (i) the
measurement channels are i.i.d., so that it suffices to update the
estimate of the channel by passing the messagesMn→m(x(j)n )
and M̂m→n(x(j)n ) for different j individually, and (ii) the
super-symbols xn are i.i.d., so that denoising each super-
symbol individually accounts for all the information needed
to update the estimate.
The optimal estimate of each super-symbol xn in the signal
vectors is
x˜true,n = arg min
x̂n
∫
dUD(xn, x̂n)f(xn|{y(j)}Jj=1)dxn. (11)
Comparing (9) and (11), provided that f(xn|qn) converges to
the posterior f(xn|{y(j)}Jj=1), we have
x˜n = arg min
x̂n
E[dUD(xn, x̂n)|qn] ≈ x˜true,n,
which results in Conjecture 1.
IV. EXAMPLE METRIC-OPTIMAL ESTIMATORS AND
PERFORMANCE LIMITS
In order to derive metric-optimal estimators, we need
to know the scalar channel noise variance, ∆v . Below we
obtain the optimal estimator, which is then used as part of
Algorithm 1 and to evaluate the performance limits of our
metric-optimal algorithm.
For i.i.d. matrices and AWGN channels (6), replica anal-
ysis in our previous work with Krzakala [13] yields the
information-theoretic scalar channel noise variance ∆v for
message passing algorithms, which characterizes the posterior
f(xn|qn).6 Hence, we can obtain the information-theoretic
optimal performance with arbitrary additive error metrics.
For other types of matrices, our replica analysis [13] does
not hold. Nevertheless, MP algorithms still yield a posterior
f(xn|qn), which we conjecture converges to the true posterior
f(xn|{y(j)}Jj=1) (Conjecture 1). Hence, we can still assume
that the scalar channel noise variance ∆v is known. Based
on the known variance ∆v , we build metric-optimal estima-
tors (9) for two examples, mean weighted support set error
(Section IV-A) and mean absolute error (Section IV-B).
A. Mean weighted support set error (MWSE)
MWSE-optimal estimator: In support set estimation, the
goal is to estimate the support of the signal, which is 1 if the
corresponding entry in the signal is non-zero and 0 if it is
zero. There are two types of errors in support set estimation:
6Our work with Krzakala [13] focuses on a diagonal covariance matrix
for xn in (2). A recent work by Hannak et al. [34] extends our work [13]
to non-diagonal covariance matrices for xn. Following Hannak et al. [34],
we can extend the performance limits analysis in this paper to non-diagonal
covariance matrices for xn.
6false alarms (support is 0, but estimated to be 1) and misses
(support is 1, but estimated to be 0). In some applications
such as medical imaging and radar detection, a miss may
mean that the doctor misses an illness of the patient, or the
radar misses an incoming missile. Hence, the cost paid for a
miss could be tremendous compared to a false alarm. There
are other applications where a false alarm is more costly
than a miss. For example, in court, if an innocent person is
mistakenly judged guilty, he/she will likely suffer a great deal.
Therefore, we should weight these two errors differently in
different applications. Let bn and b̂n be the true support and the
estimated support of the n-th entry of the signal, respectively,
and β ∈ [0, 1] is an application-dependent weight, which
reflects the trade-off between the false alarms and misses.
Hence, the MWSE given the pseudo data qn is
MWSE|qn = E[dWSE(bn, b̂n)|qn] =
(1− β) Pr(bn = 1|qn), b̂n = 0 and bn = 1,
β Pr(bn = 0|qn), b̂n = 1 and bn = 0,
0, b̂n = bn,
(12)
where Pr(·) denotes probability. The optimal estimate b˜n
minimizes E[dWSE(bn, b̂n)|qn] (12), which implies
b˜n=
{
0, (1− β) Pr(bn = 1|qn)≤β Pr(bn = 0|qn),
1, (1− β) Pr(bn = 1|qn)>β Pr(bn = 0|qn).
(13)
Since f(qn|bn = 0) = (2pi∆v)− J2 exp
(
−qnqTn2∆v
)
and
f(qn|bn = 1) = [2pi(∆v + 1)]− J2 exp
[
− qnqTn2(∆v+1)
]
, we have
Pr(bn = 1|qn) =
ρ
[2pi(1+∆v)]
J
2
e−
qnq
T
n
2(1+∆v)
ρ
[2pi(1+∆v)]
J
2
e−
qnqTn
2(1+∆v) + (1−ρ)
(2pi∆v)
J
2
e−
qnqTn
2∆v
,
and Pr(bn = 0|qn) = 1− Pr(bn = 1|qn). Plugging Pr(bn =
1|qn) and Pr(bn = 0|qn) into (13), we have
b˜n =
{
0, qnq
T
n ≤ τ,
1, qnq
T
n > τ,
(14)
where τ = 2∆v(1 + ∆v) ln
[
β(1−ρ)
(1−β)ρ
(
1+∆v
∆v
) J
2
]
, and we
remind the reader that ρ is the sparsity rate.
Performance limits: Utilizing (14) and taking expectation
over the pseudo data qn for E[dWSE(bn, b̂n)|qn] (12), we
obtain the minimum MWSE (MMWSE),
MMWSE = E[dWSE(bn, b˜n)]
=
∫
qnqTn>τ
β Pr(bn = 0|qn)f(qn)dqn+∫
qnqTn≤τ
(1− β) Pr(bn = 1|qn)f(qn)dqn.
(15)
We have two integrals to simplify in (15), where we show
the first below, and the second can be obtained similarly. To
derive the first integral, note that∫
qnqTn>τ
Pr(bn=0|qn)f(qn)dqn=Pr(qnqTn >τ, bn=0). (16)
Next, we calculate the pdf of the random variable (RV)
gn =
qnq
T
n
∆v
given bn = 0. Because the entries of qn are
i.i.d. N (0,∆v) given bn = 0, gn follows the Chi-square
distribution, fG(gn) =
g
J
2
−1
n exp(− gn2 )
2
J
2 Γ( J2 )
, where Γ(·) is the
Gamma function. Let rn = ∆vgn = qnqTn , then we obtain
f(rn) =
1
∆v
fG(
rn
∆v
) =
r
J
2−1
n exp
[
− rn2∆v
]
(2∆v)J/2Γ(J/2)
,
which helps to simplify (16). Therefore, (15) can be simplified,
MMWSE = β(1− ρ)
∫ ∞
rn=τ
r
J
2−1
n exp
[
− rn2∆v
]
(2∆v)J/2Γ(J/2)
drn︸ ︷︷ ︸
Pr(false alarm)
+ (1− β)ρ
∫ τ
rn=0
r
J
2−1
n exp
[
− rn2(1+∆v)
]
[2(1 + ∆v)]J/2Γ(J/2)
drn︸ ︷︷ ︸
Pr(miss)
.
(17)
Hamming distance: In digital wireless communication
systems, the signal only takes discrete values. A useful error
metric is the (per-entry) Hamming distance [35], which equals
1 if the estimate of an entry of the signal differs from the
true value. (Section VI will present an example in wireless
communication that minimizes the Hamming distance.) The
reader can verify that Hamming distance can be interpreted as
a special case of weighted support set error, where β = 0.5
provides equal weight to both errors (12). That said, we
provide more insights about this particular case, which is
ubiquitous in communication systems.
For the jointly sparse model in (2), we define the Hamming
distance as
dHD(xn, x̂n) = 1xn 6=x̂n , (18)
where 1A is the indicator function. If (i) the pdf φ(xn) in (2)
is a J-dimensional Dirac-delta function δ(xn − 1), where 1
is an all-one row vector, and (ii) the estimate satisfies x̂{1}n =
· · · = x̂{J}n ,∀n ∈ {1, . . . , N}, then the weighted support set
error (12) with weight β = 0.5 is equal to half of the Hamming
distance (18) for super symbols. In (19)–(20), we briefly derive
the Hamming distance-optimal estimator when xn ∈ {1,0},
where 0 is an all-zero row vector. The mean Hamming distance
(MHD) given the pseudo data qn is
MHD|qn = E[dMHD(xn, x̂n)|qn] = Pr(xn = 1|qn), x̂n = 0 and xn = 1,Pr(xn = 0|qn), x̂n = 1 and xn = 0,
0, x̂n = xn.
(19)
Following the steps in (13)–(14), the minimum MHD
7(MMHD) estimator is
x˜n =
 1,
∑J
j=1 q
(j)
n ≥ J2 + ∆v ln
[
1−ρ
ρ
]
,
0,
∑J
j=1 q
(j)
n <
J
2 + ∆v ln
[
1−ρ
ρ
]
.
(20)
B. Mean absolute error (MAE)
MAE-optimal estimator: The element-wise absolute error
(AE) is
dAE(x
(j)
n , x̂
(j)
n ) = |x(j)n − x̂(j)n |. (21)
In order to find the minimum mean absolute error (MMAE)
estimate, x˜n, we need to find the stationary point of (21),
dE[|x(j)n − x̂(j)n | |qn]
dx̂
(j)
n
∣∣∣∣
x̂
(j)
n =x˜
(j)
n
= 0, (22)
∀j ∈ {1, . . . , J}, n ∈ {1, . . . , N}. It can be proved that
E[X] =
∫∞
0
Pr(X > x)dx, if X ≥ 0. Therefore,
E[|x(j)n − x̂(j)n | |qn] =
∫ ∞
0
Pr(|x(j)n − x̂(j)n | > t|qn)dt
=
∫ x̂(j)n
−∞
Pr(x(j)n < t|qn)dt+
∫ ∞
x̂
(j)
n
Pr(x(j)n > t|qn)dt.
(23)
Using (22) and (23), we obtain
Pr(x(j)n < x˜
(j)
n |qn) = Pr(x(j)n > x˜(j)n |qn).
That is,∫ x˜(j)n
−∞
f(x(j)n |qn)dx(j)n =
∫ ∞
x˜
(j)
n
f(x(j)n |qn)dx(j)n =
1
2
,
through which we solve for the optimal estimator x˜(j)n numer-
ically.
Performance limits: We calculate the MMAE as follows,
MMAE=E[|x˜(j)n − x(j)n |]=
∫ ∞
−∞
E[|x˜(j)n − x(j)n | |qn]f(qn)dqn
=
∫ ∞
−∞
[∫ x˜(j)n
−∞
−x(j)n f(x(j)n |qn)dx(j)n +∫ ∞
x˜
(j)
n
x(j)n f(x
(j)
n |qn)dx(j)n
]
f(qn)dqn,
(24)
which has to be numerically approximated.
V. SYNTHETIC SIMULATIONS
After deriving the minimum mean weighted support set
error (MMWSE) and minimum mean absolute error (MMAE)
estimators, this section provides numerical results for Algo-
rithm 1. In the case of i.i.d. random matrices and AWGN
channels (6), replica analysis yields the MMSE of the MMV
problem [13]. By inverting the MMSE (details in Appendix B),
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Fig. 2. Comparison of simulation results to theoretic MMWSE for weighted
support set estimation under different number of channels J and measurement
rates R (β = 0.2, noise variances ∆z = 0.01).
we obtain the scalar channel noise variance ∆v ,7 which
characterizes the posterior f(xn|qn). Given ∆v , we character-
ize the MMWSE and MMAE theoretically. In the following
simulations, we use i.i.d. Gaussian matrices with unit-norm
rows, i.i.d. J-dimensional Bernoulli-Gaussian signals (2) with
J = 1, 3, and 5, and sparsity rate ρ = 0.1. The signal length
is N = 10000, and the measurement rate R = MN varies from
0.3 to 0.7. For each setting, the simulation results are averaged
over 50 realizations of the problem.
Mean weighted support set error in AWGN channels:
We simulate AWGN channels (6) in this case with the noise
variance being ∆z ∈ {0.01, 0.001}. Fig. 2 shows the weighted
support set estimation results using our metric-optimal al-
gorithm compared to the MMWSE (17). The red dashed
curve, the blue dashed-dotted curve, and the black solid curve
correspond to the MMWSE of J = 1, 3, and 5, respectively.
The red circles, blue crosses, and black triangles represent
the simulation results. We can see that our simulation results
match the theoretically optimal performance.
Remark: The optimal weighted support set estimator (14)
is not Lipschitz continuous. Hence, for J = 1, (14) is not
guaranteed to yield the MMWSE, according to Lemma 1.
Nevertheless, numerical results for J = 1 show that the
MWSE given by (14) is close to the MMWSE.
For weighted support set estimation, we further study the
information-theoretic optimal receiver operating characteristic
(ROC) curves, which are plotted in Fig. 3 for different
J’s. The red curves and black curves are plotted for noise
7Algorithm 1 also applies to problems with other types of matrices, as long
as the entries in the measurement matrices scale with 1√
N
. However, when
the matrices are not i.i.d., there is no easy way to theoretically characterize
the MMSE, the equivalent scalar channel noise variance ∆v , and the metric-
optimal error. Such a theoretic characterization is sometimes necessary,
because the MMSE behaves differently under different noise variances ∆z (6)
and measurement rates R [13, 30].
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Fig. 3. Receiver operating characteristic curves for weighted support set
estimation under different channel noise variances ∆z and number of channels
J (β = 0.2, measurement rate R = 0.3).
variances ∆z = 0.001 and 0.01, respectively. The solid
curves, the dashed curves, and the dotted curves represent
J = 1, 3, and 5, respectively. The true positive rate (TPR)
and false positive rate (FPR) in both axes are defined as TPR=
# accurately predicted positives
# all positives in truth and FPR=
# wrongly predicted negatives
# all negatives in truth . We
can see that having more signal vectors J leads to a larger
area under the ROC curve, which indicates better trade-offs
between true positives and false positives.
Mean absolute error in logistic channels: We simulate
i.i.d. logistic channels (7) with parameters a = 10 and 30;
the smaller a is, the noisier the channel becomes. Fig. 4 plots
the simulated MAE (crosses) and the theoretic MMAE (24)
(curves) for various settings.8 Different colors and line shapes
refer to different a’s and J’s, respectively. We can see that
our simulation results match the theoretically optimal perfor-
mance.
Remark: Both simulations yield better performance for
larger J . This is intuitive, because more signal vectors that
share the same support should make the estimation process
easier due to more information being available.
VI. APPLICATION
In this section, we discuss active user detection (AUD) in
a multi-user communication setting that can be viewed as
compressed sensing [36–38] (CS, which is closely related to
SMV) in some scenarios. Next, we simulate AUD using our
metric-optimal algorithm. Finally, we discuss how to solve the
AUD problem using an MMV setting.
CS based active user detection: One application of MMV
is AUD in a massive random access (MRA) scenario for multi-
user communication [10, 11]. In the MRA scenario, multiple
8We do not have a replica analysis for logistic channels. In order to compute
the theoretic MMAE, we use the average ∆v from all the 50 simulations for
each setting and calculate the MMAE with (24).
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logistic channels (7), number of channels J , and measurement rates R.
end users (EUs) are requesting access to the network simul-
taneously by sending their unique identification codewords,
an ∈ {−1,+1}M×1, n ∈ {1, . . . , N}, to the base station,
where n denotes the user id, and each user’s codeword is
known by the base station. The base station needs to determine
which EUs are requesting access to the network (active) and
which are not (inactive), so that it can allocate resources to
the active EUs. Fletcher et al. [10] proposed a CS based AUD
scheme for MRA, which was recently revisited by Boljanovic´
et al. [11]. In their setup [10, 11], all EUs are synchronized,
i.e., all active EUs send each entry of their codewords to the
base station simultaneously in one time slot. Denote the status
of the n-th EU by xn ∈ {0, 1}, where xn = 1 means active
and xn = 0 is inactive. Denote the received signal vector at the
base station by y ∈ RM×1. Since all EUs are synchronized,
we can express the received signal y by
y = Ax + z, (25)
where A = [a1, . . . ,aN ] ∈ {0, 1}M×N , and z is AWGN. The
base station estimates x to determine which EUs are active.
In the following, we first apply a mean Hamming dis-
tance (MHD) optimal algorithm to estimate x from (25), and
compare to the algorithm of Boljanovic´ et al. [11], which is
orthogonal match pursuit (OMP) [39]. Next, we propose an
MMV based scheme for AUD in MRA.
Simulation with MHD-optimal algorithm: As the reader
can see, the CS based active user detection [10, 11] is an SMV
problem (1), which is MMV for J = 1 (3). Later in this section
we will extend the scheme by Boljanovic´ et al. to an MMV
setting, and so we keep using MMV notations. Note that the
entries of the measurement matrix in this AUD problem take
values of ±1. Because the derivation of Algorithm 2 assumes
that entries of A(j) scale with 1√
N
,9 we scale A(j) down by
9Details can be found in Krzakala et al. [22] and Barbier and Krzakala [27].
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√
N using a modified y˜(j) = y
(j)
√
N
(1).
Following the discussion above, we simulate the settings
of measurement rate R ∈ {0.2, 0.25, . . . , 0.6} and noise
variance ∆z ∈ {10−1, 10−1.5, 10−2}. For each setting, we
randomly generate 50 realizations of the Bernoulli signal
x(1) ∈ {0, 1}N×1 with sparsity rate ρ = 0.1, and measurement
matrix A(1) ∈
{
− 1√
N
,+ 1√
N
}M×N
, where N = 10000. We
run Algorithm 1 with J = 1 to estimate the underlying signal
x(1). Note that fan(∆v,qn) and fvn(∆v,qn) in Lines 18–19
of Algorithm 2, which consists of Part 2 of Algorithm 1, are
given by the following,
fan(∆v,qn) =
ρ
ρ+ (1− ρ) exp
[
−
∑J
j=1 q
(j)
n − J2
∆v
]1,
fvn(∆v,qn) = fan(∆v,qn)− fan(∆v,qn)2,
where the power-of-two in the last term of fvn(·, ·) is applied
element-wise.
Our results are compared to OMP in Fig. 5. The solid,
dashed, and dash-dotted curves represent noise variance ∆z =
10−1, 10−1.5, 10−2, respectively. The black curves are the
OMP results and the red curves with circle markers are the
results of Algorithm 1 when optimizing for MHD. We can see
that our algorithm consistently outperforms OMP.10
MMV scheme for active user detection: Reminiscing
on Section V and our previous work with Krzakala on
MMV [13], more measurement vectors (larger J) lead to
better estimation quality. We propose to convert the SMV
style of the AUD problem into an MMV style by having
each EU send J different identification codewords, a(j)n ∈
10Note that the entries of the signal estimated by OMP are not exactly 0’s
and 1’s. Hence, in order to provide meaningful results, we threshold the OMP
estimates before calculating the Hamming distance.
{−1,+1}M×1,∀j ∈ {1, . . . , J}, to the base station. However,
since the underlying signal x (25) is Bernoulli and does
not change during the AUD period, the resulting MMV is
equivalent to an SMV with J times more measurements;
the column an of the measurement matrix in the equivalent
SMV scheme is an =
[(
a
(1)
n
)T
, · · · ,
(
a
(J)
n
)T]T
. Hence,
Algorithm 1 should yield the same detection accuracy for
the MMV scheme with J channels and the SMV scheme
with J times larger measurement rate. Nevertheless, there is
one advantage in adopting the MMV scheme: Lines 4–15 of
Algorithm 211 can be parallelized with J processing units (for
example using a general purpose graphics processing unit or
multicore computing system). After parallelizing Algorithm 2,
the base station can perform the detection procedure with less
runtime.
VII. CONCLUSION
In this paper, we studied the MMV signal estimation prob-
lem with user-defined additive error metrics on the estimate.
We proposed an algorithmic framework that is optimal under
arbitrary additive error metrics. We showed the optimality of
our algorithm under certain conditions for SMV and con-
jectured its optimality for MMV. As examples, we derived
algorithms that yield the optimal estimates in the sense of
mean weighted support set error and mean absolute error,
respectively. Numerical results not only verified the theoretic
performance but also verified the intuition that having more
signal vectors in MMV problems is beneficial to the estimation
algorithm. We further provided simulation results for active
user detection problem in multi-user communication systems,
which is a real-world application of MMV models with the
goal of minimizing the Hamming distance. Simulation results
demonstrated the promise of our algorithm.
APPENDIX
A. Derivation of gout for logistic channels (7)
Byrne and Schniter [29] provide a method to derive gout
for logistic channels (7), but the actual formula for gout is not
given in their paper. To make our paper self-contained, we
outline the derivation of gout for logistic channels. In order to
calculate gout(k, y,Θ) (4), we need to find f(w|k, y,Θ) (5)
and calculate E[w|k, y,Θ]. For logistic channels (7),
f(w|k, y,Θ) =
1
Z˜
×
[
δ(y − 1)
1 + e−w
+ δ(y)
e−w
1 + e−w
]
1√
2piΘ
e−
1
2Θ (w−k)2 ,
(28)
where Z˜ is a normalization factor. Therefore, it is difficult to
calculate E[w|k, y,Θ]. Instead of calculating E[w|k, y,Θ] by
brute force, Byrne and Schniter [29] use a mixture of Guassian
cumulative distribution functions (CDF’s) to approximate the
11Recall that Algorithm 1 runs Algorithm 2 as a subroutine.
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E[w|k, y,Θ] =

1
Z˜
∫
w
1 + e−aw
e−
1
2Θ (w−k)2√
2piΘ
dz =
∑umax
u=1 αuT1(u)∑umax
u=1 αuT0(u)
= k +
Θ
∑umax
u=1
αuφ(ηu)√
(σua )
2
+Θ∑umax
u=1 αuΦ(ηu)
, y = 1,
1
Z˜
∫
w e−aw
1 + e−aw
e−
1
2Θ (w−k)2√
2piΘ
dz =
k −∑umaxu=1 αuT1(u)
1−∑umaxu=1 αuT0(u) = k −
Θ
∑umax
u=1
αuφ(ηu)√
(σua )
2
+Θ
1−∑umaxu=1 αuΦ(ηu) , y = 0.
(26)
E[(E[xn|qn])2] =
∫
qn
f(qn)(E[xn|qn])2dqn
=
(
ρ
1+∆v
)2
[2pi(1 + ∆v)]
J/2
∫
qn
qnq
T
n
ρ exp
[
qnqTn
2(1+∆v)
]
+ (1− ρ)
(
1 + 1∆v
)J/2
exp
[
qnqTn (∆v−1)
2∆v(1+∆v)
]dqn. (27)
sigmoid function 11+exp(−aw) ≈
∑umax
u=1 αuΦ(
w
σu/a
) [40], where
umax is the maximum number of Gaussian CDF’s one wants
to use, Φ( wσu/a ) denotes the Gaussian CDF whose standard
deviation is σua , and αu is the weight.
Following Byrne and Schniter [29], we define the i-th
moment ∫
wiN (w; k,Θ)Φ
(
w
σu/a
)
dz = Ti(u),
where N (w; k,Θ) is the pdf of an RV w with mean k and
variance Θ, and Φ(·) is the CDF of a standard Gaussian RV.
Defining ηu = k√
(σua )
2
+Θ
, we obtain
T0(u) = Φ(ηu),
T1(u) = kΦ(ηu) +
Θφ(ηu)√(
σu
a
)2
+ Θ
,
T2(u) =
(T1(u))
2
Φ(ηu)
+ ΘΦ(ηu)− Θ
2φ(ηu)(
σu
a
)2
+ Θ
(
ηu +
φ(ηu)
Φ(ηu)
)
,
where φ(ηu) is the pdf of a standard Gaussian RV at ηu.
Hence, the normalization factor Z˜ in (28) can be derived,
Z˜ =
∫ [
δ(y − 1)
1 + e−aw
+ δ(y)
e−aw
1 + e−aw
]
e−
1
2Θ (w−k)2√
2piΘ
dz
=
{ ∑umax
u=1 αuΦ(ηu), y = 1,
1−∑umaxu=1 αuΦ(ηu), y = 0.
We can further obtain the expression for E[w|k, y,Θ] in (26).
Hence, we can calculate gout (4).
Apart from gout, we also need to find the partial derivative
of gout (29), which according to Rangan [21] satisfies
− ∂
∂k
gout(k, y,Θ) =
1
Θ
(
1− var(w|k, y,Θ)
Θ
)
, (29)
where var(w|k, y,Θ) = E[w2|k, y,Θ]− [E[w|k, y,Θ]]2. Note
that E[w2|k, y,Θ] can be derived in the same way as (26) and
the result is given below,
E[w2|k, y,Θ] =

k2 + Θ +
umax∑
u=1
αuξu
umax∑
u=1
αuΦ(ηu)
, y = 1,
k2 + Θ−
umax∑
u=1
αuξu
1−
umax∑
u=1
αuΦ(ηu)
, y = 0,
where
ξu =
2kΘφ(ηu)√(
σu
a
)2
+ Θ
− Θ
2ηuφ(ηu)(
σu
a
)2
+ Θ
.
B. Inverting the MMSE
For the MMV problem with i.i.d. matrices and joint
Bernoulli-Gaussian signals, Zhu et al. provide an information-
theoretic characterization of the MMSE by using replica
analysis [13]. Suppose that we have already obtained the
MMSE for an MMV problem. This appendix briefly shows
how to invert the MMSE expression in order to obtain the
equivalent scalar channel noise variance ∆v .
The optimal denoiser for the pseudo data is x˜n =
E[xn|qn] = fan(∆v,qn), where fan(∆v,qn) is given in (8).
We then express MMSE expression using E[xn|qn] as follows,
MMSE = E[(x˜n − xn)2] = Jρ− E[(E[xn|qn])2]. (30)
We calculate E[(E[xn|qn])2] in (27), where the J-dimensional
integral can be simplified by a change of coordinates. Then,
we plug (27) into (30), and express the MMSE as a function of
∆v . Finally, we numerically solve ∆v for any given MMSE.
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